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Introduction 

igital computers are finding more and more use in 
the control of large complex systems because of 
t h e i r  versatility and accuracy. I t  is expected 

that t h i s  trend will continue, and the future develop- 
ment of c o n t r o l  science will be centered around digital 
technology. 

In g e n e r a l ,  a digital computer may serve any or all of 
three s e p a r a t e  functions in a control system: 

computed results are  stored and sampled a t  preassigned 
times. There is no waste of computer time, however, 
there is an extra delay in the sampled output from the 
computer. 

(iii) The computer is assigned to each controlled 
system in turn. There is no waste of computer time, 
and only a minimum of computer delay. However, the 
sampling periods for each system becomes random and 
fluctuable. 

(1) D a t a  ~ r o c e s s i n g  and monitoring, e.g., computation 3. Quantizing error in computations and in analog-to- 
of s y s t e m  which cannot be directly measured, data digital conversion. 
logging, s caming ,  and supervisory control, etc.; 

(2) D i r e c t  control or compensation of system dynam- 
The quantizing error is significant when there i s  not 

ics; and 3 sufficient number of significant figures. To estimate 

(3) Implementation of adaptive or learning loop. its effect, one may regard each place where. roundoff 

Of t h e  t h r e e  functions mentioned, (1) is simply using 
occurs a s  a element of unity gain with an additive 
noise of mean square value 

a computer as a computer. The present review is con- 
cerned e s s e n t i a l l y  with (2) and (3), in which the com- - q2 

n(t)' = - 
puter is u s e d  for direct on line control. 12 

System Considerations 

There .are a few unique system considerations in 
digital computer  control, namely: 

1. Data sampling and reconstruction 

Since rhe computer takes i t s  inputs in  the form of a 
sequence of numbers, the input signal is sampled, nor- 
mally at e q u a l  intervals. The output from computer is 
a sequence of numbers. It must be reconstructed to a 
continuous analog signal before it  can be applied to  the 
input of a continuous plant. Normally th i s  is done by a 
data hold which holds the signal for one sampling 
period. 

2. Time Shar ing 

Quite o f t e n  a large number of independent systems 
are con t ro l led  by a single digital computer on a time 
sharing basis. It can be done in two ways: 

(i) T h e  computer is assigned t o  each controlled sys- 
tem a t  s o m e  fixed instants in turn. Sufficient time for 
computation must be allowed to each system, and the 
sampling t i m e  is unnecessarily large. 

(ii) The computation is done continuously, and the 

where q is the value represented by a change of one in 
the lowest digit. The equation is valid i f  the system is 
sufficiently exercised s o  that the average change in 
successive samples is many times q. Otherwise, non- 
linear oscillations may occur, and the amplitude of os- 
cillation may reach a few times q [14], [155], [I%]. 

From the given system considerations, i t  readily is 
seen that the quantization error is negligible when a 
general purpose computer is used, and the problem of 
time sharing is basically an engineering design problem 
once the basic problem of discrete control is solved. 
The major problem in digital computer control is that 
both the measured data and computer output are sam- 
bled. It is referred to in the literature as  sampled-data 
system, or discrete (time) control system. 

The development of discrete control theory can be 
divided into three stages. In the first stage, methods 
a re  developed which treat some aspects of a discrete 
system a s  that of a continuous system. In the second 
stage, discrete control technology is developed parallel 
with that of continuous control. In the third stage, com- 
puter control moves ahead of continuous control, not 
only in  theory but also in doing many things which a 
continuous control has no possibility of doing. 



Mathematical Representation of Sampling and Data amount of power l ies  outside the frequenq 
range 0 - ws/2 radians. 

Reconstruction 

The first important development is the z-transform Linear Autonomous s ~ ~ + ~ ~ ~  
method developed independently by Barker, Ragazzini, 
and Zadeh, which makes i t  possible to analyze the ef- It is obvious (4)  that each pole s ,  in  R(s) cop 

I 
feet produced by discrete or sampled signal on continu- responds t o  infinitely many poles in R*(s) at sl + jno,, 
ous systems using a transform method which is a slight = -0° - - . - . .-  The task of u s i n g  Laplace 
modification of thk Laplace transform method and can transform t o  study sampled systems is formidable. 
be used in conjunction with the Laplace transform [4], However, if one substitutes the new variable z = esTin 
[122]. R*(s), each pole s, in K(s) becomes a siagze pole 2,; 

A sampled-signal r*(t) of the continuous signal r(t) is eSIT in the new function R*. In z-uansform literature, 
represented as: this  new function is denoted a s  ~t is worthy of 

note that  R(z )  is not the same function ~ ( s )  as is 
r*(t) = r(nT)G(t - nT) = r(t) 6(t - nT). (1) lustrated by t h e  following example: 

n n r(t) = e-at 

It is noted that the sequence of numbers r(nT) is not 
a signal because it cannot be applied to  a continuous 
system to produce any meaningful result, but r*(t) is a '  
signal in the given sense. For instance, if r*(t) is ap- 
plied to a circuit with an impulse response h(t): 

h ( t ) = l  O < t < T  
I?\ 
\&I 

= 0 t s O ,  t > T .  R*(s) = e-~nTe-nTr = 1 - . - aTe - sT  
The output is a stepwise signal m(t) = r(nT), n T  < t 5 n 

(n + 1)T. 
The effect of sampling can be visualized by perform- R(z) = 

1 

ing a Laplace transform on r*(t) .  Since 1 - e-aTz-' 

n= OQ 
For a continuous system to be stable, a l l  t h e  poles of 

1 nF ejnmst 8' '-nT)=- (3) the system function F(s) are located in the LHP (left 

n= w 
T half plane). In a sampled-system, the e n t i r e  s-plane is 

n= -m 
mapped into a strip of width o, i n  the c o m p l e x  plane of 

where as = 2 n/T. F*(s), and the  LHP is mapped into a h a l f  s t r ip ,  which 
is, in turn, mapped into a unit circle in the z-plane. nE L ir(t)e-inmstI The unique correspondence between the LHP of F(s) 

R*(s) E L {r*(t)] = - 
T and unit c i rc le  of F(z) makes it possible to modify con- 

n = - ~  (4) ventional techniques for analysis and d e s i g n  of cow 

tinuous systems,  such as root locus m e t h o d ,  polar plot, 

= ' R(s +in@,). 
Bode plot, Routh-Hurwitz criterion, and N y q u i s t  crite. 

T rion, to do the same for sampled s y s t e m s  [80], [811, 
n= -m [831, 1841, 1851, [961, [971, r1081. A f u r t h e r  stepis 

In (41, R(s) is the Laplace transform of .r(t). E ~ ~ ~ -  represented by development of techniques which apply 
tion (4) shows that one effect of sampling is to create only t o  s m p l e d  systems: studies of t h e  b a s i c  limitas 

many side bands which are exact duplicates of the spec- tions of closed-loop sampled-systems a n d  d e s i g n  for a 
trum of r(t) but are shifted along the frequency axis by specified performance within these l i m i t a t i o n s ,  systems 
multiples of as. which are error free (at sampling ins tan t s ) ,  and ripple- 

The result gives some insight on the required Sam- free (errorless a t  a l l  times) within a f e w  sampsk 
 ling rate for any given r(t). In an overly simplified periods af ter  the application of a d e t e r m i n i s t i c  input, 
case, r(t) i s  strictly band-limited: R(jo) = 0, for all and the introduction of a s taleness  f a c t o r  to slow down 
a >wb- If as > 206 the sidebands are  completely the system response s o  that saturation w i l l  not  become 
separated from the main spectrum, and ~ ( t )  can be re- a serious problem [lo], 1261, [64I, [65I, [125I- 
covered from r*(t) by filtering out the sidebands. ne Consider a feedback system with the s a m p l e d  value 
condition as > 2ab is the same a s  e*(t) of the system error e(t) a s  an input to the computer 

and the computer output rn*(t) is fed to a data hold ele- 
1 
- > 2fb ( 5 )  ment. The output of the data hold e l e m e n t  is the input 
T of the controlled plant. A plant output c o n t r o l l e d  vari- 

able c(t)  is subtracted from the re fe rence  v a l u e  r ( t )  of 
where f b  = u b / 2 ~ .  That ( 5 )  is the necessary and suf- the controlled variable to obtain e(t). The system is 
ficient condition for errorless reconstruction of r(t) from assumed to be linear with plant transfer f u n c t i o n  Gp(s) 
r*(t) is known as Shannon's sampling theorem [130]. and hold circuit ~ ( ~ 1 ,  and the computer is represented 

In general, a signal r(t) is not strictly band-limited. by the pulse transfer function D(z). Let  G<=) ~ G ~ ( z ) q  
The sampling rate as is usually selected s o  that only a The system transfer function ~ ( z )  i s  then 

' 
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