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ON INTERCHANNEL CORRELATION IN COMMUNICATION
WITH FEEDBACK

Abstract
It has been firmly established in the literature that feedback
offers a distinct improvement over conventional unidirectional com-
munications systems in many cases, especially with channels subject

to time varying statistics. Many of the analyses extant assume a

noiseless, error-free feedback channel is available. Clearly this

will not always be a valid assumption. Even in published results

which include the effects of feedback errors, the possibility of

interchannel correlation and its effects on performance have appar-

L

ently never been considered.

= o

This paper undertakes to show that at least in some cases,

R e s

some of the system performance measures exhibit a significant sensi-

e s

T.vity to interchannel correlation of fading.
With decision errors possible on the feedback channel, final
errors of omission and insertion, as well as simple substitution

errors, can occur. Occurrences of the different types of final

errors will in general have a different relative disturbance effect ;

on the output information. It is shown in several examples that

A —

correlation in general affects the rate of each error type differ-
ently, and that the functional dependences vary widely with other ;i
system characteristics. Thus the major conclusion is that in every
case where correlation may exist, its possible effects should be

examined for the particular case at hand, and if found to be signi- |

ficant should be taken in account both in analysis and synthesis. |




ON INTERCHANNEL CORRELATION IN COMMUNICATION

WITH FEEDBACK
I. Introduction

The concept of employing feedback procedures in conjunction
with two-way communications systems offers anlimportant practical
solution to the problem of maintaining system reliability in the face
of time varying channel statistics. The recent literature on the sub-
ject of communications with feedback has treated the evaluation of the
various types of feedback procedures for different classes of systems,
analysing the trade-off between rate and reliability which feedback
affords, and developing more efficient encoding schemes to take advan-
tage of the feedback. It has been firmly established by several
authorsl-ls that decision and information feedback schemes offer a
distinct improvement in performance over conventional unidirectional

systems. However, in almost all cases the accompanying analyses assume

-a noiseless feedback channel. While this may be a valid approximation
in some cases, it is certainly not valid, for example, in the case of
a simultaneous two-way system, in which the feedback for one direction
would be part of the forward transmission for the other direction. Thus
both the feedback and feedforward information will be subject to errors
at comparable rates and with éomparable effect on overall system per-
formance.

A complication in analysing the effects of feedback errors is
the possibility of interchannel correlation of noise or fading. With
many, perhaps most, two-way systems the two channels will be almost

identical. The phenomena which give rise to fading or intense noise
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‘on one channel are likely to effect both channels simultaneously.
Since these phenomena are frequently of long duration, there may be
correlation between'the occurrence of errors in a give unit of feed-
for&ard information and their occurrence in the correspondiné feed-
back reply, even though the reply must clearly come later in time.
The most natural and commonly familiar feedback communication
system is the ordinary telephone conversation. That the following
situation is typical, is well known to those concerned with the psy-
chology of telephone users. Talker A has difficulty hearing talker B.
Therefore talker A's reaction is to shout. But then talker B hears
A perfectly clearly, in fact too clearly. Therefore B speaks more
and more softly while A becomes more and more desperate. Of course
if both had difficulty, or neither had difficulty, the situation
would not arise. The two-point moral is that correlation of fading
can have a profound effect on feedback c§mmunications, and that at
least in the telephone system, high positive correlation is so pre-
valent that users are conditioned to it and react accordingly, even
though the vast majority of them (as laymen) have no least notion of

the concept of correlation.

This paper undertakes an analysis of interchannel correlation
of error occurrences, primarily with the intent of showing that the
effect can be significant, and should be taken into account both in

the analysis and synthesis of actual systems. We first consider the
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simplest possible system capable of exhibiting the salient effects.

This is an uncoded binary decision feedback system. Then to show

that the results carfy over to systems of more practical interest,
a decision feedback system employing a long block code is briefly
analysed. The results show that of the various types of errors
that canAoccur in a noisy feedback system, some are strongly de-
pendent while others are but weakly dependent on correlation.

With some the dependence has positive slopewhile with others the
slopeis negative. This raises the possibility of optimization

through control on correlation by adjusting the frequency and/or

time separation between the forward transmission and corresponding

feedback reply.

II. Analysis of Uncoded Binary System

The system under consideration consists of a binary ergsure
channel for the forward channel and a binary channel (symmetric or
unsymmetric depending on the decision region partition) for the feed-
back. ‘

The system characteristics are depicted in Figures la, b, ¢,

with a "1" signal represented by the point +l and the "O" signal by




.
the point -1. With each decision, the receiver feeds back either a

zero to indicate reject or a one to indicate acceptance of the previous
forward transmission. Except for differences in output space partitions,
both channels are assumed identical and subject to identical noise
conditions. For simplicity the noise is assumed present in one of two
states. In both states the noise is assumed zero mean gaussian. One

is a low noise state with varidnce o 2, the other a high noise state

1

with a variance 022. The forward transmission of a single bit, coupled
with the corresponding feedback reply is designated as a ''total trans-
mission". Let a, denote the state of the forward channel, § the state
of the feedback channel during the vth total transmission. o, and Q)
are identically distributed, correlated random variables, each with two
possible "values" which we artifically designate as 1 for the low noise
state and h for the high noise state.

There are four possible system states during the vth total

transmission, designated

)]
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Again for simplicity these are assumed independent of v. Their

probabilities of occurrence must satisfy the basic relations
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p(sl") + p<52") + p<s3") + P<54”) =1

Pcsl") + p(SQ") = Pcsl") + p<53“)‘= P(q, = 1) = P(8, = 1)
(2)

P<s2") + P(s“v) = P(ss\)) + P(su\’) = P(a,-= h) = P(B, = h)

If (say) P(av=l) and any one of the four system state probabilities

are specified, the remaining state probabilities are determined. Alter-
natively we may define a type of correlation coefficient as

P(sl" ) - PQ(avzl)
(3) P =

P(av=l)[l—P(av=l)]

whose specification with P(av=l) determines the remaining state proba-

bilities.*

Similarly if 612, 022, and the output decision space parti-

tionings for both channels are specified, the probability of each
decision event conditfone@ on the channel state can be calculated.
On the forward channel we need distinguish only the decision events;
"correct acceptance', "erroneous acceptance", and "null" or 'reject",

designated ¢, e, and r respectively. On the feedback channel we must

distinguish four events; a correctly interpreted 1 and a correctly
interpreted O (designated "1" and "0"), an error e, in which a 1 is

read as a zero, and the converse error eq- Typical decision space

partitionings for a symmetric binary erasure forward channel and binary

asymmetric feedback channel are depicted in Figure 1.

%#Strictly speaking p is not "the" correlation coefficient since for
simplicity we have ignored the shift in @ as p(a=1) is varied.
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There are three distinct types of errors which can occur

in the information sequence as finally assembled by the receiver.
The standard type is the simple substitution error; the remaining
types are the "spurious insertion' and "spurious deletion'". The

latter two result in nonconservation of message length through bit

B AR SRR o B i i

gains and losses, and therefore may be much more troublesome. 2

R AL

In this analysis it is assumed that the receiver infallibly
recognizes the transmitter's failure to repeat or the presence of v;j
an unrequested repeat, provided the then-current bit is ultimately
accepted correctly without intervening error. (Normally provision - _ 3;ﬁ ¥
for this would be made through coding). An occurrence of the latter ’
is simply ignored by the receiver, while the former requires the Bl

receiver to guess the missing bit with probability 1/2 of a correct

guess. If the then-current bit is ultimately accepted erroneously i

or is not repeated when requested (and is guess erroneously), then

a preceding unrequested repeat is assumed to result in spurious inser-
tion while a previous failure to repeat results in spurious omission.
Since their dependence on correlation is different, we dis- ii
tinguish the two ways a simple substitution error can occur. Thus
there are four error probabilities to consider; Px(e) - the proba-
bility of-ultimate erroneous acceptance of any given bit, PII(e) - the
probability of a recognised failure to repeat followed by erroneous
guess, PIII(e) - the probability of spurious omission, and PIV(e) -

that of spurious insertion. They are computed as follows: i

e B R
3
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pZe)
(4) ‘ PI(e) B ————
1-p(r,0)
1 P(rseo) ‘ ’
(5) PII(e) =5
l- p(r,OE
(6) Pooqle) = p(r,eo)[PI(e) + Pro(ed] .
(7)

PIV(e) = [p(c;e ) + p(e,el)][PI(e) + PII(e)]b

where for example, ple) 15 the average probability of erroneocus accep-
tance of any giﬁen forward transmission, p(r,0) is the joint average

probability of a reject on the forward channel correctly interpreted

as such on the feedback channel, etc. The expression for the latter

is typical, viz.
(8) p(r,0) = P(Pla=l)p(018=l)P(sl) + plr|a=1)"
p(O\B=h)P(82) + p(r\a:h)p(o|e=1)P(s3)

+ p(r|a=h)p(018=ﬁ)P(sq)

In addition to the above error probabilities, the informatiop rate is
also affected by interchannel correlation. Since final termination of
transmission on any one information bit occurs when and only when the
feedback ¢hannel reads a "1" (whether correctly or incorrectly) as a

feedback reply on that bit, the average information transmission rate

is simply

(9) R = p(c,1) + ple,l) + p(r,eo)
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Direct substitution of the relations exemplified by (8) into the five

equations (4) - (7) and (9) yields straightforward but rather horrendous

algebraic expressions for the desired performance functions. To reduce

them to something more tractable we introduce some notational abbrevia-
tions and some simplifying approximations. Since cofrelation of fading
will obviously not be significant unless there is substantial difference
between performance in the good state and performance in the bad, we
begin by assuming p(e|a=1l) and p(e0|8=l) are both, for all practical
purposes, equal to zero. Also if the use of feedback is to be worth

the effort, then the criterion for acceptance on the forward channel .

- must be made sufficiently stringent that p(efa=h) is still very much
less (by orders of magnitude) than unity. If this can be accomplished
while maintaining a reasonably high value for p(c|o=1l) then e. errors

1

cn the feedback channel will be much less disturbing than e, errors.
This suggests that the feedback channel be made highly asymmetric to
the extent that p(e0|8=h) is comparable in order of magnitude to

p(ela=h). With this in mind we retain only the terms of lowest non-

vanishing order in these two factors. The abbreviated notation is

as follows:

P(a:l):P(B:l):a 5 P(a =h)=P(B -=h)'f'l-a

P(s,) = a2 + pa(l-a); P(su) = (l—a)2 + pa(l-a)

P(s2) = P(sy) = a(1-a)(1-p)
plr|la=1) = b p(rlash) =1 -6 -e=1
plela=1) = 0 ple|a=h) = ¢

P o e fa e e v e
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p(cla=h) = §

p(e0|8=l) = 0 p(eo\8=h) = Y*x

g
—~
(o]
w
1]
—

~
1"

’_.l

p(0lg=h) =1 -y =1

el
~~
}—l
w
"
—
~r
H

1-d  p(1|B=h)=n
ple, |B=1) = a* ple|g=h) =1 -n=1

Note that Greek letters have been used for all quantites which can gen-
erally be expected to be very small, while with the exception of o,
Roman letters are ﬁsed for the more moderate quantities. The desired

algebraic expressions now reduce to:

p._(e) & X123 1y (1) (1-p)]

2a(1-b)
(10)
P (e) £ X2 (1) (-0 1)) - Ta(1-p)(1-0)]
ITI 2 2
a(1-b)
P (e) 2 (1-2)[&+(1-a)(1-a)(1-I[(er)) - Za(1-b)(1-p)]
R 2 a(l-b)(1-d)[at+p(1l-a)]
These expressions are still a bit messy for general interpre-
tation.

Two observations are worthy of note, however. First, the rate

R is maximized when p is maximum. (In fact if one could conceive of

negative covrelation, the rate goes to zero at extreme negative cor-
relation if a 5_%). Second, the probability of spurious insertion,

PIV(e) goes to zero at p=l if the good state is completely noise free
such that b =

d = 0, while the accompanying increase in PIII(e) is of

small moment since PIII(e) in any case of second order in y ande.t

*Note that d = b, n=6 and y=¢ if the partition of the decision spacea.in
the feedback receiver matches that of the feedforward receiver as depicted
in Fig. 1.

tActually, the approximation to P (e) goes to zero, but the exact expression
teduces to second order in y and
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With b = d = 0 and also assuming y=¢, the total probability of all

errors, to first order in ¢, is given by:

(11) PI + PII + PIII + PIV = ig—al-f—)(3—a+ pa)ll+a(l-a)(1-p)]

Unless a»l, this has negative slopefor all p and in any case,.is
‘but weakly dependent on p. Therefore it is clear one would wish to

maximize p in order to maximize R and minimize PIV(e).

IIT. Analysis of Block Coded Binary System.

We wish now to show that the salient effects 1llustrated by
the simple example of the previous section carry over to systems of
more practical interest. A simultaneous two-way system is considered
with each channel employing a (n,k) random linear block code.* One of
the k information digits in each block will be the feedback decision
(1 or 0 for accept or reject) on an earlier block on the other channel.
Similarly a second digit is designated as a "block label', alternately
1 and O for each block of k-2 true information bits as received from

the source. This is to aid in the recognition of unrequested repeats.

The channels are both assumed binary symmetric, again characterized by
a high and a low noise state, the states occurring randomly with iden-
tical statistics on both channels and with interchannel correlation of
noise states.

The decision to accept or reject will be based on a criterion

of j or fewer apparent errors. That is, an apparent error pattern of

*More specifically, we assume the code has a generator matrix of the form
G=(I, JP) where I, is the kxk identity and P is a kx(n-k) parity check
matrix each of whose elements is chosen by an independent coin toss.
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§ or fewer errors will be corrected; otherwise the block is rejected.

However, we allow the cases where j is either greater or less, for pur-

poses of reading the feedback digit than for reading the feedforward

information digits. Two values, j = 0 and j = 2, are considered. Thus

there are four possible combined decision criteria, NN, ND, DN and DD,

where (for example) ND denotes no correction allowed for feedforward

but double error correction allowed in acceptance for reading the feed-

back digit in the same block.

With a random linear block code it is considerably more diffi-

cult to correct all double errors than with a more systematic code.

However, the following simple algorithm corrects all single errors and
approximately 75% of all double errors:-As the information digits are

received, the receiver generates its own parity check sequence, then

adds it bit by bit mod 2 to the received parity check sequence. If the

resulting n-k bit sequence is of weight zero, one or two, the recelver

assumes all k information bits are correct. If it is of higher weight,

the receiver attempts to match it to a row of the parity check matrix.

When and if a match within a one digit error is discovered, the corres-

ponding information digit is corrected. Otherwise the entire block is

rejected. For computational purposes we assume this algorithm is used

for the D mode correction.

For simplicity the noise state on either channel is assumed

to change instantaneously and only at a division between blocks. In
computing the results, we consider a (100,50) code with the two digit

error probabilities assigned the values Po1 = .01 and Pop = %u With
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these values and any reasonably probable choice of the random code,

the code performance will closely approximate that of the "best" (100,

50) code. In the noisy state the various decision event probabilities

are computed by pure combinatori~s independently of the particular code
structure, while in the quiet state the fact that the minimumvdistance

between code words will be somewhat less than the maximum minimum will

have negligible effect on fhe computations.

Again there will be three basic types of error, simple sub-
stitution, omission, and insertion. (For brevity we will not distinguish
between the different ways any one type may arise). Since unrequesteq
repeats will clearly result in final errors less often than failures
to reﬁeat, the receiver should assume the feedback digit is zero when-
ever it cannot be read. We specify a somewhat simple-minded receiver,
which always assumes that the most probable cause of repeated block labels
in sequence (i.e. - unrequested repeat) is the actual cause, and there-
fore deletes the apparent repetition. The receiver could do better than
this only with substantial increase in system complexity through more
elaborate block labelling and addressing and/or comparisons with previously
accepted information blocks. With this in mind a little reflection shows
that omissions and insertions can only occur as double errors. Let Pi(e)
denote the average probability of simple substitution, Pii(e) that of
double omission, and Piii(e) that of double insertion. They are given as

follows:

%TTP s %’—p(c,el) 5(e,1)

+
1-p(r,0) [l-ﬁ(b,o)][l—p(r,O)-p(c,el)]

(12) P.(e) =
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%-p(e. ' p(r,eo)'
(13) Pii(e) = +
1-p(r,0) 1-p(r,0)

1
§-p(c,el) p(e,el)

(1%) Piii(e) =
[l-pﬂr,o)][l—p(r,o)—p(c,el)]
where the notation on decision events follows that of the preﬁious

section, and the block label is assumed to be changed with probability

5 whenever the forward transmission is accepted erroneously. The ex-

pression for rate R is identical to that of (9) above except for a

multiplicative factor of (k-2/n.)

Using the same abbreviated notation and the same‘approximations

as in the previous section, these reduce to

pe) & Kima) )y 5 lmarad-oll-a)(1-d)

2a(1l-b) a + p(l—a) .
. (1-a) - € .
P..(e) 2 —== {y[1-a(1-b)(1-p)I+ = a(1-d)(1-p)
il a(1-b) { ‘ 2 }
9y s dl-a) | [(l-avad)-p(1-a)(1-a)][(1-atad)+pa(1-d)]
111 2a(1-b)(1-d) a+ pll-a)
R £ -}5?‘1& a(1-b)(1-d)[a+p(1-a)]

Again one could make a few general observations, such as the
rate approaching zero and Pi and Piii blowing up with extreme negative
correlation (a highly unlikely circumstance, though perhaps not impossible,
2

in a physical system) provided a<£. Also if d=0, then P,,.(e)>0
— iii

linearly as p*l. However the results are more readily interpretable

for the numerical example proposed. For this example the parameters

have the following sets of numerical values:
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= 0.632

Cd
L8
—
o
(=3
-4
[

= 0.127

g
1
—
(@]
o
[

I .
%,0 ° 2 W,D 4,0 = Py,p

where for example, & is the value of € with no error correction (N-mode)

on the forward channel. Then for each of the four combined modes:

(16)

(17)

NN-Mode

1-.37a-.37p(1-a)
atp(l-a)

P, (e) ==2 (1.4x10” )[l + a(l-p)

-15

(e) 2 (1.4x10""7)
a

-15 [1-.37a-.37 p(1-a)](1-.37a+.37 pa]
a + p(l-a)

P...(e) = 12 (3.7x10
111 d

R =.065 a [a + p(1l-a)]

ND-Mode
P, (e) = la (L.4x10755) 1 4 a(1op)i=:87a--87p(1-a)
atp(l-a)
;108) = =2 (1.4x10° ?)[l—.37a + .37 pal

- - "1 - - - .87
P (o) = l-a (1.5%10 lS)El .87a-.87 p(1-a)1[1-.87a+.87pa]

iii a a t pll-a)
R = .155 ala + p(i-a)]
DN-Mode
P.(e) = 222 (0.57x107 %) {1 + al1-p) l"Z7f";?Zf§§'a)
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P, (e) (1- a)(o 2lxlO )(1—p)

(18) -12

s3(e) = ==2 (1.6x107"°) [1-.37a-.37p(1-a)][1-.37a+.37 pa]

a + p(l-a)

R = .155 ala + p(1-a)]

DD-Mode

1 -12 \1-.87a-.87p(1-a)
Pyle) = (0.57x10 ™) 1 + all-p) /7o)

l ~-12
Pii(e) = (0. 57x10 )

(18) 12) [l—.87a—.87p(l—a)][l~.87a+.87pa]

(e) (O 65x10 2 + p(l-—a)

R = .366 ala + p(1l-a)]

To comb out the signifiéant p-dependencies, let us first examine
i the desirable features of each combined decoding mode when p = 0. The
5 NN;mode renders all three error probabilities so small that, barring an
extremely small value of é, they are for all practical purposes zero.
’For exmmple, if information blocks were delivered to the user at a rate

of 1000 per second the mean time to first error occurrence would be on

the order of three thousand years or more! Therefore one might readily

hazard an increase in rate at the expense of a few orders of magnitude

increase in the error probabilities. Adopting either the ND or DN

mode will increase R by a factor of about 2.4. Again barring an extremely

small value of a, both yield a comparable total probability of all errors,

with ND slightly better. However, ND makes the type ii errors (which are




~16-

surely the most disturbing), predominate by a wide margin while the
DN mode makes the type iii errors prédominant. 0f greater interest
is that in either case the DD mode achieves an additional increase in
rate by a factor of again about 2.%, and an actual reduction in the
total error probability over that for the DN mode. |
Thus it would appear one should adopt the NN mode primarily
for reasons of minimum system complexity, or the DD mode for a six-
fold increase in rate at a cost of increasedreceiver complexity and
a decrease in reliability to the point where it might begin to be
of some concern (i.e.-mean time to first error occurrence on the
order of three years for the case cited previously).
Now consider the p dependencies. If we ignore the remote
'possibility of negative correlation, then for all four decoding modes,
Pi(e) shows no significant dependence on p since the variation is
‘by at most a factor of two from p= 0 to ¢ = 1. This is true regard-
less of the values of a, b, d, etc. Note that Pii(e) is independent
of p for the NN and DD modes. This is because the two terms in equation
(13) for Pii are both linear in p, one with positive slope, the other
with negative slope, and the slopes cancel identically when b = d and
Y =‘% € . In the ND-mode, the (r,eo) event is the dominant contributor
(to the extent the other is ignored) and the slope is positive but the
dependence is weak. In the DN mode it is the (e,l) event which domin-
ates, the sldpe is negative and the dependence is strong in the sense

that the probability of the dominant event goes to zero as p+l.

P S i et o S e s
—a—— e v & e
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However, the possibility of a truly significant dependence
on p arises in R and (since it is inversely proportional to R) in
Piii if a is very small, that is, if the channels are more often
in a fade than out. For example, if a = 0.1, then in all four modes
there is a tenfold increase in R as p varies from O to 1. In‘ the
NN and DN modes, the corresponding decrease in Piii is magnified
to fifteen-fold by the p dependence of the numerator, while in the
ND and DD modes the magnification is to sixty-fold, for an almost

1 .
two orders of magnitude decrease. Even at p = 7 there is a better

than fivefold increase in R, a sixfold decrease in Piii for the NN

and DN modes, and about an eleven-fold decrease in Piii for the DN

and DD modes, over the corresponding values at p = 0

.

IV. Discussion

The examples analysed bear out two quite general conclusions,

both of which one might have strongly suspected even in the absence

of any specific analysis to show them, namely that correlation of
fading in the two channels of a noisy feedback system is most likely

to be significant if either the probability of experiencing good

reception is extremely small (much less than one half), ‘or' that the

quie_pstate is virtually noise free while the fading state borders

on virtual blackout. Therefore, beyond verifying the intuitively
obvious, perhaps the most striking conclusion one can draw from the

analysis is that the system designer cap adopt a very simple minded

decision strategy, in particular one which is otherwise highly prone
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to insertion errors, and still expect the incidence of insertion
errors to remain well within bounds provided fading on both channels

exhibits high interchannel correlation. In fact he can offset the (Rl

effects of an overly simple strategy by designing the channel pair fy

to maximize any inherent tendency towards high correlation. . {

ST
—— -

e e e

e ———

Of course there are many feedback schemes other than that

of block coding for error detect’on with decision feedback, and under Q

similar fading conditions on both channels one would expect correlation

of faaing to have similar, and perhaps more marked effects. We have

s -
T

T v - o i i’ - T

chosen the block coded decision feedback system for three reasons.

First, it is the simplest to analyse. Second, it conceptually encom-

passes certain other schemes such as sequential coding with decision

e

et e

i ay

feedback, which for practical procedural purposes would probably have

to be treated as a long block code (with the repeat requests coming

only at the end of each block and the entire block repeated each

time there is an apparent repeat request) in order to avoid the neces-

ATV e S s s

sity of exchanging an excessive amount of procedural information.
Third, it (or the conceptually equivalent sequential code scheme) is
very probably the best scheme to use under conditions of noisy feed-
back with severe fading or long burst noise.

Information feedback or compound feedback schemes would ;}
appear particularly susceptible to feedback errors and correlation, ;‘
unless elaborate means are provided for the exchange of procedural

information. Though we have not specifically analysed this case, :Nfi

-
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perhaps we can illustrate the point by a return to the telephone
example, and the following anecdote. While on a pleasure trip to
Europe, J. B. Phogghorn, president of Z-company, gets wind of a
business deal which could turn a tidy profit if approached in pre-
cisely the right way. He calls Q. G. Milquetoast, junior executive
back at Z, and proceeds to give detailed instructions interspersed
with numerous "Gotcha, J. :"'s from Milquetoast. (Decision feed-
back). Milquetoast has indeed heard clearly, but J. B. wants to

%2 suré, and asks him to read back the essential details. (Information
feedback). Now the situation deteriorates rapidly. Phogghorn has
been shouting and Milquetoast speaking softly. .Up to this point,
however, Milquetoast was transmitting at an extremely low data rate,
and therefore has gotten through. His information feedback would

still be at a low data rate by entropy measure if Phogghorn expected

Milquetoast to have received the message correctly. The trouble is,
he never expects Milquetoast to get things straight the first time,
therefore the feedback is at a high rate, and with low signal-to-
noise, the situation is hopeless. Milquetoast actually has the whole
thing straight, but Phogghorn is unwilling to chance that without con-
firmation by clearly undepstandable information feedback. Again if
both channels were operating at high signal-to-noise everything would
be fine, while if neither of them were, at least it would be the

telephone system which bore the brunt of Phogghorn's ire.

»y
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