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Abstract

In cellular communication systems overlapping coverage areas of nearby base stations
provide some users with access to more than one base. This can be used to improve teletraffic
performance. Mobile users who are distant from base stations are helped most by this because
they are more likely to be in communication range of other nearby bases. Reuse partitioning,
on the other hand, tends to be most helpful to users that are close to base stations, because
they can use channels from more partitions.

This paper considers the combined use of overlapping coverage and reuse partitioning
so that ALL users gain some advantage. We develop an analytical model for such systems.
Theoretical traffic performance characteristics are obtained and compared with those for
fixed channel assignment schemes. Priority for hand-off calls is considered. Simulation

results validate the analysis.
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1 Introduction

In cellular communication systems, it is usual to suppose that a mobile user is served
by the base station which provides the best link quality. In many cases, however, a mobile
user can establish a communication link of acceptable quality with more than one base.
Succinctly, at many locations there is overlapping coverage, usually by nearby base stations
[1]. This coverage overlap can be used to improve teletraffic performance characteristics.
Several schemes that consider this have been suggested [2][3][4][5][6]. Generalized Fixed
Channel Assignment (GFCA), a scheme which allows a call to be served by any of several
nearby base stations, was considered in [2]. Directed retry, discussed in [3] and (4], allows a
new call that cannot be served at one base to attempt access via a nearby alternate base.
Load sharing is an enhancement of directed retry that allows calls in congested cells to be
served by neighboring base stations. In [5] overlapping coverage for highway microcells was
considered. The use of overlapping coverage with channel rearrangement was discussed in
6]

Reuse partitioning [7][8][9] can also improve traffic performance of fixed channel assign-
ment (FCA). The method divides the channels into several disjoint partitions. These parti-
tions are associated with different cluster sizes (or reuse factors). Channels are allocated to
base stations according to these cluster sizes. To meet the same signal quality requirement,
channels corresponding to smaller cluster sizes are used within a smaller area than that for
channels associated with larger cluster sizes [7]. Since channels are reused more often for
a smaller cluster size, there may be more channels available at a base in reuse partitioning
than that in FCA. Therefore improved traffic performance can be obtained. Because there
is a fixed relationship between channels and base stations, reuse partitioning is a fixed chan-
nel assignment scheme. In this paper the acronym FCA is used only to refer fixed channel
assignment without utilizing overlapping coverage or reuse partitioning. That is, in FCA all
channels are allocated using a single cluster size and overlapping coverage is not exploited.

When overlapping coverage exists in a system and is being used to provide enhanced

access, users in overlapping areas may benefit. However this may be at the expense of users



in non-overlapping areas who may encounter increased blocking or hand-off failure because
of the higher channel occupancy of the system. Generally, overlapping areas tend to occur
at the periphery of cells (i.e. distant from bases). In reuse partitioning, on the other hand,
calls that are close to base stations can access channels from both the smaller cluster and
larger cluster partitions. Those calls distant from bases cannot use channels from partitions
of smaller cluster sizes. Such calls may in fact do more poorly than in FCA. When both
overlapping coverage and reuse partitioning are used, they can complement one another.
We analyze teletraffic performance for this interesting combination and compare with
FCA. Since users’ mobility is important in small-cell environments, hand-off issues are con-
sidered. Cut-off priority for hand-off calls is utilized to reduce forced termination events at
the cost of increased blocking. Performance exchanges between blocking and forced termi-
nation probability are also studied. Communication traffic performance and hand-off issues
were considered in [10][11][12], but exploration of overlapping coverage or reuse partition-
ing was not considered. This paper is organized as follows. Section 2 presents the basic
model for this scheme (that uses both overlapping coverage and reuse partitioning). Section
3 describes a state representation for analysis. Section 4 explains the driving processés and
transition rates. Performance measures are discussed in Section 5. Numerical results and

conclusions are given in Sections 6 and 7, respectively.

2 Model Description

2.1 System Layout

We consider a cellular system with omnidirectional base stations that are organized in a
hexagonal pattern. Since overlapping coverage is considered, the term cell and coverage must
be distinguished. The cell for any base is defined as the area where the nominal received signal
power from that base is greater than that of any other base. With omnidirectional antennas,
uniform propagation, flat terrain conditions, and base stations placed on a hexagonal grid,

this corresponds to the usual layout with a base at the center of each hexagonal cell. This



layout is shown in Figure 1. The cell radius, r, is defined as the distance from a base to a
vertex of its own cell. The coverage of a base is the area in which users can establish a link
with acceptable signal quality with that base. This area can be modeled by a circle with the
center at the corresponding base station. The coverage radius, R, is defined as the distance
from a base to its coverage boundary.

The coverage of a base is overlapped with coverages of neighboring bases. Thus calls
can potentially access one, two, three or even more base stations depending on the platform
location and the ratio of the coverage radius to the cell radius (R/r) [1]. For the interesting
range of R/r, there are three kinds of regions, in which calls have potential access to one,
two or three base stations. These regions which are shown in Figure 2 are denoted by A,,
A, and Aj respectively. Thus region A, is the non-overlapping region while both A, and
Aj are overlapping regions. We consider (without loss of generality) the cell radius, 7, to be
normalized to unity. The coverage radius, R, is determined by the requirement of the link
quality. Once R is found, the percentage of a cell that belongs to region A,, A, or A3 can
be calculated [1). They are denoted by pi, pz2, and p; respectively. These relationships are

discussed in subsequent sections.

2.2 Channel Assignment

We consider reuse partitioning that has two partitions of channels, denoted a and b.
Systems with more partitions can be considered similarly. Channels of these two partitions
are referred to as a-type and b-type channels respectively. These two partitions are used
with different cluster sizes, N, and N, to allocate channels to base stations. Channels of
type-a are equally divided into N, groups each with C, channels. Similarly, b-type channels
are equally divided into N, groups each with C, channels. Every base station is assigned
one group of channels from each partition in such a way that co-channel interference is
minimized. As a result, there are totally C, + C, channels available at a base. Let Cr

denote the total number of available channels and f denote the fraction of channels that are



assigned to partition a. It follows that

= : and 1-f= Cr . (1)

Since N, and N, are different, we assume that N, is the smaller one. Consequently a-type
channels must be used in a smaller area. Channels of type-a are intended for use by users
who can access only one base, which corresponds to users in region A4;. Channels of type-b
can be used by all users. Figure 3 shows the channel assignment and the available channel
groups in a specific region for such a system with N, = 3 and N, = 7. The three groups of
a-type channels are labeled a,, a,, az and the seven groups of b-type channels are labeled
by, by, -+, brz. Because of overlapping coverage, users in region A, can access two groups of
channels from partition b. Similarly users in A; can access three groups of b-type channels.

In order to give priority to hand-off calls at each base, Cp, of the C, a-type channels
are reserved for hand-offs. Similarly, Ch, of the C} b-type channels are reserved at a base.
Specific channels are not reserved, only the numbers, Cp, and Cj,. As a result, new calls
that arise in region A; can access C; — Ch, a-type channels and Cp — Cpp b-type channels
at the corresponding base. New calls that arise in region A, or A; can access Cp — Chy
channels of b type at each potential base. New calls that arise in region A; are served by
b-type channels only when no a-type channel is available. When more than one base has a
channel available to serve a new call that arises in region A, or Aj, the one with the best
link quality is chosen. Most likely, it is the nearest one under uniform propagation and flat
terrain conditions.

Calls that use a-type channels are a-type calls and those that use b-type channels are
b-type calls. An a-type call initiates a hand-off (a-type hand-off) when it leaves region A;.
As can be seen from Figure 3, an a-type hand-off may be an inter-base or an intra-base
hand-off depending on which base continues its service. A b-type call initiates a hand-off
(b-type hand-off) only when it lea,ve.s the coverage of the serving base. When a b-type call
enters region A; of the serving base, it will not attempt to switch to an a-type channel.
For example, referring to Figure 3, when a b-type call using a channel from group b, in

an overlapping region moves into the center non-overlapping region, it still uses the same
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channel from group b,. The reason for this is to minimize the number of hand-off attempts.
Thus a b-type hand-off is always a inter-base hand-off because it leaves the coverage of the
serving base and needs another base to continue. A b-type hand-off that enters region 4,
of a neighboring base can access all C, + C}, channels (a-type channels first) at that target
base. A b-type hand-off that enters region A, can access all C}, channels of b type at each
potential target base.

2.3 Determination of Coverage Radius

The received signal power is inversely proportional to the distance raised to an exponent,
v, which is called path loss exponent. Increasing coverage radius, R, increases the distance
for b-type calls from the serving base, but also shortens the distance for a-type calls from the
serving base. The worst case link quality of b-type calls occurs when they are on the coverage
boundary of the serving base. Similarly, the worst case link quality of a-type calls occurs
when they are on the edge of region A4;. Signal to interference ratio (SIR) is usually used to
quantify link quality. The coverage radius, R, is determined such that the worst case STR
of a-type calls is equal to the worst case STR of b-type calls. The motivation for this is to
balance the worst case link quality for both types of calls. To be specific, consider Figure 1.
The worst case SIR of a-type calls is denoted by SIR4(R, N,,7). This, for example, is STR
experienced by an a-type call at point X served by base A. This quantity is a function of 1)
coverage radius, R; 2) cluster size of a-type channels, N,; 3) path loss exponent, 4. Similarly,
SIRy(R, Ny,7) denotes the worst case SIR of b-type calls, which may be experienced by a
b-type call at point X served by base C. It follows that the desired R is the one which satisfies

SIR,(R,N,,v) = SIRy(R, Ny,v) . (2)

2.4 Teletraffic Model

The use of channel resources depends on teletraffic processes such as new call arrivals,

call completions, a-type or b-type hand-off arrivals and a-type or b-type hand-off departures.



Mobile users are assumed to be uniformly distributed throughout the service area. We also
assume that new call arrivals follow a Poisson point process with a rate A, per cell and this
rate is independent of the number of calls in progress. The unencumbered call duration,
- T, is defined as the time duration that a call would be served if it were not terminated
prematurely. We assume T is a random variable with a negative exponential probability
density function with mean T (=p7!).

An a-type call can be served by the same base site and same channel as long as it is
within region A;. The time duration that an a-type call resides within region A; is defined
as the dwell time, T,. This is a random variable with a negative exponential distribution
of mean T, (=p7!). Similarly, a b-type call can be served by the same base site and same
channel as long as it is within the coverage of that base. The time duration that a b-type call
resides within the coverage of the serving base is denoted by Ty, which is also assumed to
be a negative exponentially distributed random variable with mean Ti (=pat). We assume
that T, and T} are proportional to the radius of the corresponding area. Although region A,
is not circular, an equivalent radius (which is the radius of a circle that has the same area

as A;) can be used.

3 State Characterization

Two variables are needed to specify the state of a base. One is the number of a-type
channels in use, the other is the number of b-type channels in use. A complete state repre-
sentation for the whole system will be a string of base station states - two variables for each
base. This state representation can keep track of all events that occur in the system. For
example, it characterizes a b-type hand-off, which leaves the coverage of the serving base,
is continuously served by another base; or an a-type call, which uses an a-type channel,
switches to a b-type channel when it leaves region A,; or a new call is served by a neighbor-
ing base due to high channel usage at the base in its own cell. However, the huge number

of system states precludes pursuing this approach for most cases of interest. A simplified



approach is to decouple a base from others by using average teletraffic demands related to
neighboring bases. This is similar to the approach used in [11]{12]. As a result, the state, s,

is characterized from a given base by

a(s),b(s) (3)

where a(s) is the number of a-type channels in use in state s, and b(s) is the number of

b-type channels in use in state s. A permissible state must satisfy the condition that
0<a(s)<Cs and 0<b(s)<C (4)

All permissible states are labeled from s=0 to s=8maz.

4 Driving Processes and Transition Rates

The state probabilities, P(s), in statistical equilibrium are needed for determining the
performance measures of interest. To calculate state probabilities, the state transitions and
the corresponding transition rates must be identified and calculated. Due to overlapping
coverage and reuse partitioning state transitions result from six driving processes: 1) new
call arrivals 2) call completions 3) hand-off departures of a type 4) hand-off arrivals of g type
5) hand-off departures of b type 6) hand-off arrivals of b type. The transition rates from
a current state s to next state s, due to these driving processes are denoted by r,(s,s,),
7c(8,9n), Tda(8,8n), Tha(8,8n), Tas(3, 8n) and rry(s, sn) respectively. All state transitions and

corresponding transition rates are explained below.

4.1 New Call Arrivals

Mobile users are assumed to be uniformly distributed throughout the service area. The
fraction of new calls that arise in region A, is p;. Similarly, the fractions of new calls that
arise in region A, and Aj; are p, and p3 respectively. For a new call in region A,, if there

are less than C, — Cp, a-type channels in use at the corresponding base, this new call will



be served by that base through an a-type channel. If no a-type channel is available, it can
still be served by a b-type channel if there are less than Cy, — Chy b-type channels in use.
Otherwise, this new call is blocked. For a new call in region A; or A3, it can only be served
by a b-type channel. However, there are more than one base that can provide service. This
new call is blocked only when there is no b-type channel available for a new call at any
potential base. If more than one base can serve this new call, it will be served by the one
that provides the best link quality. That is the nearest in the sense discussed in Section 2.2.

Consider the new call arrival demands on base A when base A is in states, s, in which
a(8) < Cy — Chq o1 b(3) < Cp — Chy. When base A is not in these states, there is no state
transition due to new call arrivals. Base A serves new call arrivals from its own cell, which
has the rate, A,. In addition, due to overlapping coverage, base A can also serve new call
arrivals from neighboring cells within its coverage under some circumstances. There are two
kinds of new calls from neighboring cells that seek resources at base A. There are those that
arise in region A, (area ILNW shown in Figure 1). Also there are those new calls that arise
in region A; (area IJKL). New calls that arise in area ILNW and cannot be served by base
C will make demands at base A. The probability that base C cannot serve these new calls is
denoted by 7. This is the probability that there are more than or equal to Cy — Cjy b-type
channels in use at a base. For now we proceed as if we know 7. Actually this quantity is

determined from the state probabilities that depend on the driving processes as
My = Prob{s : b(s) > C, — Crp} . (5)

This 7, is also the fraction of new calls that arise in area ILNW and make demands on base
A. There are altogether six areas like area ILNW within the coverage of base A. The new
call arrival demands on base A from these six areas is py - A, - M.

New calls in area IJKL that cannot be served by the nearest base (base C) still can be
served if there are less than C, — Cj b-type channels in use at either base A or D. Under
the condition that base A has b-type channels available for new calls, the demands on base
A from this area depend on whether or not base D has b-type channels available for new

calls. When base D has no such channel, all new calls in area IJKL will be served by base A.
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On the other hand, when base D has such channels, half of the new calls in area IJKL will
be served by base A. (Another half will be served by base D.) Therefore given base C has
no b-type channel available for new calls, the fraction of new calls in area IJKL that make

demands on base A is denoted by K,;, which is the average over these two cases
1
Fnp =T L+ (1) -5 (6)

Moreover, there are twelve such areas within the coverage of base A. The new call arrival
rate at base A from these twelve areas is 2+ p3 - Ay, M K. Note that 7, is used to decouple
base A from neighbors for new call arrivals from neighboring cells. In summary, the new call

arrival rate of base A, r,(s,8,), is

[ An-p1, a(5) < Ca — Cha 5n = a(s) + 1, b(s)
A -(L—pi+p2-m+2p3 M- Kns), a(3) < Ca — Cha; b(8) < Cy — Chs;
sn = a(s),b(s) +1

Tn(37 8,,) =

An-(14+p2-75+2p3 -1 Knp), a(8) 2 Cy — Chai b(s) < Cy — Chy;
8 = a(s),b(s) +1
0, otherwise.

\

4.2 Call Completions

Upon a call completion the serving base will change state so that the value of either
a(s) or b(s) is decreased by one depending on the type of the completed call. We assume
that the unencumbered session duration has a negative exponential density function with
mean 1/p. As a result, p is the call completion rate per call. The transition rate due to call

completions, r.(s, s,) is

a(s)-p, a(s) > 0; s, = as) — 1,b(s)
re(8,8,) =< b(s)-p,  b(s)>0; s, =als)b(s)—1 (8)

0, otherwise .
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4.3 Hand-off Departures of a Type

A hand-off departure of @ type occurs when an a-type call leaves region A,. There are
three outcomes due to this departure: 1) If b-type channels are not fully occupied at the
current serving base, this call will switch to a b-type channel but still be served by the
same base. 2) If a b-type channel is not available at the current base but is available at the
alternate target base, this call will be served by the alternate target base. For example, an
a-type call served by base A leaves region A, by passing arc XY can be served by base B
through a b-type channel. 3) Otherwise, this call will be forced to terminate. For the first
case, state variable a(s) is decreased by one and b(s) is increased by one. For the remaining
two cases, this call is no longer served by the base under consideration. Therefore only a(s)
is decreased by one. Recall from Section 2.4 that the time duration which an a-type call
resides in region A, is defined as the dwell time, T,, with mean 1/pu,. Therefore p, is the
hand-off departure rate per a-type call. As a result, the rate out of state s due to a-type

hand-oft departures, r4,(s, 3,), is

a(s) - pa, a(s) > 0; b(s) < Cy; 3, = a(s) — 1,b(s) + 1
rda(858n) = 9 a(s) - fa a(8) > 05 b(3) = Cs; 8, = a(s) — 1,b(s) (9)

0, otherwise .

4.4 Hand-off Arrivals of a Type

Since any a-type hand-off arrival corresponds to an a-type hand-off departure in the
system, the hand-off arrival rate is related to the hand-off departure rate. The a-type hand-
off arrivals at a base may come from the base itself or from a neighboring base. The arrivals
from the base itself are considered in Section 4.3. In this section we only consider the arrivals
from a neighboring base. Consider those a-type hand-off arrivals from base B to base A.
When there are ¢ a-type calls in progress at base B, the total a-type hand-off departure rate
is i - pg. Part of them will be accommodated by base B itself. Only when base B cannot
serve them, they will make demands on neighboring bases. In addition, ¢ can take values

from 0 to C,. We need to average over i to obtain the average rate. To do the average the
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probability that there are i a-type calls and C, b-type calls in progress at a base is denoted
by ¥;, which can be obtained from the state probabilities

¥; = Prob{s : a(s) = 1,b(s) = Cp} . (10)

Note that only 1/6 of these departures will make demands on base A and there are totally
six neighbors. These two factors cancel out each other. Finally the a-type hand-off arrival

rate, rrq(s,3,), can be written as follows

Ca 9. ... . _
T‘ha(S,Sn) = { Zi.—.] 19; L fla, b(S) < Cb, Sn a(s)’b(s) +1 (11)

0, otherwise.

4.5 Hand-off Departures of b Type

A b-type hand-off departure occurs when a b-type call leaves the coverage of the current
base. Recall from Section 2.4 that the dwell time, Ty, is the time during which a b-type
call resides in the coverage of the serving base. The mean of Ty is 1/p4. Therefore pq is
the hand-off departure rate per b-type call. A b-type hand-off departure will decrease the
value of b(s) by one. As a result, the rate out of state s due to b-type hand-off departures,

rab(8,8n), is

Tap(8,8n) = (12)

0, otherwise .

{ b(s) - pa,  b(s)>0; sn = a(s),b(s) - 1

4.6 Hand-off Arrivals of b Type

There are two kinds of b-type hand-off arrivals. One is b-type hand-offs entering region A,
of the target base. The other is b-type hand-offs entering region A, of target bases. Consider
b-type hand-off arrivals that enter region A, of base A. They come from six neighbors. If
one of the neighbors (say base B) has i b-type calls in progress, the total b-type hand-off
departure rate of base B is i - p4. All these hand-offs occur uniformly distributed on the
coverage boundary. The fraction of these hand-offs that enter region A; of base A is the

ratio that the length of arc XY (2R) to the circumference of coverage boundary (27 R),
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which is §/w. Therefore, when there are 1 b-type calls in progress at base B, the resulting

hand-off arrival demands that enter region A4, of base A are i - pq - §/mw. This is denoted by

As(3) 9
M) =i (13)

The number of calls, 7, at base B can take values from 0 to Cy. By averaging over 7, we can
calculate the average demands of this kind. To find the average, the probabilities that there
are 1 b-type calls at base B must be determined. These probabilities are denoted by ¢; and

can be calculated from the state probabilities as
& = Prob{s:b(s)=14} 1=0,1,2,...,Cp . (14)

This kind of hand-off arrivals will be served by a-type channels if a-type channels are not
fully occupied. Otherwise, they can be served by b-type channels if b-type channels are not
fully occupied.

When b-type hand-off calls leave base B by crossing arc WX (or YZ), base A and C (or
base A and G) are the two potential target bases. These calls can be served only by b-type
channels. Similarly, the fraction of b-type hand-offs that enter region A, of base A is a/~.
For this kind of hand-off arrivals, we can calculate the fraction that make demands on base
A using a similar method developed in Section 4.1. This fraction is denoted by &y, and can

be calculated as

1
K'hb:Vb']-'*'(l"’Vb)'i , (15)

where v, is the probability that all b-type channels are occupied at a base. Succinctly,
vy, = Prob{s : b(s) = Cb} . (16)

Therefore, when there are 7 b-type calls in progress at base B, the resulting hand-off arrival

demands on base A that enter region A, of base A are i - pq - (a/T) - &gy, which is denoted

by A,(7)
Aol3) = i - pia - 57‘-:- CKmy (17)
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The probabilities £; are also used for averaging these demands over :. Finally, considering

that there are six such neighbors, the rate r4(s, 8,) is

6L & M), a(s) < Caj 8n = a(s) + 1,5(s)
) BX & As(d), a(s) < Ca; b(s) < Cy; s, = a(s),b(s) + 1
L) TN G e 0@+ (], als) = s bs) < i o = a(a),b(e) + 1
L 0, otherwise .

(18)

5 Performance Measures

There are four performance measures of interest: 1) blocking probability 2) forced ter-
mination probability 3) hand-off activity 4) carried traffic. They can be determined once
the state probabilities are found. The state probabilities, P(s), can be calculated by solving
probability flow balance equations. Since the state probabilities are used to determine the
average new call arrival and hand-off arrival rates, transition rates are functions of state
probabilities. On the other hand, state probabilities are functions of transition rates. The
result is a set of nonlinear equations, which can be solved for the state probabilities as in a

manner similar to that described in [5][6][11][12]. A brief explanation is given in Appendix
A.

5.1 Blocking Probability

The blocking probability is the average fraction of new calls that cannot gain access to a
channel. New calls can arise in three kinds of regions in the system under study. New calls
that arise in region A; are blocked when both a-type and b-type channels are not available at
the corresponding base. Note that new calls can only access channels that are not reserved
for hand-off calls. Thus the blocking probability for new calls in region A4;, Py, can be

calculated from state probabilities as
Py, = Prob{s :a(s) > C; — Cha and b(s) > Cp — Cwp} . (19)
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New calls that arise in region A; or A3 can only be served by b-type channels. The probability
that there are no b-type channels available for a new call at a single base is 7, which is
defined in equation (5). The blocking probability for new calls in region A, is 7, because
two potential bases can serve a new call in region A,. Similarly, the blocking probability for
new calls in region Aj is 73°. Finally the overall blocking probability, Pg, is the average over

these three regions, which is

Pp=p, - Py+pa-m +pa-m - (20)

5.2 Forced Termination Probability

A forced termination occurs when a non-blocked call is interrupted due to a hand-
off failure (including both a type and b type) during its lifetime. The forced termination
probability, Ppr, is the average fraction of non-blocked calls that are forced to terminate. A
signal flow graph and Mason’s formula [13] are used to determine this probability. Similar
applications appeared in [14]. The lifetime of a non-blocked call is represented by the signal
flow graph shown in Figure 4. There are seven nodes, E;, E,, ..., E;, to represent significant
events in the lifetime of a call.

~ E;: Beginning of a call that is served by the system.

E,: Call uses an a-type channel.

Ej;:. Call uses a b-type channel.

E,: Call initiates an a-type hand-off attempt.

Ey: Call initiates a b-type hand-off attempt.

Eg: Call is forced to terminate.

E;: Call completes successfully.

The links between nodes are the possible transitions between various events and the arrows
" indicate the direction of transitions. The probability associated with each link is the tran-
sition probability from one event to another. In order to find all transition probabilities,
one must first calculate the following probabilities: P,, P,, Pj, Pj, v, B, and B. The

relationships between these probabilities and event transitions are shown in Figure 4. The
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detailed explanations and derivations for these probabilities are described in Appendix B.
The forced termination probability then can be determined as the probability gain from node

E, to node Eg by using Mason’s formula

PP (1 = PyBy) + (1 — 2 Pu(1 — Ba — Bs)] + PoPu[(1 — Ba — Bs) + BaPaz i’
1 — Py(1 — v3?)PufBa — P s

Ppr =

(21)

5.3 Hand-off Activity

Hand-off activity, Hy, is the expected number of hand-off attempts (they may be suc-
cessful or not) that a non-blocked call will experience during its lifetime. We decompose H,
into two parts: the hand-off activity due to a-type hand-offs, ©,, and the hand-off activity
due to b-type hand-offs, ©,. To calculate ©,, the following three probabilities need to be
determined first: 1) the probability that a call will make its first a-type hand-off attempt,
84; 2) the probability that after a successful a-type hand-off a call will make another a-type
hand-off attempt, 8,,; 3) the probability that after an a-type hand-off attempt a call will
not make another a-type hand-off attempt, p,. We also use the signal flow graph and Ma-
son’s formula to determine these three probabilities. The details are given in Appendix C.
Consequently, the probability that there are exactly i a-type hand-off attempts during the
life of a call is 8,[(1 — 4?)6na)' " '¢a, where 1 — 142 is the probability for an a-type hand-off to
be successful. For example, if a call has exactly two a-type hand-off attempts, the following
three events must occur: 1) it must initiate the first a-type hand-off and succeeds, 2) after
the first a-type hand-off, it initiates another hand-off of same type, 3) then it will not make
any more a-type hand-offs. It follows that the hand-off activity due to a-type hand-offs is

O, = Zi < 6a[(1 — Vb2)6na]i—lgoa . (22)
=1
This can be simplified to
Ba = bapaf/[l — (1 - Vbz)ana]z . (23)

Similarly, to calculate ©, we first determine three probabilities: 1) the probability that a
call will make its first b-type hand-off attempt, 8; 2) the probability that after a successful
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b-type hand-off a call will make another b-type hand-off attempt, é,5; 3) the probability that
after a b-type hand-off attempt a call will not make another b-type hand-off attempt, @s.
The detailed calculations of these probabilities are also given in Appendix C. After these
probabilities are found, the hand-off activity due to b-type hand-offs can be determined as

Op = &pu/[1 — (Ba + Bo)bms]* _ (24)

where 3, + G, is the success probability of a b-type hand-off attempt. Finally, the hand-off
activity, Hy, is the sum of ©, and ©,

Hyi=0,+0, . (25)

5.4 Carried Traffic

The carried traffic, A¢c, per base station is the average number of channels that are in
use. When a base is in state s, the number of channels in use is a(s) + b(s). By definition

the carried traffic is

Smax

Ac =Y [a(s)+b(s)]- P(s) - (26)

8=0

6 Numerical Results

We use two sets of figures to show example numerical results. Figures 5 compare the
performance measures between schemes of no coverage overlap, coverage overlap and coverage
overlap with reuse partitioning (RP). The scheme of no coverage overlap corresponds to FCA.
Figures 6 show the effect of cut-off priority for hand-off calls.

In Figures 5 the following parameters are used : Cy = 180, N, =3, N, = 9, T = 100
sec, Ty = 60 sec, Cha = 0, Chp = 0 and ¥ = 4. We also consider various f for the scheme
with reuse partitioning to assign different fractions of channels to partitions ¢ and b. The
relationship between C,, C, and f is in equation (1). Table 1 lists four values of f used
in Figures 5 and corresponding C, and C}. For other two schemes the number of channels

allocated to a base is 20 because total number of channels is 180 and cluster size is 9. From
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f [0.05]0.10 | 0.15 | 0.20

Ca| 3 6 9 12
Cy | 19 18 17 16

Table 1: The relationship between C,, C, and f

equation (2) the coverage radius, R, is determined to be 1.1885. (Note that the cell radius,
7, is normalized to unity.) For this coverage radius, the worst case SIR for both a-type and
b-type calls is 16.9 dB. All these figures are plotted with respect to the offered traffic. In
addition, simulation results are plotted in terms of 95% confidence interval for the scheme
with reuse partitioning in which f = 0.05. Simulation results agree with analytical results
well.

Figure 5.1 shows the blocking probability. Overlapping coverage improves this perfor-
mance measure over FCA. However, significantly reduced blocking can be achieved by apply-
ing overlapping coverage with reuse partitioning. The improvement provided by overlapping
coverage alone is not balanced over those three different regions. Region A4, has the worst
blocking situation because a call can only access a single base there. Reuse partitioning can
allocate more channels for users in region A;. This balances the blocking condition for calls
in region A; and 4,. However, this should not be over balanced. When more and more
channels are assigned to partition a, calls in region A; will eventually have better blocking
performance than calls in region 4,. This is also not balanced and therefore increases the
overall blocking probability. In Figure 5.1 blocking probability reduced when f increased up
to f=0.15, which corresponds to C, = 9 and C, = 17. When f is further increased to 0.2,
blocking probability increases.

Figure 5.2 shows forced termination probability. Basicly the trend is the same as for
blocking probability. Forced termination probability is improved substantially by overlap-
ping coverage combined with reuse partitioning. Since T, is less than T, on the average

a non-blocked call will experience more than one hand-off during its lifetime. Thus forced
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termination probability is larger than blocking probability for the same offered traffic.

Figure 5.3 shows the hand-off activity for various schemes. The hand-off activity of
coverage overlap scheme is less than FCA by the amount between 0.3 and 0.5 for the range
of offered traffic shown. This is because the coverage of a base in coverage overlap scheme
is larger than in FCA and mobile users generally stay longer with a serving base. Those
coverage overlap with reuse partitioning schemes have more hand-off activities than the
coverage overlap one because of the additional a-type hand-offs. However, the additional
hand-offs are not many and therefore there will not be much additional work to benefit from
reuse partitioning. Note that in order to show details the vertical axis in Figure 5.3 starts
from 1.3 instead of 0.

Figure 5.4 shows the carried traffic. Coverage overlap scheme carries more traffic than
FCA. Coverage overlap with reuse partitioning can further improve this performance. In
addition, f = 0.15 is still the best one.

Figures 6 shows the effect of cut-off priority for hand-off calls. The four performance
measures are shown for the combinations that Cr, = 0 or 2 and Cry, = 0 or 2. Other
parameters are the same as those used for Figures 5. As we can see in these figures that Cp
has more impact than C,. As priority given to hand-off calls, forced termination probability
reduced at the cost of increased blocking. The performance exchanges can be seen from these

figures.

7 Conclusions

Reuse partitioning applied with overlapping coverage can complement each other and
substantially improve overall blocking and forced termination probabilities, as well as carried
traffic at the cost of minor increase of hand-off activity. Other cost for these benefits may be
the slight degradation of link quality for users near the coverage boundary of a base. New
call blocking can be exchanged for forced termination probability by applying the cut-off
priority for hand-off calls. Whether or not this is favorable depends on the weights of the
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cost function. When the weights of blocking and forced termination are the same, this cut-off

priority may not be favorable for the proposed scheme.

The modeling approach that decouples a base from its neighbors simplifies the analysis

dramatically. Monte-Carlo simulation results validate the analytical model used.

References

1]

(6]

N. Srivastava and S. S. Rappaport, “Models for overlapping coverage areas in cellular
and micro-cellular communication systems,” [EEE GLOBECOM ’91, Phoenix, AZ, Dec
2.5, 1991, pp. 26.3.1-26.3.5

G. L. Choudhury and S. S. Rappaport, “Cellular communication schemes using gener-
alized fixed channel assignment and collision type request channels,” [EEE Trans. Veh.

Technol., vol. VT-31, pp. 53-65, May 1982.

B. Eklundh, “Channel utilization and blocking probability in a cellular mobile telephone
system with directed retry ,” IEFE Trans. Comm., vol. COM-34, pp. 329-337, Apr. 1986.

J. Karlsson and B. Eklundh, “A cellular mobile telephone system with load sharing- an
enhancement of directed retry ,” IEEE Trans. Comm., vol. COM-37, pp. 530-535, May
1989.

T-P. Chu and S. S. Rappaport, “Generalized fixed channel assignment in microcellular
communication systems,” I[FEE Trans. Veh. Technol., vol. VT-43, pp. 713-721, Aug.
1994.

T-P. Chu and S. S. Rappaport, “Overlapping coverage and channel rearrangement in
microcellular communication systems,” I[EEE GLOBECOM ’94, San Francisco, CA,
November, 1994, pp. 1674-1678.

S. W. Halpern, “Reuse partitioning in cellular systems,” IEEE Veh. Tech. Conf. VTC
’83, Toronto, Ontario, Canada, May 25-27, 1983, pp. 322-327

20



8]

(10]

K. Sallberg, B. Stavenow and B. Eklundh, “Hybrid channel assignment and reuse parti-
tioning in a cellular mobile telephone system,” IEEE Veh. Tech. Conf. VTC 87, Tampa,
FL, June 1-3, 1987, pp. 405-411

J. Zander and M. Frodigh, “Capacity allocation and channel assignment in cellular radio
systems using reuse partitioning,” FElectronic Letters, vol. 28, no. 5, pp. 438-440, Feb.
1992.

D. Hong and S. S. Rappaport, “Traffic model and performance analysis for cellular
mobile radio telephone systems with prioritized and nonprioritized handoff procedures,”

[EEE Trans. Veh. Technol., vol. VT-35, pp. 77-92, Aug. 1986.

S. S. Rappaport, “The multiple-call hand-off problem in high-capacity cellular commu-
nications systems,” IEEE Trans. Veh. Technol., vol. 40, pp. 546-557, Aug. 1991.

S.S. Rappaport, “Blocking, hand-off and traffic performance for cellular communication
systems with mixed platforms,” IEE Proceedings-I, vol. 140, No. 5, pp. 389-401, Oct.
1993.

L. P. A. Robichaud, M. Boisvert and J. Robert, Signal Flow Graphs and Applications,
Englewood Cliffs, New Jersey: Prentice-Hall, 1962.

H. Jiang and S. S. Rappaport, “Hand-off analysis for CBWL schemes in cellular com-
munications,” CEAS Tech. Rept, No. 683, Aug. 10, 1993, Coll. of Engg. and Appl. Sci.,
State Univ. of New York, Stony Brook, N.Y. 11794.

21



Appendix A

The state probabilities of equilibrium, P(s), can be calculated by solving probability flow
balance equations. From the rates given in Section 4, the transition rate from state s to any

possible next state s, can be found by

q(8,8n) = Tn(8,8n) + (8, 8n) + Tda(8,8n) + Tha(8y8n) + Tab(8, 8n) + The(s,8n) , (A1)

in which s # s,. The total transition rate out of state s is denoted by ¢(s, s) and is given by
Q(s)s) = - Z Q(sak) ’ (A2)
k=0k#s
where the minus sign indicates the direction of the flow. In statistical equilibrium, the net
probability flow into any state is zero. This can be written as
E P(t)q(z,7) =0, 7=0,1,2,...,8m - (A.3)
i=0
This provides $mqz + 1 equations. Because of (A.2) one of these is redundant. The condition
that the sum of all state probabilities is unity provides the additional equation. That is,
N P(sy=1 . (A.4)
=0 .
As a result, we have 8,,,,.+ 1 simultaneous equations to determine s, + 1 state probabilities.

This is a set of nonlinear equations. Gauss-Seidel numerical method is used to solve these

equations.

Appendix B

The signal flow graph in Figure 4 describes the lifetime of a non-blocked call. The mean-
ings of all nodes are explained in Section 5.2. The transition probabilities are determined
below.

The probability that a non-blocked call uses an a-type channel is P,; the probability

that a non-blocked call uses a b-type channel is P,. To calculate these two probabilities, we
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divide non-blocked new calls into three categories: 1) new calls that arise in region A, and
are served by a-type channels, 2) new calls that arise in region A; and are served by b-type
channels, 3) new calls that arise in region A, or A; and are served by b-type channels. For a
new call in the first category, there must be less than C, — C},, a-type channels in use when
the new call originates in region A;. Thus the fraction of new calls that belong to the first

category, f, can be calculated as
fi=p1-Prob{s:a(s) < Co — Cra} . (B.1)

Similarly, the fraction of new calls that belong to the second category, f,, or the third

category, f3, can be calculated as follows
fo=p1-Prob{s:a(s) > Cs — Cho and b(s) < Cp — Cwp} , (B.2)

fa=p(l—m?) +ps(1 - %) - (B.3)

Where 7, is the probability that a base has no b-type channels to serve a new call and is
defined in equation (5). From fi, f, and f3, P, and P, can be calculated as

_ fi _ fatf
=TT h PR h+h

The transition probability from node E3 to node Ejs is Py, which is the probability that a

(B.4)

b-type call will make a hand-off before it completes. Due to negative exponential assumption

for the call duration and thé dwell time. It follows that

£d
Py = . B.5
n= (B.5)

Similarly, the probability that an a-type call will make a hand-off before it completes is Py,

which can be calculated as

Ha
Py = . B.6
w= (B.6)

The quantity 4 is the probability that b-type channels are fully occupied at a base and

is defined in equation (16). Consider §, and 3,. When a b-type hand-off is initiated, it has

three possible outcomes: 1) It succeeds and continues service using an a-type channel. 2)

23



It succeeds and continues service using a b-type channel. 3) It is forced to terminate. The
probability of the first and the second outcomes are 3, and F; respectively. It follows that
the probability of the third outcome is 1 — 3, — 3. To determine 3,, we defines an event
that all a-type channels are occupied at a base. The probability of this event is denoted by

Vg, which can be calculated from the state probabilities as follows
ve = Prob{s :a(s) = C,} . (B.7)

Therefore 1 — v, is the probability that a b-type hand-off which enters region A, of the target
base can continue service using an a-type channel. In addition, the probability that a b-type

hand-off enters region A, of the target base is 26/(26 + a). Thus, 8, can be determined as

_ 20
T 20 +a

ﬂa (]- “‘Va) . (BS)

A b-type hand-off may get a b-type channel to continue its service when it enters region A,
and there is no a-type channel available or when it enters region 4,. In a similar way, G is
determined as

20

Y (1-u?) . (B.9)

By =

(83
vall =) + 557

Appendix C

To calculate the hand-off activity due to a-type hand-offs, ©,, one needs to first determine
three probabilities, 8., 6., and p,, as mentioned in Section 5.3. The signal flow graph in
Figure 4 and Mason’s formula are used to calculate these probabilities. The probability 6,
is the probability that a call will make its first a-type hand-off attempt, which is the gain

from node E; to node E, after open the link 1 — ,%. Using Mason’s formula,

Py P41 8o Pas

bo = P, P,
FoFaa + 1 —PubB

(C.1)

The probability é,, is the probability that after a successful a-type hand-off a call will make
another a-type hand-off atiempt. It is the gain from node E; to node E, after open the link
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1 — 15?2 and can be calculated as

_ PuB.Pa

6na = I 5 A
1 — Py By

(C.2)

The probability ¢, is the probability that after an a-type hand-off attempt a call will not
make another a-type hand-off attempt. It is the gain from node E, to node Eg or E; after
open the link Py,. From Mason’s formula,

2 (1 = *)[Par(1 = Ba = Bs) + (1 = Panr) + PunBa(1 — Puz)]
1—Pubs

(C.3)

Pa = Vb

Similarly, to calculate the hand-off activity due to b-type hand-offs, O, one must first
determine three probabilities, &8, 8., and ;. The probability &, is the probability that a call
will make its first b-type hand-off attempt, which is the gain from node E; to node Ej after

open both links 3, and B,. From Mason’s formula, this is
5{, = Pdel + Pang(l - Vbz)Pdl . (04)

The probability 8, is the probability that a call will make another b-type hand-off after a
successful b-type hand-off. After a successful b-type hand-off, the call may go to node E,
or Ej in the signal flow graph. Therefore 6, is the average over the gain from node Ej to
Ej after open both links 8, and 3, and the gain from node E; to E; after open the same
both links. In addition, the probability that a successful b-type hand-off goes to node E, is
Ba/(Ba+PBs). Consequently, the probability that this hand-off goes to node Ej is 35/(8, + 5s)-
It follows that &, is

— IBG _ 2 /Bb
dpp = ﬂ_—_a+ﬂbpd2(1 Vp )Pd1+ﬂa+,@del . (C.5)

The probability ¢, is the probability that a call will not make any b-type hand-off after a

b-type hand-off attempt. This is the gain from node Ej5 to node Eg or E7 after open the link

P;,, which can be calculated as

Py = (1 ~ B — ;81,) +)3¢sz1/52 +/Bb(1 - Pdl) +Ba(1 - sz) +,36P42(1 - Vbz)(l — Pdl) . (06)
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Figure 3: The relationship between channel groups and various regions for .V, = 3 and .V, =7



Figure 4: Signal flow graph for the lifetime of a non-blocked call
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