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A DIRECT METHOD FOR GENERAIIZED MATRIX INVERSION
R. P. Tewarson*

Abstract. A method for computing the generalized inverse of a matrix is described. It uses the well-known Gauss-Jordan elimination scheme in conjunction with the conventional Gramm-Schmidt orthogonalization process.

1. Introduction. Moore [11], Bjerhammar [6] and Penrose [I4] have independently generalized the concept of matrix inversion. This paper is an addition to the already growing literature on the computational aspects of generalized inverses $[2-5,7,9,12,15,18,19,21]$. As in [21] we shall consider a $m \times n$ matrix $G$ of rank $r$ with real coefficients. Since $\left[G^{T}\right]^{+}=\left[G^{+}\right]^{T}$, (where $T$ denotes the transpose and + the generalized inverse of $G$ ), there is no loss of generaility in assuming $m \leq n$.
2. Main Results. Penrose [13] states that for any matrix $G$ there exist elementary permutation matrices $H$ and $K$ such that
(I)

$$
\mathrm{HGK}=\mathrm{A}=\left[\begin{array}{cc}
\mathrm{N} & \mathrm{~B} \\
C & \mathrm{CN}^{-1} \mathrm{~B}
\end{array}\right],
$$

where $N$ is a square non-singular matrix of the same rank as A. Evidently $N$ is $r \times r, C$ is $(m-r) \times r, B$ is $r x(n-r)$ and $C N^{-1} B$ is ( $m-r$ ) $x(n-r)$. For the elementary permutation matrices $H$ and $K$ we have $H^{-1}=H^{T}$ and $K^{-1}=K^{T}$, therefore $G=H^{T} A K^{T}$. Hence from theorem II, Equation (12) of $[8]$ we have

$$
\begin{aligned}
G^{+} & =\left[K^{T}\right]^{-1} A^{+}\left[H^{T}\right]^{-1} \\
& =K A^{+} H
\end{aligned}
$$

[^0]erefore, in order to evaluate $G^{+}$, it is desirable to have a scheme to aluate $A^{+}$as well as the elementary permutation matrices $H$ and K. Maklg use of (I) it is easily verified that
2)
\[

A=\left[$$
\begin{array}{l}
N \\
C
\end{array}
$$\right][I, \Delta],
\]

here $I$ is a unit matrix of order $r$ and $\Delta=N^{-1}$ B. Since $N$ is a non-singular atrix, the columns of the matrix $\left[\begin{array}{l}N \\ C\end{array}\right]$ are linearly independent; also it is lear that $[I, \Delta]$ has linearly independent rows. Therefore, (as shown by revile [10]), it follows that
:3)

$$
A^{+}=[I, \Delta]^{+}\left[\begin{array}{l}
N \\
C
\end{array}\right]^{+}
$$

where
(4)

$$
\begin{aligned}
{[I, \Delta]^{+} } & =\left[\begin{array}{l}
I \\
\Delta^{T}
\end{array}\right]\left\{[I, \Delta]\left[\begin{array}{l}
I \\
\Delta T
\end{array}\right]\right\}^{-1} \\
& =\left[\begin{array}{l}
I \\
\Delta^{T}
\end{array}\right]\left[I+\Delta \Delta^{T_{1}}\right]^{-1},
\end{aligned}
$$

$$
\begin{aligned}
{\left[\begin{array}{l}
N^{7} \\
C
\end{array}\right]^{+} } & =\left\{\left[N^{T}, C^{T}\right]\left[\begin{array}{l}
N \\
C
\end{array}\right]\right\}^{-1}\left[N^{T}, C^{T}\right] \\
& =\left[N^{T} N+C^{T} C\right]^{-1}\left[N^{T}, C^{T}\right] \\
& =\left[N^{T}\left\{I+\left[N^{T} \cdot\right]^{-1} C^{T} C N^{-1}\right\} N^{-1}\left[N^{T}, C^{T}\right]\right. \\
& =N^{-1}\left\{I+\left[C N^{-1}\right]^{T}\left[C N^{-1}\right]\right\}^{-1}\left[N^{T}\right]^{-1}\left[N^{T}, C^{T}\right]
\end{aligned}
$$

$$
\left[\begin{array}{l}
N \\
C
\end{array}\right]^{+}=N^{-1}\left\{I+\left[\mathrm{CN}^{-1}\right]^{T}\left[\mathrm{CN}^{-1}\right]\right\}^{-1}\left[I,\left[C N^{-1}\right]^{T}\right]
$$

The Gramm-Schmidt orthogonalization process can now be used for the determination of the values of $\left[I+\Delta \Delta^{T}\right]^{-1}$ in (4) and $\left\{I+\left[C N^{-1}\right]^{T}\left[C N^{-1}\right]\right\}^{-1}$ in (5) . In order to do so the following result, due to Rust, Burris and Schneeverger [19] as stated in their equations (30) and (31), will be used.

Lemma. If the Gramm-Schmidt orthogonalization is performed on the colurns of matrix $\left[\begin{array}{l}U \\ I\end{array}\right]$, where $U$ is any given $s x$ matrix with real coefficients and $I$ is an identity matrix of rank $t$, and if the resulting matrix is denoted by $\left[\begin{array}{l}Q \\ P\end{array}\right]$, where $P$ is $t x t$, then

$$
\begin{equation*}
\left[I+\tau^{T}[I]^{-I}=P P^{T}\right. \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[I+U \mathbb{U}^{T}\right]^{-1}=\left[I-Q Q^{T}\right] \tag{7}
\end{equation*}
$$

We are now in a position to prove the following theorems:
Theorem I. If the Gramm-Schmidt orthogonalization is performed on the column of the matrix $\left[\begin{array}{c}C N^{-1} \\ I \cdot\end{array}\right]$ to give $\left[\begin{array}{l}\hat{Q} \\ P\end{array}\right]$ then

$$
\begin{equation*}
\left\{I+\left[C N^{-I}\right]^{T}\left[C N^{-1}\right]\right\}^{-1}=P P^{T}, \tag{8}
\end{equation*}
$$

where $I$ and $P$ are $\times \mathrm{x}$. However, if the orthogonalization is performed on $\left.\left[\frac{C N-1}{I}\right]^{T}\right]$ to give $\left[\begin{array}{l}Q \\ \widehat{P}\end{array}\right]$, then
(9)

$$
\left\{I+\left[C N^{-1}\right]^{\mathrm{T}}\left[\mathrm{CN}^{-1}\right]\right\}^{-1}=I-Q Q^{T},
$$

Where $I$ is $(m-r) \times(m-r)$ and $Q$ is $r x(m-r)$.
Proof. If in the Lemma $J$ is replaced by $\mathrm{CN}^{-1}$, then (6) leads to (8).
Similarly, if $\left[\mathrm{CN}^{-1}\right]^{T}$ replaces $J$ in (7), then (9) is obtained, since $\left\{\left[\mathrm{CN}^{-1}\right]^{T}\right\}^{T}=\mathrm{CN}^{-1}$.

Theorem 2. If the Grarm-Schmidt orthogonalization process is performed on the columns of the matrix $\left[\begin{array}{l}\Delta \\ I\end{array}\right]$ to give $\left[\begin{array}{l}S \\ \hat{R}\end{array}\right]$, then
10) $\left[I+\Delta \Delta^{T}\right]^{-1}=\left[I-S S^{T}\right]$,

There I -is $(n-r) x(n-r)$ and $S$ is $r x(n-r)$. However, if the above orinogonalization is performed on $\left[\frac{\Delta^{T}}{I}\right]$ to give $\left[\frac{\hat{S}}{R}\right]$, then
(II)

$$
\left[I+\Delta \Delta^{T}\right]^{-I}=\dot{R R^{T}}
$$

where $I$ and $R$ are both $r \times r$.

Proof: Same as that of Theorem 1 .
3. Computational Aspects. Suppose the Gauss-Jordan Elimination [I7] is performed on the matrix A such that $N$ is reduced to the identity matrix of order $r$. The elimination is equivalent to the premultiplication of $A$ by a non-singular matrix $E$ as follows:
(12)

$$
\begin{aligned}
E A & =\left[\begin{array}{ll}
N^{-1} & 0 \\
-\mathrm{CN}^{-1} I
\end{array}\right]\left[\begin{array}{ll}
N & B \\
C & \mathrm{CN}^{-1} B
\end{array}\right] \\
& =\left[\begin{array}{ll}
I & \Delta \\
0 & 0
\end{array}\right] .
\end{aligned}
$$

As is customary, the computation can be arranged such that at the completion of the elimination process the matrix A gets transformed as shown below:
(13)

$$
A \longrightarrow\left[\begin{array}{cc}
N^{-1} & \Delta \\
-C N^{-1} & 0
\end{array}\right]
$$

In practice the elimination is performed on $G$ instead of $A$ and therefore some other set of $m$ - r rows is reduced to zero rather than the last $m-r$ rows as shown in (I2). Also due to the permatation matrix $K$, see ( $I$ ), the columns of $N^{-1}$ and $\Delta$ may not be positioned as indicated in (13). However, it is easy to
see that the position of all the pirots at the end of the elimination process on $G$ determines the permutations $H$ and $K$ of (I).

In floating point computations, it is generally not easy to determine if some number is effectively zero or not. This fact leads to the following difficulty in the elimination process (12), namely, the problem of deciding whether a row of $A$ has been transformed to zero or not. A technique, essentially due to Osborne [12, p. 304], will now be described for the abore problem. Let $L_{i}^{(k)}$ denote the $i$ th row of $A$ after $k-I$ pirots have been chosen, where $i=$ i $i, 2, \ldots, m$ and $k=1,2, \ldots, r$. Since $L \underset{i}{(k)}$ consists of multiples of the , rows of $A$ added to $I_{i}^{(I)}$, it is therefore reasonable to compare the Euclidean norm of $L_{i}^{(k)}$ to that of $L_{i}^{(I)}$ and use $\left\|L_{i}^{(k)}\right\| /\left\|L_{i}^{(I)}\right\|$ as the criterion to decide whether a row is zero or not. In passing, we may also mention the following technique.

In the solution of large linear programming problems the redundant constraints (artificial vectors at zero level) and the contradictory constraints (artificial vectors at non-zero level - problem infeasible) are determined in the following manner. If no pivot greater than a certain "pivot tolerance" can be found in a certain row, then that row is considered to be a linear combination of the other rows in which pivots have already been chosen. (In connection with the design and writing of the Linear Programing Compilor AIPS [1] about one hundred Linear Programming problems were solved. These actual production problems were collected from diverse users of Linear Programming and ranged in size from 20 to 805 rows. A "pivot tolerance" of $10^{-5}$ appeared to be adequate for a 40 bit mantissa.) So much for the elimination process.

As in Theorem 1, the Grarm-Schmidt orthogonalization process can now be used as follows. A suitable matrix $I$ is appended to either $\mathrm{CN}^{-1}$ or its transpose in order to be able to make use of either (8) or (9) in (5). Evidently,

I order to save storage space and in general computational work, the equation :hosen out of (8) and (9) is the one which requires I of the smaller dimension ;o be appended to the relevant matrix. In other words, if $m-r \geq r$ viz. - $\leq m / 2$, then (8) is chosen, however if $r \geq m / 2$, then (9) is chosen. Similarly, From Theorem 2, it follows that for $r \leq n-r$ viz. $r \leq n / 2$, (II) should be used; on the other hand, if $r>n / 2$, then the choice falls on (10). Since max $r=m$, it should be noted that $r \leq n / 2$ implies that $m \leq n / 2$ but $r>n / 2$ implies that $n>n / 2$. The results of all of the above mentioned cases can now be stated in the: form of the following theorem.

Theorem 3. The generalized inverse of $A$ is given by:
(I4a)

$$
A^{+}=\left[\begin{array}{c}
I \\
\Delta^{T}
\end{array}\right] R R^{T} N^{-1} P P^{T}\left[I,\left[C N^{-1}\right]^{T}\right], \text { if } r \leq m / 2
$$

(ILb) $\quad A^{+}=\left[\begin{array}{c}I \\ \Delta^{T}\end{array}\right] \cdot R R^{T} N^{-1}\left[I-Q Q^{T}\right]\left[I,\left[C N^{-1}\right]^{T}\right]$, if $m / 2<r \leq n / 2$
(IUC) $\quad A^{+}=\left[\begin{array}{l}I \\ M \\ \Delta^{2}\end{array}\right]\left[I-S S^{T}\right] N^{-I}\left[I-Q Q^{T}\right]\left[I,\left[C N^{-1}\right]^{T}\right]$, if $r>n / 2$.
Mor eover, the maximum storage spaces required to compute $A^{+}$by the above methods (denoted by $S_{1}, S_{2}$ and $S_{3}$ respectively) are given by

$$
\begin{aligned}
S_{1} & =m(n+r), \\
S_{2} & =\max \{m(n+r), r(m+2 n-r)\} \\
S_{3} & =r(m-r)+n^{2}, \text { if } r \leq \sqrt{n(n-m)} ; \\
& =m(n+r), \text { if } r>\sqrt{n(n-m)} .
\end{aligned}
$$

Proof: If $r \leq m / 2 \leq n / 2$, then using (II) in (4), (8) in (5) and the results thus obtained in (3), we have (I4a). If $m / 2<r \leq n / 2$, then from (3), (4), (5), (9) and (II) we have (I4ib). To get (II c), we use (3), (4), (5), (9) and (10). If the usual programming techniques for saving storage are used for computing the product of matrices etc., then routine calculations regarding the storage spacès yield the values for $S_{1}, S_{2}$ and $S_{3}$. Note that a maximum of
m additional cells of storage are needed which have not been included in the values of $S_{1}, S_{2}$ or $S_{3}$ given above (working storage).
4. An example. Consider the following matrix from [5]:

$$
G=\left[\begin{array}{cccccc}
-1 & -1 & 0 & 0 & 1 & 1 \\
0 & 1 & -1 & 1 & -1 & 0 \\
1 & 0 & 1 & -1 & 0 & -1 \\
2 & -1 & 3 & -3 & 1 & -2
\end{array}\right]
$$

If the elimination is performed by choosing the circled elements of the above matrix as pivots(viz., $H$ and $K$ are identity matrices), then as in (I3) we have

$$
\left[\begin{array}{cc}
N^{-1} & \Delta \\
-N^{-1} & 0
\end{array}\right]=\left[\begin{array}{cccccc}
-1 & -1 & 1 & -1 & 0 & -1 \\
0 & 1 & -1 & 1 & -1 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 \\
2 & 3 & 0 & 0 & 0 & 0
\end{array}\right]
$$

Hence

$$
N^{-1}=\left[\begin{array}{rr}
-1 & -1 \\
0 & 1
\end{array}\right],-\mathbb{N}^{-1}=\left[\begin{array}{ll}
1 & 1 \\
2 & 3
\end{array}\right], \Delta=\left[\begin{array}{rrrr}
I & -1 & 0 & -1 \\
-I & 1 & -1 & 0
\end{array}\right]
$$

Since $r=2$ and $m=4$, viz. $r=m / 2$, therefore ( $I L_{4} a$ ) should be used. Now

$$
\left[\begin{array}{c}
C N^{-1} \\
I
\end{array}\right]=\left[\begin{array}{ll}
I & 1 \\
2 & 3 \\
1 & 0 \\
0 & 1
\end{array}\right] \xrightarrow{\text { G.S. }}\left[\begin{array}{cc}
1 / \sqrt{6} & -1 / \sqrt{102} \\
2 / \sqrt{6} & 4 / \sqrt{102} \\
1 / \sqrt{6} & -7 / \sqrt{102} \\
0 & 6 / \sqrt{102}
\end{array}\right]=\left[\begin{array}{l}
\hat{Q} \\
P
\end{array}\right]
$$

Hence

$$
P=\left[\begin{array}{cc}
I / \sqrt{1} 6 & -7 / \sqrt{102} \\
0 & 6 / \sqrt{102}
\end{array}\right] \text { and } P P^{T}=\frac{I}{102}\left[\begin{array}{cc}
66 & -42 \\
-42 & 36
\end{array}\right]
$$

Also

$$
\left[\begin{array}{l}
I \\
\Delta \\
I
\end{array}\right]=\left[\begin{array}{cc}
I & -I \\
-I & I \\
0 & -I \\
-I & 0 \\
I & 0 \\
0 & I
\end{array}\right] \xrightarrow{\text { G.S. }}\left[\begin{array}{cc}
1
\end{array}\left[\begin{array}{cc}
I & -I / \sqrt{3} \\
-I & I / \sqrt{3} \\
0 & -2 / \sqrt{3} \\
-I & -I / \sqrt{3} \\
I & I / \sqrt{3} \\
0 & 2 / \sqrt{3}
\end{array}\right]=\left[\begin{array}{l}
\hat{S} \\
R
\end{array}\right] .\right.
$$

Hence

$$
R=\frac{\pi}{2}\left[\begin{array}{ll}
I & I / \sqrt{3} \\
0 & 2 / \sqrt{3}
\end{array}\right] \quad \text { and } \quad R^{T}=\frac{I}{6}\left[\begin{array}{ll}
2 & I \\
1 & 2
\end{array}\right] .
$$

Finally, substituting the values of $\Delta, \mathrm{RR}^{\mathbb{T}}, \mathrm{N}^{-1}, \mathrm{PP}^{T}$ and $\mathrm{CN}^{-1}$ in ( $\mathcal{L}_{\mathrm{a}} \mathrm{a}$ ) and performing the indicated multiplications, one gets

$$
G^{+}=\frac{1}{102}\left[\begin{array}{rrrr}
-15 & 8 & 7 & 6 \\
-18 & 13 & 5 & -3 \\
3 & -5 & 2 & 9 \\
-3 & 5 & -2 & -9 \\
18 & -13 & -5 & 3 \\
15 & -8 & -7 & -6
\end{array}\right]
$$

5. Concluding Remarks. The methods for computing $A^{+}$, given by Rust, Burrus and Schneeberger [19] and by Ben-Israel and Wersan [5] generally require $\mathrm{m}^{2}+\mathrm{mn}$ cells of storage; the method given by Osborne [12] requires more than $m^{2}+m i n c e l l s$. The storage space $\left(S_{1}, S_{2}\right.$ or $\left.S_{3}\right)$ required for the method described in this paper is generally less than that in the above mentioned methods since usually $\mathrm{r}<\mathrm{m}$. However, if N is a poorly conditioned matrix, then more sophisticated methods, often requiring more work and storage space, are recommended, e.g. [9, 15]. In any case it seems reasonable to assume that in a
significant number of cases the methods of this paper would have less difficUlties during the course of the elimination process than [5], because NN is more "ill-conditioned" than $\mathbb{N}[20]$. A Fortran IV program based on the method described in this paper is being written.
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