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Abstract.
A new formulation of the ascent algorithm for the Chebjshev solution of linear systems is given. This leads to two algorithms, which are similar to the ordinary simplex and the product form of inverse algorithms for the solution of linear programing problems.
i. Introduction.

Let us consider the following system:

$$
\begin{equation*}
A x-b=r(x), \tag{1.1}
\end{equation*}
$$

where $A$ is an $m \times n$ matrix with $m>n$, $x$ is an $n X I$ vector, $b$ and $r(x)$ are $m \times 1$ vectors. Let the $i^{\text {th }}$ element of $r(x)$ be denoted by $r_{i}(x)$ and the $n$ dimensional Euclidean space by $E^{n}$. In this paper, we shall consider the following problem:

$$
\begin{equation*}
\min _{x} \max _{i}\left|r_{i}(x)\right|, i=1, \ldots, m ; x \in E^{n} \tag{1.2}
\end{equation*}
$$

Cheney [3, Chap. 2] gives an excellent discussion of the above problem and also several algorithms for its solution. One of them he calls the ascent algorithm, which is due to Stiefel [7, 8, 9]. We shall give a reformulation of the ascent algorithm. This will make it possible to express the algorithm in the well known tableau forms associated with the solution of linear programming (LP) problems, when using the ordinary [2, Chap. 5] and the revised simplex (product form of inverse) methods [5, p. 200]. The principal advantages of the two algorithms, which result from the reformulation of the ascent algorithm, are as follows: First, the algorithms require somewhat less
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computational work than the ascent algorithm. Second, by making use of the algorithms, linear programming codes, e.g. [4, 5], can be easily adapted for the solution of (1.2) with changes in only few of the pertinent subroutines. Third, the algorithms give a clear and easy representation of the method of solution, especially if the reader is familiar with the solution of LP problems. Finally, one of the algorithms makes it possible to minimize the round-off errors by controlling the pivot choice, and if $A$ is sparse, minimize also the growth of non-zero elements during the computational process. 2. Reformulation of the ascent algorithm.

$$
\text { Let } J=\left\{i_{1}, \ldots, i_{n+1}\right\} \in\{I, \ldots, m\} \text {. Then, according to }[3, p .36]
$$ every solution of (1.2), for appropriate sets of indices $J$, is a solution of

$$
\begin{equation*}
\min _{x} \max _{i}\left|r_{i}(x)\right|, x \in E^{n}, i \in J . \tag{2.1}
\end{equation*}
$$

Without loss of generality, we can assume that $J=\{1, \ldots, n+1\}$. Now, according to de La Vallée Poussin [3, p. 37], $x$ in (2.1) is the solution of

$$
\begin{equation*}
r_{i}(x)=\sigma_{i} z, i \in J, \sigma_{i}= \pm I \tag{2.2}
\end{equation*}
$$

and

$$
\begin{equation*}
0=K\left(\sigma_{1} A_{1}, \ldots, \sigma_{n+1} A_{n+1}\right) \tag{2.3}
\end{equation*}
$$

where $A_{i}$ denotes the $i^{\text {th }}$. row of $A$ and the right-hand side of (2.3) denotes the convex hull of the vectors $\sigma_{1} A_{1}, \ldots, \sigma_{n+1} A_{n+1}$. In this paper, we shall assume that the rows of $A$ satisfy the Harr condition viz., every subset of $n$ rows of A is a non-singuiar matrix. It is possible to relax this condition easily [3, p. 51]. In view of the Haar condition and the fact that in $\mathbb{E}^{n}$, $\mathrm{n}+1$ vectors have to be linearly dependent, we have

$$
\sum_{i=1}^{n+1} \lambda_{i} A_{i}=0,
$$

where $\lambda_{i} \neq 0, \quad i \in \mathrm{~J}$. For later use, let us impose the normalization

$$
\begin{equation*}
\sum_{i=1}^{n+1} \lambda_{i} b_{i}=-1 \tag{2.5}
\end{equation*}
$$

on $\lambda_{i} ; b_{i}$ denotes the $i^{\text {th }}$ element of $b$. If we define

$$
\begin{align*}
\operatorname{sgn} \lambda_{i} & =1, \quad \lambda_{i}>0  \tag{2.6}\\
& =-1, \quad \lambda_{i}<0
\end{align*}
$$

then we can take $\sigma_{i}=\operatorname{sgn} \lambda_{i}$ and from (2.4) we have

$$
\begin{equation*}
\sum_{i=1}^{n+1}\left|\lambda_{i}\right| \sigma_{i} A_{i}=0 \tag{2.7}
\end{equation*}
$$

The above equation shows that condition (2.3) is satisfied.
Let us compute the values of the $\lambda_{i} s$. From (2.4) and (2.5), we have

$$
\left[\begin{array}{ccc}
A_{1}^{T} & \cdots & A^{T}  \tag{2.8}\\
& & \\
& & \\
b_{1} & \cdots & b_{n+1} \\
& & \\
n+1
\end{array}\right]\left[\begin{array}{c}
\lambda_{1} \\
\vdots \\
\vdots \\
\lambda_{n+1}
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
-1
\end{array}\right]
$$

where $A_{i}^{T}$ denotes the transpose of $A_{i}$. Now, if we let

$$
\begin{align*}
& B=\left[\begin{array}{cccc}
A^{T} & \ldots & A_{n+1}^{T} \\
1 & & . & \\
1 & \cdots & b_{n+1}
\end{array}\right],  \tag{2.9}\\
& {\left[\lambda_{1}, \ldots, \lambda_{n+1}\right]^{T}=\lambda \text { and }[0, \ldots, 0,1]^{T}=e_{n+1}} \tag{2.10}
\end{align*}
$$

then (2.8) can be written as

$$
\begin{equation*}
B \lambda=-e_{n+1} . \tag{2.11}
\end{equation*}
$$

In view of (1.1), the vector $\left[b_{1}, \ldots, b_{n+1}\right]$ does not lie in the row space of the matrix $\left[A_{1}^{T}, \ldots, A_{n+1}^{T}\right]$, and therefore $B$ is non-singular and (2.11) gives

$$
\begin{equation*}
\lambda=B^{-1}\left(-e_{n+1}\right) . \tag{2.12}
\end{equation*}
$$

To find $z$ we proceed as follows: From (2.2), we have

$$
\begin{equation*}
A_{i} x-b_{i}=z \sigma_{i}, i \in J . \tag{2.13}
\end{equation*}
$$

Multiplying the above equation by $\lambda_{i}$ and summing over all $i \in J$, we get

$$
\sum_{i=1}^{n+1} \lambda_{i} A_{i} x-\sum_{i=1}^{n+1} \lambda_{i} b_{i}=\sum_{i=1}^{n+1} \lambda_{i} \sigma_{i},
$$

which in view of (2.4) and (2.5) yields

$$
\begin{equation*}
z=\frac{1}{\sum_{i=1}^{n+1}\left|\lambda_{i}\right|} \tag{2.14}
\end{equation*}
$$

We are now in a position to solve equation (2.13) for $x$. We can write it as

$$
\left[\begin{array}{ccc}
A_{1} & ; & b_{1}  \tag{2.15}\\
A_{n+1} & \vdots & b_{n+1}
\end{array}\right]\left[\begin{array}{c}
x \\
-1
\end{array}\right]=z \sigma,
$$

where $\sigma^{T}=\left[\sigma_{1}, \ldots, \sigma_{n+1}\right]^{T}$. In view of (2.9) the above equation can be written as

$$
B^{T}\left[\begin{array}{c}
x  \tag{2.16}\\
-1
\end{array}\right]=z \sigma,
$$

or

$$
\left[\begin{array}{c}
x  \tag{2.17}\\
-I
\end{array}\right]=z\left[B^{T}\right]^{-1} \sigma
$$

Now, $x$ in (2.17) is the solution of (1.2) if

$$
\left|r_{j}(x)\right|<z, \text { for all } i \notin J .
$$

Let us compute $r_{j}(x)$. Using (1.1) we have

$$
\begin{aligned}
r_{j}(x) & =A_{j} x-b_{j}, \quad j \notin J, \\
& =\left[A_{j}, b_{j}\right]\left[\begin{array}{c}
x \\
-1
\end{array}\right] \\
& =\left[A_{j}, b_{j}\right] z\left[B^{T}\right]^{-1} \sigma, \text { using (2.17). }
\end{aligned}
$$

Since $r_{j}(x)$ is a scalar, the above equation can be written as

$$
r_{j}(x)=z \sigma^{T} B^{-1}\left[\begin{array}{l}
A_{j}^{T}  \tag{2.18}\\
b_{j}
\end{array}\right], j \notin J
$$

If

$$
\mu_{j}=B^{-2}\left[\begin{array}{c}
A_{j}^{T}  \tag{2.19}\\
b_{j}
\end{array}\right],
$$

then (2.18) becomes

$$
\begin{equation*}
r_{j}(x)=z \sigma^{T} \mu_{j}, \quad j \notin J \tag{2.20}
\end{equation*}
$$

In case $\left|r_{j}(x)\right|>z$ for some $j \notin J$, then $x$, given by (2.17), is not the solution of (1.2). In this case, let

$$
\begin{equation*}
\mathrm{z}<\left|r_{\alpha}(\mathrm{x})\right|=\max _{j}\left|r_{j}(x)\right|, j \notin J . \tag{2.21}
\end{equation*}
$$

The set of rows $\left[A_{i}, b_{i}\right], i \in J$ is called a reference set (RS). We shall introduce row $\left[A_{\alpha}, b_{\alpha}\right]$ and remove the row $\left[A_{\beta}, b_{\beta}\right]$ from the RS, thus constructing a new RS. The index $\beta$ is given by

$$
\begin{equation*}
\max _{i} \frac{\mu_{i \alpha} \operatorname{sgn} r_{\alpha}(x)}{\lambda_{i}}=\frac{\mu_{\beta \alpha} \operatorname{sgn} r_{\alpha}(x)}{\lambda_{\beta}}, \tag{2.22}
\end{equation*}
$$

where $\mu_{i \alpha}$ denotes the $i^{\text {th }}$ element of $\mu_{\alpha}$. The reason for the above choice is as follows: From (2.19), we have

$$
\left[\begin{array}{c}
A_{\alpha}^{T} \\
b_{\alpha}
\end{array}\right]=B \mu_{\alpha}=\sum_{i=1}^{n+1}\left[\begin{array}{l}
A_{i}^{T} \\
b_{i}
\end{array}\right],
$$

which gives

$$
\begin{equation*}
A_{\alpha}=\sum_{i=1}^{n+1} \mu_{i \alpha} A_{i} \tag{2.23}
\end{equation*}
$$

Denoting sgn $r_{\alpha}(x)$ by $\sigma_{\alpha}$ and multiplying (2.23) by $\sigma_{\alpha} y$ and adding the result to (2.4), we get

$$
\begin{equation*}
\gamma \sigma_{\alpha} A_{\alpha}+\sum_{i=1}^{n+1}\left[\lambda_{i} \sigma_{i}-\gamma \sigma_{\alpha} \sigma_{i} \mu_{i \alpha}\right] \sigma_{i} A_{i}=0 . \tag{2.24}
\end{equation*}
$$

As in (2.7), zero must lie in the convex hull of the new $R S$, therefore in equation (2.24) we have

$$
\lambda_{i} \sigma_{i}>\gamma, \sigma_{\alpha} \sigma_{i} \mu_{i \alpha} \text { and } \gamma>0 .
$$

Since $\lambda_{i} \sigma_{i}=\left|\lambda_{i}\right|>0$, we have

$$
\frac{1}{\gamma} \geq \frac{\sigma_{\alpha} \sigma_{i} \mu_{i \alpha}}{\lambda_{i} \sigma_{i}}=\frac{\sigma_{\alpha} \mu_{i \alpha}}{\lambda_{i}}
$$

Therefore, if we take

$$
\frac{I}{\gamma}=\max _{i} \frac{\sigma_{\alpha}{ }^{\mu} i \alpha}{\lambda_{i}}=\frac{\sigma_{\alpha} \mu_{\beta \alpha}}{\lambda_{\beta}},
$$

then in (2.24), the coefficient of $\sigma_{\beta} A_{\beta}$ will be zero and the coefficients of all the other $\sigma_{i} A_{i} ; i=1, \ldots, \beta-1, \beta+1, \ldots, n+1, \alpha$ will be positive. Thus the set $A_{1}, \ldots, A_{\beta-1}, A_{\beta+1}, \ldots, A_{n+1}, A_{\alpha}$ is the new RS. Evidently the new $x$ will be a Chebyshev solution of an equation analogus to (2.2). It is easy to show that the new $z$ will be greater than the current $z[3, p .47]$.
3. First algorithm - updating the whole tableau (UWT).

Let $\hat{B}$ denote the matrix obtained from $B$ by replacing the $\beta^{\text {th }}$ column by $\left[A_{\alpha}, b_{\alpha}\right]^{T}$. Then it can be easily shown $[10,2(p, 197)]$ that
$\hat{B}^{-1}=\eta B^{-1}$ $\hat{B}^{-1}=\eta B^{-1}$,
where

Notice that the columns of $\hat{B}$ constitute a new $R S$. In order to continue with the algorithm outlined in section 2, we need $\lambda^{\prime}$ and $\mu_{j}^{\prime}$ (the values of $\lambda$ and $\mu_{j}$ ) for the new RS. From (2.12), we have

$$
\begin{aligned}
\lambda^{\prime} & =\hat{B}^{-1}\left[-e_{n+1}\right] \\
& =\eta B^{-1}\left[-e_{n+1}\right], \text { using (3.1), }
\end{aligned}
$$

or

$$
\begin{equation*}
\lambda^{\prime}=\eta \lambda . \tag{3.3}
\end{equation*}
$$

Using (3.2) in the above equation, we get

$$
\begin{equation*}
\lambda_{i}^{\prime}=\lambda_{i}-\frac{\lambda_{\beta}^{\mu_{i \alpha}}}{\mu_{\beta \alpha}}, i \neq \beta \text { and } \lambda_{\beta}^{\prime}=\frac{\lambda_{\beta}}{\mu_{\beta \alpha}} \tag{3.4}
\end{equation*}
$$

Once we know $\lambda^{\prime}$, we can evaluate $z^{\prime}$ (the $z$ for the new RS) from (2.14). Furthermore, as in (2.19), associated with the new RS, we have

$$
\begin{aligned}
\mu_{j}^{\prime} & =\hat{\beta}^{-1}\left[\begin{array}{c}
A_{j}^{T} \\
b_{j}
\end{array}\right], j \in \text { New RS } \\
& =\eta B^{-1}\left[\begin{array}{l}
A_{j}^{T} \\
b \\
b_{j}
\end{array}\right], \text { using (3.1), }
\end{aligned}
$$

or

$$
\begin{equation*}
\mu_{j}^{\prime}=\eta \mu_{j} \tag{3.5}
\end{equation*}
$$

Once again, using (3.2) in the above equation, we get

$$
\begin{equation*}
\mu_{i j}^{\prime}=\mu_{i j}-\frac{\mu_{\beta j}}{\mu_{\beta \alpha}} \mu_{i \alpha}, i \neq \beta \text { and } \mu_{\beta j}^{\prime}=\frac{\mu_{\beta j}}{\mu_{\beta \alpha}} . \tag{3.6}
\end{equation*}
$$

Notice that $\mu_{\beta}=e_{\beta}$, since column $\beta$ was in the old RS, and therefore, from (3.5) we have

$$
\mu_{\beta}^{\prime}=\eta e_{\beta} .
$$

In view of (3.2), the above leads to

$$
\begin{equation*}
\mu_{i \beta}^{\prime} \equiv-\frac{\mu_{i \alpha}}{\mu_{\beta \alpha}}, i \neq \beta \text { and } \mu_{\beta \beta}^{\prime}=\frac{1}{\mu_{\beta \alpha}}, \tag{3.7}
\end{equation*}
$$

which is the $\beta^{\text {th }}$ column of $\Pi$.
We shall now describe the UWI algorithm. A numerical example will be given in section 5 .

1. Apply the Gauss-Jordan elimination [6] to the matrix

$$
\left[\begin{array}{cccccc}
A_{1}^{T}, \ldots, & A_{n+1}^{T}, & A_{n+2}^{T}, \ldots, A_{m}^{T}, & -e_{n+1}^{T}  \tag{3.8}\\
b_{1}, \ldots, & b_{n+1}, & b_{n+2}, \ldots, b_{m}, & \downarrow
\end{array}\right],
$$

such that the RS is transformed to the identity matrix. This is equivalent to premultiplying (3.8) by $\mathrm{B}^{-1}$. There is no loss of generality if we assume that the first $n+1$ columns in (3.8) constitute the initial RS. Hence we have

$$
\left[\begin{array}{cccccc}
1 & & & \uparrow & & \uparrow  \tag{3.9}\\
& \cdots & & & & \\
& \cdots & & & \lambda_{1} \\
& \cdots & & \mu_{n+2} & \cdots & \mu_{m}, \\
& & \cdot & & \\
& & 1 & \downarrow & & \downarrow \\
& & & & \lambda_{n+1}
\end{array}\right] .
$$

If the columns in RS are chosen sequentially, but in order to minimize the round-off errors, the largest available element in each column is chosen as a pirot (partial pivoting [12]), then instead of the identity matrix I, a permutation matrix $P$ will replace the RS in (3.9). The affect of this is described in the remarks following the algorithm.
2. Compute $z$ using (2.14) and $r_{j}(x), j \notin R S$ using (2.20). Determine $\max _{j}\left|r_{j}(x)\right|=\left|r_{\alpha}(x)\right|, j \notin R S$. If $\left|r_{\alpha}(x)\right| \leq z$, go to 4, otherwise go to 3.
3. Find the value of $\beta$ by using (2.22). Transform column $\alpha$ of (3.9) into $e_{\beta}$ (the $\beta^{\text {th }}$ column of the identity matrix) by means of elementary row opera ations. This is equivalent to the use of the formulas (3.4), (3.6) and (3.7). Now, go to 2.
4. Compute $x$ for the final RS by performing the Gauss-Jordan or the Gaussian elimination [6] on

$$
\left[\begin{array}{rr}
A_{i_{1}}, & b_{i_{1}} \\
\cdot & \\
\cdot & \\
A_{i}, & \\
A_{n+1} & b_{i n+1}
\end{array}\right] \quad\left[\begin{array}{r}
x \\
-1
\end{array}\right]=z \sigma
$$

where $\sigma^{T}=\left[\sigma_{i_{1}}, \ldots, \sigma_{i_{n+1}}\right]^{T}$ and $\left\{i_{1}, \ldots, i_{n+_{1}}\right\}$ are the indicies associated with the final RS.

In using the above algorithm, we have to take the following facts into consideration. If the matrix $B$ associated with the initial or any one of the subsequent reference sets is singular, then $A x=b$ may have an exact solution. Also all the $\lambda_{i}$ s associated with each of the reference sets should be non-zero, otherwise the Haar condition will be violated. In (3.9), when using partial pivoting, instead of $I$ we will get $P$, then in place of (3.9) we will have $\left[P, P_{\mu}, P \lambda\right]$ and evidently the algorithm remains unchanged. The set of indicies $\left\{i_{1}, \ldots, i_{n+1}\right\}$ used in step 4 of algorithm, is determined by the permutation matrix which is present in the final updated tableau. The index $i_{k}: k=1, \ldots, n+1$, being that column of $[A, b]^{T}$ which has been transformed to $e_{k}$, the $k^{\text {th }}$ column of $I$.

The UWT algorithm described above is specially advantageous if $m$ is not much greater than $n$. For $m \gg n$, the algorithm given in section 4 is somewhat better. We can now point out the similarity of the UWI algorithm to the ordinary simplex method in linear programing [2, Ch. 5]. The similarities are between $\lambda$ and the basic solution, $z$ and the objective function, RS and the basic column vectors, $\mu_{j} s$ and the coordinates of the non-basic vectors in terms of the basis, the updating rules. Of course, there are differences, viz., computation of $z$, computation of $\beta$, choice of initial RS etc. These differences can be used to make changes to the subroutines of linear programming codes to adapt them for the UWT algorithm.
4. Second algorithm-the product form of inverse (PFI).

As is well known [10, 11] the inverse of $B$ can be expressed as the product of $n+1$ matrices of the type (3.2). Let

$$
\begin{equation*}
B^{-1}=\eta_{n+1} \cdot \cdots \eta_{z} \eta_{1} \tag{4.1}
\end{equation*}
$$

where $\eta_{i}$ denotes the $i^{\text {th }}$ matrix factor of $B^{-1}$. In view of (4.1) and (3.1), we have

$$
\begin{equation*}
\hat{B}^{-1}=\eta_{\mathrm{n}+2} \ldots \eta_{1} . \tag{4.2}
\end{equation*}
$$

Only the elements of the non-trivial columns of each of the $\eta_{i}$ along with the corfesponding pivot row index $\beta_{i}$ are stored. If the non-trivial column of $\eta$ in (3.2) is denoted by $\left(\omega_{1}, \ldots, \omega_{n+1}\right)^{T}$, and

$$
\left(v_{1}^{\prime}, \ldots, v_{n+1}^{\prime}\right)=\left(v_{1}, \ldots, v_{n+1}\right) \eta
$$

then

$$
v_{i}^{\prime}=v_{i}, i \neq \beta
$$

$$
\begin{equation*}
v_{\beta}^{\prime}=\sum_{i=1}^{n+1} v_{i} \omega_{i} \tag{4.4}
\end{equation*}
$$

and $\quad v_{\beta}^{\prime}=\sum_{i=1}^{n+1} \nabla_{i} \omega_{i}$,
on the other hand if

$$
\left[\begin{array}{l}
s_{1}^{\prime} \\
\vdots \\
\cdot \\
s_{n+1}^{\prime}
\end{array}\right]=\eta\left[\begin{array}{l}
s_{1} \\
\cdot \\
\cdot \\
s_{n+1}
\end{array}\right]
$$

then

$$
\begin{align*}
& s_{i}^{\prime}=s_{i}+\omega_{i} s_{\beta}, i \neq \beta  \tag{4.5}\\
& s_{\beta}^{\prime}=\omega_{\beta} s_{\beta} .
\end{align*}
$$

Now, from (2.12) and (4.1), we have

$$
\lambda=\left[\begin{array}{lll}
\eta_{n+1} & \cdots & r_{2} \tag{4.6}
\end{array}\right]\left[-e_{n+1}\right]
$$

Using the updating rule (4.5) in the above equation, $\lambda$ can be easily evaluated. Now, from (2.18) and (4.1), we have

$$
\begin{equation*}
r_{j}(x)=z \cdot \sigma^{T}\left[\eta_{n^{+1}} \ldots \eta_{1}\right]\left[\frac{A_{j}^{T}}{b_{j}}\right] \tag{4.7}
\end{equation*}
$$

The row vector

$$
\pi \doteq z \sigma^{T}\left[\begin{array}{lll}
\eta_{n+2} & \cdots & \eta_{1} \tag{4.8}
\end{array}\right]
$$

can be easily evaluated by making use of the updating formulas (4.4). From (4.7) and (4.8), we get

$$
r_{j}(x)=\pi\left[\begin{array}{l}
A_{j}^{T}  \tag{4.9}\\
b_{j}
\end{array}\right]
$$

From (2.19) and (4.1), we have

$$
\mu_{\alpha}=\left[\begin{array}{lll}
\eta_{n+1} & \ldots & \eta_{1}
\end{array}\right]\left[\begin{array}{l}
A_{\alpha}^{T}  \tag{4.10}\\
b_{\alpha}
\end{array}\right]
$$

which can be easily evaluated by means of updating formulas (4.5). Also, from (2.17), (4.1) and (4.8), we get

$$
\left[x^{T},-1\right]=z \sigma^{T} \quad\left[\eta_{n+1} \ldots l_{1}\right]=\pi
$$

We are now in a position to describe the PFI algorithm.

1. Determine an initial RS and find the product form of inverse of $B$ in the form (4.1) by making use of the Gauss-Jordan elimination [6], as shown in [10]. The various techniques for keeping the product form of inverse sparse, if $A$ is sparse, and minimizing the round-off errors can be incorporated [10, 11] in the above inversion.
2. Compute $\lambda$ from (4.6), using (4.5).
3. Compute the following: $z$ from (2.14), $\pi$ from (4.8) and $r_{j}(x)$ from (4.9), $j \notin R S$.
4. Find $\max _{j}\left|r_{j}(x)\right|=\left|r_{\alpha}(x)\right|$. If $\left|r_{\alpha}(x)\right| \leq z$, go to 6, otherwise, compute $\mu_{\alpha}$ from (4.10), using (4.5), and determine $\beta$ from (2.22).
5. Evaluate and store the non-trivial column of the new $\eta_{t}$ according to (3.7). If there are too many $\eta^{\prime}$ s, viz., $t \gg n+1$, then reinvert the basis. If more accuracy at each step is desired, then always keep only $n+1$ n's. Thus $\eta_{\beta-1}, \ldots, \eta_{1}$ will remain same when column $\alpha$ of $[A, b]^{T}$ is replacing column $B$ of $B$, but $\eta_{n+i}, \ldots, \eta_{\beta}$ will get modified. A practical method of doing this is described in [1]. Now, go to 2.
6. The first $n$ elements of the current value of $\pi$ constitute the solution vector $x^{T}(\operatorname{see}(4.11))$.

Remark: The computation of $\lambda$ in step 2 of the algorithm, initially, can be done along with the evaluation of $B^{-1}$ (as in UWI algorithm). Also, later on, during the course of the algorithm if $\eta_{t}$ is only being prefixed to the other etas, then $\lambda^{\prime}$ can be evaluated according to (3.3).

The similarities between the revised simplex algorithm (product form of inverse) and our PFI algorithm are clear, e.g., the pricing vector and $\pi$, the update rules $(4.4)$ and ( 4.5 ), and of course the similarities mentioned following the UWF algorithm.
5. Numerical Example.

Let

$$
A=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 1 \\
0 & 0 & 1 \\
1 & 1 & 1 \\
6 & 6 & 7 \\
-1 & 2 & 2 \\
0 & -3 & 0
\end{array}\right] \text { and } b=\left[\begin{array}{r}
2 \\
1 \\
1 \\
5 \\
29 \\
3 \\
-4
\end{array}\right]
$$

Therefore

$$
\left[\begin{array}{ccccccccc}
1 & 0 & 0 & 1 & 6 & -1 & 0 & & 0 \\
0 & 1 & 0 & 1 & 6 & 2 & -3 & \ddots & 0 \\
0 & 0 & 1 & 1 & 7 & 2 & 0 & & 0 \\
2 & 1 & 1 & 5 & 29 & 3 & -4 & & -1
\end{array}\right]
$$

Taking the first 4 columns as the initial RS, as in (3.9), we get

$$
\left[\begin{array}{cccccccc}
1 & 0 & 0 & 0 & 2 & -2 & 1 & 1 \\
0 & 1 & 0 & 0 & 2 & 1 & -2 & 1 \\
0 & 0 & 1 & 0 & 3 & 1 & 1 & 1 \\
0 & 0 & 0 & 1 & 4 & 1 & -1 & -1
\end{array}\right]
$$

Hence $z=1 / 4, r_{j}(x)=1 / 4 \quad(3,-1,1), \quad \alpha=5, \quad\left|r_{5}(x)\right|=3 / 4>z$,

$$
\frac{\mu_{i \alpha}}{\lambda_{i}} \sigma_{\alpha}=(2,2,3,-4), \beta=3 \text { and the next tableau is }
$$

$$
\left[\begin{array}{cccccccc}
1 & 0 & -2 / 3 & 0 & 0 & -8 / 3 & 1 / 3 & 1 / 3 \\
0 & 1 & -2 / 3 & 0 & 0 & 1 / 3 & -8 / 3 & 1 / 3 \\
0 & 0 & 1 / 3 & 0 & 1 & 1 / 3 & 1 / 3 & 1 / 3 \\
0 & 0 & -4 / 3 & 1 & 0 & -1 / 3 & -7 / 3 & -7 / 3
\end{array}\right]
$$

and $z=3 / 10, r_{j}(x)=(1 / 10,-1 / 2,1 / 3), \alpha=6$,
$\left|r_{6}(x)\right|=1 / 2>3 / 10$ and
$\frac{\mu_{i \alpha}}{\lambda_{i}} \sigma_{\alpha}=(8,-1,-1,1 / 7), \quad \beta=1$ and we have

$$
\left[\begin{array}{cccccccc}
-3 / 8 & 0 & 1 / 4 & 0 & 0 & 1 & -1 / 8 & -1 / 8 \\
1 / 8 & 1 & -3 / 4 & 0 & 0 & 0 & -21 / 8 & 3 / 8 \\
1 / 8 & 0 & 1 / 4 & 0 & 1 & 0 & 3 / 8 & 3 / 8 \\
-1 / 8 & 0 & -5 / 4 & 1 & 0 & 0 & -19 / 8 & -19 / 8
\end{array}\right]
$$

which gives $z=4 / 13, r_{j}(x)=(3 / 13,1 / 26,1 / 13)$ and $\max _{j}\left|r_{j}(x)\right|=3 / 13<z$, hence the final RS has been determined. Evidently,
$\left\{i_{1}, i_{2}, i_{3}, i_{4}\right\}=\{6,2,5,4\}$ and the required $x$ is the solution of

$$
\left[\begin{array}{cccc}
-1 & 2 & 2 & 3 \\
0 & 1 & 0 & 1 \\
6 & 6 & 7 & 29 \\
1 & 1 & 1 & 5
\end{array}\right]\left[\begin{array}{c}
x_{1} \\
x_{2} \\
x_{3} \\
-1
\end{array}\right]=4 / 13\left[\begin{array}{c}
-1 \\
1 \\
1 \\
-1
\end{array}\right] .
$$

The above gives $\left(x_{1}, x_{2}, x_{3}\right)=(29 / 13,17 / 13,15 / 13)$.
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