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ABSTRACT 

In this report we reanalyse the Great Lakes Drogue Studies data 

taken in 1964. Original drogue position data are edited into 

smoothed position data for this purpose. The edited data are then 

processed using linear regression procedures to calculate not only 

Lagrangian deformations but also velocity gradient parameters, i.e. 

divergence, vorticity, deformation rates. The linear regression 

method also enables evaluation of turbulent characteristics, in 

particular momentary eddy diffusivities. The results show that 

i) the drogue area is controlled primarily by the cumulative effect 

of horizontal divergence, ii) a simple vorticity balance is 

established, iii) turbulence characteristics are generally consis­

tent with the previous estimates by Okubo and Farlow in 1967, 

iv) momentary eddy diffusivities are relatively small and average 

2 x 10 2 cm 2 /sec for all experiments. Values of the Lagrangian 

deformation and momentary eddy diffusivities are fed into the 

analytical solution of time-dependent advection-diffusion equation 

and the result shows favorable comparison with observed gross-scale 

drogue dispersion. Inspection of patterns within gross-scale drogue 

groups revealed that each group was composed of an average of five 

clusters. Small-scale variability was examined by computing the 

velocity gradient parameters for each cluster. Drogues tend to 

cluster over local convergences while the clusters themselves tend 

to diverge; that is, the gross-scale expands, small-scale tends to 

contract. A statistical test shows that 10-15 drogues are required 

to achieve a standard deviation equal to the 95% confidence limit 

of the gross-scale drogue group. This provides a guideline for 

designing future dispersion experiments. 

CHAPTER 1 

INTRODUCTION 

During the summer of 1964 the Great 

Lakes-Illinois River Basins Project of the 

u. S. Federal Water Pollution Control 

Administration conducted a series of field 

studies with the use of drogues (i.e. 

current followers) in southern Lake 

Michigan and western Lake Erie. These 

studies were designed to obtain Lagrangian 

characteristics of diffusion, e.g. the 

root-mean-square distances between a pair 

of drogues. The study provided informa­

tion on the scale and intensity of 

horizontal diffusion present at depths of 

5 and 20 ft during the time of sampling. 

The ultimate goal of these studies was to 

1 

predict the concentration distribution of 

pollutants discharged from rivers and 

sewage outfalls in the Great Lakes. 

The details of the drogue construc­

tion and of the field methods were 

reported by Farlow (1965). And the 

analysis of the data was presented by 

Okubo and Farlow (1967). A complete 

report which includes the prediction of 

pollutant distributions was given by 

Okubo and Verber (1967). 

The drogue experiments represent one 

of the most significant field studies of 

natural diffusion ever undertaken. Yet 

the data analyses were limited to discuss 

the statistical characteristics of drogue 

dispersion by the use of conventional 

methods of diffusion. We believed that a 



new look at the drogue data was now 

warranted based on recent advances in data 

analysis of current followers (Okubo, 

Ebbesmeyer and Helseth (1976)). That 

analysis shows that (i) we can determine 

Lagrangian deformations and turbulence 

statistics directly from drogue position 

data, (ii) such determinations allow time­

dependent advection-diffusion equations to 

be directly evaluated, and (iii) those 

deformations can be transformed into 

velocity gradient parameters, i.e. 

divergence , vorticity, stretching defor­

mation rate and shearing deformation rate 

so that the result may be compared with 

another new technique in determining these 

velocity gradient parameters from drogue 

data (Molinari and Kirwan (1975), Okubo 

and Ebbesmeyer (1976)). 

These new methods provide a compre­

hensive framework in which we reanalyse 

this valuable set of drogue data . We will 

first investigate gross-scale drogue groups 

to determine Lagrangian deformations and 

higher-order turbulent displacements. 

This leads to further evaluations of the 

velocity gradient parameters, momentary 

eddy diffusivities, among others. Rela­

tions of the velocity gradient parameters 

to other dispersion characteristics such 

as drogue area will also be studied. 

Ebbesmeyer, Okubo, Helseth and 

Robbins (1976) have extended Okubo's 

(19 66 ) method for solving a general equa­

tion of time-dependent advection and 

diffus ion. Lagrangian formulation enables 

u s to solve the generalized equation 

analytically. Values of the Lagrangian 

deformations and momentary eddy diffu­

siv ities thus determined are used to 

evaluate the pattern of dispersion. 

Within gross-scale drogue groups are 

found several sub-groups , i.e . clusters. 

Smaller-scale variability of velocity 

gradients and turbulence characteristics 

will be examined and compare d with those 

of the gross scale. 

2 

CHAPTER 2 

DATA FOR ANALYSIS: 

EDITING AND SMOOTHING 

The following is general information 

on the experimental runs in the Great 

Lakes drogue studies. Fifty to ninety 

drogues were released in each o f six 

experiments at depths of 5 ft (1.5 m) 

and 20 ft (6.1 m). On 25 and 26 June 

1964, two studies were made in Lake 

Michigan about 1.5 miles WNW of the 

Indiana Harbor East Breakwater Light. On 

15 and 16 J uly, two studies were conducted 

in Lake Erie about 5 miles WSW of 

Colchester, Ontario (July 16 runs have 

never been processed). Finally, on 15 and 

16 August, two more studies were made in 

Lake Erie about 5.3 miles west of the 

Cleveland West Pierhead Light, Ohio. 

The position of each drogue was 

determined at 5-10 minute intervals during 

a total duration of 4-6 hours for each 

experiment. The accuracy of each drogue 

position was estimated at ±2 m. The 

drogue position was finally transformed 

by a computer program into an absolute 

(x,y) coordinate system such that the 

x-axis pointed to the east, the y-axis 

to the north, and the origin of the. system 

was taken at a central part of the studied 

area. The complete set of data was 

registered in punch cards which were 

available for this reanalysis. 

Our close examination of these drogue 

data revealed that drogue trajectories 

showed erratic behavior. These e rrors are 

of two types: (i) those associated with 

an individual drogue, and (ii) those 

s howing coherence among a sub-group of 

drogues. Errors of (i) were usually due 

to keypunching errors in the original raw 

data, while errors of (ii ) were due to 

improper positioning of reference buoys . 

Reference buoys were a nchored in the 

field and used as fixed markers on aerial 

photographs to determine individual 

drogue positions . In practice several 



overlapping photographs of a drogue group 

were usually required. Each photograph 

contained several of the overall set of 

reference buoys. From knowledge of the 

overall pattern of reference buoys, the 

individual photographs could be placed 

together to form a complete picture of the 

entire drogue group. Thus if a reference 

buoy is improperly positioned it will 

affect the positions of many drogues. 

To edit errors due to reference buoys 

we computed ratios of distances between 

each pair of reference buoys on the photo­

graphs. Since these buoys are fixed, 

these ratios should remain invariant 

between successive photographs taken 

several seconds apart (i.e., airplane 

elevation should not change significantly 

within several seconds). Comparing these 

ratios with those obtained from one high­

altitude photograph of all reference 

buoys, we determined which reference buoys 

were mispositioned and corrected many of 

their actual positions. However, many 

other minor errors apparently remained 

which we were unable to correct without a 

complete re-examination of the original 

photographs--a task beyond the scope of 

this study. 

To minimize these remaining minor 

and uncorrectable errors (estimated at 

±5 m), we smoothed individual drogue 

trajectories by fitting both x and y as 

functions of time with third order poly­

nomials in the least squares sense. 

Smoothed positions were then computed from 

these fits at 0.2 hour intervals 

("Smoothed data"). In the following 

analysis we will use the smoothed data for 

calculation. 

CHAPTER 3 

ANALYSIS OF 

GROSS SCALE DROGUE GROUPS 

The gross scale drogue group is 

composed of all the drogues observed 

continuously throughout a particular 

3 

experiment. Drogues tracked intermittently 

have been deleted from our computations. 

3.1 Drogue area, elongation 

and mean orientation of 

principal axes of dispersion 

Smoothed positions of each drogue 

thus obtained after editing are referred 

to the north-east coordinate system. 

From these smoothed data we then compute 

the mean orientation of the "principal 

axes of dispersion." 

The principal axes of dispersion are 

defined at any time as the major and minor 

axes along which the variance of drogue 

position is maximum and minimum, respec­

tively. These axes may be thought of as 

the mutually perpendicular major and minor 

axes of an ellipse. Then we make the 

following definitions: 

(a) Drogue area A = 4~crXcrY . 

(b) Elongation £ = axlay . 
(c) Mean orientation of principal 

axes of diffusion, 8: 

e - 1 
n+l 

n+l 

i=l 

a. 
l. 

where crX,crY are standard deviations of 

drogue position along the major and minor 

axes, resp~ctively; ai is the angular 

deviation of the minor axis from true 

north at the ith time; and n is the 

number of 0.2 hour intervals. 

We then rotated all drogue positions 

in each experiment by a constant 8 . 

Figure 1 shows the major and minor axes 

for each experiment and their orientation 

relative to the orientation of the 

original raw data. Table 1 contains 

general information on the reanalysis of 

the Great Lakes Drogue Studies data for 

each of the eight experiments. Inspection 

of Table 1 and Figure 1 shows the 

following: 

(i) An average of 50 drogues were 
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Figure la. Centroid trajectory and principal axes of diffusion 
for experiment 120. Princ ipa l axes measure one 
standard deviation. 
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Centroid tra jec tory and principal axes of 
diffusion for experiment 205. Principal 
axes measure one standard deviation . . 
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Figure lc. 
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Centroid trajectory and principal axes of diffusion 
for experiment 220 . Principal axes measure one 
standard deviation . 
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Figure ld . Centroid trajectory and principal axes of diffusion 
for experiment 305. Principal axes measure one 
standard deviation. 
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Figure le. Centroid trajectory and principal axes of diffusion 
for experiment 320. Principal axes measure one 
standard deviation. 
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100 m. 

Figure lf. Centroid trajectory and principal axes of diffusion 
for experiment 520. Principal axes measure one 
standard deviation. 
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Figure lg. Centroid trajectory and principal axes of diffusion 
for experiment 605. Principal axes measure one 
standard deviation . 

-~- ---

100 m. 

Figure lh. Centroid trajectory and principal axes of diffusion 
for experiment 620. Principal axes measure one 
standard deviation. 
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Table 1 . General inforoation on Great Lakes Drogue Studiesa. 

1 2 3 4 5 6 7 8 9 
Initial Final 

Experiment Date Location Duration of No. of Water Drogue (5) dyogue C. rogue 

designationb Experi31ent drogues depth depth (5) area are.a/8 
(ES"£) ; ( ;;..) ~~. ) 1103 m2/4 ) (A/Ar-1 

11 : 45-
120 6/25/64 L. Michigan 16:46 44 8.1 6.1 . 75 6.49 1.11 

11:43-
205 6/26/64 " 15:30 32 8.1 1.5 .19 2.36 I 1.80 

i 

220 " " " 55 8 .1 6.1 . 75 9. 18 I 1. 81 

12:25-

I 

305 7/15/64 1. Erie 15:45 56 7.5 1.5 .20 9.09 . 836 

320 " " " 54 7 .5 6.1 .81 I 15 .3 1. 22 

I 11: 14-
520 8/15/64 " !6: 50 74 12.6 6.1 . 4U i 5 . 91 1. 71 

12:27-
.12 ! 605 " " 16:20 23 12 . 6 1. 5 6. 50 l.4l 

l 
! 

620 " " " 57 i 12.6 6.1 .48 1 6.87 .SlJ 

a See text for definitions . 
b e.g.; 120 exp~rimsn t 1 et 20 foot drogue dli!pth. 

Table 1. Cont'd 

10 11 1 ~ 13 14 15 16 

Initial Initial Init ial Final Wind Centro id {O: ~ ~d 

Experiment minor major elongation elongation s~eed s~ee~ 1 fc.c.to'!" 
designa~ivn axis ax is I (em s -1) (en s -) (%) l (102 m) oo2 m) I 

I 

i 

• 
I 

I 

120 s.n 1.10 1. 86 3.38 400 1. 62 i .4 

I 2G5 .453 .521 1.09 2 . 07 420 3.76 . 9 

220 .528 1. 74 3 .39 4.65 420 2.19 .5 

I 
305 .628 1.45 2 . 35 I ~ .74 380 2 . 96 .8 

320 . 703 2.17 3.15 3.05 3EO ' 1.55 

I 

... 
520 . 427 1.39 3.25 2.16 320 2. 28 . 7 

605 .556 1.17 1. 10 1. 40 350 .5.30 I 1.5 I 
620 . 553 1. 24 2.22 2.4ti 360 2 . !;.1 I . 7 

9 



continuously tracked during each experi­

ment. 

(ii) Orientation of the principal 

axes of diffusion remained nearly constant 

during most experiments. 

(iii) In experiments 305 and 620 

initial drogue area exceeded final drogue 

area. 

(iv) In experiments 320 and 520 

initial elongation exceeded final elonga­

tion. 

(v) Centroid speeds were relatively 
- 1 low, ranging between 1 and 6 ern s 

3.2 Lagrangian deformations 

Given a set of drogue positions it is 

natural to study dispersion using the 

Lagrangian diffusion equation (Corrsin, 

1962) . Inspection of that equation shows 

that, to first order, it has a general 

analytic solution expressed in terms of 

Lagrangian deformations (Okubo, 1966) . 

Yet those deformations have not previously 

been determined from field observations. 

Okubo, Ebbesrneyer and Helseth (1976) for 

the first time developed a method to 

determine Lagrangian deformations from 

analysis of current followers. 

The method is outlined as follows. 

Given n drogues observed simultaneous at 

rn times, we consider the present xi, yi 

drogue coordinates as functions of time t 

in k increments, and their Lagrangian 

coordinate ai, bi using the following 

notation: 

x. 
J. xi (ai, bi, k) i 1, 2, .... , 

yi yi (ai, bi' k) k = 1, 2 I ... , 

Next we expand the xi, yi coordinates of 

each drogue with respect to ai, bi about 

the centroid a, b : 

n 

rn 

10 

x ca, 6, kl 

Y ca, 6, kl 

where x (a, b, k), y .. Ca, b, k) are the 

x, y coordinates of a drogue starting .at 

- _ Clx _ Clx ) 
a, b; e 11 (k) = ( /Cla) 0 , e 12 Ck) = ( /Clb 0 , 

- Cly - (Cly/Clb) e 21 (k) = ( /Cla) 0 , e 22 (k) = 0 are 

Lagrangian first order deformations 

evaluated at a, b and depend only on time; 

and xi, Yi are second and higher order 

displacements. 

Lagrangian coordinates (a, b) may be 

taken either as the ini tial positions of 

drogues at time k=l, or as the positions 

of drogues at any previous time k=j. 

In the expansions of eq. (1) we have 

assumed that Lagrangian first order 

deformations are uniform within the drogue 

group. This formulation views the lake 

turbulence spectrum as separable into two 

major parts according to drogue group 

size: larger-scale eddies produce first 

order deformations whereas smaller-scale 

eddies produce higher order displacements. 

Thus as the drogue group spreads, the 

division between the part of the eddy 

spectrum assignable to first order defor­

mations and higher order displacements 

tends toward smaller wave numbers and 

frequencies. 

From eq. (1) Lagrangian deformations 

may be computed following the linear 

regression procedures of Okubo, Ebbesrneyer 

and Helseth (1976), henceforth abbreviated 



OEH. Furthermore the OEH method enables 

us to compute parameters of mean velocity 

gradients directly from Lagrangian defor­

mations. These parameters are divergence, 

relative vorticity, and deformation rates. 

Before applying these procedures to 

all experiments, several exploratory 

computations with Experiment 520 were made 

to answer the following questions: 

(i) What are the effects of smoothing 

drogue positions on computations of 

Lagrangian deformations? 

(ii) What is the effect of varying 

the order of the polynomial fit on compu­

tations of Lagrangian deformations? 

(iii) Does the Lagrangian approach of 

the OEH produce identical results to Okubo 

and Ebbesmeyer's (1976), henceforth abbre­

viated OE, in determining velocity 

gradients? 

In order to answer the first two of 

these questions we first computed momen­

* tarily deformations e .. (see OEH) using 
~J 

both raw and smooth positions. Raw 

positions were linearly interpolated at 

0.2 hour intervals. Smooth positions were 

obtained using both third and fourth order 

polynomials. To answer the third question 

we computed g .. using both OEH and OE from 
~J 

fourth order polynomial fits: 

au 
< ;ay>o' 

au 
gll - ( /ox)

0
, gl2 -

av 
< /oY>o· 

av 
g21 - ( ;ax) 0 , g22 -

The results shown in Figure 2 lead to the 

following answers: 

(i) Smoothing drogue positions 

* * corresponds to smoothing e .. , i.e., e .. 
~J ~J 

computed from smooth positions appear as 

smooth curves centered within ragged 

curves computed from unsmooth positions. 

Note that the ragged curves often exceed 

the 95% confidence limits from smooth 

positions. 

(ii) Varying the polynomial degree 

* within reasonable limits changes e .. by 
~J 

small amounts compared with the raggedness 

noted in (i) and the 95% confidence limits. 

11 

(iii) OEH and OE methods produce 

current shears differing by small amounts 

compared with the raggedness associated 

with raw data and the 95% confidence limits. 

We conclude that a third order polynomial 

fit provides a satisfactory degree of 

smoothing. 

Lagrangian deformations were then 

computed for all experiments using the OEH 

procedure and third order smoothing. 

Figure 3 shows the time series of each 

component Lagrangian deformation and 

corresponding 95% confidence limits. These 

deformations were then used to compute 

divergence, vorticity, and deformation 

rates. 

3.3 Velocity gradient parameters, 

i.e. divergence, relative vorticity, 

and deformation rates 

Velocity gradients are of special 

interest to physical limnologists. First, 

velocity gradients have elementary kine­

matic interpretations of the differential 

motion of parcels of water. Second, they 

are conventionally used as characteristic 

indicators of the fluxes of momentum in 

combination with eddy viscosities. Thus 

knowledge of these gradients can be useful 

in studying the dynamics of lake currents 

and frontal zones (Kirwan, 1975). 

Time series of horizontal divergence 

y, relative vorticity n, stretching defor­

mation rate a, and shearing deformation 

rate h were computed directly from 

* Lagrangian deformations e .. following the 
~J 

OEH procedure. Since that procedure pro-

duces results nearly identical with the 

OE procedure (as shown in the previous 

section) , the OEH procedure is preferred 

since both Lagrangian deformations and 

current characteristics may be obtained at 

once rather than only current character­

istics in the OE procedure. 

Figure 4 shows time series of y, n, a, 

h and their 95% confidence limits for each 

experiment. Shown also are histograms for 
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the combination of all experiments, i.e., 

118 values of each current property sorted 

according to 4 x 10-5 s-l class intervals. 

Finally Table 2 shows mean values for each 

experiment and for all experiments taken 

as a whole, i.e., the mean of the 118 

values used in the histograms. 

Inspection of Figure 4 and Table 2 

reveals the following: 

(i) No apparent pattern to temporal 

variations. However the histograms 

qualitatively appear skewed Gaussian. 

Shearing deformation rate and relative 

vorticity histograms are skewed in oppo­

site directions. Mean horizontal diver­

gence is positive in a distribution 

containing 33% negative values. Mean 

stretching deformation rate is positive 

accounting for the elongation in most 

experiments. 

(ii) 95 % confidence limits usually 

exceed sta ndard deviation by average 

factors of 1.4 to 2.3. 

(iii) The following close approxima­

tions can be used to deduce deformations 

from current shear obtained from current 

meters: 

au "* av "' * 
ax ~ e ll ax "' e21 

au "' * av . * "' ay "' el2 ay "' e22 (2) 

These approximations result from the fact 

* * "' * that e 11 and e 22 "' 1, whereas e 21 and 

e~2 ~ 10- 2 - 10-3. 

3.4 Furth e r r ela t i ons of 

y, 1), a , h 

In additi on to time s e rie s , histograms 

and mean values of divergence, vorticity 

and deforma tion rates given in Section 3.3, 

the following descriptions prove useful 

for understanding diffusive patterns: 

(a) normal ize d drogue area ve rsus inte­

grated dive rge nce; (b) simple vorticity 

balance; (c ) singularity diagrams; 

18 

(d) comparison of Ebbesmeyer's (1975) 

method of computing au/ ay (henceforth 

called the Eb method) with au;ay computed 

from the OEH procedure. 

(a) Normalized drogue area versus 

integrated divergence 

Drogue area is approximately related 

to horizontal divergence by 

y 

so that 

A A(t) 
AO - A(t-0) 

ld.A 
A dt 

exp[J y(t')dt'] 

0 

(3) 

where A/A (t = 0) will be referred to as 

normalized drogue area, and the integral 

will be referred to as the integrated 

divergence. Note that A/A0 is also a 

dilution factor. 

If we associate A with a vertical 

cylinder of water having unit volume and 

height D, then for this volume to be con­
-1 served D ~ A , or 

D exp- [J t y(t' ) dt '] 

0 

In practice it is easier to evaluate 

integra ted divergence as 
n 
II 

i = l 
* J. 
~ 

(4) 

Figure 5 shows time series of nor­

malized drogue area versus integrated 

divergence for each experiment. These 

curves show that divergence controls 

drogue area to a great extent. In this 

approach to diffu s ion the are a charac­

terizes efflue nt dispersion due to larger 

scale eddies. Since these are primarily 

responsible for spreading of a patch, 

horizontal divergence explains most of 

the a rea growth of a patch. 

(b) Simple vorticity balance 

The vertic a l component o f the absolute 

vorticity (I) + f ) obeys t h e following 



Experiment 
designation 

120 

205 

220 

305 

320 

520 

605 

620 

mean of 
all ex~eriment 

mean of 
all values 

Experiment 
designation 

120 

205 

220 

305 

320 

520 

605 

620 

mean of 
all exEe riment 

mean of 
all values 

Table 2. Mean divergence, vorticity, and deformation rates with standard 
deviations and mean 95% confidence intervals . 

Horizontal divergence (10-5 s -1) Relative vorticity (10-5 s-1) 

mean t 95% t 95% mean "! 957o t 95% 

.169 5.81 4.10 0 . 706 -1.88 3 . 85 6.69 1. 74 

6.78 2.79 3.37 1.21 -3.38 4. 70 4.15 0.883 

9 . 14 1.03 2.45 2.38 -1.29 8.84 7.75 0.887 

-2.10 1.64 2.91 1.77 -2 . 35 1.64 2 . 94 1. 79 

2.03 2.92 1. 97 0 . 675 5.02 .498 2.49 5.00 

3.09 2.41 1. 74 0. 722 -4.67 1.80 2.69 1.49 

4.98 1. 29 4.17 3.23 -3.68 3 . 10 4.51 1.46 

-2.21 1. 79 1.40 0.782 -2.74 3.82 2.00 0.524 

2 .74 2. 46 2. 76 1.43 -1.87 3.53 4.15 1.72 

2.10 4.66 -2 . 02 4 . 60 

Table 2. Cont'd. 

Stretching deformat i on rate (lO-s s -1) Shearing deformation rate (lo-5 s- 1) 

mean ! 95% t 95% mean ! 95% t 95 7o 

3.56 1.64 4.10 2.50 -1.22 6.02 6.69 1.11 

9 . 93 2.55 3.37 1. 32 -.540 2.09 4.15 1. 99 

5. 03 .763 2.45 3.21 -1.61 5.71 7.75 1. 36 

2.02 1. 24 2 . 91 2 . 35 2 . 40 1.42 2.94 2. 07 

0.140 1. 54 1. 97 1.28 -3 . 50 2 .08 2.49 1. 20 

-.870 0.280 1. 74 6.21 3.94 0 . 970 2 . 69 2 . 77 

5.14 2.99 4.17 1.40 1. 58 3.90 4.51 1.16 

2.33 4.42 1.40 0.317 0.340 2.82 2.00 0.709 

3.41 1. 93 2.76 2.32 .174 3.13 4.15 1.55 

2. 65 3.57 0 .420 4 .2 6 
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dynamic equation 

~t (n+f) + (n+f)y +(~~ ~~ - ~~ ~~) - 2ncos~ ~~ + w~~tan~ ()Fxl 
ay 

where 

n 

f 

y 

u,v,w 

p 

F ,F 
X y 

vertical component of relative 

vorticity 

vertical component of planetary 

vorticity (1.08 x lo-4 s-ll 

horizontal divergence 

x, y, z components of velocity 

earth's angular rotation 

latitude 

specific volume of sea water 

pressure 

x, y - components of frictional 

forces 

If we ignore the terms involving the 

vertical velocity and also the ba-roclinic 

term, (5) is reduced to 

~t (n+fl + (n+f)y (6) 

where Tf ~ <lFx - ax - ay frictional torque. 

Dividing (6) by D, the vertical height of 

a water column and using the relation (4), 

we obtain 

(7) 

Equation (7) states that without frictional 

torque, potential vorticity, n~f, is con­

served: 

constant 

Figure 6 shows for each experiment 

time series of frictional torque 

(8) 

(computed as in OE) versus D times rate of 

change of potential vorticity. 95% con­

fidence limits of frictional torque have 

been added to show the significance of 

deviations from 45° -- a perfect balance. 

In general the simple balance of eq. (7) 

is satisfied within the 95% confidence 
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.-----------------------------------
limits. The mean relation usually forms 

a straight line deviating somewhat from 

the perfect 45° inclination. 

(c) Singularity diagrams 

(5) 

Okubo (1970) developed a method of 

classifying singularities of two-dimensional 

fluid flow according to a graph of diver­

gence y versus a stability parameter 

s = a2 + h2 - n2. The various regions and 

lines on such a "singularity diagram" are 

classified according to six types of 

singularity: inward and outward spirals; 

vortices; inward and outward nodal points : 

and saddle points. 

Figure 7 shows time series of 

singularity diagrams for each experiment. 

No patterns are apparent in the temporal 

variations. From Figure 7 the number of 

observations of each type of singularity 

has been summarized in Table 3. Thus 

we find approximately 1/3 of all observa­

tions classified as spirals (38%), nodals 

(32%) or saddles (30%). 

(d) Comparison of au/<ly computed from OEH 

and Eb methods 

Ebbesmeyer (1975) noted that the 

current shear component <lu/<ly could be 

computed from temporal variations of the 

linear regression coefficient, or 

au 1 d(S-1tl 
ay t dt 

1 a _ _y 
P a 

X 

(9) 

and p
2 is the correlation coefficient. 

Equation (9) is valid under the following 

assumptions: point-source initial condi­

tion, purely shearing flow (n(t) = -h(t), 

y(t) = a (t) = 0) and constant eddy 

diffusivities. 

Results from the OEH procedure (Fig. 4) 
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frict ional torque and rate of change of potential 
vorticity in t!,e unit wa ter column. 
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w 
1-' 

Experiment 
designation 

1~0 

205 

220 

305 

320 

520 

605 

620 

Totals 

Table 3. Distribution of flow singularities. Numbers of 0 . 2 hour intervals having 
designated singularities. 

TyEe of Sin~larity 
Inward Outward Saddle Inward Outward Vortex 
nodal nodal spiral spiral 

9 0 14 0 0 0 

0 6 5 0 0 0 

0 4 0 0 5 0 

7 0 7 0 0 0 

0 3 1 3 7 0 

0 4 0 3 15 1 

0 1 5 0 3 0 

2 1 3 7 0 0 

18 19 35 13 30 1 

% of Grand Total 15.5 16.4 30.2 11.2 25.9 0.9 
(116) 



show that these assumptions are not 

matched at instantaneous times. However 

Table 2 and the histograms of Figures 4b 

and 4d show that time averages of n and h 

tend to be of opposite size, partially 

validating assumption of purely shearing 

flow. To validate assumption of point­

source initial condition we simulated a 

point-source by subtracting initial drogue 

coordinates from subsequent positions for 

each experiment. We then applied the OEH 

and Eb methods to these corrected posi­

tions and obtained average au;ay for each 

experiment. The results are shown in 

Figure 8. 

Figure Sa shows that the Eb method 

approximates the OEH method for time 

averages as follows 

(10) 

It should be kept in mind that the OEH 

method uses four shears to 'fit' the flow 

field, whereas the Eb method is much 

simpler and uses only one shear component. 

3.5 TurbuZenae aharaateriatiaa 

Turbulence characteristics have been 

computed using OE and OEH methods. The 

characteristics of interest are: 

(a) Standard deviation of turbulent 

displacement, o" r 

(ll) 

where oX , cry are standard deviations of 

component turbulent displacements directed 

along the mean principal axes. 

(b) Standard deviation of turbulent speed, 

o" s 

(12) 

where o~ , o~ are standard deviations of 

turbulent speed components directed along 

the mean principal axes. 
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(c) Relative turbulent speed 

This is defined as a percentage; 

(13) 

where u, v are centroid speed components 

directed along the mean principal axes. 

(d) Momentary eddy diffusivities, K , K 
X y 

Component momentary eddy d~ffus~vi­

ties K , K directed along the mean major 
X y 

and minor axes are defined as 

K _ a" a" 
X X U 

K - a" a" y y v 

K - (K K )l:l 
X y 

Standard deviations of turbulent 

displacements and speeds, and momentary 

eddy diffusivities were computed at 0.2 

hour intervals for each experiment and 

graphed in Figure 9. Table 4 contains 

time averages of o", o", K, K , and K • r s x y 
From Figure 9 and Table 4 we make the 

following observations: 

(14) 

(i) There are no apparent patterns to 

temporal variations of turbulent charac­

teristics. 

(ii) The standard deviation of turbu­

lent displacement, o;, approximates Okubo 

and Farlow's (1967) length of energy con­

taining eddies. For comparison we computed 

time averaged o; from unsmooth positions as 

shown in Table 5. The average difference 

between o; computed from smooth and 

unsmooth positions is 5.8 m -- about equal 

to our estimate of positioning errors 

after initial editing described in Chapter 

2. 

(iii) The standard deviation of 

turbulent speed exceeds Okubo and Farlow's 

(1967) turbulent intensities by a factor 

of about 2.2. We also note that 

o" "'o"(llt)-l 
s "' r 

provides a close approximation. 

(15) 
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Table 4 

Mean turbulence characteristics 

Standard deviation Stand:-.rd deviation Hor::entary 
of turbulent displacement of turbulent s peed eddy diffusivities 

EXFeriment cr" (m) o~ ( cm s-' l (102 cm 2 s-' l 
C.eEig:1ation r 

(l) (2) (2)-(l) K K K 
For ;a:- Fo:- s;;-:coth X y 

s:r.octh positions 
oc.si.t ions 

l /.0 21.2 7.92 13. ~ l. 06 7.24 l. 43 3.13 

205 5 . 06 4.38 0.68 0.545 2.03 0.439 0.932 

220 25.9 12.1 13.8 l. 61 22·.1 2.14 3.62 

305 6.70 5.65 l. 05 0. 7'?2 2.37 2.25 2.23 

320 8 .07 5. 77 2.30 0.791 3.11 l. 58 2.02 

520 8.86 4.58 4.28 0.626 2.22 0.733 l. 26 

605 9 .8 1 4.90 4.91 0.64C 2.54 0.649 l. 27 

62G 9.52 3.38 6 . .1_4 0.453 l. 25 0.371 0.676 
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Table Sa . Times at which properties of clusters and 

random selection were computed . 

Experiment Beginning Middle End 
designation (hours) 

120 . 4 2.4 4.4 

205 .4 1.2 2.0 

220 1.0 1.8 2.4 

305 .4 1.6 2.6 

320 .5 1.7 2.7 

520 1.0 2 . 8 4.6 

605 . 8 1.4 2.0 

620 .4 1.6 2.8 

Table 5b. Numbers of drogues within clusters. 

Experiment Numbers of drogues in c lusters 
designation A B c D E F G H 

120 5 6 9 10 11 

205 11 19 

220 4 4 4 5 6 6 8 12 

305 9 9 10 10 13 

320 4 7 8 9 10 12 

520 9 12 12 13 19 

~ 
605 4 6 8 10 10 

620 5 5 5 9 10 10 

I 
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(iv) Momentary eddy diffusivity, K, 

averages 1 . 9 x 10 2 cm2 s-1 for all experi­

ments. The corresponding components 

average K = 5.4 x 10 2 cm2 s-1, and 
X 

K = 1.2 x 10 2 cm2 s- 1 , or a ratio 
y 

K K -l 4.5. 
X y 

CHAPTER 4 

ANALYSIS OF 

SMALLER-SCALE VARIABILITY 

4.1 Cl uste r s 

Examination of patterns within gross­

scale drogue groups showed that each was 

composed of an average of five clusters. 

We distinguished these clusters by visual 

examination of patterns near the end of 

each experiment (Fig. 10) when clusters 

were most evident. Figure 10 shows the 

gross-scale drogue groups near the 

beginning, middle and end of each experi­

ment. Table 5 shows the numbers of 

clusters and numbers of drogues within 

each cluster. 

To examine smaller-scale variability, 

we computed properties as before for each 

cluster at the three times noted in Table 

5. The results are summarized for diver­

gence, vorticity, stability criterion and 

deformation rates in Figure 11; for the 

vorticity balance in Figure 12; and for 

turbulent displacement and speed in Table 

6. Inspection of Figures 11 and 12 and 

Table 6 shows the following: 

(i) In general divergence, vorticity 

and deformation rates within clusters 

show no relation to values within corres­

ponding gross-scale drogue groups. 

(ii) While the gross-scale expands, 

clusters tend to contract. We interpret 

Figure lla as showing that drogues tend to 

cluster over local convergences while the 

clusters themselves tend to diverge . 

(iii) The vorticity balance in eq. (7) 

is satisfied within clusters over a greater 

range of frictional torque and rate of 

change of potential vorticity than for 

38 

gross-scale drogue groups. 

(iv) Turbulent speed and displacement 

of clusters were both about one-half 

corresponding values of gross-scale drogue 

groups. This equals a reduction of turbu-
-1 lent speed of about 0.4 em s , and a 

reduction of turbulent displacement of 

3.3 m. We attribute a significant part of 

these reductions to smaller numbers of 

drogues used in the computations. Typi­

cally each gross-scale drogue group 

contained an average of 5.3 clusters, each 

of which contained an average of 8.8 

drogues. 

4.2 Ran dom Selecti on 

A recurring question is: "How many 

drogues are sufficient for an experiment?" 

In an attempt to answer this question we 

selected at random (Marked slips of paper 

were drawn from a hat by a blindfolded 

person) 6, 8, 10, 12, 15, 20 and 30 

drogues from each experiment (i.e., 56 

different random selections) and deter­

mined properties for the three times noted 

in Table 5. We then graphed the standard 

deviation of differences between these 

random selections and corresponding gross­

scale values as shown in Figure 13 for 

divergence, vorticity and deformation 

rates. Dashed lines in Figure 13 corres­

pond to the average 95% confidence limits 

of the gross-scale of all experiments. 

The intersection of the dashed and solid 

lines indicates the number of drogues 

required to lower the standard deviation 

to the 95% confidence limits. For an 

alternative view Figure 14 shows gross­

scale hor1zontal divergence and relative 

vorticity versus corresponding values for 

random selections of 6, 15 and 30 drogues. 

Figure 13 shows that 10-15 drogues 

are required to achieve a standard devia­

tion equal to the 95% confidence limits of 

the gross-scale drogue group. With hind­

sight we conclude that these experiments 

could have been conducted with 10-15 
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Figure 12a. Vorticity balance within clusters (•) for experiment 120. 
Shorter dashes approximately circumscribe vorticity balance of 
gross-scale drogue groups. Longer dashes indicates a balance of 
frictional torque and rate of change of potential vorticity. 
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"' ..... 

Experiment 
designation 

120 

205 

220 

305 

320 

520 

605 

620 

Average 

Table 6. Comparison of turbulent displacement and speed and eddy diffusivities 

between gross-scale (G) and cluster averages (C). G values are time 

averages for each experiment. C averages contain beginning, middle 

and end times. 

No. of Standard deviation Standard deviation Momentary 
cluster of turbulent displacement of turbulent speed eddy diff~sivity 
values r" (m) 8

" (em s- 1) K(lo2 em s- 1) 

G c G c G c 

15 7.92 3.18 1. 06 .434 3.13 .708 

6 4.38 3.41 .545 .434 .932 .482 

24 12.1 2. 69 1. 61 .359 3.62 .933 

15 5. 65 3.42 . 792 .466 2.23 1. 05 

18 5. 77 3.41 .791 .464 2.02 .728 

15 4.58 2.19 .626 .306 1. 26 .397 

12 4.90 2.24 .640 .300 1. 27 .244 

21 3.38 1. 92 .453 .261 .676 .217 

16 6.09 2.81 . 815 .378 1. 89 .595 
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average 95% confidence limits of gross-scale values. 
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Figure 13b. Standard deviation of d ifference of relative vorticity . 
Difference is taken between values corresponding to random 
selection and gross-scale. Dotted line corresponds to the 
average 95% c onfidence limits of gross - scale values . 
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drogues without significantly altering 

the results of the gross-scale calcula­

tions. However, smaller-scale variability 

would have been more difficult to examine. 

CHAPTER 5 

TIME DEPENDENT 

ADVECTION-DIFFUSION MODEL 

5.1 Adveation-diffusion 

equation and its Lagrangian form 

Heterogeneity in currents, i.e. 

velocity gradients, plays a crucial role 

in dispersing a batch of drogues as 

studied in other regions by Ebbesmeyer and 

Helseth (1975) and Molinari and Kirwan 

(1975). In the previous chapters we have 

shown that current shears, assumed uni­

form within batches, are highly variable 

in time and appear to primarily control 

their dispersion. We can study the shear 

J-2 
{ Kll[ e~2 a 2s 

--2 - 2e21 e22 
a a 

a 2s 

a 2s 

effect more quantitatively using an 

advection-diffusion equation. 

Okubo (1966) noted that the Lagrangian 

form of the advection-diffusion equation 

is mathematically more tractable than the 

original Eulerian form. He dealt with a 

case of constant velocity gradients and 

eddy diffusivities. However, a general­

ized advection-diffusion equation with time 

variable velocity gradients and eddy diffu­

sivities can still be solved analytically 

replacing time variable velocity-gradient 

parameters by their time variable 

Lagrangian counterparts: Lagrangian 

deformations. 

The detail of deriving the Lagrangian 

form of the advection-diffusion equation 

should be consulted with Ebbesmeyer, 

Okubo, Helseth and Robbins (1976), hence­

forth abbreviated EOHR. Only the result­

ant equation is presented here: 

a 2s 
aaab + 2 a

2
s J 

e21 ab2 - (Kl2+K21) [ el2e22 ~ 

a 2s 2 a
2
s J + K22 [ei2 

a 2s 
-2ellel2 6]} -(elle22+el2e2llaaab + e 11 e 21 -::-:-2 ~ aaab +ell 

(lb2 <lb 

where S(t, a, b): concentration expressed 

in Lagrangian coordinates (a,b), t: time, 

g11 (t) + g 22 (t): horizontal divergence, 

eij(t): Lagrangian deformations with 

respect to initial positions (a,b), 

J(t) = e 11e 22-e12e 21 , Kij(t): momentary 

eddy diffusion coefficients. Note that 

(16) is reduced to the Lagrangian diffusion 

equation given by Corrsin (1962) and Okubo 

(1966) when g11 + g 22 = 0, J=l (incom­

pressible), K11 = K22 = A(constant), and 

K12 = K21 = 0. Thus (16) is a generalized 

Lagrangian diffusion equation for aniso­

tropic, time-variable diffusion in a com­

pressible flow with spatially uniform, 

time-variable, deformations. 

Note that Kij differ somewhat from 

momentary eddy diffusivities K , K 
X y 

defined in Section 3.5. For detail see 

EOHR. The OEH provides a method for 
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(16) 

computing Kij as well as eij directly from 

drogue positions. 

5.2 Solution of time dependent 

adveation-diffusion equation 

The Lagrangian equation (16) can be 

solved analytically under an initial con­

dition for a Gaussian patch, i.e. the 

concentration distribution is Gaussian, and 

the solution can then be transformed back 

into Eulerian form. The EOHR gives details 

of the calculation. The result in standard 

form is: 

S(t,X,Y) 

(17) 

where X, Y are the (momentary) major and 



minor principal axes of dispersion (Fig. 1) 

and the three primary characteristics of 

dispersion are: 

B 

1. Variance along the major principal 

axis: 

2. Variance along the minor principal 

axis: 

3. Orientation of the principal axes: 

I K 

K22 

(18) 

where 6 is taken with respect to orienta­

tion of the initial principal axes, and 

where 

B ~ PI 
'--v-J 

Pure deformation 

+ 

P f t Q(t')K(t')J-2 (t')dt' 

0 

Deformation-diffusion 'effect' (19) 

in which the following matrix definitions 

are used: 

p e12e22-(e11e22+e21e12) ell e21 

2 
-2ellel2 

2 
e12 ell 

2 
e21 -2elle21 

2 
ell 

Q e21e22-(e11e22+e12e21) ell el2 

2 
e22 - 2e12e22 

2 
e12 (20) 

where ax: , ay: , Po are the initial variance in x direction, initial variance in y 

direction and initial correlation coefficient, respectively. 

The solution (17) of the generalized advection-diffusion has a quadratic form in 

X and Y. An initial Gaussian patch remains Gaussian; the contours of the concentration 

are a set of ellipses with common principal axes, whose orientation varies with time. 

5.3 Calculations of the 

character i stias of the 

advection-diffusion equation: 

comparison with drogue distribution 

From (17), (18), (19) and (20) we 

can evaluate some important characteristics 

of diffusion. They are drogue area 

A(t) = 4na a , elongation E(t) = 
X y 

orientation 6(t), among others. 
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evaluations are used values of the 

Lagrangian deformations e .. (t) and momen­
l.J 

tary diffusion coefficients Kij(t) obtained 

by the OEH method. 

Figure 15 compares calculated and 

observed characteristics. We conclude that 

the generalized advection-diffusion model 

provides good approximation to the dis­

persion characteristics of drogues. 
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CHAPTER 6 

DISCUSSION 

The linear regression procedure 

developed by OEH is shown to be a consis­

tent method for evaluating Lagrangian 

deformations and diffusion coefficients. 

These characteristics in turn may be used 

to predict a concentration pattern from 

a generalized advection-diffusion 

equation. The entire scheme is inter­

nally consistent. 

However, the analysis is based purely 

on kinematics. Recently Kirwan (1975) has 

pointed out the importance of oceanic 

velocity gradients in understanding both 

the kinematics and dynamics of oceanic 

motions. He derived equations governing 

the dynamic behavior of velocity gradients. 

It will be important to develop similar 

dynamical equations from Lagrangian 

deformations. 

The analysis of smaller-scale varia-
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bility demonstrates that drogues tend to 

cluster over local convergences while the 

overall groups of clusters tend to diverge. 

This finding points out the need for 

further investigation on the dynamics of 

convergence fields. The real mechanism of 

convergences and divergences may be 

closely related to the Langmuir cells 

(Assaf, Gerard and Gordon, 1971). In this 

context the difference between drogue 

dispersion (2-dimensional diffusion) and 

dye dispersion (3-dimensional diffusion) 

should be studied more seriously. Field 

experiments in an area of well defined 

circulation will be necessary. 
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