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Growth of cubic GaN by molecular-beam epitaxy on porous GaAs substrates
V. V. Mamutin, V. P. Ulin, V. V. Tret’yakov, S. V. Ivanov, S. G. Konnikov,
and P. S. Kop’ev

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted September 4, 1998!
Pis’ma Zh. Tekh. Fiz.25, 3–9 ~January 12, 1999!

It is shown that GaN layers can be grown on~100!- and ~111!-oriented porous single-crystal
GaAs substrates by molecular-beam epitaxy with plasma activation of the nitrogen by an rf
electron cyclotron resonance discharge. The resulting undoped epitaxial layers possessedn-
type conductivity with a carrier concentration;1018. Data obtained by scanning electron
microscopy and cathodoluminescence indicate that at thicknesses;2000 Å, continuous
layers of the cubic GaN modification are obtained regardless of the substrate orientation. ©1999
American Institute of Physics.@S1063-7850~99!00101-9#
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It is well known that the metastable cubic (b-GaN!
phase has various electrophysical and luminescence pa
eters superior to those of the stable hexagonal modifica
(a-GaN!, in particular it has a lower effective mass an
higher carrier mobility, while the ionization efficiency of ac
ceptor impurities is higher.1 However, epitaxial growth of
sufficiently high-qualityb-GaN has not yet been succes
fully achieved. The main stumbling blocks here are grow
the single-phase films and reducing their defect levels~the
densities of mismatch dislocations and packing defects p
etrating into the layer!. One possible approach to solving th
problem may involve using ‘‘soft’’ substrates capable of a
commodating the elastic strains created in the heterostruc
during its formation and subsequent cooling, and thus p
viding a sink for mismatch dislocations. In this respect t
use of porous substrates2 prepared from III–V single crystals
is extremely promising for obtainingb-GaN. Here we study
the possibility of growing GaN on porous GaAs substra
by molecular beam epitaxy.

Substrates ofn-GaAs having a carrier concentration
.1018 and oriented in the~100! and~111! A andB directions
were treated in a 3M aqueous solution of HF. A pulsed
ode bias of 8–14 V was applied to the cell at a frequen
;2 Hz. The maximum current density was;0.6– 1 A/cm2.
The pores, formed as a result of treating the GaAs with H
do not have the form of rectilinear channels of triangu
cross section with well-defined propagation anisotropy in
^111& directions. The largest~110–130 nm! and longest
pores develop in all possiblê111& V directions, intersecting
the surface of the substrate with this orientation~Fig. 1a!.
Smaller pores~60–80 nm!, extending in thê 111&A direc-
tion, have a higher density and a more uniform spatial d
tribution. The surface density of these pores is;109 cm22.
With the existence of pores, the degree of microroughnes
the substrate surface increases, as does the density o
ementary steps on the surface. In our opinion, this sho
promote the formation of a continuous epitaxialb-GaN film
outside the pores even in the earliest stages of epita
growth and should impede the formation of spontane
hexagonal-phase nuclei.
11063-7850/99/25(1)/3/$15.00
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FIG. 1. a — Image of cleaved section and morphology of porous~100!
GaAs substrate, b — image of cleaved section of layer grown on GaA
~100! substrate, and c — morphology of GaN layer on~100! GaAs.
© 1999 American Institute of Physics
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FIG. 2. a — Cathodoluminescence spectrum from G
film grown on solid GaAs~311! substrate. Electron
beam energy5 5 keV, current;10 nA and sample
temperature;10 K, b — cathodoluminescence spect
from GaN films obtained on~100! and ~111! porous
GaAs substrates. The measurements were made u
the same conditions.
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The GaN was grown in a Russian-built E´ P-1203
molecular-beam epitaxy machine using an ASTEX~USA!
electron-cyclotron-resonance nitrogen plasma source.3 The
morphology and crystal quality of the films were monitor
during growth using high-energy electron diffraction.

The growth chamber and the source were evacuated
ing a Turbovac 560 turbomolecular pump with an effect
speed of up to 350 l/s, which was dependent on the geom
of the growth chamber. The source was mounted on on
the standard flanges of the molecular beam epitaxy mach

Layers of GaN were grown on GaAs~111! A andB and
~100! substrates at temperatures between 550 and 560 °
avoid thermal dissociation of the GaAs. Each growth proc
began with outgassing and removal of the GaAs–electro
interaction products from the porous layer. Above 400
changes in the high-energy electron diffraction pattern in
cated that the surface had been purified and oxides remo
The surface was then nitrided for 10–15 min in an activa
nitrogen stream. A layer of GaN was then grown at 550
and minimum growth rate. The growth processes were t
investigated at various temperatures and growth rates in
range 0.01–0.5 E/s. For the GaAs~100! and~111! substrates,
a high-energy electron diffraction pattern corresponding
cubic GaN was observed during the epitaxy.

The electrophysical properties of the layers were inv
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tigated using capacitance–voltage measurements. The re
ing undoped layers exhibitedn-type conductivity with elec-
tron concentrations;1018 cm23.

The thickness, morphology, and cross-sectional struc
of the layers~cleaved sections! were investigated using a
CamScan scanning electron microscope with a resolu
;100 E. Electron-microscope examinations of the film
~Figs. 1b and 1c! revealed that at thicknesses;2000 Å a
continuous layer forms on the porous substrates, havin
growth morphology characteristic of GaN under conditio
of excess Ga, starting from Ga droplets present on the
face of the films. The luminescence properties of the lay
were investigated using their cathodoluminescence.

The cathodoluminescence spectra were obtained at
liquid-nitrogen temperature with electron beam energies
10 and 5 keV and a probe current;5 – 10 nA. The spectra
were recorded using a grating monochromator with a disp
sion ;2 nm/mm2 and a photon counting system.

The cathodoluminescence spectra from films obtained
solid GaAs~311! substrates revealed three bands~Fig. 2a!: 1!
a short-wavelength band which is usually ascribed to an
citon bound at a neutral donor~DBE! in a-GaN with a maxi-
mum energy Emax;3.36 eV and a full width at half-
maximum ~FWHM! ;120 meV; a ‘‘yellow’’ defect band
with Emax;2.2 eV, FWHM;250 meV, and 3! a band with
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3Tech. Phys. Lett. 25 (1), January 1999 Mamutin et al.
Emax;2.65 eV, FWHM;200 meV. Published data indicat
that this line is attributed to donor–acceptor recombinati4

with impaired stoichiometry@Ga#/@N#.1 ~Ref. 5!. From our
observations, this band is frequently present in the spectr
films obtained on GaAs at high temperatures (.620 °C),
regardless of the other growth conditions, and in our opin
may be attributed to arsenic doping of the GaN films.6

For films grown on ~100! and ~111!-oriented porous
GaAs substrates we observed edge luminescence~Fig. 2b!
with a maximum energy Emax;3.26 eV and FWHM
;180 meV. This line may be assigned to DBE inb-GaN
~Ref. 7!. From the intensity ratio of the DBE line for GaN
films obtained on~111!- and~100!-oriented porous substrate
we can conclude that the films grown on the~100! substrate
are of superior crystal quality. In addition, the cathodolum
nescence spectra exhibited a complex emission band w
energy was close to the center of the GaN band gap. Res
ing this band into its elementary components revealed a b
with (Emax;2.0722.17 eV, FWHM;250 meV) and a band
with (Emax;2.5 eV, FWHM;420 meV). The first band may
be described as ‘‘red’’ in consequence of the color of
emission and is an analog of the yellow band ina-GaN,
while the second band withEmax;2.5 eV is ascribed to
donor–acceptor recombination.

The results of analyzing the spectra indicate that epit
ial films of the cubic (b) modification of GaN were obtaine
on porous GaAs~100! and~111! substrates, whereas for non
porous substrates,a-GaN forms preferentially on~111!
GaAs and two-phase GaN forms on~100! GaAs ~Ref. 8!.
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In conclusion, we have demonstrated for the first tim
that ~100! and ~111!-oriented porous GaAs single crysta
may be used as a soft substrate for growing epitaxial het
structures using materials whose lattice constant and co
cient of thermal expansion differ appreciably. The films o
tained possessedn-type conductivity with an electron
concentration;1018 cm23. Data obtained by scanning elec
tron microscopy and cathodoluminescence indicate tha
thicknesses;2000 Å a continuous layer of cubic GaN wa
obtained regardless of the substrate orientation.

This work was partially supported by the progra
‘‘Physics of Nanostructures.’’
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Stability of a charged bubble in a dielectric liquid against radial perturbations
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It is shown that the critical conditions for instability of a charged vapor-gas bubble in a dielectric
liquid against virtual radially symmetric volume perturbations are substantially less stringent
than the critical conditions for it to be unstable against virtual distortions of the shape. ©1999
American Institute of Physics.@S1063-7850~99!00401-2#
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Investigations of the stability of charged bubbles in li
uid dielectrics are of interest in connection with numero
geophysical, technical, and technological problems, rang
from electrical breakdown of liquid dielectrics to hydrod
namic cavitation and flotation.1–5 Nevertheless, this problem
is as yet at the initial stages of theoretical interpretation.

Let us assume that a liquid dielectric of permittivity«
contains a spherical bubble of radiusR0 with an ideally con-
ducting surface~because of the high surface mobility of th
carriers!. This surface is exposed to the action of capilla
forces from the surface tension of the phase boundaryd and
the action of the electric field of the bubble’s own chargeQ.
For an equilibrium spherical bubble the pressure bala
condition should be satisfied at its walls:

P5Pv1Pg22d/R01Q2/8p«Rn
4 , ~1!

where P is the pressure in the liquid at the surface of t
bubble,Pv is the saturated-vapor pressure of the surround
liquid in the bubble, andPg is the gas pressure in the bubbl
In Eq. ~1! the third term initially describes the capillary pre
sure beneath the spherical surface and the fourth term
scribes the pressure of the bubble’s own electric field.

We shall assume that unlike the surrounding liqu
which is assumed to be incompressible, the gas and v
filling the bubble are highly compressible, and we shall a
lyze the stability of the bubble against virtual radially sym
metric changes in its volume. Such changes in volume m
be caused by radially symmetric movements of the bub
walls, which for small bubbles will have short characteris
times. However, these times exceed the characteristic
for equalization of the gas pressure in the bubble, wh
order of magnitude is determined by the ratio of the bub
radius to the velocity of sound in the gas–vapor mixtu
filling the bubble. Under these conditions, we shall take
saturated vapor pressurePv to be constant and we shall a
sume that the gas pressurePg varies adiabatically. Equation
~1! can then be rewritten as

P5Pv1S P02Pv1
2s

R0
2

Q2

8p«R0
4D S R0

R D 3g

2
2s

R
1

Q2

8p«R4
, ~1a!
101063-7850/99/25(1)/2/$15.00
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whereg is the adiabatic exponent. The second term on
right describes the adiabatically varying gas pressure in
bubble.

We shall also assume that the motion of a viscous liq
characterized by the kinematic viscosityn near a bubble
whose walls move with radial symmetry is radially symme
ric, i.e., is one-dimensional in a spherical coordinate sys
with its origin at the center of the bubble, and is therefo
irrotational. We shall assume that at any time the gas–va
mixture filling the bubble is homogeneous in the hydrod
namic and thermal senses. The equation for the radially s
metric motion of the walls of a spherical bubble obtain
from the system of hydrodynamics equations for a visco
liquid with suitable boundary conditions and allowance f
Eq. ~1! is given as

R̈R11.5Ṙ22r21S P02Pv1
2s

R0
2

Q2

8p«R0
4D S R0

R D 3g

1
4nṘ

R
1

2s

rR
2

Q2

8p«R4
1

Pv2P

r
50. ~2!

The dot overR denotes a time derivative,Ṙ[dR/dt, andr
is the density of the liquid.

In terms of dimensionless variables such thatr51,
s51, andR051, Eq. ~2! becomes

ẌX11.5Ẋ21hẊX212bX23g2WX241X212b* 50;
~3!

X5
R

R0
; t5

t

R0
3/2S 2s

r D ; h52nS 2r

sR0
D 1/2

;

W5
Q2

16p«R0
3s

; b* 5
~Pv2P!R0

2s
;

b5
R0

2sS P02Pv1
2s

R0
2

Q2

8p«R0
4D ,

whereP0 is the initial pressure in the liquid near the bubb
which is determined by the atmospheric pressure above
free surface and by the hydrostatic pressure of the liq
column above the bubble.
© 1999 American Institute of Physics
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Equation ~3!, like Eq. ~2!, is nonlinear; it cannot be
solved analytically, but must be integrated numerica
However, some conclusions on the motion of the bub
walls can be gleaned from a qualitative analysis.

By substitutingY[Ṙ and converting fromt to a new
independent variableX, we lower the order of Eq.~3!, re-
ducing it to the form

]Y

]X
5

1.5Y21hYX212bX23g2WX241X212b*
2YX

.

~4!

Equation ~4! has an isolated singular point *X5X* ;
Y5Y* 50, whereX* is the solution of the equation

b* X3g2X3g211WX3g241b50.

The termsX* andY* characterize the radius and velo
ity of the bubble walls.

We linearize the numerator and denominator of Eq.~4!
and construct a characteristic equation for the singular po
An analysis of this equation readily shows that depending
the physical parameters of the problem, the singular p
can either be a saddle, where the bubble is unstable ag
virtual radially symmetric perturbations of its volume, or
can be a stable node when the bubble is stable. The rela
among the parametersW, b, andb* , separating the stabl
and unstable states of the bubble, then has the form~for
g54/3)

W1b20.1055b* 50.

Under real conditions, when the value of the parame
b* characterizing the difference between the saturated va
pressure and the static pressure in the liquid surrounding
bubble does not differ appreciably from unity, the critic
value of the sum of the parametersW andb for instability of
the bubble against virtual radially symmetric perturbations
its volume is approximately an order of magnitude low
than the corresponding critical value for instability of th
charged bubble against spheroidal distortions of its equ
rium spherical shape~at constant volume!, which has the
form5
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W1b>1. ~5!

Nevertheless, it should be borne in mind that the ins
bility of a bubble against changes in volume forW1bÞ0
merely implies that the equilibrium state determined byX*
andY* is unstable and that as a result of the instability, t
bubble is transferred to another stable equilibrium state w
radiusX1 , which differs fromX* , while keeping its spheri-
cal shape. At this point it should be noted that Eq.~1a!,
which determines the equilibrium dimensions of a bubble
accordance with the Descartes rule of signs, has two
positive solutions, one corresponding to a stable state and
other corresponding to an unstable state. If the surface ch
and gas pressure are fairly high, a bubble that is sta
against radially symmetric virtual perturbations of its volum
may become unstable against distortion of its shape as g
by inequality~5!.

To conclude, unlike the critical conditions for instabilit
of a highly charged spherical droplet of incompressib
liquid,6,7 whose volume remains constant under arbitrary
formations of the droplet, the critical conditions for instab
ity of a highly charged spherical gas–vapor bubble in a l
uid dielectric are determined not by the virtual distortions
the bubble shape but by the virtual change in its volu
accompanying radially symmetric deformations.
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Possibility of using a large orbit regime for operation at bounce-frequency harmonics
in a free-electron maser with a guiding magnetic field

N. S. Ginzburg, I. É. Kamenetski , A. A. Kaminski , A. K. Kaminski , N. Yu. Peskov,
S. N. Sedykh, and A. P. Sergeev

Institute of Applied Physics, Russian Academy of Sciences, Nizhni� Novgorod;
Joint Institute for Nuclear Research, Dubna
~Submitted August 8, 1998!
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It is suggested that a free-electron maser based on the LIU-3000 accelerator~Joint Institute for
Nuclear Research, Dubna! can be made to emit in the short-wavelength part of the
microwave range by using radiation at harmonics of the bounce frequency of an electron beam
propagating along a helical trajectory with a large gyration radius on the transverse
inhomogeneity scale of the rf field and selectively exciting a cylindrical waveguide mode whose
azimuthal index is equal to the number of the harmonic. ©1999 American Institute of
Physics.@S1063-7850~99!00501-7#
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Free-electron masers with a guiding magnetic field
promising sources of strong microwaves. The highly e
cient operation of these devices in the long-wavelength
of the microwave range has been demonstrated for am
fier1,2 and oscillator3 systems. These experiments used t
axial filamentary relativistic electron beams propagating
the field of a helical wiggler and a guiding longitudinal ma
netic field. Interaction between particles and a synchron
wave of frequencyv and longitudinal numberh took place
at the fundamental harmonic (n51) of the bounce frequenc
Vb52pn i /d:

v2hn i5nVb , ~1!

wherev i is the translational velocity of the particles andd is
the wiggler period. The propagation of 0.5–1 MeV partic
through wigglers with a period of 3–7 cm produces radiat
at wavelengths of 8–10 mm with an output power of 3
60 MW and an electron efficiency of 25–30%~Refs.1–3!.

At a given particle energy, which depends on the type
accelerator used, the wavelength can in principle be sh
ened, either by reducing the wiggler period or by operating
harmonics of the bounce frequency. However, the constra
of electrical strength, thermal loads, and so on, make it
ficult to produce current wigglers with periods of less th
3–5 cm. In addition, if the cross section of the interacti
space is kept the same~which is a necessary condition fo
high-current relativistic electron beams!, a reduction in the
wiggler period is associated with an increase in the tra
verse inhomogeneity of the wiggler field, an increase in
spread of the velocities acquired by the particles in the w
gler, and therefore a lower efficiency.

Thus, a promising method of increasing the emiss
frequency of a free-electron maser is to operate at harmo
of the bounce frequency.4,5 In this way, radiation with wave-
lenth shorter by a factorn times than the resonance at th
fundamental harmonic can be obtained for the same geo
ric dimensions of the electron-optical system. Moreov
when an axisymmetric waveguide is used as the electro
121063-7850/99/25(1)/3/$15.00
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namic system, a thin axial filamentary beam in a helical w
gler can only emit in the waveguide mode whose azimut
index m is equal to the number of the bounce harmon
m5n. This allows selective discrimination of the excitatio
of parasitic modes. It should be noted that the propo
mechanism for selection of the working mode is similar
that used in so-called large-orbit gyrotrons.6,7

The energy exchange of a thin relativistic electron be
propagating in a helical wiggler along a standard helical t
jectory with the translational velocityv' and orbit radius
a'5n' /Vb and interacting under resonance conditions~1!
with the Hm,k mode of a circular waveguide, may be d
scribed by the following averaged equations:

dE

dz
5ReH ~21!meA0

v'

n i
Jm2n~k'R!

3ei ~n2m!CJm8 ~k'a'!ej QJ ,

dQ

dz
5

1

n i
~v2nVb!2h, ~2!

whereE5gmc2 is the particle energy,Q5vt2hz2nVbt
is the phase of the particles relative to the synchronous w
A0 is the amplitude of the synchronous wave,k'

5Av2/c22h2 is the transverse wave number of the wav
(R; C) are the polar coordinates of the beam injection po
Jk is a Bessel function of orderk, andJk8 is its derivative.
The boundary conditions for a monoenergetic beam with
modulated incoming phases have the form

Euz505E0 , Quz505Q0e@0,2p!. ~3!

The factorJm2n(k'R) in Eq. ~2a! describes the mecha
nism of mode selection according to the azimuthal index
noted above. Obviously, when the beam is injected centr
(R50), only them5n mode has nonzero coupling with th
beam. For this case we express Eq.~2! in a universal form
for devices with predominant inertial bunching:8
© 1999 American Institute of Physics
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FIG. 1. Radius of electron gyration in an adiabatical
switched helical wiggler as a function of the guidin
magnetic field:1 — Bw50.1 T, 2 — Bw50.14 T. The
dashed curve gives the approximation using formula~7!
(d56 cm, g52.6).
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dZ
5sinQ,

dQ

dZ
5D1u signm. ~4!

Here we use the dimensionless variablesZ5hzAasrm,
u5(12g/g0)Am/asr, D5@bphb i0

21(12nVb /v)21#/
Aasrm is the initial phase mismatch,m5db i

21/dg is the
inertial bunching parameter,8–10 as5eA0 /g0hmc2, and
r5Jn8(k'a')b' /b i is the coefficient of electron couplin
with the wave. In terms of the new variables, the efficiency
given by

h5Aasr

m

ĥ

12g0
21

, ĥ5
1

2pE0

2p

udQ0 . ~5!

The maximum of the reduced efficiencyĥmax51.37 is
achieved for Dopt521.3signm, Lopt53.9. The oscillator
starting current is

I st5
mc3

e

g0SN

p l 2Qmr2
, ~6!

where S5pD2/4 is the cross-sectional area of the wav
guide, l is the length of the interaction space,N5(1
24m2/k'

2 D2)Jm
2 (k'D/2) is the wave norm, andQ is the

cavity Q-factor.
If the dipolarity conditionk'a'!1 is satisfied, the cou

pling coefficients decrease fairly rapidly with increasing h
monic number:r'(k'a')n21b'/2nb i(n21)!, which leads
to a rapid increase in the oscillator starting current~6! and
reduces the efficiency~5!. However, efficient harmonic emis
sion can only take place if the no-dipole conditionk'a'

;1 is satisfied, when the radius of the electron orbit is of
order of the transverse inhomogeneity scale of the w
field. Thus, operating a free-electron maser at higher h
monics involves increasing the radius of the electron or
compared with that at the fundamental harmonic.

The radius of electron gyration~the radius of the elec
tron orbit! acquired in an adiabatically switched wiggler fie
is plotted as a function of the guiding and wiggler fie
strengths in Fig. 1. It can be seen that the orbita'' 0.2–
0.3 cm required for efficient operation of a free-electron m
ser at harmonics may be achieved for parameters simila
the experimental conditions described in Ref. 3 with a
s
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e
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called reverse guiding field1,2 ~denoted by the minus sign in
Fig. 1!, when the direction of particle gyration in the helic
wiggler is opposite to their direction of gyration in the gui
ing field. Under these conditions, the radius of particle gy
tion in the wiggler may be approximated by9,10

a'5
eHwd

2pgmc~vH1Vb!
. ~7!

Theoretical analyses3,11 indicate that operation of a free
electron maser under conditions far from cyclotron re
nance, including regimes with a reverse guiding field, has
advantages that high-quality helical relativistic electr
beams are formed in the wiggler and the sensitivity to
initial particle velocity spread is low. This is confirmed b
the results of experiments1–3 in which the maximum effi-
ciency ~25–30%! for millimeter free-electron masers with
guiding magnetic field was obtained under these conditio
The high efficiency of a free-electron maser with a reve
guiding field achieved at the fundamental harmonic of
bounce frequency in the long-wavelength part of the mi
meter range suggests that a fairly high efficiency may also
predicted in experiments at harmonics in shorter-wavelen
ranges.

We shall use the results of this analysis to assess
possibility of operating a free-electron maser based on
LIU-3000 accelerator at bounce-frequency harmonics in
short-wavelength part of the microwave range~this 1 MeV/
200 A/200 ns accelerator is located at the Joint Institute
Nuclear Research, Dubna!. A working electron transverse
velocity b'' 0.2–0.3~orbit radiusa'' 0.2–0.3 cm! can be
achieved in a wiggler with periodd56 cm and a wiggler
field of 0.1–0.15 T with a reverse guiding field of aroun
0.2 T. For these parameters, 4 mm emission can be obta
when the free-electron maser is operated at the second
monic of the bounce frequency and theH2,1 mode of a 2 cm
diameter circular waveguide is excited. Selective feedb
can be achieved for the working mode by using a two-mir
Bragg cavity,8 which consists of waveguide sections, ripple
with a period of 2 mm and depth of 0.2 mm, separated b
section of regular waveguide.
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FIG. 2. Electron efficiency and also energies and gy
tion radii of particles with different initial phases fo
excitation of theHm,1 mode, plotted as a function of the
longitudinal coordinate z: Hm,1 : a — m52,
l54 mm, Bw50.1 T, A05350 kV/cm; b — m54,
l52 mm, Bw50.14 T, A05550 kV/cm (d56 cm,
g52.6, D52 cm, B0520.2 T).
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Analysis of the averaged equations~4! together with nu-
merical simulation of the complete~nonaveraged! equations
of particle motion plotted in Fig. 2a shows that for para
eters close to the projected experimental conditions an
ciency of around 15% and an output power of 20–30 M
can be obtained at a wavelength of 4 mm. Equation~6! gives
an oscillator starting current of 20 A for the cavity Q fact
Q'2000.

Emission at 2 mm can be achieved at the fourth h
monic of the bounce frequency with theH4,1 mode excited.
A simulation indicates that if the oscillator parameters
optimized, an efficiency of around 5% and an output pow
of around 5–10 MW may be predicted~Fig. 2b!. For an over-
size waveguideD/l>10, it is advisable to use a Bragg ca
ity open in the transverse direction to resolve the spectrum
transverse modes and maintain the feedback selectivity.12,13
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Density distribution of a two-dimensional electron gas in a semiconducting
heterostructure with a periodic gate electrode

Yu. A. Morozov and V. V. Popov

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, Saratov Branch
~Submitted April 9, 1998!
Pis’ma Zh. Tekh. Fiz.25, 37–41~January 12, 1999!

Calculations are made of the electron density distribution profiles in a layer of two-dimensional
electron gas in a semiconducting heterostructure when reference and reverse potential
biases are applied simultaneously to neighboring stripes of a periodic gate electrode. It is shown
that for the structure parameters used experimentally the density distribution profile differs
appreciably from rectangular and from sinusoidal. ©1999 American Institute of Physics.
@S1063-7850~99!00601-1#
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Periodically inhomogeneous two-dimensional electr
systems in semiconducting GaAs/AlGaAs heterostructu
have been studied in various experiments.1,2 Wilkinson
et al.2 created a periodic electron density distribution in
two-dimensional system by applying a bias to a gate e
trode fabricated as a periodic grating of metal stripes. Th
authors2 interpreted the experimental data assuming a rec
gular ~or sinusoidal! electron density distribution profile.

Here the problem of the density distribution of a tw
dimensional electron gas in a structure with a periodic g
electrode is solved using a strict electrodynamic formulati
Note that a similar approach was adopted in Ref. 3 to st
how the built-in potential, created as a result of the format
of a Schottky barrier at the surface of the metal stripes o
gate electrode, influences the potential distribution in a la
of two-dimensional electron gas. Unlike Ref. 3, we sh
consider a more general model, which can be used to s
the case in which a reverse potential bias is applied to ne
boring stripes of a gate electrode. In this case, the perio
the spatial distribution of the charge in the two-dimensio
electron layer is twice the period of the metal grating of t
gate electrode. These structures are of particular interes
cause they exhibit the richest spectrum of plasma os
lations.2

Figure 1 shows a unit cell of this periodic structure.
grating of perfectly conducting metal stripes of width 2a is
deposited on the surface of a dielectric layer1 ~AlGaAs!
having relative permittivitye1 and thicknessd. A two-
dimensional electron layer is located at the interface betw
the dielectric1 and a semiconducting substrate2 ~GaAs!.
The potential at the gate-electrode stripesA andB ~relative to
the potential of the two-dimensional electron layer! is de-
fined as a superposition of the referenceF0 and reversef
potential biases:FA5F01f andFB5F02f.

The solution of the Laplace equation in the region of t
unit cell 2L/2<x<3L/2, 0<y<d may be obtained as
superposition of the solutions obtained for the following v
ues of the potentials at the grating stripes:

FA5FB5F0 , f50, ~1!
151063-7850/99/25(1)/2/$15.00
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FA52FB5f, F050. ~2!

A solution for the problem with the same potential~1! at the
stripes was obtained by Davies and Larkin.3 The reverse po-
tential bias at the neighboring grating stripes~2! corresponds
to an antisymmetric potential distribution relative to th
planex5L/2 for x,L/2 andx.L/2. Thus, it is sufficient to
solve the problem in one of these regions, say forx,L/2,
with the following boundary conditions:

F~x, 0!5f, uxu<a,

]F~x, 0!

]y
50, a,uxu<L/2, ~3!

F~x, d!50, F~6L/2, y!50.

The second boundary condition corresponds to the abs
of a normal component of the electric field at the nonme
lized surface of the dielectric1 for y50. This approximation
is valid whene@1 ~Ref. 3!.

We shall solve the problem by using the following co
formal transformation:

k2sn~W,k2!5sn~z/C,k1!, ~4!

which maps the region being studied in the planez5x1 jy
onto a rectangular region with homogeneous boundary c
ditions in the planeW5ReW1 j ImW. The parametersk1

andk2 of the elliptic sine and the scale factorC are given by

CK~k1!5L/2, CK8~k1!5d, k25sn~a/C,k1!. ~5!

Here K(k1) and K8(k1) are coupled complete elliptic inte
grals of the first kind. The solution of the Laplace equati
with the set boundary conditions~3! has the form

F~x,y!5fS 12
ImW~x,y!

K8~k2!
D . ~6!

The charge density in the two-dimensional layer is given
© 1999 American Institute of Physics
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s5e0e1S ]F

]y Uy5d202
]F

]y U
y5d10

D
5

e0e1

d
@F th2fF~x!#, ~7!

where

F~x!5k1

K8~k1!

K8~k2!
A 12sn2~x/C,k1!

12k2
2k1

2sn2~x/C,k1!

and the real potential distribution over the depth of the s
face layer in the semiconducting substrate2 is taken into
account using a phenomenological built-in threshold fi
Eth5F th /d. It follows from Eq. ~7! that the potential
f'F th corresponds to total depletion of the tw
dimensional layer beneath the center of the gate-elect
stripeA (F(0)'1). This definition of the threshold field i
used experimentally.1,2

Results of calculating the influence of the mark fracti
of the gate-electrode gratingt52a/L and the thicknessd of
the dielectric layer on the electron density distribution in t
two-dimensional layer are plotted in Fig. 2. The data w
obtained by superposing the solutions for the potentials at
grating stripes defined by conditions~1! and ~2!, where the
continuation of the solutions into the regionx.L/2 was
made even and odd, respectively. Distribution2 in Fig. 2a
and curve1 in Fig. 2b were obtained using values of th
structure parameters corresponding to the experime
situation.2 Note that in this case, our calculated depende
of the average charge density increment relative to its thre
old on the gate voltage agrees with the experimental res
obtained by Wilkinsonet al.2 to within graphical accuracy
~see Fig. 3b from Ref. 2!.

Figure 2b shows that the carrier concentration profile
the two-dimensional layer differs appreciably from the re
angular distribution defineda priori in Ref. 2. It can also be
seen from Fig. 2a that for larget ~curve3! depletion is ob-
served over the entire two-dimensional layer and not o

FIG. 1. Unit cell of a semiconducting heterostructure with a periodic g
electrode.
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directly below the gate-electrode stripes. Even a negligi
increase in the thickness of the dielectric layerd ~or a de-
crease in the grating periodL) sharply reduces the efficienc
of modulation of the electron density in the plane of t
two-dimensional layer~Fig. 2b!. In this case, the distribution
of the carrier concentration approaches sinusoidal.

This work was supported financially by the Russi
Fund for Fundamental Research~Project Code 96-02-
19211!.
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FIG. 2. Influence of the grating mark fraction~a! and dielectric layer thick-
ness~b! on the electron density distribution profile forL51 mm, e1512,
F th520.43 V, F0520.2 V and f50.1 V: a — d/L50.07; t50.1 ~1!,
0.33 ~2!, 0.9 ~3!; b — t50.33; d/L50.07 ~1!, 0.14 ~2!, 0.28 ~3!.
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Appearance of S-shaped sections on the current–voltage characteristics of p – n
junction diodes exposed to microwave radiation

D. A. Usanov, A. V. Skripal’, and N. V. Ugryumova

N. G. Chernyshevski� State University, Saratov
~Submitted February 2, 1998; resubmitted August 5, 1998!
Pis’ma Zh. Tekh. Fiz.25, 42–45~January 12, 1999!

An experimental investigation was made of the influence of microwave irradiation on the low-
frequency current–voltage characteristics ofp–n junction diodes. It is shown that when
the microwave power increases to a certain level, a clearly definedS-shaped section appears on
the current–voltage characteristic of the diode. This section becomes broader as the
microwave signal increases further and then disappears when the microwave irradiation ceases.
© 1999 American Institute of Physics.@S1063-7850~99!00701-6#
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The action of microwave radiation on diode structur
having ap–n junction can qualitatively change their stead
state or low-frequency current–voltage characteristics.
instance, it has been shown1,2 that the action of microwave
radiation on a tunnel diode causes the section of nega
differential resistance on its current–voltage characteristi
disappear. This behavior was attributed to lifting of the d
generacy of the electron–hole gas in thep andn regions and
the appearance of a detector effect.

Here we report results of an experimental investigat
of the influence of microwave radiation on the low
frequency current–voltage characteristics of 2A604 silic
planar-epitaxial multiplier diodes. These microwave diod
were inserted in a microstripe line. The diode was expose
a 180 MHz signal fed via a controllable attenuator. The s
plied power level was monitored by a power meter. In ord
to minimize the influence of thermal self-heating of the dio
structure, the diode was supplied by a 4.5 kHz alterna
voltage source connected in series via a 2V resistance. The
current–voltage characteristic was recorded using an osc
scope. Figure 1 shows measured current–voltage chara
istics for various microwave signal powers. It can be se
from these results that when the applied power is increa
to 1500 mW, a well-definedS-shaped section appears on t
current–voltage characteristic~curve2!. As the power level
is increased further, the voltage range in which the S-shap
observed becomes broader~curve 3!. In this case, low-
frequency oscillations were observed in the supply circ
When the microwave power was switched off, the curren
voltage characteristic reverted to its initial profile, which
typical of diode structures with a nondegeneratep–n junc-
tion ~curve1!.

Estimates show that when a microwave power
;1500 mW is supplied to a transmission line containing
diode, the amplitude of the microwave voltage at the dio
does not exceed;3 V bearing in mind that some of th
power is reflected and some transmitted. The reverse-
breakdown voltage for this type of diode is more than 3
40 V ~Ref. 3!, which eliminates effects observed durin
breakdown having any influence on the changes in
171063-7850/99/25(1)/2/$15.00
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current–voltage characteristic accompanying the action
microwave radiation on the diode.

We note that for silicon epitaxial diodes with a Schott
barrier, the forward branch of the current–voltage charac
istic has an S-shaped section of negative differenti
resistance4 at current densitiesj 5104– 105 A/cm2, whose
appearance is attributed to a superlinear increase in the
ductivity of the epitaxial layer as the current density i
creases in this range ofj values.5,6

For the diodes used in the experiments, theS-shaped
sections of negative differential resistance~see Fig. 1! were
observed at current densities between 23102 and
43102 A/cm2, which is approximately two orders of magn
tude lower than those in Ref. 4. This difference is caused
the fundamentally different physical factors responsible
the appearance of the S-shaped section of negative resis
when microwave and steady-state voltages act on the di

It was noted by Usanovet al.1,2,7 that, unlike the experi-
ment described in Ref. 4, the changes in the steady-s
current–voltage characteristic observed when a microw
signal acts on diode structures are strongly influenced

FIG. 1. Current–voltage characteristic of ap–n junction diode at various
microwave powers;P, mW: 1 — 0, 2 — 1500, and3 — 2600.
© 1999 American Institute of Physics
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changes in the position of the Fermi levels in thep and
n-regions of thep–n junction as a result the carriers bein
heated by the microwave field. Other influences are the
tection effect and changes in the fraction of microwa
power reflected from and absorbed by the diode as its le
varies.

Additional experimental investigations carried out by
indicate that thermal heating of the array at temperatu
between 300 and 400 K with and without microwave irrad
tion caused no qualitative changes in the current–volt
characteristics of the diode and merely shifted them tow
lower applied voltages.

To conclude, it has been demonstrated experiment
for the first time that whenp–n junction diodes are expose
to microwave radiation at elevated powers, the curre
voltage characteristics reveal anS-shaped section, i.e., a se
tion of negative differential resistance. This effect is impo
e-

el

s
-
e
d

ly

–

-

tant for understanding the physics of the interaction betw
microwave radiation and semiconductor structures and
determining the operating characteristics of semicondu
devices based on structures withp–n junctions.
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It is shown that a crystal can be cut so that one incident beam undergoing reflected from an
inclined face inside the crystal excites four beams, two ordinary and two extraordinary,
propagating in different directions. ©1999 American Institute of Physics.
@S1063-7850~99!00801-0#
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The phenomenon of birefringence, in which a light bea
in a crystal splits into two beams with mutually perpendic
lar polarizations, is well-known.1–4 One of these beams i
polarized in the plane of the principal cross section~the
plane containing the crystal optic axis and the incident be!
and is called extraordinary (e), while the other is polarized
~with the vectorE) perpendicular to this plane and is calle
ordinary (o).

A type of birefringence known as double reflection h
been analyzed in the literature, in which a beam splits i
two, an ordinary and an extraordinary beam, while under
ing total internal reflection in a crystal.3,5

We shall show that a crystal can be cut so that as
incident beam is reflected from an inclined face inside
crystal it excites four beams, two ordinary and two extra
dinary, propagating in different directions. This effect m
be described as quadruple reflection and occurs becaus
planes of the principal cross sections differ for the incid
and reflected beams.
191063-7850/99/25(1)/2/$15.00
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An experiment was carried out using a prism cut from
uniaxial lithium niobate crystal. Figure 1a shows a top vie
of this prism. A~l50.6328mm! helium–neon laser beam1
passes through the prism and is incident on an inclined f
2 positioned at an angle of 45° to one of the side faces3.
Total internal reflection takes place at this face2 and four
beams4–7 emerge from the prism, propagating in differe
directions. The planes of incidence and reflection of
beams lie in the plane of Fig. 1a. The angle of incidenceb of
beam1 is 45°. The angles of reflectiong for the four beams
are different. Two of the beams,4 and 6, are ordinary and
two, 5 and7, are extraordinary. We denote the normal to t
surface of reflection as8. The optic axis is located in thezz
plane perpendicular to the direction of beam1 and forms an
angle of 45° with the plane of Fig. 1a. All the reflecte
beams lie in the same plane.

The spatial configuration of the reflected beams4–7 was
photographed and is shown in Fig. 1b.

The angles of reflection for beams4–7 are denoted by
c-
-

is
o

.

ec-
FIG. 1. Path of beams undergoing total internal refle
tion in an LiIO3 crystal ~a, c! and experimental obser
vation of reflected beams~b!: zz is the plane perpen-
dicular to the plane of the diagram. The optic axis
located in thezz plane and is also at an angle of 45° t
the plane of the diagram.1 — laser beam,2, 3 —
crystal faces,4–7 — reflected beams,8 — normal to
the surface of reflection,9 — entry face of crystal,
10 — optic axis of crystal,11 — direction of the vector
E for the incident laser beam1, 12— direction of trans-
mission of Polaroid,b is the angle of incidence,g is
the angle of reflection, anda is the angle between the
optic axis10 and the upper or lower faces of the prism
The subscripts ‘‘o’’ and ‘‘e’’ correspond to the ordinary
and extraordinary beams. The arrows indicate the dir
tion of the electric field vectorE for the reflected opti-
cal beams~b!. Types of interaction:4 — e→o, 5 —
e→e, 6 — o→o, 7 — o→e. Angles of reflection, deg:
4 — 40.9,5 — 42.8,6 — 45, 7 — 47.52.
© 1999 American Institute of Physics
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geo ,gee,goo , and goe , respectively. The subscripts to th
angles of reflectiong correspond to the types of interactio
of the beams in the crystal. For example, forgeo the first
subscript (e) indicates that beam1 incident on the inclined
face of the prism is extraordinary and the second subsc
(o) indicates that the reflected beam is ordinary. That is
say, fore→o ~beam4! ando→e ~beam7! interactions, the
beams are reflected anisotropically from the inclined face
the prism ~with the plane of polarization being rotated o
reflection!.

The laws of reflection for beams4–7, respectively, can
be written as follows:

ne sinb5no singeo , ~1!

ne sinb5ne~gee!singee, ~2!

n0 sinb5no singoo , ~3!

n0 sinb5ne~goe!singoe . ~4!

In all cases, the angle of incidence isb545°. The re-
fractive indices aren051.8830 andne51.7367 (l50.6328
mm! ~Ref. 6!.

The angles of reflection calculated using formulas~1!–
~4! are plotted in Fig. 2a. It can be seen that for two types

FIG. 2. Angles of reflectiong as a function of the position of the optic axi
in the prism~a! and intensities of the reflected beams as a function of
direction of the vectorE in the incident laser beam~b!. Types of interaction:
4 — e→o, 5 — e→e, 6 — o→o; 7 — o→e; 8 — e→o, e→e, 9 — o
→e, o→o — experimental points. Curves4–7 are plotted for the reflected
beams4–7, respectively;8 — for beams4 and5; 9 — for beams6 and7.
pt
o

f

f

interactione→e ando→e the angles of reflectiongee ~beam
5! andgoe ~beam7! depend on the position of the optic ax
in the zz plane~the anglea).

We shall give the formulas for the intensity of the r
flected beams. Before the entry face of the prism9 we set a
Polaroid whose direction of transmission is the same as
direction 12 ~Fig. 1c!. In this case, the measured angle
rotation of the Polaroida1 is zero. Then for beams4–7 the
intensities of the reflected beams are respectively

I eo50.5I sin4a1 , ~5!

I ee50.5I sin4a1 , ~6!

I 0050.25I sin22a1 , ~7!

I oe50.25I sin22a1 . ~8!

When the laser beam1 enters the prism, it is transforme
into two beams, ordinary and extraordinary, propagating
the same direction perpendicular to the optic axis of
prism ~Fig. 1a!. In this case, for the beams incident on t
inclined face2 of the prism, the plane of the principal cros
section is at an angle of 45° to the plane of Fig. 1a a
passes through the incident beam.

For the reflected beams the plane of the principal cr
section forms an angle of 90° with the plane of Fig. 1a and
also perpendicular to the plane of the principal cross sec
for the incident beams. With this configuration of the plan
of the principal cross section, any of the beams incident
the inclined face2 ~ordinary or extraordinary! has a compo-
nent of the vectorE positioned at an angle other than 0
90° relative to the plane of the principal cross section for
reflected beams. This component ofE excites two reflected
beams, ordinary and extraordinary. Thus, the incident o
nary beam1 excites two reflected beams, ordinary and e
traordinary, and the incident extraordinary beam1 also ex-
cites two beams, extraordinary and ordinary, on be
reflected from the face2. Thus, four beams propagating i
different directions emerge from the prism.

The intensity of the reflected beams is shown in Fig.
Note that this quadruple reflection effect is associa

with a specific sample configuration cut from a cryst
which is unlike that usually used experimentally, where t
crystal optic axis is specially positioned relative to the fa
of the sample, and may be observed in any anisotropic c
tals, whether uniaxial or biaxial.

1A. F. Konstantinova, B. N. Grechushnikov, B. V. Bokut’et al., Optical
Properties of Crystals@in Russian#, Nauka i Tekhnika, Minsk~1995!,
302 pp.

2F. I. Fedorov and V. V. Filippov,Reflection and Refraction of Light by
Transparent Crystals@in Russian#, Nauka i Tekhnika, Minsk~1976!
224 pp.

3V. A. Kizel’, Reflection of Light @in Russian#, Nauka, Moscow~1973!,
352 pp.

4M. Born and E. Wolf,Principles of Optics, 4th ed. ~Pergamon Press
Oxford, 1969! @Russ. transl., earlier ed., Nauka, Moscow~1970!, 856 pp.#.

5V. I. Stroganov and V. I. Samarin, Kristallografiya20, 652 ~1995!.
6D. N. Nikogosyan and G. G. Gurzadyan, Kvant. E´ lektron. ~Moscow! 14,
1529 ~1987! @Sov. J. Quantum Electron.17, 970 ~1987!#.

Translated by R. M. Durham
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Formation of macroparticle charge in a classical Coulomb plasma
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An expression is derived for the average macroparticle charge and the electron temperature in a
heated dense gas. ©1999 American Institute of Physics.@S1063-7850~99!00901-5#
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INTRODUCTION

In connection with the development of experimen
investigations1,2 of a thermal plasma containing macropa
ticles ~dust particles! of high chargeZp;102– 104, it is in-
teresting to analyze the charging and neutralization kine
of macroparticles in a high-temperature gas at atmosph
density. We use an average-charge model to derive sim
expressions which relate the macroparticle charge and e
tron temperature to the macroparticle characteristics and
properties of the ambient gas. The results of our calculati
agree with the experiments.

MODEL

We shall assume that macroparticles emit electrons
result of thermal emission and, as the particle charge bu
up, the electron work function increases. The electrons
combine as a result of electron–electron (e–e) collisions
and collisions with neutrals (e–g) in the macroparticle field
~three-body recombination!. As a result of three-bodye–e
recombination, the electrons cooled by collisions with ne
trals undergo heating. We shall approximately assume
the plasma contains particles of the same chargeZp ~the
most-represented-charge model, which is similar to the m
represented-ion model frequently used for a multiply char
ion plasma3!. We shall assume that the macroparticle dens
Np , gas densityNg , and temperatureTg are given param-
eters. Thus, for the electron density we haveNe5ZpNp .

Writing the balance equations for the density and te
perature of the electron gas in the limits of a quasi-stea
state analysis, we obtain the following system of equati
for the macroparticle chargeZp and the electron temperatur
Te :

nem~Zp ,Tg!Np5
Ne

t re~Zp ,Te!
1

Ne

t rg~Zp ,Te!
,

« rNe

t re~Zp ,Te!
5Qg . ~1!

Herenem is the frequency of electron emission by a ma
roparticle,t re and t rg are the times for three-bodye–e re-
combination of electrons and for electron recombination a
result of the excitation of rotational degrees of freedom
the buffer gas molecules,Qg is the electron energy losses
a result of collisions with the buffer gas,r p is the macropar-
ticle radius,« r5Zpe2/r p is the potential energy of an elec
211063-7850/99/25(1)/2/$15.00
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tron at the surface of a particle due to its charge, andW is the
electron work function for an unexcited particle.

We shall assume that the frequency of electron emiss
from the surface of a macroparticle is equal to the Richa
son frequency:

nem5
4pmeTg

2

h3
expF2~« r1W!

1

Tg
G ~4pr p

2!.

In a molecular gas with low degrees of ionization, thre
body recombination as a result of the excitation of rotatio
degrees of freedom of the molecule is an important facto4,5

For the corresponding recombination time we assume:

t rg
215

8A2p

3
Zp

3 e6

Ame

BesQTgTe
29/2NeNg .

HereBe is the rotational constant of the molecule,Te is the
electron temperature~we shall subsequently assume that th
is equal to the gas temperatureTe5Tg), and sQ

5(8p/15)Qa0
2 is the cross section for elastic scattering of

electron at a molecule with the quadrupole momentQ ~here
the quadrupole moment is in atomic units,a0

252.8
310217cm2).

For three-bodye–e recombination we take the follow
ing expression:6,7

t re
215

4

5

25/2p3/2

9Ame

e10Ne
2L

Te
9/2

Zp
3 ,

L~g!5~1/2!ln~119/4pge
3!,

where L(ge) is the Coulomb logarithm and
g5(2e6Ne)

1/3/Te is a parameter characterizing the degree
ideality of the electron gas. The cooling of the electrons
collisions with molecules is given by

Qg5sQBeA2Te /meNgNe .

SOLUTION OF THE EQUATIONS

We introduce the dimensionless quantitiesz5Zp /Zr and
Q5Te /T0 , where

Zr[r pTg /e2,

T05F A2

6p3/2

Tg
4r p

3h3BesQNgNp

e4me
3/2

expS W

Tg
D G22/9

.

© 1999 American Institute of Physics
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The equations~1! then have the simple form

z5 lnS b9/2z2/5

az11 D , Q5bz6/5. ~2!

Here we have

a5
2p

15

e4NpLZr

BesQTgNg
, b5F16p3/2

45

r p
5LTg

6Np
2

sQBeT0
5Ng

G 1/5

.

The first expression implicitly determines the dependence
the macroparticle charge on the other parameters of the m
roparticle and the gas.

These formulas are valid whenTe is substantially higher
than Tg . At low degrees of ionization when recombinatio
heating can be neglected (a50, Te5Tg), we have
z5 ln(Q9/2/z5). In the rangeQ510– 1000,z55 – 20 the ex-
pressionz53.7ln(0.1Q12) is accurate to within 5%.

Note that unlike the case of complete thermodynam
equilibrium,1 the parametersZp andNe do not depend on the
ionization potential of the buffer gas.

ESTIMATES

On the basis of the experimental conditions described
Fortov et al.2 we take Te5Tg50.146 eV, Np'5
3107 cm23, Ng'2.731018cm23, and W52.75 eV ~for
CeO2). For an analysis of three-bodye–g recombination we
shall use the parameters of the nitrogen molecule:Be52.5
31024 eV, sQ54.5310217cm2. We then havea50.03,
b53, Zr541, andT0564.4 K.

From this it follows thatQ526.4, z55.7, and hence
of
c-

c

y

Zp5230. We attribute the difference from the valu
Zp;500– 1000 reported in Ref. 2 to the rough ‘‘corrugated
surface of the dust particles.

This analysis holds if the electron mean free path in
gas is greater than the average distance between the m
particles. This condition is satisfied for our particular ca
(sQNg)21(4pNp/3)1/3'5. The degree of ionization
a5ZpNp /Ng'1028 is fairly low and this justifies the as
sumption that three-body recombination involving neutr
predominates.

For a simulation of the electron clouds around a charg
dust particle see Ref. 8.

1V. E. Fortov and I. E. Yakubov,Physics of Nonideal Plasma, Hemisphere,
New York ~1990! @Russ. orig., E´ nergoatomizdat, Moscow~1994!, 282
pp.#.

2V. E. Fortov, A. P. Nefedov, O. F. Petrov, A. A. Samaryan, and A.
Chernyshev, Zh. E´ ksp. Teor. Fiz.111, 467~1997! @JETP84, 256~1997!#.

3V. I. Derzhiev, A. G. Zhidkov, and S. I. Yakovlenko,Ion Emission in a
Nonequilibrium Dense Plasma@in Russian#, Énergoatomizdat, Moscow
~1986!, 160 pp.

4F. I. Dalidchik and Yu. S. Sayasov, Zh. E´ ksp. Teor. Fiz.49, 302 ~1965!
@Sov. Phys. JETP22, 212 ~1966!#.

5L. I. Gudzenko and S. I. Yakovlenko,Plasma Lasers@in Russian#, Atom-
izdat, Moscow~1978!, 256 pp.

6A. V. Gurevich and L. P. Pitaevski�, Zh. Éksp. Teor. Fiz.46, 1281~1964!
@Sov. Phys. JETP19, 870 ~1964!#.

7A. N. Tkachev and S. I. Yakovlenko, Kratk. Soobshch. Fiz. No. 7,
~1990!.

8A. N. Tkachev and S. I. Yakovlenko, Preprint No. 8@in Russian#, Institute
of General Physics, Russian Academy of Sciences, Moscow~1997!,
20 pp.
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Probing of a random phase screen by a focused spatially modulated laser beam:
deflection of interference fringes
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Deflection of interference fringes in a diffraction field was investigated under conditions in
which a laser beam with a regular interference structure was finely focused onto a random phase
screen. It was established that the contrast of the average-intensity fringes depends
analytically on the statistical parameters of the screen. ©1999 American Institute of Physics.
@S1063-7850~99!01001-0#
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It has been established1,2 that the contrast of the averag
intensity interference fringes formed in a diffraction fie
when a moving random phase screen is illuminated b
focused, spatially modulated laser beam, depends on the
tistical parameters of the screen. It was assumed that the
is diffracted at a large number of irregularities in the scre
Here we consider a different case when the size of the w
of a focused, spatially modulated laser beam on the sur
of the screen is much smaller than the transverse dimens
of the irregularities in the screen, i.e., the probe beam ‘
solves’’ the irregularities in the screen. Such conditions
achieved when a spatially modulated laser beam is fin
focused by an objective having a fairly large numerical a
erture or by probing a random phase screen having la
scale irregularities. Under these conditions the diffract
field exhibits no speckle modulation and the pattern of int
ference fringes is almost the same as that observed in
absence of the screen. However, the position and to s
extent, the shape of the fringes are determined by the pa
eters of the particular screen inhomogeneity situated un
the focused laser beam. Transverse displacement of
screen is accompanied by deflection of the interfere
fringes as a result of an instantaneous change in the p
difference of the interfering waves. Thus, a slow-respo
photodetector records fringes of average intensity in the
fraction field whose contrast will be determined by the s
tistical characteristics of the random phase screen. The
231063-7850/99/25(1)/3/$15.00
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of the present study is to establish an analytical depende
of the contrast of the fringes on the statistical parameter
the random phase screen for conditions of fringe deflecti

As in Refs. 1 and 2, the spatially modulated laser be
has parallel interference fringes formed by the superposi
of two Gaussian laser beams. When this beam is focuse
the surface of a random phase screen, two light spots
diameter 2w052l f /pw are formed~Fig. 1! and the distance
between themr0 is determined by the periodL0 of the
fringes,r05l f /L0, wherew is the beam radius in the ape
ture of the focusing objective with the focal lengthf . We
shall assume that 2w0 is significantly smaller than the trans
verse dimensions of the irregularitiesl f :2w0, l f .

A transverse displacement of the screen causes a ran
shift of the phases of each beamw1(r1r0/2), w2(r2r0/2)
and a corresponding random shiftDz of the interference
fringes in the diffraction field, i.e., the interference fring
are deflected. A slow-response photodetector records
average-intensity fringes whose contrastV is lower than that
of the fringes of the illuminating beamV0. We shall establish
the relationship between the contrastV and the statistical
parameters of the phase-screen irregularities: the varianc
the phase fluctuationssf , the inhomogeneity correlation
length l f , and the inhomogeneity correlation coefficie
Kf(Dr), which reflects their mean statistical shape.
ser
gu-
FIG. 1. Propagation of a focused spatially modulated la
beam through a random phase screen with large-scale irre
larities.
© 1999 American Institute of Physics
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In the Fresnel diffraction zone the complex amplitud
of the interfering fieldsU1(z,z) andU2(z,z) will have dif-
ferent amplitudesA1 and A2, different random phase shift
w1 and w2, and a relative deterministic phase sh
DC(z,z)52pr0•z/lz caused by the relative transverse sh
r0 of the constrictions of beams1 and2 in the plane of the
screen~Fig. 1!. Thus, we can write the following expressio
for the spatial distribution of the average intensity in t
plane (z,z):

^I ~z,z!&5^uU1~z,z!1U2~ z,z!u2&

5uu~z,z!u2H A1
21A2

212A1A2um12~r0!u

3cosS a1
2p

lz
r0•zD J , ~1!

where for a Gaussian illuminating beam we haveuu(z,z)u
5(w0 /w(z))exp@2(z/w(z))2#; w(z) is the beam radius in
the plane of observation (z,z) of the interference pattern
m12(r0)5^exp@iDw12(r0)#& is the correlation coefficient o
the complex amplitudes of the interfering light field
a5argm12(r0); Dw12(r0)5w1(r1r0/2)2w2(r2r0/2). It
follows from Eq.~1! that the contrast of the average-intens
fringes is given by

V5V0um12~r0!u, ~2!

whereV052A1A2 /(A1
21A2

2) is the contrast of the fringes in
the absence of the random phase screen.

Assuming that the phase fluctuationsDw12(r0) have
Gaussian statistics, we can write the following expressio3,4

for the correlation coefficientm12(r0)

m12~r0!5exp$2sf
2 @12Kf~r0!#%. ~3!

Thus, for the contrast of the average-intensity fringes
obtained the same dependence on the statistical param
of the random phase screen as that obtained for the fringe
the boundary region using a broad, collimated, spatia
modulated laser beam.5 At this point, it is important to note
that this dependence differs qualitatively from that obtain
for the diffraction of a focused spatially modulated las
beam at a large number of screen irregularities.2 In fact, in
these two cases the contrastV of the fringes as a function o
the inhomogeneity correlation lengthl f tends to change in
opposite directions~see Fig. 2a in the present paper and F
3b from Ref. 2!. The decrease inV with increasingl f ob-
served for diffraction at a large number of random pha
screen irregularities is caused by an increase in the ave
intensity of the scattered component relative to the inten
of the unscattered beam. The increase inV with increasingl f

observed in the second case is caused by a reduction in
average amplitude of the fringe deflection. Figure 2a gi
the contrast of the average-intensity fringesV/V0 as a func-
tion of the correlation length of the screen irregularitiesl f

under conditions of fringe deflection assuming thatKf(r0)
has the Gaussian formKf(r0)5exp(2r0

2/ l f
2 ). Also plotted

are the experimental data obtained for random phase scr
s

t

e
ters
in

y

d
r

.

-
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s

ns

~bleached speckle interferograms! with the statistical param-
eterssf and l f predetermined using a method described
Ryabukhoet al.5

The intermediate range of variation ofl f corresponds to
a third regime, i.e., diffraction at a small number of scre
irregularities for which the incipient partially develope
speckle fields have specific statistical properties.6 The curve
V( l f) giving the variation of the fringe contrast should b
smooth over the entire range ofl f with a minimum in this

FIG. 2. Contrast of the average-intensity fringes in the fringe deflect
regime, as a function of the statistical parameters of the random p
screen, showing both theoretical curves and experimental data: a — as a
function of the correlation lengthl f of the screen irregularities forr0'29
mm: 1 — sf50.5,2 — sf50.86,3 — sf51.15; b — as afunction ofsf

for l f523mm: 1 — r059.5mm, 2 — r0514mm, 3 — r0529mm; c —
as a function ofr0 for l f523mm: 1 — sf50.5, 2 — sf50.86, 3 —
sf51.15.
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third regime. The analytic expression for this depende
should include both characteristics of the illuminating be
w0 andr0 as parameters.

In both regimes an increase insf is accompanied by a
reduction in the contrast of the fringes~Fig. 2b and Fig. 3a
from Ref. 2!, but this reduction obeys different laws.

An important characteristic of the deflection regime
that the contrast of the average-intensity fringes depend
the periodL0 of the fringes in the illuminating beam, sinc
this determines the distancer0 between the beam constric
tions on the surface of the screen. Thus, by varying the
riod L0, and thereforer0, in a controlled fashion, it is pos
sible to determine the statistical parameters of the scr
from the measured dependence of the relative contrast o
fringesV(r0)/V0. Figure 2c gives theoretical curves of th
dependence and experimental data obtained for the s
samples as the data plotted in Figs. 2a and 2b.
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Properties of micromagnetic structures in amorphous FeCuNbSiB alloys
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Results are presented of a magnetooptic investigation of the surface micromagnetic structure of
FeCuNbSiB ribbons in the initial state and after annealing at 550 °C for 1 h. In the initial
state the samples were amorphous, whereas after annealing they exhibited a nanocrystalline
structure with typical grain sizes of 10–12 nm. Dispersion of the magnetic anisotropy
was observed in the samples studied; this was responsible for the nonuniformity of their local
magnetic properties. It was found that the linear dimension of the magnetic
inhomogeneities in the initial and annealed samples was 120–150 and 50–70mm, respectively.
© 1999 American Institute of Physics.@S1063-7850~99!01101-5#
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In 1988 the first report appeared of a new iron-bas
alloy with composition Fe73.5Cu1Nb3Si13.5B9 possessing
unique magnetic properties~in particular, low hysteresis
losses, high permeability, and almost ze
magnetostriction!.1 The alloy was obtained by quenchin
from a melt in the form of an amorphous ribbon. After su
sequent heat treatment at temperatures above the crysta
tion temperature, this material possessed a nanocrysta
structure with a grain size of;10–15 nm and exhibited su
permagnetically soft properties.2 Studies of the correlation
between the structural and magnetic properties
FeCuNbSiB alloys in the initial state and after anneal
have attracted attention among researchers. Howeve
should be noted that standard methods measure the
magnetic properties of magnetic materials, whereas
know3 that the surface magnetic properties of amorph
materials can strongly influence their bulk magnetic char
teristics.

Here we report results of a magnetooptic investigation
the surface micromagnetic structure of Fe76.5Cu1Nb3Si13.5B6

ribbons in the initial state and after annealing at 550 °C
1 h.

An Fe76.5Cu1Nb3Si13.5B6 alloy was prepared by quench
ing from a melt in the form of amorphous ribbons 10 m
wide and 20mm thick. In the initial state the ribbons wer
x-ray amorphous, whereas after annealing at 550 °C for
they had a nanocrystalline structure with a grain size
;10–12 nm. Nanocrystallites were present in the resid
amorphous matrix, occupying approximately 20% of the
tal volume. The ribbons were cut into pieces 15 mm long

The micromagnetic structure of the ribbons was stud
using a magnetooptic micromagnetometer having a sur
sensitivity ~depth of penetration! of ;10 nm and a spatia
resolution of up to 0.3mm ~Ref. 4!. All the results described
subsequently were obtained using the equatorial Kerr ef
d. In this method, an external magnetic fieldH is applied
parallel to the surface of the sample and perpendicular to
plane of incidence of the light. The magnetization distrib
tion d(L)/ds;M (L)/Ms and the local hysteresis characte
istics d(H)/ds;M (H)/Ms were measured on both the co
261063-7850/99/25(1)/3/$15.00
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tact and free sides of the ribbon samples. Hereds is the value
of d for M5Ms , whereMs is the saturation magnetizatio
andL is the coordinate in the direction of the sample leng
The measurement error ford was less than 5%.

Figure 1a shows typical local magnetization curves m
sured for different sections of the contact side of the init
sample in a magnetic fieldH applied successively paralle
and perpendicular to the ribbon lengthL ~solid and dashed
curves, respectively!. In this case, the diameter of the ligh
spot D on the surface of the sample was 1 mm. The lo
hysteresis loops were also measured and a typical on
shown in the inset to Fig. 1a. Figure 1b shows typical lo
magnetization curves obtained for the same sample in
field H parallel toL for D520mm. Typical distributions of
the magnetization in fieldsH51 and 2 kA/m are shown in
Fig. 2a. In this case, the light spot (D520mm! was moved
along the central line over the sample length.

Clearly, this set of curves can be used to obtain the
pography of the planar magnetization components and
provide information on the surface micromagnetic struct
of the ribbon. Figure 1c shows typical local magnetizati
curves measured on the contact side of an annealed samp
a field H applied successively parallel and perpendicular
the length of the ribbon~solid and dashed curves respe
tively!. In this case, the diameter of the light spotD on the
surface of the sample was 20mm. A typical local hysteresis
loop is shown in the inset to Fig. 2c. Typical distributions
the magnetization obtained for an annealed sample withH
50.5 and 1 kA/m are shown in Fig. 2b. Similar measu
ments were made on the free side of the samples.

An analysis of these data yielded the following conc
sions. The magnetization curves of the initial sample in
field H parallel and perpendicular to the length of the ribb
differ, which may be attributed to the existence of in-pla
magnetic anisotropy. The easy axis of magnetization is p
allel to the ribbon lengthL. The form of the local magneti-
zation curves changes substantially on transition from
section to another~both for D51 mm and forD520mm!,
as can be seen from Figs. 1a and 1b, and the magnetiz
distribution curves are irregular~Fig. 2a!. These results indi-
© 1999 American Institute of Physics
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FIG. 1. Typical local magnetization curves of FeCuNbS
amorphous ribbon in the initial~a, b! and annealed~c!
states in a fieldH applied parallel~solid curves! and per-
pendicular~dashed curves! to the sample length. The inset
show typical local hysteresis loops. The light spot diame
D on the sample was 1 mm~a! and 20mm ~b, c!.
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cate that the local surface magnetic properties of the in
sample are nonuniform at both the macroscopic and mi
scopic level, which may be caused by the dispersion of
magnetic anisotropy. It can be seen from Fig. 2a that
linear dimension of the magnetic inhomogeneities is 12
150mm.

It was established that in the initial sample the loc
values of the saturation field and the coercive forceHC differ
substantially. In particular, the minimum and maximum v
ues of HC are 0.08 and 0.2 kV/m. It should be noted th
when similar measurements were made on the free sid
the ribbon, we observed substantial changes in the value
HC compared with those on the contact side. The value
l
o-
e
e
–

l

-
t
of
of
f

HC on the free side was approximately half that on the c
tact side and we also established that the value ofHC at the
surface of the ribbons was;6–8 times higher than the bul
value. The first factor can probably be attributed to diffe
ences in the morphology on the contact and free sides of
ribbon, while the second factor can be ascribed to the e
tence of defects~surface roughness and microcrystallite!
typical of the surface layers of materials obtained by quen
ing from a melt.

The magnetization curves of the annealed sample in
field H parallel and perpendicular to the ribbon length diff
negligibly, which indicates that the in-plane magnetic anis
ropy is reduced~Fig. 2c!. The difference between the loca
le
FIG. 2. Typical magnetization distributions for the initial samp
for H51 and 2 kA/m~a! and for the annealed sample forH50.5
and 1 kA/m~b! ~curves1 and2, respectively! (D520mm!.
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magnetization curves even forD520mm is also signifi-
cantly reduced. Figure 2b shows that the linear dimensio
the magnetic inhomogeneities in this sample is 50–70mm. It
was observed that the coercive force in the annealed sa
is approximately ten times lower than that in the init
sample and the difference between the local values ofHC is
less than 20%. Finally a comparison of the magnetizat
curves in Figs. 1a and 1c reveals that the initial magn
permeability of the annealed sample is approximately fi
times higher than that of the initial sample.

To sum up, magnetooptic investigations of the mic
magnetic structure of Fe6.5Cu1Nb3Si13.5B6 amorphous rib-
bons having a nanocrystalline structure with grain sizes
10–12 nm after annealing have shown that this material p
sesses dispersion of the magnetic anisotropy at both the
roscopic and microscopic level, which is responsible for
nonuniformity of the local magnetic properties. It was o
served that after the ribbons had been heat-treated, the l
of

ple

n
ic
e

-

f
s-
ac-
e
-
ear

dimension of the magnetic inhomogeneities is approxima
halved, the local values of the coercive force are redu
approximately tenfold, and the initial magnetic permeabil
is increased approximately fivefold compared with the sa
characteristics for the initial sample. It was established t
in the annealed sample the difference between the local m
netic properties is less than 20%. Thus, we have obse
that the structure of the amorphous material strongly in
ences its local surface magnetic properties.

1Y. Yoshizawa, S. Oguma, and K. Yamauchi, J. Appl. Phys.64, 6044
~1988!.

2G. Herzer, IEEE Trans. Magn.25, 3327~1989!.
3G. S. Krinchik, E. E. Chepurova~Shalygina!, B. K. Ponomarevet al., Fiz.
Tverd. Tela.~Leningrad! 28, 2862~1987! @Sov. Phys. Solid State28, 1605
~1986!#.

4G. S. Krinchik, A. V. Shta�n, and E. E. Chepurova, Zh. E´ ksp. Teor. Fiz.
87, 2014~1984! @Sov. Phys. JETP60, 1161~1984!#.
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Drag of an object in a supersonic flow with an isobaric region of energy release in front
of the object

G. A. Luk’yanov

Institute of High-Performance Computations and Databases, St. Petersburg
~Submitted July 27, 1998!
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The problem of interaction between a steady-state supersonic flow and a planar isobaric region
of energy release is solved. The solution is used to investigate the drag of an object in
the wake behind the region of energy release. Conditions are determined for which the drag of
the object can be reduced appreciably. The energy efficiency of this method of reducing
the drag is studied. ©1999 American Institute of Physics.@S1063-7850~99!01201-X#
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The present paper is a further development of the
thor’s earlier studies1,2 of the drag and heat exchange of
object in a supersonic flow when a planar energy sourc~a
gasdynamic discontinuity with a given energy release! is po-
sitioned in front of the object. Here a treatment is given
the two-dimensional steady-state problem of bulk isoba
energy release in a supersonic flow and the drag of an ob
located in the wake behind this region of energy release.
analysis is made using a model of non-viscous flow o
perfect gas.

The flow is shown schematically in Fig. 1. At a plan
discontinuity1 a unit mass of gas flowing through the di
continuity acquires energyq1. This supply of energy leads t
an increase in the temperatureT and gas pressurep behind
the discontinuity1. An analysis is made of the range of co
ditions corresponding to weak detonation.3 In the flow region
2 ~whereb1, b2, andbi are the initial, an arbitrary, and th
final transverse dimensions of the region2! bulk energy sup-
ply takes place. The energy supply law ensures that isob
flow takes place in region2. In what follows we assume tha
this planar isobaric region is a trapezium.

Interaction between the supersonic stream and
stream of expanding heated gas leads to the formation o
oblique shock wave with an angle of inclinationw relative to
the incoming stream. The linek is a contact discontinuity
separating the streams of heated and cold gas. Within
energy supply region, the angle of inclination of the linek
with respect to the direction of the incoming stream isu i .
The pressure in the shock layer3 is equal to the pressure i
region 2 (p25p3). The isobaric region2 is followed by a
region 4 ~near-wake region! in which the pressurep4 is
higher than that of the unperturbed flowp` . Thus, the
heated gas continues to expand behind the region of en
release. The flow structure in region4 depends strongly on
the Mach number in the cross sectionx5xi . For Mach num-
bers Mi.1 supersonic expansion takes place in region4,
whereas forMi,1 a closed subsonic flow region forms b
hind the region of energy release.

An object 5 having the characteristic transverse dime
sionbm may be positioned in the wake region4. Heating and
expansion of the gas in the energy release region toge
291063-7850/99/25(1)/3/$15.00
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with expansion of the gas behind this region lead to a drop
the dynamic pressurepD5ru2/2 ~where r and u are the
density and velocity of the gas!. This drop inpD reduces the
drag of an object moving in the wake behind this ener
source.

The parameters behind the planar discontinuity1 in the
supersonic flow are determined from the mass, moment
and energy conservation laws, supplemented by the equa
of state. In this steady-state regime~weak detonation re-
gime!, the parametersp1, r1, u1, andT1 are determined by
the parameters of the unperturbed stream and the hea
parameterb15q1 /cpT0` , whereT0` is the initial tempera-
ture of the unperturbed stream.1–3 An upper bound is im-
posed on the limiting value ofb1 for steady-state energ
supply conditions. The highest value ofb1 corresponds to
Mach number 1 behind the discontinuity.

Using a quasi-one-dimensional description we find t
the steady-state flow parameters of a nonviscous ideal ga
a region of bulk energy release are described by the follo
ing system of equations:

r1u1S15r2u2S2 , r2u2

du2

dx
52

dp2

dx
,

r2u2S2S u2
2

2
1cpT2D 5r1u1S1S u1

2

2
1cpT1D 1Q,

p25r2RT2 . ~1!

Here S is the cross-sectional area of the region of ene
release,Q5q2r1u1S1 is the energy supplied to the flow pe
unit time during the bulk release of energy in the interv
0,x,x2, andq2 is the energy supplied to this interval pe
unit mass.

For the case of isobaric flow in the region of ener
release we findp25p1, and it follows from Eqs.~1! that

u5u1 , cpT25cpT11q2 , r2 /r15T1 /T25S1 /S2 ,
~2!

M2 /M15~T1 /T2!1/25~11q2 /cpT1!21/2. ~3!

In the isobaric region of energy release, the Mach nu
ber decreases monotonically with increasingx and a continu-
© 1999 American Institute of Physics
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ous transition may take place from supersonic to subso
flow. This last factor is a fundamentally important advanta
of this system of energy acting on a supersonic flow.

Two-dimensional isobaric flow is achieved in the regi
of energy release if this region has a trapezoidal geom
with S2;b2;x2 (u i5const). Forp25p15p3 the relation-
ship betweenp2, M` , andu i is determined by the familia
relations for an oblique shock wave,

p22p`

p`
5

2g

g11
~M`

2 sin2w21!,

tanu i52 cotw
M`

2 sin2w21

M`
2 ~g1cos 2w!12

. ~4!

Hereg is the specific heat ratio.
The parameters directly behind the region of energy

lease in the cross sectionx5xi are given by4

wi5
ui

u`
5

l1

l`
~11b1!1/2, ki5

r i

r`
5

l`

l1t2
~11b1!21/2,

di5
pDi

pD
5

r iui
2

r`u`
5

l1

l`t2
~11b1!1/2,

t i5
Ti

T`
5

12l1
2«

12l`
2 /«

~11b1!t2 , ~5!

ni5
pi

p`
5

l`

l1
~11b1!1/2

12l1
2/«

12l`
2 /«

~11b1!t2 ,

wheret25Ti /T1, «5(g11)/(g21).
Of particular interest in terms of reducing the drag of

object moving in the wake behind this particular ener
source is the region where the Mach numbers sat
M`@1, and the heating parameter isb1!1 ~Ref. 4!. In this
region supplying energy to the gas at the discontinuity1
heats the gas and increases the pressure, but has very
influence on the velocity and density. Thus, the followi
approximations4 can be used to determine the paramet
behind the discontinuity1

FIG. 1. Gasdynamic flow diagram.
ic
e

ry

-

fy

ittle

s

w15u1 /u`'1, k15r1 /r`'1,

t15T1 /T`'b1S 11
g21

2
M`

2 D11,

n15p1 /p`'t1 , Mi'M` /t1/2. ~6!

Under these conditions and with allowance for the relatio
~6!, the formulas~5! have the form

wi'1, ki't2
21 , di't2

21 ,

t i't1t2 , ni't1 , Mi'M` /t i
1/2. ~7!

The drag of an object moving in the wake behind t
energy source~Fig. 1! is formally given by

F5Cx

ru2

2
Sm ~8!

and depends on the shape of the object, its position be
the region of energy release, and the parameters of the
coming stream (Cx is the drag coefficient andSm is the area
of the midsection of the object!. The parameters of the
stream behind the energy source vary, sincepi.p` holds.
Numerical calculations in some formulation are required
make an accurate determination ofF.

With a view to drawing some fundamental conclusion
we shall confine ourselves to some approximate estima
The ratio of the drag of an object in the wake behind
isobaric bulk energy source to the drag of this object in
unperturbed external flow is given by

v5F/F`5~Cx /Cx`!~ru2/r`u`
2 !. ~9!

When M@1 and b1!1 hold, we havebm5bi for a
moderately long object positioned directly behind the cro
sectionx5xi , and we can assume the approximationru2

'r iui
2 . Then, taking into account the relations~7!, we obtain

v5~Cx /Cx`!/t2 . ~10!

In this range of parameters, the possibilities for reduc
the drag of the object are determined by the possibilities
obtaining hight2 values and the dependence of the dr
coefficientCx on the parameters behind the energy sourc

The most interesting regimes for this system of reduc
the drag of an object are those corresponding to hypers
(Mi>3) and subsonic (Mi<0.8) flow regimes behind the
energy source. The lowest drag can be achieved for subs
values ofMi , fairly larget2, and objects having low value
of Cx for subsonic flow, such as teardrop-shaped objects.
Mi,1 the drag decreases monotonically with increasingt2.

When supersonic flow regimes are established beh
the energy source, tapered objects have the lowest drag.
flow regimes may be established forMi.1: flow with the
bow shock attached to the nose of the object and flow w
the shock wave detached from the object. By way of e
ample, Fig. 2a gives the results of approximate calculati
of the dependence ofv on t2 for various values oft1 for
nonviscous flow of a gas withM`510 andg51.4 around a
wedge with the expansion half-angleu520°. The point of
the wedge is located in the cross sectionx5xi ,bm5b1. The
calculations were made for conditions where an obliq
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shock is attached to the front of the wedge (Mi>1.85,t i

5t1t25Ti /T`,30). For simplicity, it was assumed that th
flow in region 4 behind the energy source is uniform an
plane-parallel, and this pressure is zero.

The results plotted in Fig. 2a show that the reduction
the drag depends strongly on the values oft1 and t2. An
increase int1 narrows the range of variation oft2 ~provided
thatM>1.85). The reduction in drag is appreciable for sm
t1 and larget2. These conditions correspond to small ang
u i and large ratiosbi /b1. For low values oft1 there is a
weakly defined minimum ofv at t2 5 20–25 when the
Mach number isMi 5 2–2.5. This minimum value ofv is
0.37 for t152 and 0.26 fort153.

Note in particular that in the range of parameters wh
the drag is reduced appreciably the thermal loads on the

FIG. 2. Dependences ofv and C on t2 for M`510, g51.4, and various
values oft1.
n

l
s

e
b-

ject are also reduced, since isobaric heating of the gas le
to a reduction in the dynamic pressure and the enthalpy fl
per unit transverse area. A more detailed analysis of the t
mal aspects is outside the scope of the present study.

We shall estimate the energy efficiency of this method
reducing the drag of an object. We confine our analysis
the most interesting range of parameters whereM`@1 and
b1!1. The total energy dissipated in the uniform motion
an object in the presence of an energy source isE5Ex1Ei

5Cxru3Sm/21r`u`S1(Ti2T`). When Ei50, the energy
E`5Cx`r`u`

3 Sm/2 is expended in moving the object. T
estimate the energy efficiency of this system we introdu
the parameter

C5
Ex1Ei

E`
5v1~t i21!/Cx`

g21

2
M`

2 Sm

S1
. ~11!

For ru35r iui
3 andSm5Si relation ~11! has the form

C5~Cx /Cx`!/t21~t1t221!/Cx`

g21

2
M`

2 t2 . ~12!

For t2@1 we have

C5~Cx /Cx`!/t21t1 /Cx`

g21

2
M`

2 . ~13!

Figure 2b gives the parameterC as a function oft2 for
various values oft1 for a gas withM`510 and g51.4
flowing around a wedge, corresponding to the values ov
plotted in Fig. 2a. A high energy efficiency is achieved f
low t1 and fairly hight2. For t1,3 in the ranget2>5 the
value ofC varies negligibly. A comparison between the e
ergy efficiency of this system and a system with energy s
ply from a planar source1 shows that isobaric energy supp
is considerably more efficient.

1G. A. Luk’yanov, Pis’ma Zh. Tekh. Fiz.24~24!, 76 ~1998! @Tech. Phys.
Lett. 24, 980 ~1998!#.

2G. A. Luk’yanov, Preprint No. 04–98@in Russian#, Institute of High-
Performance Computations and Databases, St. Petersburg~1998!, 19 pp.

3G. G. Cherny�, Gasdynamics@in Russian#, Nauka, Moscow~1988!,
424 pp.

4G. A. Luk’yanov, Preprint No. 05–98@in Russian#, Institute of High-
Performance Computations and Databases, St. Petersburg~1998!, 20 pp.

Translated by R. M. Durham
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Regular relief on a silicon surface as a structural defect getter
L. S. Berman, I. V. Grekhov, L. S. Kostina, E. I. Belyakova, E. D. Kim, and S. C. Kim

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted July 24, 1998!
Pis’ma Zh. Tekh. Fiz.25, 75–80~January 12, 1999!

An investigation was made to determine how a regular relief on the silicon surface influences
gettering in silicon–silicon-dioxide structures. The regular relief was created by a
photolithographic technique before oxidation and comprised an orthogonal network of overlapping
bands. The gettering was determined from the isothermal relaxation of the capacitance of a
silicon–silicon-dioxide structure after switching from strong inversion to even stronger inversion.
It is shown that a regular relief at the silicon–silicon-dioxide interface is an effective getter
at a depth of several hundred micron. ©1999 American Institute of Physics.
@S1063-7850~99!01301-4#
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Gettering is widely used in semiconductor technology
remove metal impurities and/or other structural defects fr
the electrically active region of a device. External gettering
accomplished by creating defects on the back side of
wafer, which act as sinks for undesirable defects. Vari
methods of external gettering exist.1

In our previous studies2,3 we showed that a regula
relief at the interface of as-grown silicon structur
substantially reduces the density of boundary dislocati
and the concentration of deep-level centers. This increa
the minority carrier lifetime by more than an order of ma
nitude.

Here we study how a regular relief on the silicon surfa
influences the gettering in silicon–silicon-dioxide structur
We know that at a silicon–silicon-dioxide interface there i
thin defect transition layer which is itself a sink for dee
level centers~see Refs. 4 and 5, for example!. Thus, we
compared the gettering in silicon–silicon-dioxide structu
with and without a regular relief.

SAMPLES

The samples were fabricated usingn–Sî 111&Cz
with r515V•cm and a wafer thickness of 300mm. A
regular relief was created by a conventional photolith
graphic method before oxidation, consisting of an orthogo
network of overlapping bands 50mm wide, 0.2–0.3mm
deep, and 200mm apart. The samples were oxidized in
dry and moist oxygen atmosphere at 1000 °C in the follo
ing sequence: 10 min dry O21100 min moist O2110 min
dry O2, giving an oxide thickness of 0.7mm. After oxida-
tion, the wafers were cooled to 600 °C for 50 min in t
furnace. Aluminum contacts having diameters of 1–2 m
were deposited on the SiO2 layer in vacuum. A vanadium
silicide/aluminum ohmic contact to the silicon was made
the back.

Three groups of samples were fabricated: group
without a regular relief, group 2 with a regular relief on th
back, and group 3 with a regular relief on the working s
face.
321063-7850/99/25(1)/3/$15.00
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MEASUREMENT METHOD

The gettering of deep-level centers was determined fr
the isothermal relaxation of the capacitance after switch
the voltage from strong inversion to even stronger inversi
This method can detect deep-level centers in the upper
lower half of the band gap and can also estimate the con
bution made by the semiconductor surface and the sp
charge region to the generation currentj g .

When Nt!Nd holds ~whereNt and Nd are the concen-
trations of deep-level centers and dopant, respectively!, the
additional formation of the inversion layer takes place co
siderably more slowly than the relaxation of the populati
of deep-level centers.6 Thus, we can assume that these tw
processes take place successively rather than simultaneo
When the space-charge region contains identical deep-l
centers, the time dependence of the capacitanceC(t) during
the additional formation of the inversion layer is describ
by ~see Ref. 7, Appendix 1!:

q«NdCi

C3~ t !
FdC~ t !

dt G5 j g5 j gs1
qNt

t th
@h~ t !2hst#, ~1!

whereq is the electron charge,« is the permittivity of the
semiconductor,Ci is the capacitance of the insulator,j gs is
the generation current at the surface,t th is the thermal emis-
sion time, andh(t) and hst are the thickness of the spac
charge region and its steady-state value, respectively.
second term on the right-hand side of Eq.~1! is the genera-
tion current in the space charge regionj gdl . The values of the
capacitance and the currents are given per unit area.
dependence ofC andh on t is not shown below.

Expression~1! is a generalization of the Zerbst metho8

for the case when the level of the majority generation cen
is not situated at the center of the band gap. A theoret
analysis9 shows that the expression forj gdl is valid for h
2hst@LD , whereLD5A«kT/q2Nd is the Debye length,k
is the Boltzmann constant, andT is the temperature.
© 1999 American Institute of Physics
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At the initial stage of the transition process, the inequ
ity j gdl@ j gs is usually satisfied so thatj gs can be approxi-
mated by a constant component.

Expression~1! is then a straight line when plotted i
terms of the coordinates (q«NdCi /C3)(dC/dt) versus h
2hst; the slope of this line isqNt /t th , and it intersects they
axis at j gs.

In the presence of a concentration profile of deep-le
centersNt(x)5Nto• f (x) ~whereNto is the value ofNt for the

FIG. 1. Time dependence of the capacitanceC(t) after switching from
250 to 270 V, T5253 K: 1 — group 1, C0544 pF, Cst5118.3 pF,t rel

520.5 s;2 — group 2,C0524 pF,Cst559.3 pF,t rel547 s;3 — group 3,
C0546 pF,Cst5125 pF,t rel582 s.
l-

l

initial thickness of the space charge region after switchin!,
Nt(h2hst) in Eq. ~1! is replaced by

NtoE
hst

h

f ~x!dx,

and then the derivative of~1! with respect toh is qNto

3 f (h)t th5qNt(h)/t th .

RESULTS OF MEASUREMENTS AND DISCUSSION

These results are averaged over the surface of the
structures, since the diameter of the MIS structures is m
greater than the distance between the bands. Figure 1 g
C(t) for the three groups of samples after switching fro
V5250 V ~strong inversion! to V5270 V (T5253 K!.
These curves were used to determine the timet rel taken for
the capacitance to increase from its initial valueC0 to C0

10.9(Cst2C0), whereCst is the steady-state capacitance.
comparison of these curves reveals that group 1 sam
~without a regular relief! have the lowest value oft rel ~i.e.,
the highest concentration of deep-level centers!, while group
3 samples with a regular relief on the working surface ha
the highest value oft rel . Thus, a regular relief is an effectiv
getter. When the regular relief is applied to the back of
wafer ~group 2!, gettering takes place via both surfaces.
comparison of the curvesC(t) for groups 1, 2, and 3 also
indicates that the regular relief getters over the entire thi
ness of the wafer (300mm!, although the gettering become
weaker with thickness.

Figure 2 gives the generation currentj g5 j gs2 j gdl as a
function of the thickness of the space charge region for
same samples after the same switching processes. T
curves were calculated from Eq.~1! using the experimenta
dependenceC(t). For these samples atT5253 K we have
Ld'0.2mm. Thus, the dependence ofj gdl on h2hst is valid
for h2hst.1.021.5mm. The highest generation curren
ce
FIG. 2. Generation current versus thickness of spa
charge region after the same switching process:1 —
group 1,2 — group 2, and3 — group 3.
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~and the highest concentration of deep-level centers! was ob-
tained for samples without a regular relief and the lowest w
obtained for those with a regular relief on the working s
face, with an intermediate current being obtained for th
samples with a regular relief on the back of the wafer. For
three groups of samples the derivatived jg /dh increases with
increasingh, i.e., the concentration of deep-level centers
creases from the working surface toward the inside of
wafer. A comparison of the dependence ofj g on h2hst con-
firms the reasoning put forward earlier that a silicon–silico
dioxide interface without a regular relief is also a gett
albeit a weaker one than an interface with a regular relie
can be seen from the dependence ofj g on h2hst that the
inequality j gdl@ j gs is satisfied at the beginning of the add
tional formation of the inversion layer~for the highest values
of h2hst). This result confirms the reasoning put forwa
above.

Our investigations have shown that a regular relief a
silicon–silicon-dioxide interface is an effective getter
s
-
e
ll

-
e

-
,
It

a
t

depths of several hundred micron. Optimizing the parame
of the regular relief is a problem for further study.

This work was supported financially by the Russi
Fund for Fundamental Research, Grant No. 98-02-18250

1J. S. Kang and D. K. Schroder, J. Appl. Phys.65, 2974~1989!.
2E. D. Kim, S. C. Kim, J. M. Park, I. V. Grekhovet al., J. Electrochem.
Soc.144, 622 ~1997!.

3I. V. Grekhov, L. S. Berman, L. S. Kostinaet al., Pis’ma Zh. Tekh. Fiz.
22~23!, 14 ~1996! @Tech. Phys. Lett.22, 956 ~1996!#.

4L. S. Berman, K. P. Abdurakhmanov, S. I. Vlasovet al., Izv. Akad. Nauk
Uz. SSR. Ser. Fiz-Mat. Nauk No. 5, 55~1980!.

5L. S. Berman and S. I. Vlasov, Mikroe´lektronika18, 374 ~1989!.
6C. T. Sah and H. S. Fu, Phys. Status Solidi A11, 297 ~1972!.
7L. S. Berman and A. A. Lebedev,Capacitive Spectroscopy of Deep Ce
ters in Semiconductors@in Russian#, Nauka, Leningrad~1981!, 176 pp.

8M. Zerbst, Z. Angew. Phys.22, 30 ~1996!.
9A. K. Zakharow and I. G. Neizvestni, Phys. Status Solidi A30, 419
~1975!.

Translated by R. M. Durham



TECHNICAL PHYSICS LETTERS VOLUME 25, NUMBER 1 JANUARY 1999
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The phenomenon of dynamic structural transition is discussed. Its main characteristics and
dependences are noted together with various effects and applications. ©1999 American Institute
of Physics.@S1063-7850~99!01401-9#
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Structural transition is the main form of qualitativ
change in systems exposed to various influences. The
nomenon of structural transition was analyzed in terms of
laws governing nonequilibrium processes1,2 for conditions of
weak dynamism in Refs. 3 and 4. Of particular interest
dynamic structural transitions demonstrated by an extrem
wide range of different structures. Many of these may fo
or already do forming the basis of effective technolog
~such as high-temperature superconductors and nanos
tures, photosynthesizing metal complexes, and so on!.

Nonequilibrium transitions have given rise to numero
investigations based on the synergetic approach5 and impres-
sive results have been obtained. However, no general pic
of the phenomenon of dynamic structural transition has
emerged and many relevant problems remained unansw

The present paper examines the general laws gover
dynamic structural transition and discusses various eff
involving dynamic structural transition and their applic
tions.

1. We shall characterize structural transition by supp
menting the indicators and properties given in Ref. 3 to all
for nonequilibrium.

1.1. The structure-kinetic elements of the structural tr
sition process are fluctons which acquire increasing acti
as the action increases.

If there is an adequate flux~input or output! of energy or
another resource, the fluctons concentrate the resource
suitably transformed, and then deactivate abruptly. Havin
mind the activation property, we shall describe the flucto
of dynamic structural transition as ‘‘axions.’’ Examples
axions include growing clusters, transition complexes
chemical reactions, combustion centers, and dilatons.6

These three stages of axion conversion are respon
for three stages of structural transition which are observe
some particular form for different transitions.7–9 In general,
dynamic structural transitions can have more than th
stages; for example, six stages were observed during
combustion of titanium in nitrogen.10

1.2. The determining classification characteristics
structural transitions were given in Ref. 3. The correspo
ing degrees of nonequilibrium have the form

A125Uan22an1

an1
U, E5Ue2e0

Es
U, P5U ė2ė0

Ės
U ,
351063-7850/99/25(1)/3/$15.00
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res5F11kn
6Uan2anc

anc
Ug6G21

; ~1!

H5tsu] tlnAu, L5lsu]xlnAu, ~2!

wherean1,2 are the values of the determining quantities at
boundary points of the structural transition,e is the specific
energy of implementation of the transition,e0 is the quasi-
equilibrium value,Es is the average internal energy of a flu
ton, ė, ė0 , andĖs are the corresponding powers,anc are the
values at the boundary point of the transition stage, andts ,
andls are the characteristic average time and flucton siz

1.3. Structural transitions whose results depend stron
on the values ofP, H, andL may be regarded as dynami
experience shows that their values should exceed 0.2 for
to apply.

The dependence of the boundaries and results of
structural transition on the velocityH and the scale ratioL
has been demonstrated for different types of transitions: m
tensitic transformations,11 premelting,8 detonation,12,
vitrification,13 and anomalous relaxation.14

An increase in the rate usually increases the boundar
the structural transitiongc , which may be reflected by the
simple relationships

~gc2gco!/ts5] tgc , ts5ts~g,s!, ~3!

gs

]F

]g
5kF~Fc2Fco!, F5F~g,P!, ~4!

where]co andFco are the boundary values at low velocit
andts is the axion transformation time.

1.4. An increase in the departure from equilibrium r
veals the three-level nature of the dynamic structural tra
tion. The micro-, meso- and macrolevels of flucton evoluti
are consistent with their energy stages and are related to
stages of dynamic structural transition. For instance,
anomalous relaxation in a shock wave considered as a
namic structural transition takes place in the sequence ma
micro, meso, macro, which corresponds to activation, tra
formation, and deactivation.

1.5. An important characteristic of structural transition
the relation between the direct and reverse transitions~a di-
rect transition corresponds to energy input and a reverse t
sition corresponds to energy output!.
© 1999 American Institute of Physics
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The quasi-equilibrium Clausius–Clapeyron relations a
the Maxwell rule cease to hold as the nonequilibrium
creases and the direct and reverse transitions become inc
ingly asymmetric. The qualitative relation between them c
be identified by using the law governing the change in
number of degrees of freedom for a structural transition~see
below!.

2. We shall indicate the main laws governing dynam
structural transition and some of their consequences.

2.1. All the laws of action1–3 hold completely for the
structural transition process.

The quality boundaries are the measures of actiong1,2

corresponding to the beginning and end of the structu
transition3 and also the point of inflectiong3'(g11g2)/2,
which corresponds to the axion transformation stage.

The law of abnormality1 for this boundary will be found
relative to the first derivative of the determining quanti
The law of alternating nonequilibrium2 is observed as an
oscillatory regime nearg1 ~Refs. 7 and 15!.

2.2. Following Section 1.1, we can assume that a law
energy transformation applies to dynamic structural tran
tion.

This law states that the transformation of fluctons in
dynamic structural transition takes place in three stages;
first two involve activation and the third involves deactiv
tion.

Activation includes the localization and absorption
energy and is accompanied by flucton growth. The accu
lation of energy includes the deposited energy, relea
structural energy, and also the external field energy.

Since we know that broadly speaking, this external fi
energy is orders of magnitude higher than the free energ
the mass form of a material, there is some justification
the observation of excess energy in processes including
namic structural transition. An example may be a spe
regime for the electrolysis of water.16

It may be hypothesized that the sources of
Chizhevski� phenomenon are of this type, i.e., the influen
of space on living objects. It is sufficient to bear in mind t
structural transition nature of life processes.

2.3. One of the main laws governing the structural tra
sition process is an abrupt increase in the number of deg
of freedom during structural transition and an ultimate
crease or decrease in these degrees of freedom accom
ing the input or output of energy.

This dependence explains the substantial increase in
cific heat, sound damping, and dielectric losses, increase
decrease in electrical conductivity, reduction in the veloc
of sound, and so on during and corresponding change
these parameters at the end of a direct or reverse struc
transition.

The change in the number of degrees of freedomDnf

can be determined by using a proportional quantity, i.e.,
change in the velocity of soundvs

Dnf

nf
5k

Dvs

vs
'

k

vs

]vs

]g
Dg. ~5!
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Expressingvs in terms of the equation of state, we ob
tain a structural transition criterion similar to the gasdynam
criterion for anomalous relaxation.14

From the standpoint of this dependence, it is natura
use a dynamic-structural-transition erosion discharge15 for
efficient absorption of the energy of high-power electric
pulses~S. E. Emelin!.

2.4. An important dependence of dynamic structu
transition is the asymmetry of the direct and reverse tra
tions. This asymmetry increases as a function of the de
tuer from equilibrium and can be quantified by the relati
area of the hysteresis loop.

For example, for an isothermal vapor~1!, ~2!–liquid ~3!,
~4!–vapor ~1! cycle using the van der Waals equation
state, the asymmetryas is approximately given by

as'~V12V4!~p22p1!/p2V1 , p5pBB~V!, ~6!

from Eqs. ~3! and ~4! we find p2.pM.p1 , V2,VM1 ,
V4.VM2 ; pM andVM1,2 are the values ascribed to the Ma
well rule.

The asymmetry of a dynamic structural transition h
very diverse manifestations: for combustion, fracture, and
on, obviously no reverse structural transitions take place;
martensitic transitions plasticity and strong acoustic emiss
are observed during cooling, while a shape memory eff
and weaker emission are observed during heating.11,17

Note that sufficiently far from equilibrium and with suit
able implementation, dynamic structural transition cycles
fer the possibility of efficiently converting and producin
energy. An original method of this type was proposed
Skornyakov.18

2.5. When two or more structural transition factors a
acting, a ‘‘radical’’ law is observed which is responsible f
the instability characteristic of structural transition.

This law contains two statements which refer to tw
cases: small actions compared with the main action
structural transition factors of similar magnitude. In the fi
case, the structural transition process and its result vary
nificantly ~predictably!. In the second case, the result of th
dynamic structural transition differs radically from th
‘‘components’’ of the structural transition and can be pr
dicted with some particular probability.

Examples of ‘‘weak radicality’’ include effects of the
influence of noise on structural transition, chemical cataly
intensification and quenching of flames by an electric fie
the influence of impurities on the anomalous relaxation p
nomenon, and elimination of fluctons by a field.19 Studies of
two- and three-factor structural transitions are extrem
promising~although the ‘‘indeterminacy of the result’’ mus
be overcome!. Existing experiments confirm this.

Two observations may be made in conclusion. The la
described here have numerous productive consequence
applications. Their applications to the aforementioned
namic structural transition processes reveal new aspects
using these laws, it will be possible to form a very gene
model of dynamic structural transition.
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Efficiency of cooling of laser diode arrays in contact with a porous permeable wall
V. V. Apollonov, S. I. Derzhavin, V. V. Kuz’minov, D. A. Mashkovski , V. N. Timoshkin,
and V. A. Filonenko
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It has been suggested that heat transfer from a porous permeable material using a liquid coolant
may be used to improve heat exchange in powerful laser-diode emitters@V. V. Apollonov,
A. I. Barchukov, A. M. Prokhorovet al., Metal Laser Mirror with a Cooled Optical Surface, FIAN
Report~1977!; V. V. Apollonov, P. I. Bystrov, and V. F. Goncharov, Sov. J. Quantum
Electron.9, 1499~1979!#. An analysis of typical values of the thermal loads and their dependence
on the parameters of the material and the liquid using a one-dimensional model of steady-
state heat exchange shows that thermal fluxes in excess of 1 kW/cm2 can be removed. ©1999
American Institute of Physics.
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1. As a result of the critical temperature dependence
the radiation characteristics of laser diode arrays, the cw
ing power can only be increased by improving the heat tra
fer away from the active region.3,4 The problem involves
removing appreciable thermal fluxes (.1 kW/cm2) with a
low temperature difference (;10 K). Here we analyze the
possibility of solving this problem by means of heat trans
across the surface of a layer of an open porous structure
a matrix made of a highly heat-conducting material~poro-
metal! washed with a liquid coolant. The high efficiency
this method produced by the intensive exchange absorp
of heat was demonstrated earlier for the cooling of pow
optics elements but with a larger temperature differen
('100 K) ~Refs. 1 and 2!.

We shall analyze the case in which the thermal cond
tivity kp of the matrix is much higher than that of the liqu
coolant,k1 , so that we can assume that the entire heat
across the contact surface is transferred to the bulk of
porous layer~Fig. 1! only via the matrix.5,6 The latter is
described using the conventional approximation of an eff
tive continuous homogeneous medium having the ther
conductivity kp5kp

(0)f (P), wherekp
(0) is the thermal con-

ductivity of the matrix material in the compact state,f (P) is
a function of the average porosity of the mediumP whose
form depends on the structure of the matrix,f (P),1 ~Refs.
7 and 8!.

Calculations of the heat exchange in a laser diode a
~cw radiation! and a cooling layer of porometal which to
gether form a multilayer medium~Fig. 1! were made using a
one-dimensional steady-state model:

k i]x
2Ti1qi50, ]x

2Tp2L22Tp50,

]x
2Tj50, L25kp /aV ,

whereTi ,Tp , andTj are the temperatures in the layers of t
array and the electrodes, the temperature of the matrix in
porous layer, and the temperature in all other layers, res
tively, qi is the density of the bulk sources of Joule heat,an
381063-7850/99/25(1)/3/$15.00
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is the bulk coefficient of heat transfer, which characteriz
the rate of heat exchange between the matrix and the liq
and L is the characteristic depth of heat absorption in
porous layer. The temperatures are measured from the c
ant temperature on entry to the porous layer. The active la
is considered to be a planar heat source at the interface
tween layersB and I with a constant density of the release
heat fluxQ. The conditions at the boundaryx50 are then
written as

TB
~a!5TI

~a! , kB
~a!]xTB

~a!5k I
~a!]xTI

~a!1Q,

where the index (a) indicates the layers ofB and I directly
adjacent to the active layer. The coupling conditions at
the other internal boundaries are

Tn5Tn11 , kn]xTn5kn11]xTn11 ,

where kn is the thermal conductivity of the layers. At th
external surfaces, which are assumed to be thermally in
lated, we have

x52 l 0 , ]xTB
ex50, x5 l 3 , ]xTI50,

where TB
(ex) is the cathode temperature~the upper layer of

B).
In the approximationqi50 ~which is permissible for

pump currents up to 100 A, as has been shown by estim
for a standard AlGaAs array used experimentally9,10! the
density of the heat flux removed from the laser diode ar
by the porous layer isQ and is related to the temperature
the active layerTa by

Ta

Q
5(

~ I !

l i

k i
1

L

kp
cothS Lp

L D , Lp5 l 22 l 1 , ~1!

where summation in the first term is performed over all la
ers forming part of layerI . Generalizing this model to the
case of pulse-periodic operation of a laser diode array,
can easily show that for rectangular pulses of durationtp and
inverse duty cyclen, the average temperature iŝTa&
5ntpTa .
© 1999 American Institute of Physics
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FIG. 1. Schematic to calculate the temperature distribution. Layers:B —
film cathode and multilayer component ofn-type array;A — active layer,I
— multilayer component ofp-type array, film anode, solder layer,P —
cooled porous layer,W — enclosing wall. Directions:1 — radiation out,2
— liquid flow. The solid line on theT(x) graph gives the accurate solution
of the model and the dashed line corresponds to the approximationq150.
s–
2. The limiting heat fluxesQ* which can be removed by
the porous layer are determined from Eq.~1! for Ta5Ta* ,
i.e., the permissible overheating of the active layer~the cor-
responding radiation power isQ* j/(12j), wherej is the
efficiency of the array!. The calculations were made for a
AlGaAs laser diode array9,10 for which Ta* 515 K ~room-
temperature coolant!. The following values were used for th
terms of the sum on the right-hand side of Eq.~1!: p layer of
array — l 151.5mm, k150.46 W/cm•K; gold anode —l 2

510mm, k253.17 W/cm•K; indium solder — l 355 mm,
k350.82 W/cm•K.

The volume coefficient of heat transferan that regulates
the value ofQ* is calculated using the Nusselt number N
which depends very strongly on the structure of the por
material and the type of structure-forming elements. Cal
lations ofQ* (d,P) were made for a large sample of empir
cal expressions for Nu taken from those given in Refs. 7 a
8. Typical data are plotted in Fig. 2 and correspond to
generalized relation Nu5 0.004 Pe proposed in Ref. 7
where Pe is the Peclet number. This is an extrapolation
considerable number of particular relationships for Nu a
can be applied within permissible error when 0.2,P
,0.65. It corresponds toav5k1Nu(a/b)2, Pe5Vb/(xa),
wherex is the thermal diffusivity of the liquid,V is its rate
of filtration through the porous layer, anda and b are the
viscous and inertial coefficients of the Darcy–Reynold
Forschheimer~DRF! equation,7,8 which we used in the lin-
FIG. 2. Limiting heat fluxesQ* removed from the active layer by a layer of porometal, characteristic heat absorption lengthL, and coolant mass flowM as
a function of wire diameterd @mm# and average porosityP for a — water, b — eutectic Na–K–Csmixture.
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earized formp/H5ahV1brV2, wherep is the downstream
pressure drop in a section of lengthH, andh andr are the
dynamic viscosity and the liquid density. In order to achie
maximum uniformity in the heating of the array and min
mize the influence of heating of the liquid, the liquid flu
should be directed perpendicular to the longitudinal axis
the array so thatH is equal to the array width of 0.5 mm an
the typical value of 1 atm was used forp. The following
values were taken for the coefficients of the DRF equatio8

a563109~12P!2P23d22 @cm22#,

b59.233103~12P!P23.73d21 @cm21#, @d#5mm,

which refer to wire porous structures, which are conside
to be the most effective type of matrix for removing inte
sive heat fluxes, whered is the average diameter of the wir
The matrix was assumed to be made of copper and the f
f (P)5(12P)/(11P) was used for the therma
conductivity.8 The values ofQ* (d,P) in Fig. 2 were calcu-
lated forLp53L, which minimize the heat resistance of th
porous layer (coth(Lp /L)'1 for Lp /L>3). Also plotted in
Fig. 2 are the dependenceL(d,P) corresponding to thes
parameters and the liquid mass flowM (d,P)53rVL, cal-
culated using the DRF equation~for an array length of 1 cm!.

The coolant was taken to be water~high specific heat;
Fig. 2a! and an Na–K–Csliquid-metal eutectic mixture
~high thermal conductivity! ~Fig. 2b! whose characteristic
were taken from Ref. 11. The higher values ofQ* for water
can be explained by noting thatx is almost ten times lowe
than that for Na–K–Cs and theselected Nusselt number
Nu;Pe;x21. When highly porous materials with 0.7,P
,0.9 are used,6,12 the situation changes and the higher v
ues ofQ* are obtained for the eutectic mixture. For examp
for Nu from Ref. 12 the maximum heat fluxesQ* calculated
for the values given above are'1.1 kW/cm2 for the eutectic
mixture and 0.92 kW/cm2 for water.

The calculated results broadly show that heat excha
may be intensified primarily by optimizing the structure
the porometal for the particular coolant. This is based
creating conditions for increased turbulence of the liq
flow in the pores. The highest values ofan correspond to
P50.5– 0.7 ford,(50– 70)mm, which shows good agree
ment with the results of other studies.1,2 To a lesser extent
the limiting fluxes depend on increasing the pressure:
example, for the curves plotted in Fig. 2 the maximum h
flux Q* is doubled whenp is increased ten times.

3. As a result, we can conclude that heat exchange
laser diode array with a porometal layer can provide eff
e
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tive cooling of the active region under cw lasing conditio
with intensive heat fluxes in excess of 1 kW/cm2. The fact
that these values were obtained using a one-dimensi
model implies that these fluxes can be removed by a por
heat exchanger commensurate with the array in the plan
contact. Combined with the low values ofL, this may pro-
vide the basis for developing compact microheat exchang

The use of these heat exchangers in laser diode arra13

could substantially increase the packing density of the arr
and thus the average flux density of the radiation. Bilate
heat transfer from the thick low-heat-conductingn-layer of
the array toB, which separates the wallx52 l 0 from the
active layer, cannot substantially improve the efficiency
this cooling method. An appreciable effect may be achiev
either by precooling the coolant or by using a coolant with
low boiling point, either under normal conditions or und
low-pressure conditions achieved by creating a nega
pressure at the channel exit~vapotron effect!.14
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New efficient low-pressure gas-discharge source of optical radiation using hydroxyl OH
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An experimental investigation was made of the possibility of developing a new efficient gas-
discharge source of optical radiation based on an OH hydroxyl molecular additive. It is
shown that under certain discharge conditions, the luminous efficiency of a positive discharge
column in a rare gas–hydroxyl mixture is similar to that of a mercury discharge. The
results suggest that it may be possible to develop a new ecologically innocuous source of optical
radiation which may in future replace mercury luminescence light sources. ©1999
American Institute of Physics.@S1063-7850~99!00201-3#
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Modern low-pressure gas-discharge sources of opt
radiation are based on mixtures of buffer gas and an ea
ionized emitting additive.1 Although the concentration o
emitting additive atoms is low compared with the buffer g
the relatively low excitation and ionization potential of the
atoms makes it comparatively easy to create discharge
ditions where the emitting properties and the electron ene
balance in the positive discharge column are determined
the additive atoms, while the buffer gas atoms are ba
excited, are not ionized, and merely determine the part
transport processes in the discharge~except for resonant pho
tons from the low concentration of emitting additive atom!.
This means that electrical energy can be converted into
diation with an extremely high efficiency, with most of th
energy deposited in the positive discharge column be
emitted as resonance radiation from the additive atoms.
example, in mercury and low-pressure sodium luminesce
light sources, the resonance radiation of the mercury
sodium atoms accounts for 70–80% of the total energy
ance of the positive discharge column.

Examples of these optical radiation sources include m
cury luminescence lamps and low-pressure sodium la
among others. Rare gases~Ar, Ne! are most frequently use
as the buffer gas with alkaline-earth elements~Hg, Cd, Zn!,
alkali metals~Na, K, Rb!, and various other metals~Cu, Tl!
being used as emitting additives.1

The seemingly broad choice of emitting additives is
verely limited by additional constraints imposed on the e
ments forming part of the discharge radiation source. Firs
is desirable that the resonance radiation of additive atom
molecules should lie in the 200–400 nm range. For shor
wavelength radiation it is difficult to produce an efficien
long-lived, cheap phosphor capable of converting ultravio
radiation into the visible part of the spectrum. Second,
concentration of emitting additive atoms or molecules sho
be sufficient to obtain the required radiation brightness
reasonable discharge-envelope temperatures~up to approxi-
mately 1000 °C). In addition, the additive should be sta
under discharge conditions, it should be neutral to the m
41063-7850/99/25(1)/3/$15.00
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rials used in the radiation source, and preferably it sho
also be ecologically innocuous.

Hardly any of the materials currently used as easily io
ized additives satisfy this complete set of requirements. O
of the constraints most difficult to satisfy is that this additi
should be ecologically innocuous.

The aim of the present paper is to investigate the po
bility of creating a new efficient source of optical radiation
which OH molecules are used as the emitting additive.2,3

Figure 1a gives a simplified level diagram of the O
molecule which shows the main processes which may
responsible for deactivating the levels~only the electronic
states are shown and the vibrational–rotational structur
not given!. The 2(1(A) lower resonance state of the O
molecule with an excitation energy of 4.06 eV gives
306.4 nm emission band. This radiation can be converte
visible using a phosphor and also used without convers
since it coincides with the maximum of the absorption ba
of biological objects for ultraviolet radiation. However, th
ionization potential of the OH molecule is 12.1 eV, which
appreciably lower than that of light rare gases~He, Ne, Ar!.

We investigated a discharge in He, Ne, Ar, and Xe ra
gases with added OH molecules. The rare gas pressure
varied between 3 and 30 Torr and the concentration of
molecular additive was 1014– 1016cm23. We used quartz
discharge tubes of radius 1 cm and length around 10 cm,
a discharge current of 100–600 mA. The parameters m
sured were the plasma emission spectrum between 200
800 nm for various discharge conditions and plasma com
sitions, and the power deposited per unit length of the po
tive discharge column. Comparative experiments were a
carried out where different phosphors were excited by a
charge containing OH molecules and by a mercury lumin
cence lamp to estimate the luminous efficiency of this d
charge.

Our investigations revealed that the addition of OH m
ecules to a rare-gas discharge substantially changes the
trical and optical properties of the plasma. Figure 1b giv
the emission spectra of a positive discharge column usin
© 1999 American Institute of Physics
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FIG. 1. a — Simplified level diagram of the OH molecule. Th
arrows indicate the main processes which may cause deac
tion of the levels~only the electronic states are shown, not t
vibrational–rotational structure!; b — emission spectrum of a
positive discharge column in a mixture of argon and OH m
ecules.
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mixture of argon and OH molecules. It can be seen that
presence of OH in the discharge almost completely s
presses the rare-gas radiation in this part of the spectr
Emission of the 306.4 nm OH band is observed at an
tremely high intensity. This suggests that most of the ene
deposited in the positive discharge column is dissipated
exciting hydroxyl resonance radiation. Similar results we
obtained for mixtures of OH with the other rare gases no
above. Note that the spectrum reveals no appreciable e
sion from atomic hydrogen~by selecting the discharge con
ditions it was possible to achieve an intensity ratio of thea
line to the 306.4 nm OH band of the order of 1022) and
absolutely no oxygen emission that could result from
dissociation of water molecules in the discharge and em
sion from these water molecules themselves.

Figure 2 gives the intensityI of the OH band~306.4 nm!,
the electrode voltageU, and the luminous efficiencyh of a
discharge in a hydroxyl–argon mixture, plotted as a funct
of the discharge currenti . These curves are qualitativel
similar to those observed in low-pressure mercury lumin
cence lamps for which the resonance radiation intensity
creases linearly with increasing current, the electrode volt
decreases, and the luminous efficiency increases.4,5 This pro-
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FIG. 2. IntensityI of the 306.4 nm OH band, electrode voltageU, and
luminous efficiencyh of a hydroxyl–argon discharge as a function of th
discharge currenti .
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vides indirect evidence of the similarity between the p
cesses determining the properties of the plasma in this
charge and the plasma in mercury luminescence lamps.

An estimate of the absolute value of the luminous e
ciency for a hydroxyl–rare gas discharge, made using c
parative measurements of the radiation intensity of an ex
nal phosphor excited by this discharge and by a stand
mercury luminescence lamp, showed that under certain
charge conditions, the luminous efficiency of a positive d
charge column in a rare-gas–OH mixture is close to that
mercury discharge.

In order to assess the interaction processes betwee
discharge products and the walls of the discharge tube,
analyzed the inner surface of the lamp after operation
100 h. The inner surface was analyzed at five points, at
center of the tube, near the anode and the cathode~dark dusty
side!, and also directly at the anode and the cathode.
used an ESCA-5400 x-ray photoelectron spectrometer w
magnesium radiation. The results of an atomic analysis
plotted in Fig. 3. The dark deposit formed near the electro
is caused by metals, especially tungsten, sputtered from
electrodes. The metals on the surface of the tube are ma
in the metallic state, the oxide fraction accounting for le
than 15–20%. Exceptions to this are barium, which is pr
ably mainly in the oxide form and tungsten near the ano
where the fraction of tungsten oxide reaches 40%. The c
tral part of the tube has the strongest oxygen deficiency r
tive to SiO2 stoichiometry, which may indicate that Si~OH!4

compounds are formed at the surface of the quartz tube. N
the anode the oxygen deficiency is negligible.

Preliminary investigations of the effect of OH molecul
on various phosphors deposited on the inner surface of
glass discharge tube have shown that the plasma compo
have no adverse influence on them. However, this as
together with the interaction between OH molecules and
electrode material requires further investigations.

Thus, these results suggest that it is quite feasible
develop a new ecologically innocuous source of optical
diation which may in future replace mercury luminescen
light sources.

The authors are grateful to A. L. Shakhmin for maki
various measurements.
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FIG. 3. Results of an atomic analysis of the inner surface of the disch
tube at five points — at the center~1!, near the anode~2! and cathode~3!
~dark dusty side!, and also directly at the anode~4! and cathode~5!; C is the
concentration.
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Influence of viscosity relaxation on the growth rate of the Tonks–Frenkel instability
S. O. Shiryaeva and O. A. Grigor’ev

P. G. Demidov State University, Yaroslavl
~Submitted April 20, 1998!
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A numerical analysis of the dispersion equation for the capillary motion of a viscoelastic liquid
is used to show that the growth rate of the instability of a charged free liquid surface
increases substantially as the characteristic time for the relaxation of viscous stresses and the
Tonks–Frenkel parameter increase. This instability is achieved in a bounded range of
wave numbers whose width is also determined by the Tonks–Frenkel parameter. ©1999
American Institute of Physics.@S1063-7850~99!01601-8#
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Previous analyses1–3 of the influence of viscosity relax
ation on the laws governing the establishment of capill
motion of a liquid with a charged free surface are main
qualitative, since they were made either using asympt
methods or numerical techniques based on identifying qu
tative behavior. In this last case, we are talking of method
nondimensionalizing the dispersion equation prior to mak
numerical calculations. In the numerical treatments repo
in Refs. 1–3 the frequency, growth rates, and damping r
of the capillary motion of a liquid were nondimensionaliz
either in terms of the frequency of the wave motion in
ideal liquid with a charged free surface or in terms of t
characteristic damping rate of the capillary waves. In b
cases, the goal was the same—to reduce the number o
mensionless physical parameters characterizing the capi
motion of the liquid in this system.

The variable argument of the unknown complex fr
quencies was a dimensionless parameter that depends o
wave number, capillary pressure, and electric field press
at the free surface of the liquid, which themselves depend
the physical characteristics of the liquid, that is to say,
density, capillary constant, surface tension, and coefficien
viscosity, and on the surface electric charge density. T
factor has made it difficult for numerical analyses1–3 to iden-
tify the specific dependence of the characteristics of the c
illary liquid motion on quantities such as the wave numbek
and the Tonks–Frenkel parameterW. In the following analy-
sis we shall examine how the wave numberk, the Tonks–
Frenkel parameterW, and the characteristic timet0 for
relaxation of the viscous stresses in a liquid influence
growth rate of the Tonks–Frenkel instability.

We shall calculate the spectrum of capillary motion in
perfectly conducting viscoelastic liquid of infinite dept
situated in a gravitational fieldg and an electrostatic fieldE
normal to the free surface, which induces a uniformly d
tributed surface charge with surface density¸ at the planar
free surface of the liquid. We assume that the liquid has
densityr, kinematic viscosityn, and surface tensions.

Taking the viscosity to be a function obeying th
Maxwell formula4 n5n0 /(12 ivt0), wherev is the com-
plex frequency, and repeating the reasoning put forward
Refs. 1–3, we can easily obtain the dispersion equation
411063-7850/99/25(1)/2/$15.00
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the capillary motion of a viscoelastic liquid with a charge
free surface in the dimensional form1–3

S v1
n02ik2

~12 ivt0! D
2

1
4n0

2k4

~12 ivt0!2
A12

iv~12 ivt0!

n0k2
5v0

2 ;

FIG. 1. a — Dependence of the dimensionless instability growth rate
charged free surface of viscoelastic liquid as a function of the dimension
wave number calculated forW53, b51, and various typical relaxation
times for the elastic stresses:1 — t50.11, 2 — t50.3, 3 — t50.6, 4 —
t51; b — the same dependence as in Fig. 1a calculated forW56.
© 1999 American Institute of Physics
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v0
25

k

r
~gr1sk224p¸2k!.

Introducing the dimensionless variables

x5ka; a5As/rg, y5
va2

n0
,

t5
t0n0

a2
, b5

sa

rn0
2

, W5
4p¸2a

s
,

we can rewrite the dispersion equation as

@y~12 iyt!12ix2#214x4A12
iy~12 iyt!

x2

5bx@11x22Wx#~12 iyt!2. ~1!

Unlike the methods of nondimensionalization us
previously,1–3 the dispersion equation~1! nondimensional-
ized by this method contains the parametersW, t, and the
wave numberx in explicit form and not combined in mor
complicated parameters, so that the instability growth rate
the free liquid surface can be investigated directly as a fu
tion of these parameters.

The behavior of the instability growth rates, determin
by the imaginary positive component of the dimensionl
of
c-

s

frequency as a function of the dimensionless wave numbex,
calculated using formula~1! for b51 and various values o
the characteristic timet for relaxation of the viscous stresse
in the liquid, is plotted in Figs. 1a (W53) and 1b (W
56). It is easy to see that in this range of values of t
characteristic dimensionless viscosity relaxation timet,
0.11>t>1 this dependence is very appreciable and
W56 a 100% increase in growth rate is observed ast in-
creases from 0.11 to 1. The range of wave numbersx in
which instability occurs does not depend on the characte
tic relaxation timet of the viscous stresses and is determin
only by the Tonks–Frenkel parameterW, expanding toward
higher wave numbers~into the capillary wave range! and
toward lower wave numbers~into the gravitational wave
range! as this parameter increases.
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Broadening of the particle resonance drift trajectory and tritium injection into a fusion
reactor with an l 53 helical winding

A. A. Shishkin, O. Motojima, and É. I. Polunovski 
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Kharkov 77, Ukraine
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Two fusion reactor problems, removal of helium ash and fuel~tritium! injection, can be solved
using the concept of ‘‘drift island motion.’’ The motion of a drift island is an indicator of
the broadening of the resonant trajectory of a charged particle guiding center. This trajectory
broadening occurs if two conditions are satisfied. First, the drift pitch angle of the particle
is equal to the resonance valuesi * 5n/m, where n and m are the ‘‘wave numbers’’ of the
perturbing magnetic field. Second, the drift pitch anglei * 5n/m ‘‘moves’’ over the
plasma cross section as the particle moves. This displacement is caused by a slow change in the
helical magnetic field with time as the particle moves. It is shown that this effect may
occur in a fusion reactor with anl 53 helical winding and may be used for tritium ion injection.
© 1999 American Institute of Physics.@S1063-7850~99!01701-2#
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1. INTRODUCTION

We shall first explain the essential features of the phy
cal effect. It is well-known that on a rational magnetic su
face with the rotational transform anglel 5n/m a chain ofm
magnetic islands forms under the action of a magnetic p
turbing field with the ‘‘wave’’ numbersn and m. This be-
havior is a manifestation of the resonance property of
magnetic field line. These magnetic islands can be seen
collecting the field line traces in the meridional cross s
tions of the torus. In magnetic traps with helical current co
the position of the magnetic islands in the cross section
the magnetic configuration can be controlled by varying
helical magnetic field. For stronger helical fields the ma
netic islands form closer to the center of the plasma and
weaker fields they form closer to the periphery.

A free particle with the drift pitch anglei * 5n/m can
also form islands under the action of the same magnetic
turbing field; these are called ‘‘drift islands.’’ The drift is
land is displaced relative to the magnetic one. This displa
ment depends on the particle energyW and on the ratio of
the longitudinal velocity~relative to the magnetic field! to
the total particle velocityVi /V ~pitch velocity!. The position
of the drift island can also be varied by varying the helic
magnetic field.

A fundamentally important characteristic for our inve
tigation is the variation of the helical magnetic field wi
time during the plasma pulse. By varying the helical ma
netic field during the particle motion and conserving the d
resonance condition, we can force a charged particle suc
a cooleda-particle ~helium ash! to drift from the center of
the plasma toward the edge or inject a tritium ion from t
edge into the center of the plasma.

In a tokamak a similar mechanism can be achieved if
perturbing magnetic field is helical and time-dependent
431063-7850/99/25(1)/4/$15.00
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the perturbation frequency is also a function of time.1 In a
magnetic trap with helical conductors motion of a drift isla
can be achieved by varying the fundamental magnetic fi
with time.2 Drift resonances withm51, n51 and m52,
n51 can be used in anl 52 magnetic system.2 Here we
examine how this mechanism could take place in anl 53
magnetic system, which is viewed3,4 as the possible basis fo
a fusion reactor with a strong magnetic field~12 T!. An l
53 system has the advantage that the electrodynamic fo
between the helical conductors can be reduced, so tha
technically attainable magnetic field can be increased.

A specific feature of anl 53 magnetic configuration is
the lower rotational transform angle compared with t
l 52 case and the higher shear. Here we show that i
steady-state fusion reactor based on a magnetic system
l 53 helical windings, the resonance of the drift pitch ang
i * 51/3 and a magnetic perturbation with the wave numb
m53, n51 can be successfully utilized.

2. BASIC EQUATIONS AND MAGNETIC FIELD MODEL

For our analysis we shall use the equations of part
motion in the drift approximation5

dr

dt
5Vi

B

B
1

M jc~2Vi
21V'

2 !

2eB3
B3¹B,

dW

dt
5

M jV'
2

2B

]B

]t
,

dm

dt
50. ~1!

Here W is the particle kinetic energy,Vi and V' are the
parallel and perpendicular components of the particle ve
ity, M j and ej are the particle mass and charge,B is the
© 1999 American Institute of Physics
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magnetic field vector,m is the transverse adiabatic invaria
of the particle (m5M jV'

2 /2B), andr is the position vector of
the particle guiding center.

The fundamental magnetic field (B5¹F) is modeled
using the scalar potential

F5B0FRw2
R

m (
n

«n,m~r /ah!nsin~nq2mw!

1«1,0r sinqG , ~2!

where B0 is the magnetic field on the circular axis of th
torus,R andah are the major and minor radii of the torus o
whose surface lie the helical conductors,r , q, w are the
coordinates of the observation point relative to the circu
axis of the torus,r is the radial distance between the circu
axis of the torus and the observation point,q andw are the
angular displacements in the direction of the torus minor
major circumferences, andq is measured from the directio
opposite to the principal normal to the circular axis of t
torus; the metric coefficients of the coordinates are as
lows:hr51, hq5r , hw5R1r cosq; the summation indexm
is equal tomh , which is the number of magnetic field per
ods over the length of the torus, and in our case this sum
tion index is equal tol , wherel is the number of poles of the
helical winding, and«n,m are the coefficients at the magnet
field harmonics.

FIG. 1. Drift surfaces of a free tritium ion with the initial starting poin
r 0530.5, 82.5, 142.5, 172.5, 212.5 cm,q05p/10,w050 for «3,1850.38~a!
and r 0520.5, 75.5, 105.5, 145.5, 162.5 cm,q05p/10, w050 for «3,18

50.64 ~b! in the meridional cross section drawn at the beginning of
period of the perturbing magnetic field.
r

d

l-

a-

For our investigation we used the parametersl 53,
mh518, R520 m, ah53.3 m, andB0512 T. The coeffi-
cients of the helical harmonics are given as

«n,m5«n,m,01«n,m,1 sin~Vn,mt1dn,m!, ~3!

we take«3,18,050.51, «3,18,150.13, and assume that the r
maining coefficients«n,m are zero. The phase isd3,18

52p/2, «1,050.003, which corresponds to the presence o
transverse magnetic field whose magnitude is 0.3% of
fundamental longitudinal field. This transverse magne
field produces a magnetic configuration with the magne
axis shifted inside the torus, which provides bettera-particle
confinement.4 The magnetic field frequencyV3,18 is zero
when the amplitude of the helical field does not vary w
time and is 950 rad/s when the drift resonance is contro
dynamically.

The perturbing magnetic field is described in terms
the potential

Fp5B0ah

«n,m,p

m
~r /ah!msin~mq2nw!. ~4!

In our case, the wave numbers of the perturbing magn
field arem53, n51 and its amplitude is«1,3,p50.001.

FIG. 2. Projection of a tritium ion trajectory with the initial starting poin
r 05172.5 cm, q05p/10, w050 for «3,1850.38 ~a! and r 05105.5 cm,
q05p/10, w050 for «3,1850.64 ~b! in the meridional cross section~solid
line! and corresponding drift islands~points!.



e

45Tech. Phys. Lett. 25 (1), January 1999 Shishkin et al.
FIG. 3. Variation of the magnetic field amplitude with tim
~top diagram!, motion of a drift island~middle diagram!, and
broadening of the resonance trajectory~bottom diagram! after
t51.531023 s ~left! and 3.031023 s ~right!.
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3. TRITIUM ION INJECTION

We shall show how the resonance of the drift pitch an
with the perturbing magnetic field can be used to regulate
trajectory of a tritium ion withW5350 keV andVi /V50.9.
If the amplitude of the helical field is kept constant at«3,18

50.38, three drift islands are formed by a trajectory with t
initial coordinatesr 05172.5 cm,q05p/10, andw050 ~Fig.
1a!.

If the amplitude of the helical field is kept constant
«3,1850.64, the family of drift surfaces~Fig. 1b! also has
three significant islands at the site of the drift surface w
r * 51/3. These drift islands are formed by a particle traje
tory whose starting point has the coordinatesr 05105.5 cm,
q05p/10, andw050. These islands appear under the act
of a perturbation with the wave numbersm53, n51.
Chains of five islands formed by a trajectory with initi
coordinatesr 0575.5 cm,q05p/10, w050, and also seven
small islands formed by a trajectory with the initial coord
natesr 0520.5 cm,q05p/10,q050, appear at the drift sur
faces with i * 51/5 and i * 51/7, respectively, as satellit
resonances.

The width of the resonance trajectory corresponds to
size of the drift island, as shown in Fig. 2.
e
e

-

n

e

Figures 1 and 2 show the drift surfaces, in particular
islands in the meridional cross section passing through
beginning of the period of the perturbing magnetic field.
similar pattern, but shifted with respect toq, is found in
otherw5const cross sections.

When the amplitude of the helical magnetic fie
changes from«3,1850.38 to «3,1850.64 ~Fig. 3—top dia-
gram!, the drift island moves~Fig. 3—middle diagram! and
the resonance trajectory becomes broadened~Fig. 3—bottom
diagram!. In Fig. 3~middle diagram! the trajectory traces lef
by a particle during variation of the helical field and ind
cated by the (3) sign are superposed on the drift islan
taken from Fig. 2. The drift islands for«3,1850.38 are indi-
cated (1), and those for«3,1850.64 are denoted by (•).
Thus the pattern of drift island motion is clearer.

The choice of frequencyVn,m is a very important factor.
The period of variation of the helical magnetic field amp
tude should be comparable with but greater than the t
taken for formation of the drift island. The time taken fo
formation of an island is taken to be the time during whi
the trajectory traces have time to ‘‘circumnavigate’’ each
the islands once.2 This is the shortest time in which the pa
ticle trajectory traces delineate each of the chain of isla
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once. After this time, the particle trajectory traces fill each
the islands with a large number of additional points.

Thus, tritium ions can be injected from the edge a
moved into the center of the magnetic configuration.

4. DISCUSSION

We note the following points.
4.1. By varying the amplitude of the helical field from

larger value of«n,m to a smaller value, we can move a pa
ticle with a specific energyW and ratio of longitudinal ve-
locity to total velocityVi /V from the center to the periphery
This can be used to remove helium ash from the center o
l 53 reactor. It should be borne in mind that by varying t
drift pitch angle, we can regulate the motion of a free parti
with a comparatively large ratioVi /V. A trapped particle can
drift from the confinement volume under the action of
magnetic field gradient, whereas a free particle, formin
drift surface can only leave the confinement volume if t
surface intersects the limiter. Thus, a free particle must
removed by using active methods of influencing it.

4.2. This transport mechanism has a selective prope
Particles having values ofW and Vi /V for which the drift
pitch anglei * is close to the resonance value come un
control.1,2

4.3. Collisions between a mobile particle and plas
particles may affect the process and thus the influence
collisions on the conservation of drift resonance is curren
being studied.

4.4. In practice, the helical field can be varied during t
plasma pulse process. This has been achieved in Wende
7A, a classicall 52 stellarator, in order to prevent the rot
tional transform angle from decreasing when the Ohm
heating current was switched off.6 It is also planned to vary
f
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n

e
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e

y.

r

a
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ein
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the field during the discharge process in the Large Hel
Device ~LHD!,2 where the pulse duration should be 1000

5. CONCLUSIONS

This analysis of the drift motion of a charged particl
i.e., a tritium ion, in the magnetic configuration of a fusio
reactor with anl 53 helical winding yields the following
conclusions.

By using the resonance between the drift pitch an
l * 51/3 and a perturbing magnetic field with the wave nu
bersm53, n51 and varying the helical magnetic field wit
time, it is possible to alter the particle trajectory so that t
tritium moves from the edge into the center of the magne
volume.

The variation of the magnetic field is slow and only ha
the period of variation of the helical magnetic field is use

Thus, fuel can be injected into a fusion reactor.
The same physical mechanism and the same drift re

nance can be used to remove helium ash from the cente
the confinement volume to the edge.

1H. E. Mynick and N. Pomphrey, Nucl. Fusion34, 1277~1994!.
2O. Motojima and A. A. Shishkin, Plasma Phys. Contr. Nucl. Fusion~in
press!.

3O. Motojimaet al., in Proceedings of the 23rd European Physics Soci
Conference on Controlled Fusion and Plasma Physics, Kiev, 1996.

4O. A. Shishkin, Pis’ma Zh. Tekh. Fiz.23~22!, ~1997! @Tech. Phys. Lett.
23, 895 ~1997!#.

5A. I. Morozov and L. S. Solov’ev, inReviews of Plasma Physics, Vol. 2,
edited by M. L. Leontovich~Consultants Bureau, New York, 1966!,
pp. 201–297.

6D. V. Bartlett et al., in Proceedings of the Eighth IAEA Internationa
Conference on Plasma Physics and Controlled Fusion Research, Brussels,
1980, Vol. 1, p. 185.

Translated by R. M. Durham
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Possibility of fabricating an inductive high-speed detector for electromagnetic radiation
using thin YBa 2Cu3O72d films

I. G. Gogidze, P. B. Kuminov, A. V. Sergeev, and E. M. Gershenzon

Moscow State Pedagogical University
~Submitted September 1, 1997; resubmitted May 13, 1998!
Pis’ma Zh. Tekh. Fiz.25, 14–19~January 26, 1999!

It is shown that an inductive high-speed nonequilibrium detector for electromagnetic radiation
can be fabricated using thin YBaCuO films. An electronic detection regime has been
obtained for the first time using a low-temperature inductive YBaCuO detector in the measuring
frequency bandD f 51–50 MHz and it has been shown that no bolometric detection regime
exists at operating temperatures far below the superconducting transition. The time constant of the
low-temperature inductive YBaCuO detector in the electronic regime is determined only by
the electron–phonon interaction time in the nodal regionste–ph

d . The detector has the following
limiting characteristics: when the operating temperature is reduced from 10 to 1 K, the
time constanttD varies between 10 and 100 ps and the sensitivityD* improves substantially
from 109 to 431012W21 cm Hz1/2. © 1999 American Institute of Physics.
@S1063-7850~99!01801-7#
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The use of the nonequilibrium response of hig
temperature superconducting films as high-speed detecto
of particular interest. Recently, much work has been done
studying the resistive response, i.e., the change in the r
tance under the action of radiation near the superconduc
transition. The resistive response of YBaCuO films which
observed consists of two components. The first, picosec
nonequilibrium component is caused by the electron–pho
relaxation while the second, nanosecond, component is
cribed to bolometric heating of the superconducting fil
which relaxes as a result of phonon drift across
boundary.1,2 The presence of bolometric ‘‘tails’’ is an impor
tant negative factor which limits almost all the applicatio
of the nonequilibrium picosecond response of hig
temperature superconducting~HTSC! films. For instance, the
parameters of terahertz hot-electron mixers using HT
films are several orders of magnitude inferior to those
similar mixers using conventional superconductors.3 Lower-
ing the operating temperature and going over to the pu
superconducting state can suppress the bolometric effec
our view this is a promising method of achieving good p
rameters for electronic detectors and mixers.

Despite the enormous interest being shown in hi
temperature superconductors and the extensive investiga
carried out so far, nonequilibrium effects in the superco
ducting state of these materials have been little studied.
data are available on the quasiparticle relaxation and rec
bination times and the dynamics of the order parame
Given this state of affairs, it is impossible to make detai
calculations of the parameters of an inductive detector at
present time. Sergeev and Reizer4 reported a theoretica
analysis of the kinetics of HTSC films using ad-pairing
model which is supported by many experiments, includ
our results. In our view, such an analysis can provide a qu
tatively accurate description of the characteristics of HT
471063-7850/99/25(1)/3/$15.00
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materials, the main one being the existence of nodal reg
in the quasiparticle spectrum.

Studies of the electron kinetics in HTSC materials a
complicated mainly because of the structure of the order
rameter. The existence of nodal regions where the super
ducting gap is small qualitatively changes the electron s
tering processes compared with those in conventio
superconductors. As a result, the characteristic times
HTSC materials are substantially shorter, which makes
nonequilibrium effects in these materials more difficult
record, but is more promising for applications in high-spe
~picosecond! electronics.

In high-temperature superconductors at low tempe
tures the quasiparticles are concentrated in nodal region
the recombination and relaxation times only differ by t
coherence factors and are of the same order. Both these t
increase only exponentially with decreasing temperatu
The electron relaxation time in the resistive state near
superconducting transition in YBaCuO films was measu
at .2 ps in Ref. 5. Thus, even at liquid helium temperatur
the predicted characteristic electron times are less t
100 ps.

Experimental investigations of the inductive respon
near the superconducting transition show that the elec
kinetics differ very little from the processes in the resisti
state.6 In this temperature range two-time relaxation is o
served, in which the picosecond processes are cause
electron–phonon interaction and the nanosecond proce
are caused by phonon drift across the HTSC film–subst
interface ~bolometric effect!. By reducing the temperatur
and using thinner films, it is possible to avoid the bolomet
effect.

The results of recent experiments to study microwa
response, NMR, and photoemission uniquely demonst
the existence of low-energy excitations in nodal regions.7 An
© 1999 American Institute of Physics
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investigation of the phase coherence of edge SQUIDs c
firms the idea ofd-pairing,8 andd-symmetry is also deduce
from a model in which pairing is caused by exchange
antiferromagnetic spin fluctuations.9 As a result of the pres
ence of nodal lines, the low-temperature behavior of a su
conductor is very sensitive to impurities. Without electro
impurity scattering the density of states of the quasipartic
is a linear function of energy near the Fermi surface. Ev
low impurity concentrations lead to a constant density
quasiparticle states which depends on the electron–impu
potential.10

As a result of the absence of any singularity in the d
sity of states, the quasiparticle recombination time does
increase exponentially at low temperatures. Thus, the ph
response cannot be described using the Owen–Scala
model.11 It has been noted that experiments near the tra
tion reveal very strong interelectron interaction. Having
sumed that the electron–electron interaction also predo
nates over the electron–phonon interaction in
superconducting state, we can use a kinetic scheme w
nonequilibrium electron temperature.

In the experiments we recorded the ac voltageDU at a
sample inserted in a dc circuit of currentI , formed under the
action of modulated near-infrared radiation. The radiat
source was a 788 nm semiconductor laser diode. The si
from the sample at frequencies up to 50 MHz was recor
using a phase-sensitive EGG-502 device.

At the beginning of the measurements we determined
maximum permissible radiation power for which the conce
tration of photoexcited quasiparticles was equal to the c
centration of equilibrium particles, i.e., when the number
nonequilibrium quasiparticles generated by the radiation
approximately equal to the number of thermal quasipartic
The sample displacement current was substantially below
critical level.

The amplitude–frequency characteristics of the ind
tive signal obtained at two different operating temperatu
(T154.2 K andT2525 K! are shown in Fig. 1. It can be see
that atT54.2 K the signal amplitude increases linearly as
modulation frequency of the incident laser radiation pow
increases over the entire band of measuring frequencies~see
Fig. 1a!. As the operating temperature increases (T525 K!,
the amplitude–frequency characteristic of the signal reve
a plateau after the modulation frequencyf 530.8 MHz with a
characteristic timet.5.2 ns~see Fig. 1b!.

Low-temperature investigations of samples withtes

.5.260.2 ns~Ref. 12! revealed that atT54.2 K the sample
has an ascending amplitude–frequency characteristic a
as modulation frequenciesf 550 MHz ~instrumental time
t53.18 ns!, i.e., the signal amplitude is directly proportion
to the modulation frequency of the incident laser radiat
power. If the relaxation of the response were to have t
components, we would observe a plateau on the amplitu
frequency characteristic atf 530.8 MHz in our band of mea
surement frequencies (D f 550 MHz!.

Our experimental results confirm that the HTSC ha
purely nonequilibrium response at low temperatures, i.e.
bolometric effect is observed at operating temperatures
below the superconducting transition, and they suggest th
n-
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nonequilibrium inductive high-speed detector can be fab
cated using YBaCuO thin films.

We now discuss the basic parameters of a YBaCuO
ductive detector such as the time constanttd and the sensi-
tivity D* . A kinetic scheme with a nonequilibrium electro
temperature in HTSC films far from the superconducti
transition presupposes that the time constant of the YBaC
detector is equal to the electron–phonon relaxation time
the nodal regionste–ph

d . At T54.2 K we findte–ph
d .15 ps

~Ref. 5!. At temperatures aroundT510 K the time constant
of a nonequilibrium inductive YBaCuO detector is the
tD.10 ps.

Following Ref. 4, the sensitivity of a nonequilibrium in
ductive HTSC detector is

D* 5A te–ph
d

4T2cqd
, ~1!

wherecq is the quasiparticle concentration in the nodal
gions which can be estimated using the formula

cq~T!

ce~Tc!
'1.54S T

Tc
D 2

, T!D. ~2!

At T510 K we find cq.431025 J cm23 K21 and thus the
sensitivity of an inductive YBaCuO detector isD*
5109 W21 cm Hz1/2. When the temperature is reduced
T51 K the sensitivity improves by more than three orders
magnitude toD* 5431012W21 cm Hz1/2, while the detector
time constant is only two orders of magnitude inferior
tD5100 ps. It can be seen that an inductive nonequilibri
detector possesses a high detection sensitivity because o
low quasiparticle concentration and the extremely h
speed. A disadvantage of this detector is the low curre
power sensitivity which leads to fairly stringent constrain
on the amplifier used in the recording regime.

This work is supported by the ‘‘Superconductivity’’topi
of the State Program ‘‘Topical Problems in the Physics

FIG. 1. Amplitude–frequency characteristics of the inductive signal o
YBa2Cu2O7–d detector~film thickness 500 Å, LaAlO3 substrate! with a dis-
placement current of 5 mA and an incident modulated laser radiation po
of 7 dW at various temperatures: a — 4.2 K and b — 25 K.
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5É. E. Aksaev, E. M. Gershenzon, G. N. Gol’tsmanet al., Sverkhprovodi-
most’ KIAE 3, 1928~1990!.
e
o.

6G. N. Gol’tsman, P. B. Kouminov, I. G. Goghidze, and E. M. Gershenz
IEEE Trans. Appl. Supercond.5, 2591~1995!.

7K. Kitazawa, Physica C235–240, xxiii ~1994!.
8D. A. Wollman, D. J. Van Harlingen, W. C. Leeet al., Phys. Rev. Lett.
71, 2134~1993!.

9D. Pines, Physica B199–200, 300 ~1994!.
10Ye Sun and K. Maki, Phys. Rev. B51, 6059~1995!.
11C. S. Owen and D. J. Scalapino, Phys. Rev. Lett.28, 1559~1972!.
12A. V. Sergeev, A. D. Semenov, P. B. Kouminovet al., Phys. Rev. B49,

9091 ~1994!.

Translated by R. M. Durham



TECHNICAL PHYSICS LETTERS VOLUME 25, NUMBER 1 JANUARY 1999
Damage to an electric double layer by a weak shock acoustic wave
G. N. Sankin and V. S. Teslenko

Institute of Hydrodynamics, Siberian Branch of the Russian Academy of Sciences, Novosibirsk
~Submitted June 18, 1998!
Pis’ma Zh. Tekh. Fiz.25, 20–23~January 26, 1999!

Results are presented of experimental investigations of the dynamics of the electrical
conductivity of an electrolyte when one of the electrodes is exposed to a weak shock pulse. It is
shown that the electrical conductivity in the cell increases as a result of damage to the
electric double layer. ©1999 American Institute of Physics.@S1063-7850~99!01901-1#
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A method of measuring the electrical conductivity
cells containing different solid and liquid media is wide
used in shock wave physics.1,2 The familiar approaches
mainly apply to fairly strong shock waves (>10 MPa). Here
we demonstrate that changes in the electrical conducti
may be recorded for weak~less than a few megapasca!
shock acoustic waves and their relaxation characteristics
be studied in the near-electrode layer.

The kinetics of the electrical conductivity in shoc
waves is usually measured with ac voltages applied to
cell. This is to eliminate the formation of an electrical doub
layer at the electrodes. As a result, for ac voltages whe
shock wave propagates through the cell, changes in the e
trical conductivity are recorded in the bulk of the measur
cell.

Unlike existing systems, we used a dc voltage applied
the cell.

For the main series of experiments we used a 16
diameter cylindrical Teflon cell with 5 mm thick planar ele
trodes 10 mm apart. Platinum, stainless steel, brass, and
carbon electrodes were tested. The results presented fo
cell refer to the case of platinum electrodes. The cell w
filled with aqueous solutions of NaCl at different concent
tions at temperatures of 295–300 K. The pulsed source w
metal plunger dropped onto one of the electrodes. The p
duration depended on the length of the plunger and
7 mm for the results presented here. The pressure in
acoustic wave was determined from the plunger veloc3

and varied depending on the drop height of the plunger
the experiments the current was measured by a br
method and was recorded using a computerized digital o
loscope. The time resolution was 1.5 s, depending on
measuring system used. The current variation was meas
with an error of less than 10%.

Figures 1 and 2 give the results of measuring the
crease in current when the positive electrode was expose
the shock action.

Figure 1a shows an oscilloscope trace of the rela
increase in current for a 0.25 M NaCl solution~pressure in
wave 2.8 MPa!. The relaxation time during which the curre
variation decreasese'2.7 times wast521 s for this trace.

It was established that the amplitude of the current
crease is proportional to the amplitude of the pressure p
generated~Fig. 1b!. The threshold pressure at which the e
501063-7850/99/25(1)/2/$15.00
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fect begins to be observed~determined by extrapolating th
curve until it intersects the coordinate axis! is (0.5
60.1) MPa.

For a pressure pulse of 3.1 MPa measurements w
made of the increase in current as a function of the volt
between the electrodes for various NaCl concentrations.
ure 2 gives the results for two concentrations:~1! —
2M NaCl and~2! — 0.2 M NaCl.

The amplitude of the current variation as a function
voltage has a local maximum at 0.9 V. At all the voltag
used, the amplitude of the current variation was larger for
more concentrated solution~2M NaCl! ~Fig. 2a!. The relative
current variation at the maximum point was 3.6% f
2M NaCl and 14% for 0.2M NaCl. Figure 2b gives the rel
tive change in current as a function of the voltage.

Experiments were carried out using aU-shaped cell with
carbon electrodes in order to identify the role of the electro
polarity. The cell was made from a curvedU-shaped poly-
ethylene tube of 4 mm inner diameter and 70 mm leng
with carbon electrodes at the ends. In this setup the sh
acoustic wave was significantly attenuated when it reac
the second electrode. As a result, it was established tha
processes at the anode predominate~when the cathode and
the anode are exposed to the same action!. The amplitude of
the current variation was between five and six times gre
for action on the positive electrode compared with that
the negative electrode.

In order to identify the role of the electrolyte polariza
tion, we carried out experiments to record the change in
electrical conductivity in these systems when an ac volt
of 1 V was applied at frequencies of 100 Hz and 1 kHz.
was shown by the ac measurements, the amplitude of
acoustic pulses used~up to 3.5 MPa! was insufficient to ex-
cite processes causing a change in the electrical conduct
in the bulk of the electrolyte. The current remained const
to within <0.5 %.

To conclude, it has been found that 1! when a weak
shock wave acts on a cell containing an electrolyte, an
crease in electrical conductivity is only observed when a
current is used; 2! after a shock pulse a fairly long time (t
'20 s) is required to restore the electrical conductivity at
cell, and 3! the current variation differs when the positiv
and negative electrodes are exposed to the action. Thes
sults confirm that damage to the electric double layer is
© 1999 American Institute of Physics
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main factor responsible for increasing the current whe
shock wave acts on the cell. The different amplitude of
current variation when the electrodes of different polarity
exposed to the action indicates that the effect depends on
structure of the double layer~particle composition and con
centration, binding energy!.

This effect may be used to develop new methods
shock wave physics and polarography.

The authors are grateful to V. V. Mitrofanov for usef

FIG. 1. Relative variation of the current through the cell under acou
shock as a function of time, the time of impact being indicated by the ar
~a! and as a function of the acoustic wave pressure~b! for a 0.25M NaCl
solution.
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discussions of this work. This work was partially support
by the Russian Fund for Fundamental Research~Grant No.
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FIG. 2. Absolute~a! and relative~b! changes in current as a function of ce
voltage at a pressure of 3.1 MPa for various electrolyte concentrations:1 —
2M and2 — 0.2M NaCl solution.
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Fiber ring laser with locked relaxation oscillations
V. I. Belotitski  and M. P. Petrov

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted September 13, 1998!
Pis’ma Zh. Tekh. Fiz.25, 24–28~January 26, 1999!

An investigation is made of the locking of the relaxation oscillations in a fiber ring laser with an
active medium of phosphorus aluminosilicate glass doped with erbium and ytterbium ions.
It is shown that stable pulse-periodic emission in the 1.5mm range can be achieved at a pulse
repetition frequency between 80 and 160 kHz with a pulse length of 2–3ms. A single-
mode model is used to determine the laser parameters~the pumping rate and the photon lifetime
in the cavity!. © 1999 American Institute of Physics.@S1063-7850~99!02001-7#
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Stable emission of a sequence of micro- and submic
second pulses can be achieved in solid-state lasers by loc
the relaxation oscillations. In studies known to us lo
frequency modulation of the pump radiation has been use
lock the relaxation oscillations in fiber lasers.1–3 Fiber lasers
with modulated pumping near relaxation frequencies h
also exhibited more complex nonlinear behavior~double-
and quadruple-period modulation! as well as a chaotic
response.2 Here we report locking of the relaxation oscilla
tions of a fiber ring laser when pulse-periodic optical rad
tion from a semiconductor laser, whose wavelength lies
the gain band of the activated fiber, was injected into
fiber laser.

The experimental configuration of the fiber ring laser
shown schematically in Fig. 1. The active medium was
single-mode section of 1.5mm optical fiber, whose proper
ties and characteristics were similar to those of the fib
described by Townsendet al.4 The length of the activated
fiber was 3.5 m. The fiber core, made of phosphorus alu
nosilicate glass was doped with erbium and ytterbium io
~erbium doping level around 500 ppm, Er:Yb ion ratio 1:2
NA;0.16). The losses in the fiber were less than 0.16 dB
The additional ytterbium doping allowed us to use a 1064
cw Nd:YAC laser as the pump laser. The average maxim
pump power in the activated fiber was less than 500 mW

This ytterbium–erbium glass fiber ring laser also inc
porated a wave demultiplexer, which combined the sig
radiation and the 1064 nm pump radiation and fed them
the active fiber, a polarization-insensitive magnetooptic i
lator, and a 1:10 coupler, which was used to couple out
fiber laser radiation and couple in the semiconductor la
radiation. The length of the fiber laser corresponded to
intermode beat frequency of 16 MHz. The emission wa
length of the ring laser was 1535 nm and the average m
mum radiation power was less than 30 mW and remai
almost constant both when running under synchronized
laxation oscillations and when free running.

Semiconductor lasers whose wavelength fell within
gain band of the Yb–Er fiber were used to lock the relaxat
oscillations. The average semiconductor laser power cou
into the ring laser was less than 100–500mW. The semicon-
ductor lasers were modulated by rectangular current pu
521063-7850/99/25(1)/2/$15.00
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whose repetition frequency could be varied widely.
The free-running regime was investigated using puls

and cw pumping. When the ring laser shown in Fig. 1 w
pumped by rectangular pulses~pulse length around 2 ms
switchon–switchoff time less than 40ms, pulse repetition
frequency 50 Hz!, damped oscillations were observed, whi
reached a steady state typical of solid-state lasers. The c
acteristic damping time of the transient oscillations depen
on the pump power, and at the pumping rates noted ab
the shortest time observed by us was around 70ms.

Under cw pumping the emission from the cw fiber rin
laser was also cw. The rf spectrum in the relaxation osci
tion range had a clearly defined noise character and the
sition of the maximum depended on the pumping.

When the fiber ring laser was pumped by a 1064 nm

FIG. 1. Schematic of Er:Yb fiber ring laser:1 — pump laser,2 — wave
demultiplexer,3 — silicon photodiode to indicate pump power,4 — Er:Yb
fiber, 5 — optical fiber with end polished at an angle of 10°,6 — micro-
scope objectives for coupling light from fiber to fiber,7 — 1:10 optical
coupler,8 — semiconductor laser used to lock the relaxation oscillatio
9 — optical isolator,10 — germanium photodiode to record output radiatio
from ring laser. The crosses indicate the splicing points and the arr
indicate the directions of propagation of the radiation.
© 1999 American Institute of Physics
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FIG. 2. Oscilloscope trace of radiation from fiber ring las
when the relaxation oscillations are locked by injecting sem
conductor laser radiation into the ring laser.
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signal and radiation from a semiconductor laser pumped
rectangular current pulses was also injected into the fi
laser, the emission from the ring laser changed substant
when the pulse repetition frequency was close to the
quency of the relaxation oscillations and the semicondu
laser wavelength was in the gain band of the fiber laser
particular, the ring laser radiation was of a pulsed-cw nat
~the ratio of the peak power of the pulsed signal to the m
mum signal between pulses was greater than 100, Fig. 2! and
the rf spectrum in the relaxation oscillation range was
longer noise-like.

Stable locking of the relaxation oscillations was o
served in the range of 80–160 kHz with a pulse length l
than 3ms. The optimum pulse length of the semiconduc
laser was half the period of the locking radiation.

It should be noted that the optimum locking frequency
determined by the pump power in this range of relaxat
oscillation frequencies. The frequency of the relaxation
cillations ~and thus the optimum locking frequency! is di-
rectly proportional to the square root of the pump power

These results can be used to determine various pa
eters of this laser if we use a single-mode model descri
by rate equations.5 The model indicates that the decay law
the spike amplitude under free-running with pulsed pump
is given by

mmax5mmax
0 exp~22at/3T1!, ~1!

where mmax is the maximum amplitude of the spikes fo
damped transient oscillations,a is the pump parameter, an
T1 is the relaxation time of the population difference~in our
y
er
lly
-
r

In
e
i-

o

s
r

n
-

m-
d

g

caseT1510 ms). The experimental results from studies
transient pulsations and formula~1! yielded the pump param
etera5100. The same pump power was used to measure
optimum locking frequency of the relaxation oscillations~or
the frequency of the relaxation oscillations!, which corre-
sponded to 111 kHz. In this model, the frequency of the
laxation oscillations is given by

F5~1/2p! A~a21!/T1Tc, ~2!

whereTc is the photon lifetime in the cavity. These results
calculatinga and the experimental data forF yield the pho-
ton lifetime in the cavityTc5231028 s.

To conclude, we have shown that the relaxation osci
tions of an ytterbium–erbium fiber ring laser can be lock
by external pulse-periodic radiation from a semiconduc
laser whose wavelength is close to the free-running wa
length of the fiber laser. This opens up possibilities
achieving stable periodic emission from fiber lasers.

The authors are grateful to E. L. Portno� and G. B.
Venus for supplying the semiconductor lasers.

1O. G. Okhotnikov and J. R. Salcedo, IEEE Photonics Technol. Lett.6, 367
~1994!.

2E. Lacot, F. Stoeckel, and M. Chenevier, Phys. Rev. A49, 3997~1994!.
3S. I. Ionov and R. A. Reeder, Appl. Opt.35, 2580~1996!.
4J. E. Townsend, W. L. Barnes, K. P. Jedrzejewski, and S. G. Gru
Electron. Lett.27, 1958~1991!.

5Ya. I. Khanin,Dynamics of Quantum Oscillators (Quantum Radio Phy
ics) @in Russian#, Sovet-skoe Radio, Moscow~1975!, 496 pp.

Translated by R. M. Durham



TECHNICAL PHYSICS LETTERS VOLUME 25, NUMBER 1 JANUARY 1999
Gallium telluride heterojunctions
V. N. Katerinchuk and M. Z. Kovalyuk
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The photoelectric properties of In2O3– GaTe and GaTe–InSe heterojunctions were investigated.
Their characteristics were described using a diffusion model of the heterojunction. Some
deviation of the characteristics from ideal was observed for In2O3– GaTe heterojunctions as a
result of the presence of a thin dielectric layer at the heteroboundary. Qualitative energy
band diagrams were constructed for the heterojunction and their photosensitivity was determined
in the range 0.33–1.0mm. © 1999 American Institute of Physics.@S1063-7850~99!02101-1#
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Gallium telluride belongs to the group of layered III–
semiconductors and differs from most of the other co
pounds in this group in that single crystals can be obtai
with relatively low resistivities. As a result of this propert
it is possible to fabricate heterojunctions with negligible s
ries resistance.

Here we study the photoelectric characteristics of t
types of GaTe heterojunctions:n1-In2O3–p-GaTe fabri-
cated by pyrolysis of chemical solutions deposited on hea
gallium telluride substrates to produce indium oxide,1 and
p-GaTe–n-InSe fabricated by fitting suitable semicondu
tors onto an optical contact.2 An analysis of the literature3,4

reveals that attempts have been made to develop similar
erojunctions, but in these studies attention was primarily
cused on studying the spectral characteristics of the het
junctions rather than their diode properties.

1. n1-In2O3–p-GaTe. Plane-parallel gallium tellurid
substrates measuring 53530.2 mm were prepared from
single-crystal ingots. No additional treatment was applied
the surface of the substrates, since this was already spec
An oxide film ;0.1mm thick was formed by pulverizing an
alcohol solution of indium chloride on the GaTe substra
heated to 400 °C. Indium was used for the contacts to
fabricated structure. The majority carrier concentrations
the p-GaTe andn1-In2O3 , determined from measuremen
of the Hall effect, were 1016 and 1020cm23, respectively. For
the investigations we selected heterojunctions having
highest idle voltages,;0.3 V, on exposure to;100 mW/
cm2 light.

2. p-GaTe–n-InSe. Unlike the previous heterojunctio
here the gallium telluride plays the role of the front-faci
semiconductor. Since the majority carrier concentration
n-InSe is;1014cm23, GaTe satisfies the requirements im
posed on a front-facing semiconductor:5 it does not impede
the propagation of photons of lower energy than its band
and it results in the formation of ap–n junction predomi-
nantly in the substrate, where the photogenerated carrier
absorbed and separated. Since contact between the sem
ductors and the natural surfaces takes place in air at r
temperature, the formation of an intermediate layer at
heteroboundary is almost eliminated.
541063-7850/99/25(1)/2/$15.00
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RESULTS AND DISCUSSION

An investigation of the forward branches of the curren
voltage characteristics of In2O3– GaTe heterojunctions re
vealed that, when plotted in semilogarithmic coordinat
their slope differs for different samples, i.e., the diode co
ficient of the current–voltage characteristic may vary b
tween 1.3 and 1.5. Figure 1 shows the current–voltage c
acteristics for two different forward-biased heterojunctio
~curves1 and 2!. The similar slope of the characteristic
most likely attributable to the influence of an intermedia
dielectric layer6 formed as a result of oxidation of the sub
strate prior to deposition of the In2O3 .

It is difficult to avoid the formation of oxide, since it wa
observed that when GaTe substrates are heated, they
rapidly acquire a bright golden color. Intentional oxidation
the GaTe improves the diode coefficient but causes so
deterioration in the photoelectric parameters of the hete
junction. Figure 1 also shows the forward branch of t
current–voltage characteristic of a GaTe–InSe heteroju
tion ~curve 3! for which the slope is close to unity at 1.07
Temperature measurements in the range 210–300 K indi
that the diode coefficient remains the same. Thus, value
the diode coefficient close to unity indicate first, that t
p–n junctions are of high quality and second, that t
mechanism for carrier transport across the barriers of th
heterojunctions is determined by diffusion.

If we bear in mind that the band gaps of InSe, GaTe, a
In2O3 are 1.2, 1.7, and 3.7 eV, respectively,7 these values
should be reflected in the spectral photosensitivity of
heterojunctions. Figure 2 gives spectra of the relative qu
tum efficiency of these heterojunctions. These have the fo
of bands bounded on both sides and corresponding to
absorption of photons in the appropriate semiconductors
characteristic feature is that the quantum efficiency increa
with increasing photon energy.

Figure 3 shows qualitative energy band diagrams for
heterojunctions, which were constructed using data on
physical parameters of the semiconductors,7 the majority car-
rier concentrations, and the band bending values.
capacitance–voltage characteristics were investigated in
der to determine the diffusion potentialw0 at the heterojunc-
© 1999 American Institute of Physics
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tions. A method8 whereby the capacitive cutoff voltage o
the frequency dependentC2–U plots was approximated b
the value at zero frequency was used to obtain an accu
determination ofw0 . The value ofw0 was 0.3 and 0.25 eV
for the first and second heterojunctions, respectively. It
be seen from these diagrams that the forward current thro
the p–n junction is determined in one case by the electro
~a! and in the other by the holes~b!.

FIG. 1. Forward branches of the current–voltage characteristic
In2O3– GaTe~curves1 and2! and GaTe–InSe heterojunctions~curve3! at
room temperature.

FIG. 2. Spectral dependence of the relative quantum efficiency
In2O3– GaTe~a! and GaTe–InSe~b! heterojunctions atT5295 K.
te

n
gh
s

Thus, these investigations have shown that the het
junctions exhibit good diode properties with reproducib
characteristics and photosensitivity in the wavelength ra
0.33–1.0mm. An important factor for In2O3– GaTe hetero-
junctions is that the intermediate oxide layer influences
photoelectric parameters. Because these heterojunction
easy to fabricate, they can be used as the basis for inex
sive photodetector devices.
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FIG. 3. Band diagrams of a In2O3– GaTe heterojunction with a thin dielec
tric ~a! and GaTe–InSe~b! under equilibrium conditions; all the values ar
given in electronvolts.
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Fractal characteristics of the deformation surfaces of a composite material and their
correlation with the structure
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An investigation was made of the deformation relief formed at the surface of a solid under active
deformation, and its fractal properties were determined. A correlation was established
between the fractal dimension of the surface profile and the parameters of the fine crystalline
structure of the material. ©1999 American Institute of Physics.@S1063-7850~99!02201-6#
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It is known that when materials undergo deformation
deformation relief appears on the surface which is the re
of changes taking place at different structural levels,1 and
which may be characterized by its fractal dimension.2 A
promising method of studying the fractal properties of def
mation surfaces is to measure the fractal dimension usin
scanning electron microscope.3 However, no unambiguou
data are available on the correlation between the fractal p
erties of this type of relief and the changes in the inter
structure of the material.

Here we propose to study the fractal characteristics
the surface of a deformed solid alloy and to establish
correlation between the parameters of its fine crystal
structure and the deformation relief formed on the surfac

For the investigations we used a solid alloy contain
tungsten carbide in an iron manganese steel matrix.
technology used to fabricate the solid alloy was describe
Ref. 4. Samples of the solid alloy in the form of 434
35.5 mm parallelepipeds were compressed using
Instron-1185 machine at a rate of 0.05 mm/s. The sam
were compressed in 250 MPa steps and after each step
load was removed and the side surface was examined.

The crystal structure was studied by x-ray structu
analysis using a DRON-UM1 x-ray diffractometer with fi
tered iron radiation. The relief on the deformed surface w
analyzed using an RE´ M-200 scanning electron microscop
with an accelerating voltage of 30 kV. The fractal dimensi
of the secondary electron signal emitted by the surface of
object was determined. For these investigations image
sections of the surface were recorded as a 5123512 array of
points with a brightness gradation of 0–255. The experim
tally determined plots of the surface profile ‘‘roughnes
Ln(L/L0) as a function of the number of scale sectionsN are
inverse sigmoid dependences~a so-called fractal graph!,
where L is the length of the broken profile andL0 is the
length of its projection.

A least-squares method was used to determine the s
of the linear sectionuau of the fractal graph constructed fo
each line of the image. The fractal dimension was calcula
from the relationD511uau by averaging over all lines
Two methods of calculating the fractal dimension were u
to analyze the relief of the deformed surface: measuring
561063-7850/99/25(1)/2/$15.00
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fractal dimension of the surface as a whole (D f) and mea-
suring the fractal dimension at different scale levels (Dm). In
this case, the measurements were made using two mag
cations of the scanning electron microscope,3250 and
35000, which corresponded to frame sizes of the scan
surface of 4003400mm and 20320mm, respectively. In
the first case, an image of the entire surface was obtaine
systematically moving the array, whereas in the second c
the image was obtained at the center of the 4003400mm
frame section.

Metallographic investigations showed that after the a
pearance of residual plastic deformation, the surface of
material exhibited a deformation relief in the form of loca
ized strain bands. These were oriented in two directions
were positioned at an angle of 45° to the axis of loading

The main contribution to the plasticity of a composi
material is made by the binder phase and thus changes in
internal structure during the deformation process were o
analyzed for the binder, and it was assumed that the tung
carbide does not undergo deformation. This assumptio
justified, since the x-ray diffraction peaks for tungsten c
bide showed no significant changes.

The regions of coherent scattering and the microstres
(«) were determined from the~111! and ~222! peaks of the
binder phase. The most accurate description of the x-ray
profiles was obtained by approximating these by a Cau
function. Measurements of the coherent scattering regi
and microstresses during deformation of the solid al
showed that as the residual strain increases, the size o
coherent scattering regions decreases because of the fo
tion of a fine-crystalline structure in the binder phase of
composite, while the microstresses decrease during the p
tic deformation process.

Figure 1 gives the fractal dimension as a function of t
coherent scattering regions and the microstresses. An
crease in the size of the coherent scattering regions lead
an increase in the fractal dimension. It should be noted
the changes in the fractal dimension on the scale level
responding to the 20320mm frame size are considerabl
greater than those for the lower magnification. Moreov
when the values are extrapolated to large regions of cohe
scattering and strong microstresses, the curves intersect
© 1999 American Institute of Physics
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in the initial state~without residual strain!, the fractal dimen-
sions on different structural levels are the same.

Figure 2a gives the fractal dimensionsDm as a function
of the residual strain. It can be seen that the values ofDm

decrease on both scale levels and the dependences are
rately approximated by a linear function. The values of
fractal dimension show a larger variation on the lower sc
level, for the 20320mm frame size. When the linear plot
are extrapolated to the undeformed state they inters
which suggests that in an undeformed material the value
the fractal dimensionDm are the same at different structur
levels.

Measurements of the fractal dimension (D f) of the struc-
ture as a whole showed that this increases as the strain
increases and as the density (r) of the localized strain band
increases~Fig. 2b!. Moreover, the variation with increasin
residual strain is greater than the variation in the density

FIG. 1. Variation of the fractal dimensionD as a function of the coheren
scattering regions~a! and microstresses~b! measured at different scale lev
els during deformation of a solid alloy.
ccu-
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the localized strain bands, and the best fit to the experime
values is a quadratic polynomial.

To conclude, these investigations have shown that th
is a one-to-one correlation between the relief formed o
surface and its fractal dimension. The fractal characteris
of the relief are related to the microstructural parameters
have a linear functional dependence on the microstruct
parameters of the binder phase, i.e., the regions of cohe
scattering and the microstresses, which differs at differ
scale levels.

1V. E. Panin, Izv. Vyssh. Uchebn. Zaved. Fiz. No. 1, 7~1998!.
2J. Feder,Fractals ~Plenum Press, New York, 1988; Mir, Moscow, 199
260 pp.!.

3P. V. Korolev and S. N. Kul’kov, Perspekt. Mater. No. 3, 21~1997!.
4I. N. Sevost’yanova, S. F. Gnyusova, and S. N. Kul’kov, Izv. Vyss
Uchebn. Zaved. Ser. Chern. Metall. No. 2, 21~1996!.

Translated by R. M. Durham

FIG. 2. Variation of the fractal dimensionDm as a function of the residua
strain ~a! and variation of the fractal dimensionD f as a function of the
density of localized strain bands~b!.
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Negative differential resistance of a tunnel diode induced by an external microwave
signal
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An experimentally observed effect is described in which a section of negative differential
resistance appears on the current–voltage characteristic of a tunnel diode exposed to an external
microwave signal when the diode bias voltage in the absence of the microwave signal is
substantially below the peak value. The measurements were made for signal frequencies in the
range 25–140 GHz. ©1999 American Institute of Physics.@S1063-7850~99!02301-0#
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It has been established that when a voltage above a
tain ~peak! value is applied to a tunnel diode, a section
negative differential resistance appears on its curre
voltage characteristic. It has been shown1 that the N-shaped
current–voltage characteristic of a tunnel diode disappe
when a high-power external microwave signal acts on
diode. This effect is caused by heating of carriers and by
influence of the direct component of the current through
diode produced by the detection effect.2

In Ref. 2 we did not investigate the influence of a m
crowave signal on the characteristics of a tunnel diode w
the applied external bias is below the level at which
N-shaped current–voltage characteristic appears. Note
for this range of bias voltages the current–voltage charac
istic of the tunnel diode is close to linear, and it is therefo
not cleara priori whether action on a tunnel diode bias
within the linear section of the current–voltage characteri
can result in a descending section. However, the resul1,2

suggest that the action of a microwave signal can subs
tially influence the behavior of the current–voltage char
teristic, particularly as a result of the thermoelectric power
the hot carriers and the appearance of a microwave si
detection effect.

Experimental investigations were carried out to study
specific influence of an external microwave signal on
current–voltage characteristic. A tunnel diode or seve
series-connected 1I308 diodes were inserted using holde
a section of short-circuited waveguide of 7.233.4 mm cross
581063-7850/99/25(1)/2/$15.00
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section. The frequency of the radiation was 38 GHz. Usin
waveguide construction and an external filter eliminated a
possibility of conditions being established for signal gene
tion by the tunnel diode, whose natural generation freque
was 1–2 GHz. The current–voltage characteristic of
tunnel diode was determined using a cathode-ray curve tr
with a sweep frequency of 10 kHz. As has been noted,
range of variation of the applied bias voltages in the abse
of a microwave signal fell within the linear section of th
current–voltage characteristic.

Figure 1 gives experimental results obtained by meas
ing the current–voltage characteristics of a tunnel diode
various currents through the diode without~curves1! and
with external microwave power being applied~curves 2!.
When the currents through the diode were less than half
peak currentI n , which was 22.6 mA for this particular di
ode, no descending section appeared on the current–vo
characteristic for any applied microwave power up to t
maximum of 1.6 W used in these experiments. In this ca
the current–voltage characteristic of the diode ‘‘shifted’’ t
ward higher positive voltages as the external microwave
nal power increased~Fig. 1a!.

For currentsI through the diode in the rangeI n/2,I
,I n , when an external microwave signal was applied a s
tion of negative differential resistance appeared on
current–voltage characteristic above certain power lev
and as the current through the diode increased, the desc
ing section appeared at lower microwave powers~b —
de
ve
e

FIG. 1. Current–voltage characteristics of a tunnel dio
for various currents through the diode without a microwa
signal ~curves1! and with an applied external microwav
signal ~curves2! at various powers~a — 1600 mW, b —
300 mW, and c — 2 mW!.
© 1999 American Institute of Physics
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300 mW, c — 2 mW!. As the applied microwave power in
creased, the section of negative differential resistance di
peared and above a certain microwave power~in this case
1.2 W!, the current–voltage characteristic of the tunnel dio
again became almost linear~Fig. 2! for any initial current
through the diode.

For chains of two or three series-connected tunnel
odes, whose current–voltage characteristic in the absenc
a microwave signal contains two or three descending s
tions, respectively, the action of an external microwave s
nal also resulted in the appearance of descending section
sweeping over the linear section of the characteristic. It w

FIG. 2. Current–voltage characteristics of a tunnel diode at various po
of the external microwave signal:1 — 0 mW, 2 — 2 mW, 3 — 200 mW,
and4 — 1200 mW.
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established experimentally that as the external microw
signal power increased, the current–voltage characteristi
a chain of series-connected tunnel diodes initially show
sections of negative differential resistance whose order
number depended on the ratio of the dc resistances of
diodes and the current through the diodes in the absenc
the microwave signal. Then the descending sections gra
ally disappeared, beginning with the one at high voltag
and the characteristic became close to linear.

The appearance of a section of negative differential
sistance on the current–voltage characteristic of tunnel
odes exposed to microwave action and with an applied b
below the peak voltage has been confirmed experimental
signal frequencies between 25 and 140 GHz.

To conclude, it has been shown that when tunnel dio
forward-biased to voltages below the peak are expose
microwave radiation, their current–voltage characterist
which are almost linear in the absence of the microwa
signal, may exhibit sections of negative differential res
tance.

1D. A. Usanov, B. N. Korotin, V. E. Orlov, and A. V. Skripal’, Pis’ma Zh
Tekh. Fiz.16~8!, 50 ~1990! @Sov. Tech. Phys. Lett.16, 303 ~1990!#.

2D. A. Usanov, A. V. Skripal’, B. N. Korotin, and V. E. Orlov, Pis’ma Zh
Tekh. Fiz.19~7!, 81 ~1993! @Tech. Phys. Lett.19, 220 ~1993!#.

Translated by R. M. Durham
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Nonequilibrium effects accompanying condensation at a black sphere
M. Yu. Plotnikov and A. K. Rebrov
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A Monte Carlo simulation is used to make a detailed analysis of the nonequilibrium zone formed
near the surface of a condensing sphere. Significant directional anisotropy of the temperature
was observed. It was established that the nonequilibrium near an absolutely black sphere is
responsible for the difference between the calculated values of the specific mass flow in
comparison with the published data obtained assuming little difference between the vapor state at
infinity and temperature saturation conditions at the surface of the sphere. ©1999
American Institute of Physics.@S1063-7850~99!02401-5#
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Condensation–evaporation processes at the surface
droplet have been studied over the last few decades bec
of their important applications and interest in nonequilibriu
vapor states at the surface. Although condensation mo
have been constructed for small differences between the
por state at infinity and conditions of surface temperat
saturation,1,2 the structure of the Knudsen layer has be
very little studied even for these conditions.

Here we report results of a direct statistical modeling
condensation at the surface of an absolutely black sph
i.e., in the limiting case when the temperature of the drop
surface can be taken to be zero and the departure from e
librium is thus maximized. Conditions close to condensat
at an absolutely black sphere occur when severely co
droplets enter a gas which condenses onto their surface
condensation coefficients close to unity.

The authors only know of one study dealing with co
densation at an absolutely black sphere~the problem of an
ideal sink!.3 The results of this study can be used to ass
the general behavior of the macroscopic parameters, w
are qualitatively consistent with the results of solving t
Navier–Stokes equations.

The method of direct statistical modeling,4 which has no
constraints on the form of the boundary conditions, can yi
data on the evolution of the molecular velocity distributi
function when vapor flows onto a sphere at any point.
give a clear representation of the flow structure, we us
definition of the temperatures in terms of the coordinates
the dimensionless flow velocity in Mach number form.

Let us assume that the sphere has radiusr 0 and the tem-
perature and gas density at infinity (T` ,n`) are given. The
condensation process is a function of the parametersT` ,n` ,
and the Knudsen number Kn5 l /r 0 . Here l is the mean free
path of the molecules at infinity:l 51/(A2n`s), wheres is
the collision cross section for the vapor molecules.

In the calculation scheme used for the direct statist
modeling a sphere of radiusr 0 was surrounded by a spheric
shell of radiusR0 , which was set at the largest value possib
when a Pentium computer was used for the calculations
the range of Knudsen numbers between` and 0.01, the cal-
culations included up to 53105 molecules for a hard-spher
601063-7850/99/25(1)/2/$15.00
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interaction potential. This allowed us to make a detai
analysis of the flow structure for a particular Knudsen nu
ber with the parameters for the outer shell differing on
slightly from those at infinity. For a given uniform distribu
tion of the parameters in the spherical layer, condensa
was ‘‘initiated’’ at the surface of the sphere and steady-st
flow developed in the course of the modeling. This stea
state flow was then used as the basis to calculate the req
flow macroparameters.

Figure 1a shows a typical distribution of the paramet
at a condensing sphere for transition regimes for the case
5 0.1. Here and subsequently, the temperaturesTi ,T' , and
T5(Ti12T')/3 ~i.e., the temperatures parallel and perpe
dicular to the radius, and the total temperature! are given
relative to that at infinity. The Mach number was determin
using the total temperatureT, including that in the vicinity of
the condensing sphere, where this definition can be con
ered to be arbitrary but permissible for a qualitative sink-ty
of flow acceleration characteristic.

The drop in temperatureT near the sphere presents n
problems, since this reflects the acceleration of the flow
the transfer of heat to the sphere (Ts50). The drop in the
temperatureTi requires no qualitative explanation. The in
crease in the temperatureT' above that at infinity was char
acteristic and unexpected. This effect cannot be treated
laterally as nonequilibrium. It is caused by a flow of gas
an object of bounded dimensions comparable to the m
free path, when the energy of directional motion in a selec
tube of flow is transferred not only to the object but also
its surrounding gas sheath outside the tube of flow. The
expected increase in the total temperature above that a
finity should also be noted. This effect is clearly impossib
in the one-dimensional case of condensation at a planar
face. This effect does not occur even for condensation o
sphere with Kn5 0.01 ~Fig. 1b!.

Figure 1c shows the distribution of the parameters
the case Kn5 1. The qualitative temperature behavior d
fers little from the preceding case. We merely note a sign
cant reduction in the size of the nonequilibrium zone~in
mean free path lengths! compared with Figs. 1a and 1b. Ad
ditional numerical experiments showed that the increase
© 1999 American Institute of Physics
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the total temperature aboveT` has a peak in the range o
Knudsen numbers between 0.1 and 1. As the Knudsen n
ber increases further, this effect becomes less defined, w
can evidently be explained by a reduction in the mass flow
the sphere.

It can be seen from Fig. 1 that as the Knudsen num
decreases from 1 to 0.01, the gas velocity near the sur
becomes supersonic, at any temperature. Without discus
the arbitrary nature of the definition of the Mach numb
near the surface, we note that the translational nonequ

FIG. 1. Temperature distribution for different directions and Mach num
for Kn 5 0.1 ~a!, Kn 5 0.001~b!, and Kn5 1 ~c!.
m-
ch
o

er
ce
ing
r
b-

rium becomes appreciable at relatively low subsonic vel
ity, i.e., in the range of Knudsen numbers greater than 0
substantial acceleration of the flow is observed in the n
equilibrium region.

This evolution of the zone of strong nonequilibrium
the Knudsen number increases from 0.01 to 1 is consis
with the dependence of the relative specific mass flowJ/J`

on the Knudsen number plotted in Fig. 2. HereJ`

51/4n`V` is the specific mass flow to the surface wh
Kn→`, V`5A8RT` /p, and R is the gas constant. Thes
data indicate in particular that the maximum variation in t
flow rate corresponds to a zone of substantial flow rearran
ment where the thermal energy of the gas is slightly hig
than the thermal energy at infinity, an effect familiar fro
studies of the shock wave structure in a gas. Existing c
densation models1,2 give underestimates ofJ/J` for conden-
sation conditions at an absolutely black sphere.

This investigation has shown that substantial depart
from equilibrium exists near an absolutely black sphe
causing the values ofJ/J` to differ from those1,2 obtained
assuming that the vapor state at infinity differs little from t
conditions of temperature saturation at the surface of an
sorbing sphere.

1K. Yamamoto and T. Nishitani, inProceedings of the 14th Internationa
Symposium on Rarefied Gas Dynamics, 1984, Vol. II, edited by H. Ogu-
chi, pp. 893–900.

2G. F. Humber and U. M. Tituluaer, inProceedings of the 17th Interna
tional Symposium on Rarefied Gas Dynamics, 1990, edited by E. Beilich,
pp. 1266–1273.

3V. N. Gusev and A. V. Zhbakova, Izv. Akad. Nauk SSSR. Ser. Me
Zhidk. Gaza No. 3, 109~1968!.

4G. A. Bird, Molecular Gas Dynamics and the Direct Simulation of G
Flows ~Clarendon Press, Oxford, 1994!, 458 p.

Translated by R. M. Durham
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FIG. 2. Relative specific mass flowJ/J` as a function of Knudsen numbe
for data obtained by direct statistical modeling.1,2
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Heterodyne photoelectric signal conversion in periodic transmission lines using Mott
diodes

N. M. Ushakov
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A description is given of a principle for constructing optoelectronic delay lines in optical
information processing systems which can be implemented for various important devices. ©1999
American Institute of Physics.@S1063-7850~99!02501-X#
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A whole range of information processing devices such
various types of delay lines, convolvers, and correlators
quire a delayed microwave signal. In these devices a sig
time delay needs to be introduced either without varying
amplitude spectrum or by varying this spectrum so that
pulse length is reduced~dispersion delay line!. The theory of
linear signal response based on the shift theorem indic
that a time shift or signal delay can be achieved if all
spectral components acquire a corresponding additio
phase shift.1 In planar Mott-diode periodic transmissio
lines, which were first proposed by Ushakovet al.,2 the re-
quired phase shift is implemented automatically and depe
on the central frequency of the microwave signal spectru
Thus, these new devices may form the basis for construc
optoelectronic delay lines for various purposes in optical
formation processing systems.

The present paper describes more general laws gov
ing the heterodyne photoelectric excitation and delay of
crowave signals in Mott-diode planar periodic transmiss
lines.

A method of heterodyne detection of signals by a ph
todetector, based on quadratic conversion of the radia
field, is widely used in optical interferometry and spectr
scopy,3 and also in optical information processing system4

This method is also of interest for the photoelectric exc
tion of microwave signals in periodic transmission lines b
cause of the independent control of the interacting opt
fields. This will be explained through an example. Assu
that there are two interacting optical signals written in t
scalar formE1(r ,t)5E01(r )exp(jvt) and E2(r ,t)5E02(r )
3exp(j(v6DV)t1f(r)) with frequenciesv andv6DV. As
a result of their summation at the photosensitive area of
photodiode array, a response appears in the electrical ci
in the form of the ‘‘useful’’ photocurrent component:

İ ph~r ,V0 ,t !52~h~V0!q/hn!E1* E2~r ,t !exp~ j DVt1f~r !!,
~1!

whereE1* andE2(r ,t) are the complex-conjugate amplitud
of the interacting optical fields,f(r ) is the phase difference
of the complex amplitudes,h(V0) is the quantum efficiency
of photoelectric conversion,q is the electron charge,V0 is
the photodiode displacement voltage,h is Planck’s constant
andn5v/2p is the optical signal frequency.
621063-7850/99/25(1)/3/$15.00
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Relation~1! indicates that the photoresponse of the ph
todiode array in the heterodyne detection regime can be c
trolled using three independent parametersE1(r ,t), E2(r ,t),
andf(r ) which characterize the interacting optical fields.

It is well known that periodic transmission lines, per
odic waveguiding systems, and delay lines are essentially
same devices, designed to delay the signal in time and
vide a frequency-dependent phase shift.5 In the quasistatic
approximation, when the signal wavelength is much grea
than the characteristic dimensions of the transmission l
these new Mott-diode optoelectronic periodic transmiss
lines can be represented as multilink chains of identical q
drupoles. Each link of the chain is then an active quadrup
such as a low-pass filter~Fig. 1a! or a high-pass filter~Fig.
1b!. Figure 1c shows the equivalent circuit of two oppos
Mott diodes in the form of a planar multielement period
Mott-barrier structure of the interdigital or anti-spiral type6

Assuming that the active quadrupole can be replaced b
passive quadrupole with additional external sources in
primary and secondary circuits whose electromotive for
are equal to the voltages at the open terminals of the ac
quadrupole,7 the equivalent circuit in Fig. 1c can be simpl
fied. In the equivalent circuits shown in these figures
following notation is introduced:ẊL5ĠL

215 j VL is the in-
ductive reactance andĠc5Ẋc

215 j VC is the capacitive sus
ceptance. SinceĠ05 İ ph/V0 , the expression for the suscep
tanceĠ0 with allowance for formula~1! has the form

Ġ052~hq/V0hn!E1* E2~r ,t !exp~ j DVt1f~r !!. ~2!

In the theory ofO-type vacuum microwave devices, a phys
cal concept such as the radiation resistance or conductan
widely used, characterizing the efficiency of excitation of t
signal in the delay line as a result of interaction between
electron beam and the field of the slowed electromagn
wave. By analogy, it is suggested that the susceptanceĠ0

given by formula~2! should also be called the radiation co
ductance of the optoelectronic interaction.

We study the general case in which a mixed optical s
nal is supplied to each component of the delay line in
modulation bandDV with the phase shiftf(r ), which is
equal to the phase shift of the microwave signal per unit c
of the delay lineC0(V). As a result of homodyne detectio
© 1999 American Institute of Physics
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of the optical signal in the Mott-barrier structure, a micr
wave signal is excited within this band and propagates in
delay line as a traveling wave. At each unit cell in the tra
mission line, this signal acquires the phase shiftC0(V)
5Vt tr1u0(V), whereVt tr is the phase shift caused by th
finite transit time for the majority carriers of the interdigit
gap in the Mott-barrier structure (t tr is the transit time! and
u0(V) is the phase shift per unit cell in the delay line. T
dispersion relation for a lossless low-pass~high-pass! filter
has the form

u052 arcsin~V/V0!m, ~3!

wherem51 for a low-pass filter andm521 for a high-pass
filter. Then, knowing thatVt tr52.4 and arcsin(x)'x for the
phase shiftsf 5V/2p<0.4f 0 ~low-pass filter! or f >2.5f 0

for a high-pass filter, we obtain the approximate spa
phase-matching condition:

f~r !5C0~V!52.412~V/V0!m. ~4!

The delay timetd of the microwave signal in the delay lin
with allowance for Eq.~4! is given as

td5Np/vph5NC0~V!/V, ~5!

whereN is the number of unit cells in the delay line,vph is
the phase velocity of the microwave signal in the delay li
andp is the length of a unit cell of this system.

Figures 2a and 2b give the time delay for a delay l
cutoff frequency of 6 GHz in the frequency rangef 5V/2p
<2.4 GHz for the low-pass filter andf 5V/2p>15 GHz for
a high-pass filter, plotted as a function of the reduced
quencya5V/V0 . These time delays indicate that optoele
tronic delay lines are a good supplement to acoustic de
lines with conventional time delays longer than 1ms. Unlike
Ref. 2, where the photoelectric conversion process ta
place in series from one cell to another in the delay line
our case this process takes place in parallel, which enha
the controllability of the homodyne photoelectric conversi
process in the delay line. By varying the spatial coordina
of the optical signal using an electromechanical scanner~for
example, using a bimorphic mirror!, it is possible to control
the time delay of the microwave signal in the delay line.
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To conclude, the proposed principle for phase match
between the optical signal and the microwave signal exc
in the delay line can be applied to various important opti
information processing devices where a controllable sig
time delay is required.

1F. T. S. Yu,Introduction to Diffraction, Information Processing, and Ho
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Instrument Manufacture, APE´ P-92, Novosibirsk, Russia, 1992, Vol. 6@in
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3V. V. Protopopov and N. D. Ustinov,Laser Heterodyning@in Russian#,
Moscow ~1985!, 288 pp.

4T. M. Terpin, Proc. IEEE69, 92 ~1981!.
5Sh. Élashi, IEEE64 ~1976!.
6N. M. Ushakov and V. I. Petrosyan, Pis’ma Zh. Tekh. Fiz.22~14!, 60
~1996! @Tech. Phys. Lett.22, 582 ~1996!#.

7L. R. Ne�man and K. S. Demirchyan,Theoretical Principles of Electrical
Engineering, 2 Vols. @in Russian# ~1967!, Ch. 1, 522 pp.
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Enhancement of the efficiency of i –n -GaN light-emitting diodes by electrochemical
etching

V. G. Sidorov, A. G. Drizhuk, M. D. Shagalov, D. V. Sidorov, and A. S. Usikov

Vologda Polytechnic Institute
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An investigation was made of the electrochemical etching ofi –n-GaN light-emitting diode
structures in aqueous solutions of KOH and NaOH to remove parasitic low-resistivity layers and
inclusions in the structures which shunt the active current flow channels through the
structures and lower the electroluminescence intensity. The electroluminescence intensity of the
structures increased by two or three orders of magnitude during the etching process.
© 1999 American Institute of Physics.@S1063-7850~99!02601-4#
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Etching of semiconductor materials and device str
tures is used at all stages of the fabrication of semicondu
devices. One of the most important operations is known
~post-etching!, i.e., etching the finished device structures b
fore protective coatings are applied or before hermetic s
ing. The aim of this operation is to remove any contamina
from the surface of the structure and to reduce and stab
the surface recombination velocity, which reduces the le
age currents and enhances the efficiency and operating
bility of the fabricated devices. Aqueous solutions of aci
alkalis, or salts are used most frequently as etchants.
methods used are chemical or electrochemical etching.

Unlike many other semiconductors, gallium nitride h
an extremely high chemical stability. It barely dissolves
acids or alkalis even at high temperatures. Gallium nitr
can only be etched using melts of alkalis and various sa1

However, this type of etching damages any masking coa
as well as the substrate, and is not suitable for GaN lay
and structures. At present, no efficient aqueous etchants
erating at room temperature are available for GaN. Thus,
etching methods2 are mainly used to produce the requir
geometric relief in GaN structures during the fabrication
devices.

The search for possible treatments of GaN crystals us
aqueous etchants is currently being intensively pursued3–10

As yet, perhaps the only method of achieving fairly rap
dissolution of GaN at room temperature is electrochem
etching in dilute alkalis.1,7,8Photochemical etching of GaN i
also carried out using dilute alkalis and at room temperat
but under intensive illumination by natural light.3,6 The
mechanism for GaN dissolution in this method of etching
broadly similar to electrochemical etching. The only diffe
ence is that the free carriers involved in the etching proc
are not supplied to the surface of the sample being etche
an electric field but are generated near the surface by na
light. Photoelectrochemical etching9 combines both these
methods.

In electrochemical etching GaN dissolves selective
with the highest rate at sites where the largest currents fl
i.e., in regions of the crystal possessing the most defects
651063-7850/99/25(1)/2/$15.00
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highest conductivity. Thus, electrochemical etching can
used to identify electrical and structural inhomogeneities
epitaxial layers and GaN structures. Moreover, this meth
of etching can be used to enhance the electroluminesc
efficiency ofi –n-GaN light-emitting diode structures, whic
is the subject of the present Letter.

Emitting M –i –n-GaN structures are a type of metal
insulator–semiconductor structure. The dielectric region
the structure is fabricated as a semi-insulatingi-layer made
of heavily compensated GaN. The compensating impurity
selected so that it is also an efficient radiating center.

The electroluminescence of thei –n structure is excited
in the i-layer. The excitation mechanism involves the acc
eration of majority and nonequilibrium carriers in the stro
electric field of thei-layer to energies sufficient for ioniza
tion or impact excitation of luminescence centers. Noneq
librium carriers appear in thei-layer as a result of tunneling
or impact ionization of impurities or atoms of the GaN cry
tal. In this case, the simplest method of enhancing the e
troluminescence efficiency is to increase the concentratio
‘‘hot’’ carriers by increasing the electric field strength in th
i-layer. However, this is impeded by the fundamental inh
mogeneity of GaN epitaxial layers.

Epitaxial GaN layers typically grow as closely inte
grown unidirectional blocks. Since the crystal has this blo
property, impurities and structural defects are distribu
nonuniformly over the surface and over the layer thickne
The distribution of these inhomogeneities correlates clos
with the distribution of the spectral characteristics and
luminescence intensity over the sample.7 Nonuniform doping
of the i-layer gives rise to low-resistivity microinclusion
during growth, including penetrating conducting channe
These inclusions shunt thei-layer, reducing the electrolumi
nescence efficiency. This efficiency would obviously be e
hanced if the conducting inclusions in thei-layer could be
removed in some way.

Emitting i –n-GaN structures, oriented in the~11–20!
plane, were grown on~10–12! sapphire substrates by vapo
phase epitaxy using a chloride–hydride system. First a lo
resistivity undopedn-GaN layer was grown at 1050 °C
© 1999 American Institute of Physics
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Then, a high-resistivityi-region was grown at 950 °C, con
sisting of two layers to spatially separate the region of stro
field and the region of electroluminescence generation.
inner layer of thei-region was doped with both zinc an
oxygen. The surface layer had a higher resistivity than
GaN~Zn,O! layer and was only doped with zinc. Pale blu
electroluminescence with a maximum at 2.55 eV was exc
in the i-GaN~Zn,O! layer. As a result of the asymmetry of th
structure, electroluminescence was only excited when
voltage at the contact to thei-GaN~Zn! layer was negative.11

The growth conditions fori –n-GaN structures were
such that the final stage of the process always involved
growth of a thin (;0.1mm! highly conductingn-GaN~Zn!
layer on the surface of thei-layer. That is to say, all the
structures grown in this way were in factn–i –n-type struc-
tures. The surface conductingn-GaN~Zn! layer and the low-
resistivity inclusions in thei-layer, which we discussed
above, increase the currents flow and the leakage curren
the structures, shunt thei layer, and reduce the electrolum
nescence efficiency. Moreover, electroluminescence can
be excited in the pulsed mode. At dc current thermal bre
down of the structure usually occurs before the electrolu
nescence threshold is reached.

The i –n-GaN structures were etched electrochemica
using a~0.1–0.2!N aqueous solution of KOH or NaOH a
300 K and current density~0.05–0.1! A/cm2. A positive po-
tential was applied to a contact on the surface of the st
ture, which was protected with a chemically resistant v
nish, and a negative potential applied to the electrolyte.
voltage on the structure was selected with the electrolu
nescence threshold in mind, which was determined un
pulsed excitation and remained constant during the etch
process. The gallium hydroxide formed on the GaN surf
during etching blocks any further dissolution of the GaN.
order to avoid this and to dissolve the gallium hydroxide
small amount of HCl was added to the electrolyte.

Current initially flows mainly through the conductin
n-GaN~Zn! surface layer which dissolves. After this lay
has dissolved, the positive contact potential is shor
through thei-layer to the underlying layer of conducting un
dopedn-GaN and again across thei-layer to the negative
electrolyte potential which has the same polarity as the e
troluminescence excitation in the structure. Most of the c
rent flows through the conducting inclusions in thei-layer.
As these are etched, an increasing fraction of the cur
flows through the high-resistivity active region of thei-layer.
This leads to a gradual rise in electroluminescence~see Fig.
1! whose intensity can be monitored visually or using a p
todetector. The etching process must be stopped when
electroluminescence intensity reaches saturation other
the undopedn-GaN layer beneath thei-layer will dissolve.
This reduces the electroluminescence intensity and sec
of the i-layer also begin to peel off. The total etching tim
before the electroluminescence reaches a maximum
1–3 min. Its intensity increases by two or three orders
magnitude during etching, and thei –n-GaN structures be
come suitable for fabricating light-emitting diodes with a
ceptable parameters for practical purposes.12
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FIG. 1. Intensity of pale blue electroluminescence ofi –n-GaN structure as
a function of etching time. Insets: a, b, c — structure at different stages o
etching: 1 — sapphire substrate,2 — layer of conductingn-GaN, 3 —
active i-GaN~Zn,O! layer, 4 — high-resistivityi-GaN~Zn! layer, 5 — low-
resistivity n-GaN~Zn! inclusions in i-GaN~Zn! layer, 6 — low-resistivity
n-GaN~Zn! layer; the current lines~I! through the structure are shown an
the electroluminescence flux is also shown schematically by the l
marked EL.
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The process of ion sputtering of the tip of a scanning probe microscope is modeled to determine
the conditions for the formation of protrusions at the apex of the tip. It is shown that for
an isotropic sputtering process sharper protrusions form at the apex of a conical tip if the initial
radius of curvature of the tip is not too large and the angular dependence of the sputtering
coefficient has a fairly sharp peak at angles of incidence of 60–70°. ©1999 American Institute
of Physics.@S1063-7850~99!02701-9#
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The problem of modifying and monitoring the tip sha
of scanning probe microscopes~including atomic force, tun-
neling, and friction microscopes! is a vitally important one,
since the increasingly widespread application of a new g
eration of these devices as precision measuring instrum
means that the real shape and atomic structure of the s
tive element, i.e., the tip, must be taken into account. The
shape is most commonly determined using electron trans
sion microscopy.1

Electrochemical etching2–4 or ion sputtering5–7 is used to
modify ~sharpen! the apex part of the tip. For instanc
Vasile et al.5 sputtered wire made of tungsten and a pla
num–iridium alloy using a 0.4mm diameter Ga1 ion beam.
In most cases, the end of the wire facing the beam acqu
a conical shape with an opening angle of 8–10° but in so
cases, flat-ended cylindrical protrusions appeared. The
of curvature of the protrusions were 1–5 nm.

The present study is a continuation of Ref. 8, in whi
we proposed a method of determining the tip shape o
probe microscope by using backscattering spectroscopy.
aim is to study the evolution of the tip shape by modeling
sputtering process and determining the physical conditi
promoting the formation of protrusions. Note that both o
erations~sputtering and shape monitoring! can be carried ou
in the same vacuum chamber by varying the orientation
the beam.8

In order to solve this problem, we consider a homog
neous model of a silicon tip whose initial shape is a para
loid of revolution of heightH and radius of curvatureR at
the apex section. The orientation of the incident beamB
relative to the tip is shown schematically in Fig. 1.

It has been established experimentally that the ang
dependence of the sputtering coefficient has a maximum
angles of incidence of 60–85°~Ref. 9! and thus for the nu-
merical calculations the corresponding functionK(a), where
the anglea is measured from the normal to the surface, w
approximated by
671063-7850/99/25(1)/3/$15.00
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K~a!5K0 FexpS 2
~ uau2a0!2

2s1
2 D u~a02uau!

1expS 2
~ uau2a0!2

2s2
2 D u~ uau2a0!G , ~1!

whereK0 , a0 , s1 , ands2 are the model parameters and

u~x!5H 1, x>0,

0, x,0.

The anglea0 corresponds physically to the maximum of th
angular dependence of the sputtering coefficient and the
rameterss1 and s2 characterize its slope on either side
the maximum.

The approximation~1! can take into account the mai
characteristics of the sputtering coefficient~Fig. 2!: the exis-
tence of a peak, a fairly slow ascending section on the l
and a sharply descending section on the right. The cro
give the experimental values9 of the sputtering coefficient for
Ar1 – SiO2 ~32 keV beam energy!, the model function~1! for
the parametersK053, s150.65 rad, ands250.133 rad, and
the theoretical dependence10 K(a)51/cosa ~dashed curve!
to the left of the peak.

For a homogeneous target the rate of sputtering of
planar boundary in the normal direction is

Dx/Dt5
IK ~a!cos~a!

n
, ~2!

where I is the ion beam intensity andn is the volume con-
centration of target atoms. Assuming thatDx5IDt/n, we
can trace the evolution of the shape of a tip of arbitrary init
shape, by dividing its surface area into a finite number
quasiplane sections. For our calculations we assumed
Dx50.05 nm,H51000 nm, and the initial radii of curvatur
R and the anglesa0 varied.

The results of the modeling for different initial cond
tions are plotted in Figs. 3–5. Curves1–4 correspond to the
© 1999 American Institute of Physics
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initial tip shape after 500, 1000, and 2000 ‘‘sputteri
steps,’’ respectively. The values of the parameterss1 ands2

for all cases are the same as those in Fig. 2.
It can be seen that protrusions only begin to appear at

apex of the tip for anglesa0,80° and are formed earliest fo
smaller values ofR ~compare Figs. 4a and 4b!. The radii of
curvature of the protrusions are approximately an order
magnitude smaller thanR. For a0560° ~Fig. 3! protrusions
are observed for all values ofR between 10 and 100 nm bu
for a0570°, they only appear forR510 and 50 nm, and for
a0580° ~and above! they do not appear at all~Fig. 5!. A
further increase in the sputtering time does not change th
conclusions. Fora0.80° no protrusions are observed ev
for R,10 nm ~these curves are not given!. For s15s2 ,
when the functionK(a) is symmetrical, again no protrusion
appear.

Under longer treatment the side surface of the pro
sions becomes cylindrical and the apex flattens out. In ca
where no protrusions form, the shape of the tip tends
conical with time, with an opening angle close top22a0 .

FIG. 1. Schematic showing ion beam treatment of a probe microscope

FIG. 2. Angular dependence of the sputtering coefficient. Solid curve
model function~1! for a0570°, K053, s1537°, s258°; crosses — ex-
perimental values9 for Ar1 – SiO2 sputtering ~32 keV!; dashed curve —
theoretical dependence 1/cosa ~Ref. 10!.
e

f

se

-
es
o
This is consistent with the theoretical estimates given
Carteret al.11 and with the experimental results reported
Hasuyamaet al.12 who treated a ‘‘thick’’ 100mm diameter
copper wire.

p.

FIG. 3. Evolution of tip shape sputtered by an ion beam for various an
corresponding to the maximum sputtering coefficient, and initial radius
curvature of parabaloid. The curves numbered 1–4 correspond to the i
tip shape after 500, 1000, and 2000 sputtering steps, respectively.

FIG. 4.
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The figures also show that the tip has a rougher surf
for a0560°, whereas for larger angles the surface
smoother. This is because when the maximum of the s
tering coefficient occurs at smaller angles, etching pits fo
more rapidly, since a larger surface area is involved. At
same time, protrusions may be absent for large initial radi
curvature because the sections of the tip for which the an
of incidence of the beam corresponds to the sputtering m
mum are too far apart and thus do not merge during su

FIG. 5.
e
s
t-

e
f
le
i-
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quent treatment. This implies that the initial shape of the
is ‘‘too flat.’’

To sum up, these results show that under certain co
tions, ion sputtering can give rise to protrusions at the a
of probe microscope tips, having a considerably smaller
dius of curvature than the initial surface. Under more p
longed ion beam treatment the protrusions may become
lindrical with a flattened end. This is consistent with th
experimental results4–6,12 and the theory.11 Cylindrical tips
are preferable when the microscope is used to probe a
face relief with vertical walls.
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Trajectory tracin g — a new method of studying the evolution of states of dynamic
systems
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A rapid method of trajectory tracing is proposedand described, which can clearly determine the
points of period doubling bifurcations and provide clear information on the transformation
of the states of a system in phase space. ©1999 American Institute of Physics.
@S1063-7850~99!00301-8#
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Self-organization processes in various nonequilibri
dynamic systems are currently being studied intensively b
from the purely academic perspective of developing a n
paradigm and because of the possibility of developing n
principles for the functioning of complicated technologic
systems.1,2 The evolution of dynamic systems as a functi
of their control parameters is usually studied using numer
characteristics which describe the phase portrait of the
tem as a whole~such as the Hausdorff dimension or th
Lyapunov exponents1,2! or by determining the spectral cha
acteristics of the components.3 These methods have the di
advantage that they require a relatively large amount of c
puter time and the accuracy of the calculations depe
strongly on the initial conditions and the choice of integ
tion step.1–4 Thus, there is an urgent need to develop sim
rapid methods which do not have these disadvantages
can be used to study the evolution of complicated dyna
systems with the necessary accuracy.

Here we propose one such method, which we term
jectory tracing, which can clearly determine the points
period-doubling bifurcations and provide clear informati
on the transformation of the states of a system in ph
space. This method also has the advantages of a simpl
gorithm and high speed. In addition, a method of constru
ing bifurcation diagrams developed earlier for iterati
processes4 is modified here for the case of continuous d
namic processes. In this case, the bifurcation diagram is a
of points corresponding to the extrema of one of the com
nents of the phase space as a function of the control pa
eter. This modified method can be used to determine wi
high degree of accuracy the values of the control parame
for which low-order period-doubling bifurcations occur, an
can also qualitatively trace the scenarios for transition fr
order to chaos.

1. In order to describe the essential features of the t
ing method, we shall consider a phase trajectory
N-dimensional space, which is obtained experimentally
numerically and consists ofM points. The trajectory points
usually ‘‘loop’’ for a certain time before reaching a
attractor.5,6 Thus, we position the origin at a pointM0 which
definitely belongs to the attractor. To be specific, we sh
assume thatM05M /2. We construct an initialN-dimen-
71063-7850/99/25(1)/3/$15.00
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sional vector from the pointM0 to the point M011 and
some other vector, for example, having the coordina
(M011; M012). Let us assume that the spatial angle b
tween these vectors isa. We also determine the anglesaR

between the initial vector and an arbitraryRth vector con-
structed between the points (M01R, M01R11), where
0<R<M0 . We construct the dependence of cosaR on the
length of the tracing section of the phase trajectoryR, which
will be the tracing curve. The cosine of the angle for t
N-dimensional case is then determined by a standard me
using a scalar vector product.7

We bear in mind that a phase portrait is a discrete se
points whose distribution density along the phase traject
is generally nonuniform. Obviously, if the phase portr
points were uniformly distributed, for example, over a circ
the tracing curve would be close to sinusoidal. If the pha
portrait is an ellipse, the phase points are usually m
densely distributed at the sites of maximum curvature. In t
case, depending on the type of ellipse, the tracing curves
be very close to triangular~for a prolate ellipse! or rectangu-
lar ~for an oblate ellipse!. Naturally, doubling of the peaks o
the tracing curves is observed in the presence of per
doubling bifurcations, with higher-order bifurcations gene
ating smaller peaks.

2. We now report the results of comparative calculatio
for the most comprehensively studied attractors, those of
renz and Ro¨ssler, which are described by the following sy
tems of equations:4

a! Lorenz attractor

ẋ5d~y2x!, ẏ5x~r 2z!2y, ż5xy2bz, ~1!

b! Rössler attractor

ẋ52y2z, ẏ5x1ay, ż5b1z~x2m!, ~2!

wherea, b, r , m, andd are the control parameters.
Figures 1 and 2 give the maximum Lyapunov expon

as a function of the control parameter~a!, the evolution of
the tracing curves~b!, and bifurcation diagrams of the
component of the system~c! for Rössler and Lorenz attrac
tors, respectively. The general form of these attractors
© 1999 American Institute of Physics
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8 Tech. Phys. Lett. 25 (1), January 1999 Gorley et al.
shown in the insets. For the Lorenz attractor we selectedr as
the control parameter and for the Ro¨ssler attractor we se
lectedm.

As is well known,4 the Rössler attractor is a fairly stable
ordered system, as is evidenced by the low values of
maximum Lyapunov exponent~Fig. 1a!. As the values of the
control parameter increase, the Lyapunov exponent
creases, indicating that the stability of the system deterior
and a transition then takes place to a chaotic state. The
furcation diagram~Fig. 1c! consists of two almost symmetri
branches and at the initial stage the transition of the sys
from order to chaos takes place via period-doubling bifur
tions of the oscillations, similar to the dynamics of Verhu
populations.4

Disadvantages of the Lyapunov exponents and the Ha
dorff dimension, which are calculated for the phase port
as a whole~i.e., taking into account all the phase variable!,
include their low information content since only the degr
of stability of a system can be assessed from their sign
magnitude. Although the bifurcation diagram posses
greater clarity, it also has some shortcomings. For instanc

FIG. 1. Characteristics of a Ro¨ssler attractor as a function of the contro
parameterm: a — maximum Lyapunov exponent, inset — general form
the attractor; b — evolution of the tracing curve. The dark sections corr
spond to cosaR511 and the light sections correspond to cosaR521. The
length of the tracing section of the phase trajectoryR is plotted on the
ordinate; c — bifurcation diagram of componenty.
e

-
es
bi-

m
-

t

s-
it

or
s

, it

is usually calculated for iterative processes4 or, as in our
case, for a single phase variable and can only be use
determine the first few values~in practice three or at mos
four! of the control parameter for which period-doubling b
furcations of the oscillations take place.

The proposed tracing method yields results which ha
significant advantages over the Lyapunov exponents~like the
Hausdorff dimension! and the bifurcation diagram. It can b
seen from Fig. 1b that the mapping of the evolution of t
tracing curve is clearer not only compared with the fun
tional dependence of the maximum Lyapunov exponent
also compared with the bifurcation diagram. This mapp
can also be used to determine fairly accurately more~or at
least no fewer! values of the control parameter for which th
oscillations undergo period-doubling bifurcations compa
with the bifurcation diagram and most importantly, this ma
ping clearly shows that even in the chaotic state, the sys
contains information on its essential topological featur
This last property is evidenced by the fact that in our p
ticular case of a Ro¨ssler attractor, the topological form of th

FIG. 2. Characteristics of a Lorenz attractor as a function of the con
parameterr : a — maximum Lyapunov exponent, inset — general form
the attractor; b — evolution of the tracing curve. The dark sections cor
spond to cosaR511 and the light sections correspond to cosaR521. The
length of the tracing section of the phase trajectoryR is plotted on the
ordinate; c — bifurcation diagram of componenty.
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9Tech. Phys. Lett. 25 (1), January 1999 Gorley et al.
attractor characteristic of the system exhibits rand
changes~shifting and stretching! in the chaotic region, which
is shown in Fig. 1b by alternating dark and light bands w
a specific period. In other words, the proposed trac
method can clearly demonstrate so-called determini
chaos.5

All the above reasoning, with one exception, can also
applied to a Lorenz attractor~Fig. 2!. Before specifying this
exception, we note that this attractor is substantially m
random than the Ro¨ssler attractor.1,4 This can be seen clearl
from the data plotted in Fig. 2: in the range of control p
rameters being studied, the values of the maxim
Lyapunov exponent are more than an order of magnit
larger than those for the Ro¨ssler attractor and the bifurcatio
diagram predominantly incorporates chaotic states separ
by a small region of stability. Thus, the scenario for t
transition from order to chaos in a Lorenz attractor can m
likely be classified as state intermittance.2 It can also be seen
that the intervals of ordered motion on the mapping of
tracing curves~Fig. 2c! and the bifurcation diagram~Fig. 2b!
are the same.

The meaning of the exception for the Lorenz attracto
that in the randomized state for values of the control para
eter in the range 20<r<165, competition takes place be
tween two equivalent attracting centers1,4 and thus even a
negligible change in the value of the control parameter
change the order in which the phase point goes round
trajectory. In Fig. 2b this corresponds to the fact that as
control parameter decreases, the stable structures which
for r .180 decay into two types of alternating dark and lig
bands of competing influence~width!. Thus, the proposed
tracing method can also clearly demonstrate the dynamic
g
ic

e

e

-
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n
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the formation of stable structures from competing possib
ties.

It should be noted that calculations made using our
gorithms both for the tracing curves and for the bifurcati
diagram are almost 1.5 times faster than the calculation
the Hausdorff dimension and at least twice as fast~depend-
ing on the number of evolution steps of the phase vector! as
the calculations of the maximum Lyapunov exponents.

Thus, we have proposed an effective new method
studying the evolution of the states of nonequilibrium d
namic systems whose advantages over the Lyapunov e
nents, the Hausdorff dimension, and bifurcation diagrams
clude informativeness, clarity, a simple algorithm, and f
calculations.
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Phase work hardening in lithium niobate ferroactive binary solid solutions
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Acoustic emission, dilatometric, and dielectric methods have been used to study the
characteristics of phase work hardening in lithium niobate ferroceramic samples. A correlation is
established between the corresponding dependences for the third, fifth, and eighth thermal
cycles in the phase transition region of the samples. It is hypothesized that the observed hardening
characteristics are caused by annihilation of dislocations and their diffusion toward crystallite
boundaries. ©1999 American Institute of Physics.@S1063-7850~99!02801-3#
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The phenomenon of phase work hardening was obse
by Gavrilyachenkoet al.1 in ferroelectric PbTiO3 crystals
from acoustic emission data. It was established that
acoustic emission activityṄ reaches a maximum for th
sixth phase transition cycle, and this was attributed to an
hilation of aftergrowth and work hardening dislocations.
the numbern of phase transition cycles increased further,Ṅ
decreased exponentially as for phase work hardening
metals.2 Quite clearly, phase work hardening should also
observed in a ferroelectric ceramic.

In a ferroceramic the phase transition is complicated
the interaction of a large number of crystallites which a
intercoupled via the intercrystallite layer. This leads first,
the evolution of mechanical stresses produced by a spo
neous deformation jump and second, to the formation o
nonuniform depolarization field because the electroneutra
condition is not satisfied at the crystallite boundaries. Th
factors strongly influence the phase transition kinetics
ferroceramics.3

The aim of the present paper is to study the characte
tics of phase work hardening in lithium niobate ferroceram
samples using acoustic emission, dilatometric, and dielec
methods.

The ceramic samples were synthesized by solid-ph
701063-7850/99/25(1)/2/$15.00
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reactions followed by hot pressing. Disk samples 10 mm
diameter and 1 mm thick were investigated using the co

plex method.4 The acoustic emission activityṄ and the rela-
tive dilatationDL/L of the samples were measured simul
neously in the phase transition region. At the same time,
permittivity was measured by the bridge method at a f
quency of 20 kHz and the broadeningD of the phase transi-
tion was determined by a method described in Ref. 5.

We studied a wide range of samples
~Na12xPbx)~Nb12yTiy)O3 and~Na12xLi x)NbO3 binary solid
solutions in which phase work hardening was observed
varying degrees. We present the characteristics of ph
work hardening in~Na12xLi x)NbO3 ferroceramic samples
with x50.1175~see Fig. 1!.

The broadeningD of the phase transition decreas
monotonically, with minima in the third, fifth, and eight
phase transition cycles. After the eighth cycle, the cu
D(n) gradually saturates.

The dilatation curve has the form of a typical hystere
loop. During thermal cycling the amplitude of the loops a
their slope remain constant, with only their width varyin
i.e., the temperature hysteresisDTg . The value ofDTg de-
creases monotonically, passing through minima for the th
and eighth cycles and a maximum for the fifth cycle. Aft
i-
FIG. 1. The phase transition broadeningD, temperature

hysteresisDTg , and acoustic emission activityṄ ver-
sus the numbern of thermal cycles in the phase trans
tion region of ~Na12xLi x)NbO3 ferroceramic samples
with x50.1175.
© 1999 American Institute of Physics
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the eighth cycle the value ofDTg also saturates.
The acoustic emission activityṄ has the highest value

for the first cycle. During thermal cycling the value ofṄ
decreases slightly, exhibiting minima for the third and eigh
cycles and a maximum for the fifth cycle. After the eigh
cycle, the value ofṄ continues to decrease monotonically

A comparison of the experimental behavior ofD(n),
DTg(n), andṄ(n) reveals that these are correlated.

The acoustic emission maximumṄ for the fifth phase-
transition cycle corresponds to the most intensive annih
tion of dislocations, as in Ref. 1. Interestingly, some incre
in DTg is observed. Conversely, the decrease inDTg for the
third and eighth cycles indicates that the ceramic crystall
have fewer defects. The low level ofṄ for these phase tran
sition cycles suggests that at the same time as the disl
h

-
e

s

a-

tions are being annihilated, they diffuse toward crystall
boundaries, promoting relaxation of the mechanical stres
at the crystallite–matrix boundary. For the first cycles th
process has a wave-like nature and then attenuates with
creasingn as a result of the hardening of the material.

1V. G. Gavrilyachenko, E. A. Dul’kin, and A. F. Semenchev, Fiz. Tver
Tela ~St. Petersburg! 37, 1229~1995! @Phys. Solid State37, 668 ~1995!#.

2V. A. Plotnikov, L. A. Monasevich, and Yu. M. Paskal’, Fiz. Met. Me
alloved.65, 1219~1988!.

3V. G. Gavrilyachenko, V. D. Komarov, and E. G. Fesenko,Fundamental
Problems of Ferroelectronics, Vol. 1 @in Russian#, Rostov State Univer-
sity Press, Rostov~1995!, pp. 150–157.

4E. A. Dul’kin, Sverkhprovodimost’~KIAE ! 5, 103 ~1992!.
5J. Dudek, M. F. Kupriyanov, and G. N. Konstantinov, Ferroelectrics81,
249 ~1988!.
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Effect of electric fields on the amorphous state šcrystal transition in BiPbSrCaCuO
„2223… films

V. N. Varyukhin, V. D. Okunev, and Z. A. Samo lenko

Donetsk Physicotechnical Institute, National Academy of Sciences of Ukraine
~Submitted August 21, 1998!
Pis’ma Zh. Tekh. Fiz.25, 71–77~January 26, 1999!

Results of studying the influence of electric fields on the structure and electrical properties of
BiPbSrCaCuO~2223! films undergoing the transition from the amorphous to a crystalline
state are discussed. It is shown that passing a current through the samples during high-
temperature annealing substantially increases the growth anisotropy, improves the quality
of the texture, and increases the electrical conductivity of the films by between one and five orders
of magnitude compared with control samples. It is concluded that the mechanism is
attributable to carrier transport in~001! type planes, which facilitates changes in the atomic
order. Unlike in the control samples, this family of planes plays a leading role in structural
transformations. ©1999 American Institute of Physics.@S1063-7850~99!02901-8#
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Recently, the problem of controlling the structure of s
ids by acting on their electronic subsystem has attracted
creased interest among researchers.1 However, examples o
applying these results to technology are few and far betwe

We know that if various conditions are satisfied, t
amorphous-state–crystal transition can be used to obta
textured high-temperature superconducting~HTSC! films
with high critical parameters.2–5 This technology is prefer-
able for complex systems such as BiPbSrCaCuO~2223! for
which in situ preparation presents difficulties. The conditio
to be satisfied include constraints on the thickness of
amorphous layer and stringent constraints on its struc
and annealing conditions. For instance, the thickness of
amorphous film should be less than 1mm. Only then can the
influence of the crystal field of the substrate and the ela
stresses at the interface have the maximum effect on
formation of the cluster structure and the subsequent cry
lization of the films.6 As their thickness increases, the infl
ence of the interface becomes weaker, the formation of
cluster structure becomes similar to the spontaneous
organization of a noncrystalline substance, and
amorphous-state–crystal transition results in the formatio
a normal polycrystalline structure.

The cluster structure of the amorphous films should c
tain elements characteristic of the 2223 phase and be w
suited to texture growth under high-temperature anneal
the main type of clusters should comprise fragments of~001!
planes, which can be achieved in a narrow range of gro
temperatures for amorphous films.7,8

Finally, of course, the annealing procedure itself pla
an important role: to produce the 2223 phase the fastest
sible heating is required to temperatures of;865–870 °C,
close to the melting point, followed by holding at this tem
perature for several hours.

Electric fields are an easily applied external influen
capable of exaggerating the anisotropy of the crystal gro
from the amorphous phase, reducing the azimuthal misor
721063-7850/99/25(1)/3/$15.00
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tation of the blocks, and enhancing the quality of the textu
The multicomponent nature of high-temperature superc
ductors and the many types of structural transformations
companying amorphous-state–crystal transitions are con
cive to the influence of external effects on the crystallizat
of amorphous films. For a Bi system the dominant factor
this process is the competition between the 2212 and 2
phases5 and the families of~11l ) and ~00l ) planes.9

Here we study the influence of electric fieldsF<2
3103 V/cm on an amorphous-state–crystal transition
Bi1.8Pb0.2Sr2Ca2Cu3O101x films in the temperature rang
840–870 °C using platinum electrodes clamped to the fi
~Fig. 1!. The thickness of the films grown on MgO substrat
was 0.2–1.0mm and their resistivity in the amorphous sta
was (106–108)V•cm. We varied the heat treatment times
the electric field between;20 s and several tens of minute
Control samples were annealed under the same condit
but without an electric field. The experiments were carr
out under current-limited conditions so that the maximu
currents through the sample did not exceed the levels
mally used for measuring currents (,1 mA! and could not
alter the temperature of the samples. The initial amorph
layers were grown in a diode system by sputtering stoich
metric targets under moderate plasma activation regimes10

The experiments showed that the structure and pro
ties of the crystallizing films depend strongly on the prese
of an electric field. In the presence of a field, the resistivity
the films after crystallization is always lower than that of t
control samples; this difference, which decreases with
creasing temperature and annealing time, always rem
and can be as much as five orders of magnitude if the in
conditions of crystal structure formation were unfavorable

Specific features of the film behavior depend on t
composition, initial structure, thickness, type of substra
and experimental conditions. Despite this, some general
tures exist:

Electric fields always intensify growth anisotropy, in fa
© 1999 American Institute of Physics
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FIG. 1. Schematic of experiment.
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vor of the preferential development of~00l ) planes which are
responsible for the conductivity and superconductivity
high-temperature superconductors;

In 2223 films electric fields stimulate the evolution
the 2223 phase and suppress the formation of structural
ments of the 2212 phase;

The electric field reduces the resistivity of the cryst
lized layers by 1–5 orders of magnitude.

By way of example Fig. 2 gives comparative data f
treated and control samples under unfavorable condit
~low annealing temperature! of an amorphous-state–cryst

FIG. 2. Influence of an electric field (F513103 V/cm atT5300 K! on the
structure and temperature dependence of the resistance. A — diffraction
pattern of the film after annealing in an electric field; the subscripts indic
whether the lines belong to the 2212 or 2223 phases. The inset give
temperature dependence of the resistance (A8). B and B8 — as A and A8
but for the control sample~annealing without an electric field!. Film thick-
ness d50.7mm, annealing temperatureTa5840 °C, annealing time
ta53 min. The samples were annealed in air at atmospheric pressure.
f

le-

-

r
s

transition. It can be seen that the electric field intensifies
growth anisotropy and stimulates preferential developm
of the family of 2223-phase~00l ) planes —~008!, ~0010),
~0012), ~0014), ~0016). For the control sample, however, th
dominant reflections are assigned to~11l ) planes of both
phases: in addition to the 2223-phase~111! line, the ~115!
and ~117! lines of the 2212 phase are also observed. Si
the annealing temperature~840 °C! is low for the formation
of the 2223 phase, the intensities of the~0010), ~0014), and
~0016) lines comprising the family of~00l ) planes are neg-
ligible in the control sample.

The electric fields used here (F<23103 V/cm! are too
weak to directly influence the structure of the films. T
fields may have an indirect influence, inasmuch as they m
reduce the potential barriers impeding changes in the c
figuration of atomic bonds. However, even with rapidly i
creasing temperature, this influence is restricted to temp
tures of 350–450 °C, when heated to which the resistanc
the samples decreases by 4–5 orders of magnitude.

As a result of the need to limit the currents through t
sample, even at the beginning of crystallization~450 °C!, the
electric fields did not exceed 100 V/cm. Here the nonunifo
distribution of fields in the samples may play an importa
role in converting clusters into crystallites. The concentrat
of fields in the peripheral regions of the clusters, as a re
of the enhanced resistance of these structural elements
cally increases the electric field strength and creates co
tions for intensified growth anisotropy at the beginning of t
formation of the crystal phase. The initial anisotropy in t
cluster structure of amorphous films is an important fac
for texture growth.6

Nevertheless, despite the weak fields an electric cur
flows through the sample in all cases, even under annea
in the working temperature range~840–870 °C!. We attribute
the characteristic structural changes considered here to
charge transport. The influence of the mobile electron s
system on the atomic order and properties of films was
served by us earlier and has been used in technology.4,5,7,8

For example, depending on the growth temperatureTs of the
amorphous films, the values ofTc may vary between;60
and 110 K for the same high-temperature annealing regim

As a result of electron diffusion, aging without an a
plied external electric field for several months~annealing the
samples at room temperature! leveled out the difference in
the resistivities of the freshly prepared samples; for so
samples the coefficient of optical absorptiona in the photon
energy range\v50.5– 2.5 eV increased between two a
five times. As a result, when the films crystallized after ag
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all the samples were single-phase~2223 phase! and the tem-
perature dependences of their resistance were alm
indistinguishable.5 A zero-resistance state is established
these samples at temperatures between 102 and 105 K.

These results are a good illustration of the fundame
mechanism of self-organization in noncrystalline materials11

they tend to undergo a transition to a structural state whic
determined by the lowest energy of the forming phase. A
ing takes place at;300 K, when ion diffusion over appre
ciable distances is highly unlikely. The dominant role in t
formation of the long-range order in the ion configuration
played by the displacement of carriers and redistribution
the electron density between ions of different species,
lowed by changes in the configuration of the interatom
bonds, preferentially within the short-range order. Chan
in the charge state and therefore the valence of coppe
bismuth ions are the most probable.12–14

Experiments to study the influence of current traini
(T.300 K! on the structure and properties of amorpho
Bi~Pb!SrCaCuO films confirmed the action of the electr
diffusion mechanism. It was established that even un
weak electrical influences, the electronic and atomic s
systems undergo rearrangement. When the currents thr
the samples are;10210–1028 A the aging processes are a
celerated by two or three orders of magnitude. The curre
can also influence the electronic structure of HTSC crys
line films.15

At high temperatures the carrier flux increases the p
sibility of changes in the film structure still further. The sp
tially anisotropic motion of the electrons, mainly in~00l )
planes, facilitates the subsequent predominant evolutio
this atomic order in the incipient multicomponent crys
structure, with the participation of clusters which have fra
ments of these planes oriented along the lines of flow
thus parallel to the surface of the film. The current flow do
not influence the fragments of~11l ) planes with dielectric
properties which do not participate in the charge transp
The~11l ) family characterizes the structure and properties
the control film~Fig. 2B! when the experimental paramete
st
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are unfavorable for the evolution of the family of~00l )
planes.

To conclude, the carrier flux under the action of an ele
tric field in amorphous Bi~Pb!SrCaCuO samples activates th
peripheral regions of the~00l ) clusters, systematically pre
paring first the electronic subsystem and then the ionic s
system for an increase in the sizes of the ordered regi
This is stimulated by elementary second-order phase tra
tions of the disorder⇒order type, mainly at the broadene
interfaces of~00l ) clusters. This selectivity of the electri
current flow to the type of structural elements is respons
for the increased crystallographic anisotropy and the form
tion of a texture with thec axis perpendicular to the surfac
of the films, which ensures that the films have high critic
parameters.
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Control of the spectral characteristics of organic dye molecules adsorbed in porous
glass by preliminary chemical modification of the pore surface
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The electron spectra of organic dye molecules adsorbed in silicate porous glass were modified by
preliminary chemical hydrophobization of the pore surface. A comparative study was made
of the absorption spectra of various laser dyes introduced in modified and initial unmodified porous
glasses. ©1999 American Institute of Physics.@S1063-7850~99!03001-3#
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Optical materials formed by organic polyatomic mo
ecules adsorbed in pores of silicate glasses are attracting
siderable interest because of the possibility of efficiently
ing these materials in quantum electronics and app
optics, mainly as active media of solid-state tuna
lasers.1–3 Numerous studies have been made of the elec
spectra and Raman spectra of dye molecules adsorbe
porous silicate glasses~see, for example, Refs. 4–7!. So far,
however, the range of these materials has been extende
varying the dyes used without making any apprecia
changes to the nature of the carrier surface. We note tha
polymer-impregnated, dye-activated porous glasses use
active elements of tunable lasers2,8 are constructed using po
rous matrices with unmodified pore surfaces and have s
tral characteristics very similar to those of dyes in poro
glass which have not been impregnated with polymer.

At the same time, it is well known that molecules
many laser dyes exhibit substantial solvatochromism
solvatofluorochromism,9 i.e., the electron absorption an
fluorescence spectra of these molecules depend strong
the interaction between each dye molecule and its nea
neighbor molecules~for example, the solvate molecules
solutions!. Quite clearly, in cases of adsorption, atomic a
molecular groups of the adsorbent surface groups play
role of nearest neighbors for the adsorbed molecules.
porous silicate glasses these nearest neighbors are m
silanol groups, which determine the main adsorption, che
cal, and other properties of the pore surface of these ma
als and also determine the determine the electron spect
dyes adsorbed in unmodified porous glasses.

Since chemical modification of the surface of siliceo
materials10–12 can alter the nature of the adsorbent surfa
fairly extensively and thus can change the local neighb
hood of the adsorbed molecules, this type of modification
porous glasses may well prove extremely promising for c
trolling the spectral and other properties of adsorbed dy
Note that this method of modifying the electron spectra
the adsorbates offers a completely new way of extending
range of solid-state microheterogeneous optical mate
based on a combination of inorganic and organic com
nents. Most importantly, this method may be applied
only to ‘‘traditional’’ laser dyes but also to molecules whic
751063-7850/99/25(1)/2/$15.00
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for various reasons, could not be used efficiently under
sorption conditions at an unmodified silica surface. Fina
no less important is the fact that covalent grafting of a mo
fier monolayer to the surface of a porous carrier gener
does not affect its topology and porous structure.

Here the preparation of chemically modified porous m
trices for subsequent saturation with organic dye molecu
was carried out in two stages. First, we prepared unmodi
porous glasses using well-known methods~as described by
Zemski� et al.13!. The surface of the pores was then hydr
phobized by treating the porous matrices with octyldime
ylchlorosilane in toluene. The degree of modification of t
surface was determined from the results of an atomic an
sis for carbon. The grafting density was around
groups/nm2. The maximum experimentally observed graftin
density for a monolayer of alkyldimethylsilanes on silica
between 2.4 and 2.8 groups/nm2 depending on the length o
the alkyl chain.14 Thus, the degree of hydrophobization
the pore surface can be fairly high. Various dyes were th
introduced into the modified matrices from solutions and
solvent was removed from the pores by evaporation.

These experiments yielded the following results. First
was found that for the hydrophobized porous glass and
the initial unmodified glass the dye adsorption is reversib
which indicates that physical adsorption mechanisms p
dominate. It was also observed that the spectral charact
tics of the adsorbed dyes in the hydrophobized porous g
are fairly stable and in particular, do not vary when dye
repeatedly introduced and removed from the matrix po
~‘‘washing’’ with pure solvent!. This also indicates that this
modifying layer is stable in the presence of the various s
vents used~such as heptane and toluene!.

Second, and most importantly, we observed that
electron spectra of the dyes in the hydrophobized matr
differ appreciably from those of the same dyes in unmodifi
porous glass~see Fig. 1!. For the modified matrices the spe
tra are shifted and their width changes. Moreover, the in
ence of the different nature of the adsorbent surface on
spectral characteristics of the adsorbed molecules is obse
to differing degrees for different molecules. For instance,
© 1999 American Institute of Physics
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FIG. 1. Absorption spectra of dyes adsorbed in unmodified~1,
2, 3! and hydrophobized~4, 5, 6! porous glass. The dyes wer
introduced into the porous matrices from heptane solutio
Dyes: 1, 4 — oxazine 17,2, 5 — coumarin 30, and3, 6 —
coumarin 7.
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oxazine 17 the maximum of the absorption band in hyd
phobized porous glass is only shifted by 850 cm21 whereas
for coumarin 30 the shift is 1650 cm21 and for coumarin 7
the shift is 2220 cm21. The shift of the absorption spectra
accompanied by a specific increase in their width~around
15% on average!. The nature of the increase in the width
the electron spectra of the adsorbates may be attributed
increase in the inhomogeneous component of the spectr~as
a result of the presence of molecules adsorbed on the m
fied surface and on sections which have remained unm
fied!. It is also possible that the change in the width of t
adsorbate spectra may be caused by a change in the h
geneous component of the spectra. Further investigations
required to determine for sure which particular mechan
predominates.

In order to study the possibility of dimers and oth
higher molecular association compounds being formed,
made a comparative study of the absorption spectra of
molecules adsorbed in hydrophobized matrices when
concentration of adsorbate molecules was varied. Howe
no significant changes in the position and shape of the
sorption spectra of these adsorbates were detected up to
centrations of order 1018cm23 ~higher concentrations wer
not studied!. Note that earlier studies of this type for unmod
fied porous glass15 yielded a similar result. Thus, hydropho
bization of the pore surface at least does not increase
probability of dimers and association compounds of d
molecules being formed under adsorption.
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It was established experimentally that, unlike the photoelectronic principle, the image conversion
principle developed here can convert an image in a broader spectral range with a suitable
choice of semiconductor material. For example, a device was fabricated with a sensitivity of
5 and 2 mA/W at the 2 and 2.5mm wavelength, respectively. ©1999 American Institute of
Physics.@S1063-7850~99!03101-8#
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It is known that electron-optical image converters op
ate on the principle of photoelectronic emission, i.e., em
sion of electrons by a photocathode under the action of i
dent radiation.1 The long-wavelength photoelectron
emission threshold, which determines the spectral sensit
of the image converter, depends mainly on the work funct
of the photocathode. Since a silver–oxygen–cesium ph
cathode has the lowest work function of all known film
approximately 0.5–0.8 eV~Ref. 2!, image converters with
this photocathode exhibit at least some sensitivity to
1.5mm wavelength range. However, no images conver
capable of operating beyond 1.8mm are available, which is a
major disadvantage. Thus, extending the spectral sensit
range of image converters into the middle infrared is a v
relevant scientific and technical problem.

The present author succeeded in extending the sens
ity range of the image converter by using a different ope
ing principle. Figure 1a shows the operating principle of t
type of image converter. The molybdenum glass image c
verter consists of a casing1, 9 cm in diameter and 10 cm
long, with entrance and exit windows2 and 3. A lumines-
cence screen comprising a layer of phosphor4 and a layer of
aluminum5 was fabricated at the exit mirror using conve
tional technology for image converter production. Unli
conventional image converters, this device also contain
cooling system6 shown separately in cross section in F
1b. The cooling system consists of a curved glass tub6
filled with a coolant~such as dry ice! as required during
operation of the image converter. The surface of a trans
ent plate7 affixed to the tube6 was coated with a semitrans
parent molybdenum film8 around 10 nm thick by therma
deposition in vacuum. The edges of this film8 were made
thicker in the form of a ring9 ~this ring 9 is the baffle of a
normal image converter1–3!. In practice, the ring9 and the
film 8 are a single entity, since the film8 was fabricated first
and then the ring9 was added. The baffle9 and the lumines-
cence screen have contact outputs10 and 11 ~0.2–0.3 mm
diameter molybdenum wire! vacuum-tight welded into the
glass. After suitable heat treatment~outgassing at 300–
450°C under vacuum!, a semiconducting film12 was grown
onto the film 8, for example, polycrystalline lead sulfid
2.5 cm in diameter and 200–500 nm thick.

After the film 12 was sensitized, a friable~very porous!
771063-7850/99/25(1)/2/$15.00
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dielectric film 13 of aluminum oxide around 150–250 nm
thick was deposited on its surface. The dielectric film w
produced by thermal deposition of aluminum in air at a pr
sure of 0.4–0.6 Torr. After the dielectric film had been ou
gassed in vacuum at 120–180°C, a silver–oxygen–ces
photocathode14 only around 10 nm thick was fabricated o
its surface using a special technology. This photocathode
an island-like structure and functioned as a film with a mi
mal work function. The photocathode14 was fabricated by
heating an oxidized layer of silver in cesium vapor. The c
sium atoms also penetrate into the pores of the dielectric
13 and reach the surface of the semiconducting film12. This
can lead to the formation of donor surface states at the
face of the semiconducting film and matching of the Fer
level in the bulk of the semiconductor to the top of the v
lence band. In this case, the photoemission threshold or
photoelectronic work function corresponds to the work fun
tion determined by thermionic emission.

In order to increase the emission of photoelectrons tra
ferred to the semiconductor conduction band, the elect
affinity energy of the material must obviously be reduce
which is equivalent to reducing the thermionic work fun
tion. This reduction in the thermionic work function is aut
matically achieved by cesium atoms reaching the surfac
the semiconductor. The cesium atoms form a dipole layer
the vacuum-facing semiconductor surface, with the posit
pole directed toward the vacuum. The electric field conc
trated inside this layer facilitates the emission of electro
from the semiconductor into vacuum~into the pores of the
dielectric!. The reduction in the work function is propor
tional to the surface density of adsorbed cesium atoms
their dipole moment.

A very important factor for understanding the mech
nism responsible for these processes is that the real valu
the electron affinity does not depend on the bulk semic
ductor doping and is determined by the material and stat
its surface. In addition to cesium atoms the surface of
semiconductor may also have cesium oxide molecu
which have a higher dipole moment than cesium, so it
quite likely that states close to negative or zero electron
finity will form on the surface of the semiconductor.

When a working voltage~2–15 kV! is applied between
the outputs10 and 11, thermal electrons which are alway
© 1999 American Institute of Physics
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present at room temperature as an electron cloud above
photocathode14 are drawn off to the luminescence scre
and as a result, the surface of the dielectric film13 becomes
positively charged and an electric field is created in the bu
When the radiation being converted15 enters the semicon
ducting film 12, electrons form in its conduction band. Ha
of these drift toward the vacuum-facing surface and are e
ted into the pores of the dielectric film13 because of the
extremely low work function~electron affinity!. On entering
the dielectric film13, the electrons emitted by the semico
ducting film are accelerated and undergo avalanche mult

FIG. 1. Schematic of image converter~a! and cooling system~b!.
the

.

it-

li-

cation in the pores as a result of secondary electron emiss
This causes an even greater increase in the charge o
dielectric film, lowers the electron affinity, and results in t
establishment of self-sustaining electron emission.4 As they
pass through the film13, the electrons enter the vacuu
where they are accelerated by the anode voltage, bom
the screen, and cause it to luminesce.

Infrared radiation15 from an object passes through th
window 2 and the plate7 and creates a specific irradianc
distribution on the surface of the film12. This leads to an
increase in the bulk concentration of free carriers, where
spatial distribution of the free electron concentration cor
sponds to the spatial distribution of the irradiance on
surface of the film12 and thus corresponds to the spat
distribution of the brightness on the surface of the screen

A change in the illuminance~irradiance! of sections of
the film 12 changes the free electron concentration in th
sections and alters the self-sustaining emission current f
these sections, which produces a change in the brightne
the corresponding sections of the luminescence screen.

Electrons leaving points in the film12 as a result of the
radiation15 are replenished mainly from the film8.

The sensitivity of this image converter at 1.06, 2.0, a
2.5 mm was 4.0, 5.0, and 2.0 mA/W, respectively, the sp
tral sensitivity characteristic was practically the same as
of zinc sulfide, and the spatial resolution was;12 r lm/mm.

To sum up, it has been established experimentally t
unlike the photoelectronic principle, the proposed se
sustaining emission principle for image conversion can c
vert an image in a broader spectral range with a suita
choice of semiconductor material, which substantially e
tends the range of application of the image converter.

1M. M. Butslov, B. M. Stepanov, and S. D. Fanchenko,Image Converters
and Their Application in Scientific Research@in Russian#, Nauka, Moscow
~1978!,432 pp.

2V. S. Fomenko,Handbook of Emission Properties of Materials@in Rus-
sian#, Naukova Dumka, Kiev~1981!, 340 pp.@previous edition published
as Handbook of Thermionic Properties, Electronic Work Functions, a
Richardson Constants of Elements and CompoundsConsultants Bureau,
New York ~1966!#.

3V. Gartman and F. Berngard,Photomultipliers@in Russian#, Gosénergoiz-
dat, Moscow~1961!, 208 pp.

4N. A. Soboleva and A. E. Melamid,Photoelectronic Devices@in Russian#,
Vysshaya Shkola, Moscow~1974!, 327 pp.
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Magnetic crystallographic anisotropy of Fe/GaAs „100… epitaxial films
S. L. Vysotski , S. S. Gel’bukh, A. S. Dzhumaliev. G. T. Kazakov, Yu. A. Filimonov,
and A. Yu. Tsyplin
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An investigation was made of the anisotropic properties of Fe films obtained by molecular-beam
epitaxy on GaAs~100! substrates. It is shown that at thicknessest540–50 Å the Fe films
begin to exhibit cubic magnetic anisotropy. At thicknessest.100 Å the first constant of cubic
anisotropyK1 has values similar to those for ‘‘bulk’’ Fe single crystals. Films of
intermediate thickness 50,t,100 Å possess both isotropic and anisotropic phases. ©1999
American Institute of Physics.@S1063-7850~99!03201-2#
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For many years the magnetic properties of thin films a
multilayer structures have attracted close attention,1–7 with
the aim of improving the properties of media for magne
recording of information, as well as being of fundamen
interest. The most promising technology for fabricating the
structures is molecular beam epitaxy, which can compa
tively easily produce structures consisting of different lay
of widely varying thickness, from a single monolayer u
Studies of such thin films can reveal their formation and
particular their anisotropic properties as a function of th
thickness, crystallographic orientation, and the surface s
of the substrate, and other factors. It has been observed
as the layer thickness varies, the direction of the axis of e
magnetization may change as a result of a change in the
of the contributions of the surface and bulk anisotropy. F
example, for a single-crystal Fe~110! film grown on a GaAs
$110% substrate the direction of the easy axis changes f
@110# to @001# as the film thickness increases.2 Similar results
were obtained for an Fe~11̄0! film grown on a $110%
substrate.8

Here we report results of an investigation of the ani
tropic properties of Fe films grown by molecular beam e
taxy on GaAs~100! substrates. Gallium arsenide was chos
as the substrate material because, first, it is widely used
fabricating planar integrated microcircuits and second,
crystal lattice parameter is a multiple of the Fe crystal latt
parameter, at least to within 5%.

The Fe films were obtained using an E´ S 2301 electron
spectrometer whose vacuum system incorporated the gro
chamber for the molecular beam epitaxy and an analyt
chamber for studying the elemental composition of the s
face using Auger spectroscopy. The samples were mo
between the chambers using a manipulator. Before the d
sition process the pressure in the chamber was less
1029 Torr and during deposition it was no less th
;1028 Torr. The rate of deposition of the iron was 9–10
min at a substrate temperature close to room tempera
The deposition times were 3, 7, 10, and 14 min, respectiv
for Fe film thicknessest1'30 Å, t2'70 Å, t3'100 Å, and
t4'140 Å ~see Table I!.
791063-7850/99/25(1)/4/$15.00
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The GaAs~100! substrates were class 14 surface polish
and had an in-plane size of;333 mm. Before deposition
the substrates were cleaned chemically for 5 min in 4
KOH, rinsed in distilled water, treated with
H2SO4 conc:H2O2 conc:H2O ~16 : 1 : 1! solution, again rinsed
in distilled water and dried. Immediately before being plac
in the growth chamber, the GaAs surface was cleaned w
ultraviolet radiation as in Refs. 9 and 10, and then annea
for 30 min at;800 °C. This treatment substantially reduc
the level of carbon and oxygen impurities, which were mo
tored from the Auger spectra of the surface. The surf
composition was monitored again after the end of the de
sition process and indicated that an Fe film had formed.

The films were investigated using the ferromagne
resonance~FMR! method atf 0'9.8 GHz at room tempera
ture. The samples were placed in a rectangular resonato
that the magnetic fieldH was tangential to the surface an
formed the angleu with the @100# direction ~Fig. 1!. The
dependence of the resonance fieldHr on the angleu was
recorded. The angleu was measured to within~2–3!°.

The experimental orientational dependence of the re
nance field on the angle of rotation of the filmsHr(u) was
compared with the calculations ofHr(u), which were made
with allowance for the field of cubicHc5K1 /M0, normal
uniaxial H'52K' /M0, and in-plane uniaxial anisotrop
H i52K i /M0, whereK1, K' , and K i are the constants o
cubic, normal uniaxial, and in-plane uniaxial anisotropy,
spectively. It was also assumed that the direction of equi
rium magnetizationM0 forms the anglec with the direction
of the field H0 and the direction of the axisl of uniaxial
in-plane anisotropy forms the angleb with the direction of
the @100# axis ~Fig. 1!. The anglec was calculated from

22H0sinc1Hcsin 4a1H isin 2h50, ~1!

where a5u2c, h5a1b. The expression to determin
Hr(u) then has the form

~H14pM01H'!~H23Hcsin22a2H isin2h!5 f 0
2/g2, ~2!

where H5Hr(u)cosc1Hc(22sin2a)1Hi cos2h and g
52.96 is the gyromagnetic ratio for Fe.
© 1999 American Institute of Physics
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Figures 2a and 2c give the experimentally determin
dependence~circles! and the approximate dependence of t
resonance field calculated using formulas~1! and ~2! for
these Fe films~see Table I!. The insets to Fig. 2 give the
typical dependence of the derivative of the power reflec
from the resonator as a function of the static magnetic fi
dP/dH0(H0), where the distance between the extrema c
responds to the FMR line widthDH and the arrow indicates
the position of the resonance fieldHr .

It can be seen from Fig. 2a that atf 059.8 GHz in the
range of fieldsH0 5 0.5–5 kOe only one resonance abso
tion line is observed for films Nos. 1 and 4, which can
ascribed to the dominant FMR mode. Film No. 1, having
smallest thicknesst1'30 Å, is isotropic~curve 1!, whereas
for film No. 4 of thicknesst4'140 Å the orientational de
pendenceHr(u) indicates some anisotropy~curve 2!. The
curveHr(u) for film No. 4 corresponds to the case in whic

TABLE I. Film parameters.

No. t, Å 4pM eff , kG Hc , Oe H i DH, Oe

1 30 8.48 2 2 210
2 70 14.2 2 2 150

14.2 56 280 100
3 100 15.5 2 2 190

15.5 232 2156 50
4 140 14.5 252 270 150
d

d
d
r-

-

e

a cubically anisotropic film having the direction of easy ma
netization@100# (K1.0) also possess uniaxial in-plane a
isotropy with the easy axis directed along@110#. Table I
gives the effective magnetizations of the films 4pMeff

54pM012K' /M0 and the anisotropy fieldsHc andH i se-
lected using formulas~1! and ~2!, as well as the lowest re
corded values ofDH.

For Fe films of intermediate thicknesses,t2'70 Å and
t3'100 Å, the FMR spectra revealed two absorption lin
each, separated by the fieldudH0u,1 kOe ~see inset to Fig.
2b!. The behavior of the curvesHr(u) for these lines was

FIG. 1. Coordinate system.
he
FIG. 2. Calculated dependenceHr(u) ~solid curve! and
C(u) ~dashed curve!: a — for films Nos. 1~curve1! and 4
~curve2!, b — for film No. 2, and c — for film No. 3. The
filled and open circles give the experimental data for t
isotropic and anisotropic phases, respectively.
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different and corresponded either to the isotropic case o
the case of a cubically anisotropic film with in-plane uniax
anisotropy~see Figs. 2b and 2c!.

The additional line observed for films Nos. 2 and 3 ca
not be attributed to the excitation of nonuniform magneti
tion fluctuations characterized by an integral number of h
waves over the thickness (n>1) and in the plane (k,m
>1) of the film. In fact, for Fe films having the magnetiz
tion pM0512 kG, exchange rigidityA5231026 erg/cm,
and thicknesst<100 Å the resonance fields of the domina
(n50) and first (n51) spin-wave resonance modes diff
by

dH0
~0,1!5

p22A

t2M0

>40 kOe, ~3!

which not only substantially exceeds the observed value
dH0 but also the experimentally attainable range of variat
of the field H0. However, the difference between the res
nance fields of the dominant mode and the mode havin
nonuniform magnetization distribution in the plane of t
film, can be estimated using the dispersion relation for
magnetostatic waves in a tangentially magnetized ferrom
netic film:10

dH0
~0,1!'

p2ktM0

L~11H0/4pM0!
,0.1 Oe, ~4!

whereL is the length of one side of the film along whichk
half-waves fit.

The most probable reason for the appearance of two
sorption lines in the FMR spectrum of films Nos. 2 and
may be the inhomogeneity of their surface texture, wh
shows up in the coexistence of isotropic and single-cry
phases. This may also be indicated by the change in the
of the amplitudes of the isotropic and anisotropic respon
and by the broadening of the range of anglesu in which the
anisotropic response is observed, with increasing film thi
ness in Figs. 2b and 2c.

This behavior may be attributed to the influence of e
change interaction at the boundaries of the anisotropic
isotropic phases when the directions of equilibrium mag
tizationM0 within these phases differ. The misorientation
the magnetizations within the isotropic and anisotro
phases is determined by the anglec, which for the param-
eters corresponding to the anisotropic phases of films No
and 3 varies in the rangesucu<5° and ucu<25°, respec-
tively ~see dashed curves in Figs. 2b and 2c!. These figures
show that only one isotropic response is observed in fi
Nos. 2 and 3 for those anglesu for which ucu has the highes
values. Forc→0, which corresponds to magnetization in t
^100& and^110& crystallographic direction (u5pN/4, where
N is an integer!, both isotropic and anisotropic responses
observed.

Note that the values of the parameters 4pMeff , Hc , and
H i in films Nos. 1 and 4 and their dependence on thickn
are consistent with the data given in Refs. 2 and 6 for e
taxial Fe films on GaAs~100! and~110! substrates. However
the possible coexistence of the isotropic and anisotro
phases in Fe films has not yet been observed. In our v
to
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the explanation lies in the surface state of the films. Figur
shows an image of part of the substrate surface obta
using a scanning atomic-force microscope. The roughn
amplitudeRz of the substrate surface isRz<200 Å and is
within the limits specified for class 14 substrate treatment
is still of the same order as the thicknesses of the depos
layers. An estimate of the mean square roughness ampli
s, made by analogy with Ref. 11, givess'30 Å. Compar-
ing the values ofs and the film thicknesst, we can see tha
for t<s an isotropic phase is formed, whereas fort>3s the
film exhibits cubic anisotropy. In the thickness ranges,t
,3s the film has both isotropic and anisotropic phases.

To conclude, we have shown that Fe films obtained
molecular beam epitaxy on standard GaAs~100! substrates
whose surface has the roughness amplitudeRz,100 Å and
mean squares'30 Å, cubic magnetic anisotropy begins
appear starting with thicknessest 5 40–50 Å. Fort.100 Å
the first constant of cubic anisotropyK1 has values close to
those for bulk Fe single crystals. Films of intermediate thic
ness 50,t,100 Å exhibit both isotropic and anisotropi
phases.

The authors are grateful to A. S. R’yanov, S. A. Sysu
and S. A. Nikitov for assistance with the work and use
discussions.
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FIG. 3. Image of the surface of a GaAs substrate.
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