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Growth of cubic GaN by molecular-beam epitaxy on porous GaAs substrates
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It is shown that GaN layers can be grown @®0)- and(111)-oriented porous single-crystal

GaAs substrates by molecular-beam epitaxy with plasma activation of the nitrogen by an rf
electron cyclotron resonance discharge. The resulting undoped epitaxial layers poasessed

type conductivity with a carrier concentration 10'®. Data obtained by scanning electron
microscopy and cathodoluminescence indicate that at thicknes2@80 A, continuous

layers of the cubic GaN modification are obtained regardless of the substrate orientati@899©
American Institute of Physic§S1063-785(19)00101-9

It is well known that the metastable cubi@@{GaN
phase has various electrophysical and luminescence param-
eters superior to those of the stable hexagonal modification
(a-GaN), in particular it has a lower effective mass and
higher carrier mobility, while the ionization efficiency of ac-
ceptor impurities is higher.However, epitaxial growth of
sufficiently high-quality 3-GaN has not yet been success-
fully achieved. The main stumbling blocks here are growing
the single-phase films and reducing their defect leviis
densities of mismatch dislocations and packing defects pen-
etrating into the laygr One possible approach to solving this
problem may involve using “soft” substrates capable of ac-
commodating the elastic strains created in the heterostructure o
during its formation and subsequent cooling, and thus pro- ¥ 193 GaN/GaREC108) Parous’
viding a sink for mismatch dislocations. In this respect the
use of porous substrafesrepared from Il1-V single crystals
is extremely promising for obtaining-GaN. Here we study
the possibility of growing GaN on porous GaAs substrates
by molecular beam epitaxy.

Substrates oh-GaAs having a carrier concentration of
>10'® and oriented in th€¢100) and(111) A andB directions
were treated in a 3M aqueous solution of HF. A pulsed an-
ode bias of 8—14V was applied to the cell at a frequency
~2 Hz. The maximum current density was0.6—1 A/cnf.

The pores, formed as a result of treating the GaAs with HF,
do not have the form of rectilinear channels of triangular
cross section with well-defined propagation anisotropy in the
{111y directions. The largest110-130nm and longest
pores develop in all possibld11) V directions, intersecting
the surface of the substrate with this orientatiéig. 13.
Smaller poreg60—80 nm), extending in the{11D)A direc-
tion, have a higher density and a more uniform spatial dis-
tribution. The surface density of these pores-i$0° cm™2.

With the existence of pores, the degree of microroughness of
the substrate surface increases, as does the density of el-
ementary steps on the surface. In our opinion, this should
promote the formation of a continuous epitaxiiGaN film
outside the pores even in the earliest_ stages of epitaxquIG. 1. a — Image of cleaved section and morphology of porieg)
growth and should impede the formation of spontaneougaas substrateb — image of cleaved section of layer grown on GaAs
hexagonal-phase nuclei. (100 substrate, ath ¢ — morphology of GaN layer of100 GaAs.
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The GaN was grown in a Russian-builtPE203 tigated using capacitance—voltage measurements. The result-
molecular-beam epitaxy machine using an ASTHEXSA) ing undoped layers exhibitegttype conductivity with elec-
electron-cyclotron-resonance nitrogen plasma sotiftee  tron concentrations-10'€ cm™3.
morphology and crystal quality of the films were monitored The thickness, morphology, and cross-sectional structure
during growth using high-energy electron diffraction. of the layers(cleaved sectionswere investigated using a

The growth chamber and the source were evacuated u§€amScan scanning electron microscope with a resolution
ing a Turbovac 560 turbomolecular pump with an effective~100E. Electron-microscope examinations of the films
speed of up to 3501/s, which was dependent on the geometrifFigs. 1b and Icrevealed that at thicknesses2000A a
of the growth chamber. The source was mounted on one afontinuous layer forms on the porous substrates, having a
the standard flanges of the molecular beam epitaxy machingrowth morphology characteristic of GaN under conditions

Layers of GaN were grown on GaA%1l) AandB and of excess Ga, starting from Ga droplets present on the sur-
(100 substrates at temperatures between 550 and 560 °C face of the films. The luminescence properties of the layers
avoid thermal dissociation of the GaAs. Each growth process/ere investigated using their cathodoluminescence.
began with outgassing and removal of the GaAs—electrolyte The cathodoluminescence spectra were obtained at near
interaction products from the porous layer. Above 400 °Cliquid-nitrogen temperature with electron beam energies of
changes in the high-energy electron diffraction pattern indi<L0 and 5keV and a probe current5—10nA. The spectra
cated that the surface had been purified and oxides removedere recorded using a grating monochromator with a disper-
The surface was then nitrided for 10—15 min in an activatedion ~2 nm/mnf and a photon counting system.
nitrogen stream. A layer of GaN was then grown at 550°C  The cathodoluminescence spectra from films obtained on
and minimum growth rate. The growth processes were therolid GaAs(311) substrates revealed three bafigig. 29: 1)
investigated at various temperatures and growth rates in the short-wavelength band which is usually ascribed to an ex-
range 0.01-0.5 E/s. For the Ga90 and(111) substrates, citon bound at a neutral don@BE) in «-GaN with a maxi-

a high-energy electron diffraction pattern corresponding tanum energy E,.x—3.36eV and a full width at half-
cubic GaN was observed during the epitaxy. maximum (FWHM) ~120meV; a “yellow” defect band

The electrophysical properties of the layers were inveswith E,,,~2.2 eV, FWHM ~250 meV, and Ba band with
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Emax—2.65 eV, FWHM~ 200 meV. Published data indicate In conclusion, we have demonstrated for the first time
that this line is attributed to donor—acceptor recombindtionthat (100 and (111)-oriented porous GaAs single crystals
with impaired stoichiometryGaJ/[N]>1 (Ref. 5. From our ~may be used.as a soft _substrate for growing epitaxial heterq—
observations, this band is frequently present in the spectra @tructures using materials whose lattice constant and coeffi-
films obtained on GaAs at high temperatures60°C), cient of thermal expansion differ appreciably. The films ob-
regardless of the other growth conditions, and in our opiniorfained possessedi-type conductivity with an electron
may be attributed to arsenic doping of the GaN fifms. concentration~10'® cm™3. Data obtained by scanning elec-
For films grown on(100 and (111)-oriented porous tron microscopy and cathodoluminescence indicate that at
GaAs substrates we observed edge luminescéfice 2b)  thicknesses- 2000 A a continuous layer of cubic GaN was
with a maximum energyEn,.~3.26eV and FWHM obtained regardless of the substrate orientation.
~180meV. This line may be assigned to DBE fGaN This work was partially supported by the program
(Ref. 7). From the intensity ratio of the DBE line for GaN “Physics of Nanostructures.”
films obtained or{111)- and(100)-oriented porous substrates
we can conclude that the films grown on #i®0 substrate
are of superior crystal quality. In addition, the cathodolumi- M. E. Lin, G. Xue, G. L. Zhou, J. E. Greene, and H. Morkégpl. Phys.
e eai ett. 63, 932(1993.

nescence spectra exhibited a complex emission band whog«g. Luryt and E. Suhir, Appl. Phys. Le69, 140 (1986.
energy was C!Ose_to the center of the GaN band gap. Resolsy, v/ Mamutin, V. N. Zhmerik, T. V. Shubina, A. A. Toropov, A. V.
ing this band into its elementary components revealed a bandLebedev, V. A. Vekshin, S. V. Ivanov, and P. S. Kop’ev, Pis'ma Zzh.
with (Epax~2.07—2.17 eV, FWHM~250 meV) and a band 4Tekh. Fiz.24(12), 30 (1998 [Tech. Phys. Lett24, 467 (1998].

; - : A. Salvador, W. Kim, O Aktas, A. Botchkarev, Z. Fan, and H. Morkoc
with (qux 2.5 e\{: FVYI—_le420 meV). The first band may Appl. Phys. Lett.69, 2692(1996.
be _de_SC“bed as red” in consequence of the Cc_)lor of thesg. pingle, D. D. Shell, S. E. Stokowski, and M. lligems, Phys. Revi, B
emission and is an analog of the yellow banddrGaN, 1211(1973).
while the second band witlE,,~2.5eV is ascribed to 6(R1'97Dé Metcalfe, D. Wickenden, and W. C. Clark, J. Lumit6, 405
donor—acceptor recomblpatlon. . N Meﬁniger, U. Jahr, O. Brandt, H. Yang, and K. Ploog, Phys. Reé8,B
The results of analyzing the spectra indicate that epitax- 1gg1(1996.
ial films of the cubic 8) modification of GaN were obtained V. G. Antipov, A. S. Zubrilov, A. V. Merkulov, S. A. Nikishin, A. A.
on porous GaA$100) and(111) substrates, whereas for non- Sjtnikova, M. V. Stepanov, S. I. Troshkov,.V. P. Ulin, and N. N. Faleev,
porous substratese-GaN forms preferentially on(111) Fiz. Tekh. Poluprovodr29, 490(1995 [Semiconductor29, 946(1995].

GaAs and two-phase GaN forms (00 GaAs (Ref. 8. Translated by R. M. Durham
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It is shown that the critical conditions for instability of a charged vapor-gas bubble in a dielectric
liquid against virtual radially symmetric volume perturbations are substantially less stringent
than the critical conditions for it to be unstable against virtual distortions of the shap&998®
American Institute of Physic§S1063-785(19)00401-7

Investigations of the stability of charged bubbles in lig- where y is the adiabatic exponent. The second term on the
uid dielectrics are of interest in connection with numerousright describes the adiabatically varying gas pressure in the
geophysical, technical, and technological problems, rangingubble.
from electrical breakdown of liquid dielectrics to hydrody- We shall also assume that the motion of a viscous liquid
namic cavitation and flotatioh:®> Nevertheless, this problem characterized by the kinematic viscosity near a bubble
is as yet at the initial stages of theoretical interpretation. whose walls move with radial symmetry is radially symmet-

Let us assume that a liquid dielectric of permittivity ric, i.e., is one-dimensional in a spherical coordinate system
contains a spherical bubble of radiRg with an ideally con-  with its origin at the center of the bubble, and is therefore
ducting surfacdbecause of the high surface mobility of the irrotational. We shall assume that at any time the gas—vapor
carrierg. This surface is exposed to the action of capillarymixture filling the bubble is homogeneous in the hydrody-
forces from the surface tension of the phase boundaayd  namic and thermal senses. The equation for the radially sym-
the action of the electric field of the bubble’'s own cha€ge metric motion of the walls of a spherical bubble obtained
For an equilibrium spherical bubble the pressure balanc&om the system of hydrodynamics equations for a viscous
condition should be satisfied at its walls: liquid with suitable boundary conditions and allowance for

Eqg. (1) is given as

P=P,+Py—25/Ry+Q%8meR}, 1)

whereP is the pressure in the liquid at the surface of the RR+1.5R?—p~ | Pp—P,+ —— Z
bubble,P, is the saturated-vapor pressure of the surrounding Ro  8meRj
liquid in the bubble, an® is the gas pressure in the bubble. 4R 2 2 P _p
In Eq. (1) the third term initially describes the capillary pres- v 29 _ Q + -0 =
sure beneath the spherical surface and the fourth term de- R pR 8reR? P
scribes the pressure of the bubble’s own electric field. )
We shall assume that unlike the surrounding liquid, The dot overR denotes a time derivativ&=dR/dt, andp
which is assumed to be incompressible, the gas and vapd¥ the density of the liquid.
filling the bubble are highly compressible, and we shall ana- In terms of dimensionless variables such theat1,
lyze the stability of the bubble against virtual radially sym- =1, andR,=1, Eq.(2) becomes
metric changes in its volume. Such changes in volume may .. o Yyt 3 4ol e
be caused by radially symmetric movements of the bubble XX+ LK 4 XX 77— BX V= WX "+ X7 = B, =0;
walls, which for small bubbles will have short characteristic )
times. However, these times exceed the characteristic time R t (20 0, |\ 12
for equalization of the gas pressure in the bubble, whose x—=_. , ( ); ,7:2,,(_) .

200 Q2 )(RO)“”

0. (2

order of magnitude is determined by the ratio of the bubble Ro’ R8’2 P oRo/
radius to the velocity of sound in the gas—vapor mixture

filling the bubble. Under these conditions, we shall take the Q2 _ (P,—P)Ro
saturated vapor pressuRg, to be constant and we shall as- W= m' *= T oy

sume that the gas pressuPg varies adiabatically. Equation

(1) can then be rewritten as Ro 20 Q2
=— Po—P,+ = — ,
20 Q2 Ro|3” p 2‘7( TV Ry 8’7T8Rg
P=P,+ PO_PU+R__ 7 E
o 8meRy wherePj is the initial pressure in the liquid near the bubble,

5 2 which is determined by the atmospheric pressure above the

__U+ Q ' (18 free surface and by the hydrostatic pressure of the liquid
R 8msR* column above the bubble.

1063-7850/99/25(1)/2/$15.00 10 © 1999 American Institute of Physics
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Equation (3), like Eqg. (2), is nonlinear; it cannot be W+ B=1. (5)
solved analytically, but must be integrated numerically.
However, some conclusions on the motion of the bubble
walls can be gleaned from a qualitative analysis.

By substitutingY=R and converting front to a new
independent variablX, we lower the order of Eq3), re-
ducing it to the form

Nevertheless, it should be borne in mind that the insta-
bility of a bubble against changes in volume &+ 8+ 0
merely implies that the equilibrium state determinedXyy
andY, is unstable and that as a result of the instability, the
bubble is transferred to another stable equilibrium state with
Y 1B5Y2+ pYX 1-BX 37— WX 4+ X 1-p, radiusX , , which differs fromX,, , while keeping its spheri-
aX Y X : cal shape. At this point it should be noted that Eta),

(4)  which determines the equilibrium dimensions of a bubble in
accordance with the Descartes rule of signs, has two real
positive solutions, one corresponding to a stable state and the
other corresponding to an unstable state. If the surface charge
B, X3 = X371 W44 g=0. and gas pressure are fairly high, a bubble that is stable
against radially symmetric virtual perturbations of its volume
may become unstable against distortion of its shape as given
by inequality (5).

Equation(4) has an isolated singular point X=X, ;
Y=Y, =0, whereX, is the solution of the equation

The termsX, andY, characterize the radius and veloc-
ity of the bubble walls.

We linearize the numerator and denominator of &. To conclude, unlike the critical conditions for instabilit
and construct a characteristic equation for the singular point. ) ' . . "ty
f a highly charged spherical droplet of incompressible

An analysis of this equation readily shows that depending o iquid,®” whose volume remains constant under arbitrary de
the physical parameters of the problem, the singular oin# . o o . nd
Py P P 9 P mations of the droplet, the critical conditions for instabil-

. . . Tor
can either be a saddle, where the bubble is unstable agaln% of a highly charged spherical gas—vapor bubble in a lig-

. . . . . |
virtual radially symmetric perturbations of its volume, or it 7 ~ . . ! ) . .
can be a stagle ¥10de whefl the bubble is stable. The relatidt d dielectric are determined not by the virtual distortions of

among the parameteW, 8, and g, , separating the stable the bubble .shape.but by the v_irtual change in its volume
and unstable states of the bubble, then has the fdom accompanying radially symmetric deformations.
y=4/3)

W+ 8—0.10553, =0.

Under real conditions, when the value of the parameter, § ‘ d (1964
i : C. G. Garton and Z. Krasucki, Trans. Faraday $8;.211(1964.
B characterizing the.dlﬁerence petween th.e Saturated_ Val:)O{Ya. E. GeguzinBubbles[in Russian, Nauka, Moscow(1985, 174 pp.
pressure and the St_a“C pressure in the IIqUId_ Surround!r!g they v. Glazkov, O. A. Sinkevich, and P. V. Smirnov, Teplofiz. Vys. Temp.
bubble does not differ appreciably from unity, the critical 29, 1095(1993).
value of the sum of the parametatsand 3 for instability of 4;;-32'&2% O. A. Sinkevich, and P. V. Smimov, Teplofiz. Vys. Temp.
Fhe bubble a_lgalnst V|r_tual radially symmetric pert_urbauons ofsA_’L Grigor,e\/" V. A. Koromyslov, and A. N. Zharov, Pis'ma Zh, Tekh.
its volume is approximately an order of magnitude lower Fiz, 2319), 60 (1997 [Tech. Phys. Lett23, 760(1997)].
than the corresponding critical value for instability of the °A. 1. Grigor'ev and S. O. Shiryaeva, J. Phys.23, 1361(1990.
. . . . . - 7 : ’ H

charged bubble against spheroidal distortions of its equilib-"A: |- Grigorev and S. O. Shiryaeva, Izv. Ross. Akad. Nauk Ser. Mekh.
. . . Zhidk. Gaza No. 3, 31994.
rium spherical shapéat constant volume which has the
form® Translated by R. M. Durham
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Possibility of using a large orbit regime for operation at bounce-frequency harmonics
in a free-electron maser with a guiding magnetic field
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It is suggested that a free-electron maser based on the LIU-3000 accel@adrnstitute for
Nuclear Research, Dubnaan be made to emit in the short-wavelength part of the

microwave range by using radiation at harmonics of the bounce frequency of an electron beam
propagating along a helical trajectory with a large gyration radius on the transverse
inhomogeneity scale of the rf field and selectively exciting a cylindrical waveguide mode whose
azimuthal index is equal to the number of the harmonic. 1999 American Institute of
Physics[S1063-785(09)00501-7

Free-electron masers with a guiding magnetic field aremamic system, a thin axial filamentary beam in a helical wig-
promising sources of strong microwaves. The highly effi-gler can only emit in the waveguide mode whose azimuthal
cient operation of these devices in the long-wavelength patihdex m is equal to the number of the bounce harmonic,
of the microwave range has been demonstrated for amplim=n. This allows selective discrimination of the excitation
fier? and oscillatot systems. These experiments used thinof parasitic modes. It should be noted that the proposed
axial filamentary relativistic electron beams propagating inmechanism for selection of the working mode is similar to
the field of a helical wiggler and a guiding longitudinal mag- that used in so-called large-orbit gyrotrdis.
netic field. Interaction between particles and a synchronous The energy exchange of a thin relativistic electron beam
wave of frequencyw and longitudinal numbeh took place propagating in a helical wiggler along a standard helical tra-
at the fundamental harmonia€ 1) of the bounce frequency jectory with the translational velocity, and orbit radius
Qp=2my/d: a, =v, 1Qy and interacting under resonance conditi¢hs

with the H,,, mode of a circular waveguide, may be de-
w—hy=nQy, (@) scribed by the following averaged equations:
whereuv | is the translational velocity of the particles atds dE v,
the wiggler period. The propagation of 0.5—-1 MeV particles it Rﬁ’(— D"eAy—In-_n(k, R)
through wigglers with a period of 3—7 cm produces radiation Yl
at wavelengths of 8—10 mm with an output power of 30— . .
60 MW and an electron efficiency of 25—30%Refs.1-3. xeln=m¥y (x a,)el®,

At a given particle energy, which depends on the type of
accelerator used, the wavelength can in principle be short- d® 1
ened, either by reducing the wiggler period or by operatingat 5, = ;H(w_ nQp)—h, )
harmonics of the bounce frequency. However, the constraints
of electrical strength, thermal loads, and so on, make it difwhere E=ymc® is the particle energy® = wt—hz—nQt
ficult to produce current wigglers with periods of less thanis the phase of the particles relative to the synchronous wave,
3-5cm. In addition, if the cross section of the interactionAo is the amplitude of the synchronous wave,
space is kept the sam@hich is a necessary condition for =w?/c?—h? is the transverse wave number of the wave,
high-current relativistic electron beams reduction in the (R; V) are the polar coordinates of the beam injection point,
wiggler period is associated with an increase in the transJi is a Bessel function of ordet, andJ, is its derivative.
verse inhomogeneity of the wiggler field, an increase in thelhe boundary conditions for a monoenergetic beam with un-
spread of the velocities acquired by the particles in the wigimodulated incoming phases have the form
gler, and therefore a lower efficiency. _ _

Thus, a promising method of increasing the emission Blz-0=Fo,  ©lz-0=O0e[0,2m). ®
frequency of a free-electron maser is to operate at harmonics The factord,,_,(«, R) in Eq. (28 describes the mecha-
of the bounce frequendy’ In this way, radiation with wave- nism of mode selection according to the azimuthal index, as
lenth shorter by a facton times than the resonance at the noted above. Obviously, when the beam is injected centrally
fundamental harmonic can be obtained for the same geometR=0), only them=n mode has nonzero coupling with the
ric dimensions of the electron-optical system. Moreoverbeam. For this case we express E2).in a universal form
when an axisymmetric waveguide is used as the electrodyfor devices with predominant inertial bunchifg:

1063-7850/99/25(1)/3/$15.00 12 © 1999 American Institute of Physics
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FIG. 1. Radius of electron gyration in an adiabatically
switched helical wiggler as a function of the guiding
magnetic fieldl —B,=0.1T,2—B,=0.14T. The
dashed curve gives the approximation using forntdja
(d=6 cm, y=2.6).
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du doe called reverse guiding field (denoted by the minus sign in
gz ~Sin®, Gz =A+usignu. (4 Fig. 1), when the direction of particle gyration in the helical
wiggler is opposite to their direction of gyration in the guid-

Here we use the dimensionless variabléshzyaspu,  ing field. Under these conditions, the radius of particle gyra-

u=(1-y/y)Vulasp,  A=[BprBjo'(1-NQy/w)~1]/  tion in the wiggler may be approximated %
Vagpu is the initial phase mismatchy=dg| */dy is the
inertial bunching parametéfl® a,=eA,/y,hm&, and

p=Jn(x.a,)B, /B is the coefficient of electron coupling a, = eHyd _ 7)
with the wave. In terms of the new variables, the efficiency is 2mymcwy+Ly)
given by

ap 7 1 r2n Theoretical analysés! indicate that operation of a free-
7=\ /L__l, n= _J ude,. (5) electron maser under conditions far from cyclotron reso-
H 1= 2mJo nance, including regimes with a reverse guiding field, has the
advantages that high-quality helical relativistic electron
beams are formed in the wiggler and the sensitivity to the
initial particle velocity spread is low. This is confirmed by
the results of experimerts’ in which the maximum effi-

The maximum of the reduced efficienc_a}?max=1.37 is
achieved forAqp=—1.3signu, Lo=3.9. The oscillator
starting current is

mc®  y,SN ciency (25—-30% for millimeter free-electron masers with a
S e 120402 (6)  guiding magnetic field was obtained under these conditions.
ml“Qup The high efficiency of a free-electron maser with a reverse

where S=7D?/4 is the cross-sectional area of the wave-guiding field achieved at the fundamental harmonic of the
guide, | is the length of the interaction spac&=(1 bounce frequency in the long-wavelength part of the milli-
—4m2/KfD2)Jr2n(KLD/2) is the wave norm, an€) is the  meter range suggests that a fairly high efficiency may also be
cavity Q-factor. predicted in experiments at harmonics in shorter-wavelength
If the dipolarity condition«, a, <1 is satisfied, the cou- ranges.
pling coefficients decrease fairly rapidly with increasing har- ~ We shall use the results of this analysis to assess the
monic numberp~(KLaL)“‘l/BL/Z”/BH(n—1)!, which leads  possibility of operating a free-electron maser based on the
to a rapid increase in the oscillator starting currétand  LIU-3000 accelerator at bounce-frequency harmonics in the
reduces the efficiencif). However, efficient harmonic emis- short-wavelength part of the microwave ranges 1 MeV/
sion can only take place if the no-dipole conditiana, 200 A/200 ns accelerator is located at the Joint Institute for
~1 is satisfied, when the radius of the electron orbit is of theNuclear Research, DubnaA working electron transverse
order of the transverse inhomogeneity scale of the waveelocity 8, =~ 0.2—0.3(orbit radiusa, =~ 0.2—0.3 cmican be
field. Thus, operating a free-electron maser at higher harachieved in a wiggler with period=6 cm and a wiggler
monics involves increasing the radius of the electron orbitdield of 0.1-0.15T with a reverse guiding field of around
compared with that at the fundamental harmonic. 0.2T. For these parameters, 4 mm emission can be obtained
The radius of electron gyratiofthe radius of the elec- when the free-electron maser is operated at the second har-
tron orbi) acquired in an adiabatically switched wiggler field monic of the bounce frequency and tHg ; mode of a 2cm
is plotted as a function of the guiding and wiggler field diameter circular waveguide is excited. Selective feedback
strengths in Fig. 1. It can be seen that the oghit= 0.2—  can be achieved for the working mode by using a two-mirror
0.3 cm required for efficient operation of a free-electron ma-Bragg cavity? which consists of waveguide sections, rippled
ser at harmonics may be achieved for parameters similar taith a period of 2 mm and depth of 0.2 mm, separated by a
the experimental conditions described in Ref. 3 with a sosection of regular waveguide.
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Analysis of the averaged equatio@ together with nu- Sedykh, A. P. Sergeev, and A. S. Sergeev, |IEEE Trans. Plasma6sci.

merical simulation of the comple{@onaveragedequations 786 (1998. ,
of particle motion plotted in Fig. 2a shows that for param- Z‘éf('l(;g‘ﬁ]b”rg' Zh. Tekh. Fi51, 764(1981) [Sov. Phys. Tech. Phy86,
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Density distribution of a two-dimensional electron gas in a semiconducting
heterostructure with a periodic gate electrode

Yu. A. Morozov and V. V. Popov

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, Saratov Branch
(Submitted April 9, 1998
Pis'ma Zh. Tekh. Fiz25, 37—-41(January 12, 1999

Calculations are made of the electron density distribution profiles in a layer of two-dimensional
electron gas in a semiconducting heterostructure when reference and reverse potential

biases are applied simultaneously to neighboring stripes of a periodic gate electrode. It is shown
that for the structure parameters used experimentally the density distribution profile differs
appreciably from rectangular and from sinusoidal. 1899 American Institute of Physics.
[S1063-785(1900601-1

Periodically inhomogeneous two-dimensional electron  @,=-dg=¢, @,=0. 2
systems in semiconducting GaAs/AlGaAs heterostructures
have been studied in various experimertsWilkinson A solution for the problem with the same potentia) at the
et al? created a periodic electron density distribution in astripes was obtained by Davies and Larkifihe reverse po-
two-dimensional system by applying a bias to a gate electential bias at the neighboring grating strig@s corresponds
trode fabricated as a periodic grating of metal stripes. Thes® an antisymmetric potential distribution relative to the
author$ interpreted the experimental data assuming a rectarplanex=L/2 for x<L/2 andx>L/2. Thus, it is sufficient to
gular (or sinusoid3l electron density distribution profile. solve the problem in one of these regions, sayXerL/2,
Here the problem of the density distribution of a two- with the following boundary conditions:
dimensional electron gas in a structure with a periodic gate
electrode is solved using a strict electrodynamic formulation. ®(x,0)=¢, |x|<a,
Note that a similar approach was adopted in Ref. 3 to study
how the built-in potential, created as a result of the formation ~ d®(x, 0)
of a Schottky barrier at the surface of the metal stripes of a gy
gate electrode, influences the potential distribution in a layer
of two-dimensional electron gas. Unlike Ref. 3, we shall ®d(x, d)=0, P(*L/2,y)=0.
consider a more general model, which can be used to study
the case in which a reverse potential bias is applied to neighFhe second boundary condition corresponds to the absence
boring stripes of a gate electrode. In this case, the period a§f a normal component of the electric field at the nonmetal-
the spatial distribution of the charge in the two-dimensionallized surface of the dielectrit for y=0. This approximation
electron layer is twice the period of the metal grating of theis valid whene>1 (Ref. 3.
gate electrode. These structures are of particular interest be- We shall solve the problem by using the following con-
cause 2they exhibit the richest spectrum of plasma oscilformal transformation:
lations?
Figure 1 shows a unit cell of this periodic structure. A kysnW,k,)=snz/C k), (4)
grating of perfectly conducting metal stripes of width &
deposited on the surface of a dielectric laylefAIGaAs) ~ Which maps the region being studied in the plarex+jy
having relative permittivitye, and thicknessd. A two-  ©nto a rectangular region with homogeneous boundary con-
dimensional electron layer is located at the interface betweeflitions in the planew=ReW+jImW. The parameters,
the dielectric1 and a semiconducting substra2e(GaAg.  andk; of the elliptic sine and the scale factGrare given by
The potential at the gate-electrode stripesndB (relative to
the potential of the two-dimensional electron lgyer de-

fined as a superposition of the referenbg and reversep , S
potential biasesd ,= Do+ ¢ and =Dy ¢, Here K(k;) andK'(k;) are coupled complete elliptic inte-

: L9 . Is of the first kind. The solution of the Laplace equation
The solution of the Laplace equation in the region of thed'® " P q
unit cell —L/2<sx<3L/2, %sysdq may be obtainged as a with the set boundary conditior(8) has the form

superposition of the solutions obtained for the following val-

=0, a<|x|=sL/2, 3

CK(kl):L/Z, CK’(kl):d, k2=Sl’(a/C,k1). (5)

ues of the potentials at the grating stripes: D(xy)= ¢< 1— ImW(x,y))I ©®)
K'(k2)
Op=Pg=D,, ¢=0, (1)  The charge density in the two-dimensional layer is given by
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FIG. 1. Unit cell of a semiconducting heterostructure with a periodic gate

electrode. 07
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=g [Pn—dF(X)], (7 b
1
where 4.0 {
K'(k 1—-srP(x/C,k
— <1>\/ S (UG Ky .
K’(ky) ¥ 1—ksk2sr(x/C k)
and the real potential distribution over the depth of the sur- 20 4 2
face layer in the semiconducting substr&tes taken into ’ /’P\
account using a phenomenological built-in threshold field
En=®y/d. It follows from Eq. (7) that the potential 1.0 4 3
¢~®y, corresponds to total depletion of the two- - :
dimensional layer beneath the center of the gate-electrode T
stripe A (F(0)~1). This definition of the threshold field is 0.0+ o5 o o o o x/L

used experimentall}/?
Results of calculating the influence of the mark fractionFIG. 2. Influence of the grating mark fractida) and dielectric layer thick-
. : : ness(b) on the electron density distribution profile far=1 um, ¢;=12,
of thg gate_electrode gratirtg=2a/L and f[he t_hlc_kne_sd qf by —0.43V, b= —0.2V andp—0.1V: a — d/L—007: t—01 (1),
the dielectric layer on the electron density distribution in theg 33 (3) 0.9(3); b — t=0.33; d/L=0.07(1), 0.14(2), 0.28(3).
two-dimensional layer are plotted in Fig. 2. The data were
obtained by superposing the solutions for the potentials at th
grating stripes defined by conditiori$) and (2), where the
continuation of the solutions into the regioa>L/2 was

made even and odd, respectively. Distributdin Fig. 2a

girectly below the gate-electrode stripes. Even a negligible
increase in the thickness of the dielectric lagefor a de-
crease in the grating peridd sharply reduces the efficiency

and curvel in Fig. 2b were obtained using values of the of modulation of the electron density in the plane of the

structure parameters corresponding to the experimentzmevo'd'menSlonal laye(Fig. 2b). In this case, the distribution

R o of the carrier concentration approaches sinusoidal.
situation” Note that in this case, our calculated dependence . . : .
This work was supported financially by the Russian

of the average charge density increment relative to its thresh- .

old on the gate voltage agrees with the experimental resulrtléggfj) for Fundamental ReseardfProject Code 96-02-

obtained by Wilkinsoret al? to within graphical accuracy '

(see Flg' 3b from Ref.)2 . . . 1. P. Kotthaus, W. Hansen, H. Pohlmann, and M. Wassermeier, Surf. Sci.
Figure 2b shows that the carrier concentration profile in 19¢ 600 (1988.

the two-dimensional layer differs appreciably from the rect- 2R. J. Wilkinson, C. D. Ager, T. Duffielet al, J. Appl. Phys.71, 6049

angular distribution defined priori in Ref. 2. It can also be (1992 _

seen from Fig. 2a that for large(curve 3) depletion is ob- - - Davies and I A. Larkin, Phys. Rev. 45, 4800(1994.

served over the entire two-dimensional layer and not onlyrranslated by R. M. Durham
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Appearance of S-shaped sections on the current—voltage characteristics of p—n
junction diodes exposed to microwave radiation

D. A. Usanov, A. V. Skripal’, and N. V. Ugryumova

N. G. ChernyshevskBtate University, Saratov
(Submitted February 2, 1998; resubmitted August 5, 1998
Pis'ma Zh. Tekh. Fiz25, 42—45(January 12, 1999

An experimental investigation was made of the influence of microwave irradiation on the low-
frequency current—voltage characteristicgefn junction diodes. It is shown that when

the microwave power increases to a certain level, a clearly defiredthped section appears on

the current—voltage characteristic of the diode. This section becomes broader as the

microwave signal increases further and then disappears when the microwave irradiation ceases.
© 1999 American Institute of PhysidsS1063-785(09)00701-§

The action of microwave radiation on diode structurescurrent—voltage characteristic accompanying the action of
having ap—n junction can qualitatively change their steady- microwave radiation on the diode.
state or low-frequency current—voltage characteristics. For We note that for silicon epitaxial diodes with a Schottky
instance, it has been shoWhthat the action of microwave barrier, the forward branch of the current—voltage character-
radiation on a tunnel diode causes the section of negativistic has an Sshaped section of negative differential
differential resistance on its current—voltage characteristic téesistance at current densitie§=10'-10° A/cm?, whose
disappear. This behavior was attributed to lifting of the de-appearance is attributed to a superlinear increase in the con-
generacy of the electron—hole gas in fhandn regions and ~ ductivity of the epitaxial layer as the current density in-
the appearance of a detector effect. creases in this range pivalues>®

Here we report results of an experimental investigation ~ For the diodes used in the experiments, tshaped
of the influence of microwave radiation on the low- Sections of negative differential resistarisee Fig. 1 were
frequency current-voltage characteristics of 2A604 silicorPbserved at current _densities betweenx ¥ and
planar-epitaxial multiplier diodes. These microwave diodeg? 10° A/cm?, which is approximately two orders of magni-

were inserted in a microstripe line. The diode was exposed t§'d€ lower than those in Ref. 4. This difference is caused by

a 180 MHz signal fed via a controllable attenuator. The Sup_the fundamentally different physical factors responsible for

plied power level was monitored by a power meter. In orderthe appearance of the S-shaped section of negative resistance

to minimize the influence of thermal self-heating of the dioge"Vhen microwave and Steady‘sﬁaz?? voltageg act on the d_|ode.
It was noted by Usanogt al.”<' that, unlike the experi-

structure, the diode was supplied by a 4.5kHz alternatingzﬂnent described in Ref. 4, the changes in the steady-state

voltage source connected in series via @ 2esistance. The - .
current—voltage characteristic was recorded using an Osci”oc__urrent—voltage (_:haractenstlc observed when_ a microwave
. signal acts on diode structures are strongly influenced by
scope. Figure 1 shows measured current—voltage character:
istics for various microwave signal powers. It can be seen
from these results that when the applied power is increased
to 1500 mW, a well-define&shaped section appears on the l,mA
current—voltage characteristicurve 2). As the power level
is increased further, the voltage range in which the S-shape is 30
observed becomes broadéurve 3). In this case, low-
frequency oscillations were observed in the supply circuit.
When the microwave power was switched off, the current—
voltage characteristic reverted to its initial profile, which is 20
typical of diode structures with a nondegenerpten junc-
tion (curvel).

Estimates show that when a microwave power of
~1500 mW is supplied to a transmission line containing a 10
diode, the amplitude of the microwave voltage at the diode
does not exceed-3V bearing in mind that some of the
power is reflected and some transmitted. The reverse-bias . L . '
breakdown voltage for this type of diode is more than 35— -200 0 200 400 600 800 U,mV
40V (Ref. 3, which eliminates effects observed during rig. 1. current-voltage characteristic ofpan junction diode at various
breakdown having any influence on the changes in thenicrowave powersP, mW: 1 — 0, 2 — 1500, and3 — 2600.
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changes in the position of the Fermi levels in theand tant for understanding the physics of the interaction between
n-regions of thep—n junction as a result the carriers being microwave radiation and semiconductor structures and for
heated by the microwave field. Other influences are the dedetermining the operating characteristics of semiconductor
tection effect and changes in the fraction of microwavedevices based on structures wjhkn junctions.
power reflected from and absorbed by the diode as its level
varies. ID. A. Usanov, B. N. Koraotin, V. E. Orlov, and A. V. Skripal’, Pis'ma Zh.

Additional experimental investigations carried out by us Tekh. Fiz.16(8), 50 (1990 [Sov. Tech. Phys. Letll6, 303 (1990].
indicate that thermal heating of the array at temperatures D. A U§anov, A. V. Skripal’, B. N. Korotin, and V. E. Orlov, Pis'ma Zh.

. . . . . Tekh. Fiz.19(7), 81 (1993 [Tech. Phys. Lettl19, 220(1993].

k?etween 300 and 409 K_W|th and W|th(_)Ut microwave irradia- 3A. B. Nalivatko, A. S. Berlin, V. G. Bozhkowet al, in Handbook of
tion caused no qualitative changes in the current—voltage Semiconductor Devices: Microwave Diogeslited by A. B. Nalivako [in

characteristics of the diode and merely shifted them toward, Russiai, MGP “RASKO," Tomsk (1992, 223 pp. _
lower applied voItages 4Y. Yamamoto and H. Miyanaga, |IEEE Trans. Electron Devig&s1364

. . (1990.
To conclude, it has been demonstrated experimentallysa | malai, Radiotekh. Elektron38, 1510(1993.

for the first time that whep—n junction diodes are exposed °A. I. Malai, Mikroelektronika23(1), 35 (1994.

to microwave radiation at elevated powers, the current—?- A-dUSSanQ\%ﬁ- V. S'\lffipg"'f”f Tég' Ugryumova, Izv. Vyssh. Uchebn.
voltage characteristics reveal &shaped section, i.e., a sec- 22ved: Ser. Ektron. No. 3-4, 481999,

tion of negative differential resistance. This effect is impor-Translated by R. M. Durham
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Behavior of total internal reflection in optical crystals
L. V. Alekseeva, I. V. Povkh, and V. I. Stroganov

Far Eastern State University of Communication Methods, Khabarovsk
(Submitted August 4, 1998
Pis'ma Zh. Tekh. Fiz25, 46-51(January 12, 1999

It is shown that a crystal can be cut so that one incident beam undergoing reflected from an
inclined face inside the crystal excites four beams, two ordinary and two extraordinary,
propagating in different directions. @999 American Institute of Physics.
[S1063-785(109)00801-7

The phenomenon of birefringence, in which a light beam  An experiment was carried out using a prism cut from a
in a crystal splits into two beams with mutually perpendicu-uniaxial lithium niobate crystal. Figure 1a shows a top view
lar polarizations, is well-knowh.* One of these beams is of this prism. A(\=0.6328um) helium—neon laser beath
polarized in the plane of the principal cross sectitne  passes through the prism and is incident on an inclined face
plane containing the crystal optic axis and the incident jeam2 positioned at an angle of 45° to one of the side faBes
and is called extraordinarye], while the other is polarized Total internal reflection takes place at this fazend four
(with the vectorE) perpendicular to this plane and is called beams4—7 emerge from the prism, propagating in different
ordinary (). directions. The planes of incidence and reflection of the

A type of birefringence known as double reflection hasbeams lie in the plane of Fig. 1a. The angle of incidefad
been analyzed in the literature, in which a beam splits intdeaml is 45°. The angles of reflectiop for the four beams
two, an ordinary and an extraordinary beam, while undergoare different. Two of the beamd, and 6, are ordinary and
ing total internal reflection in a crystaf two, 5 and7, are extraordinary. We denote the normal to the

We shall show that a crystal can be cut so that as onsurface of reflection a8. The optic axis is located in thez
incident beam is reflected from an inclined face inside theplane perpendicular to the direction of bedrand forms an
crystal it excites four beams, two ordinary and two extraor-angle of 45° with the plane of Fig. la. All the reflected
dinary, propagating in different directions. This effect maybeams lie in the same plane.
be described as quadruple reflection and occurs because the The spatial configuration of the reflected beatrg was
planes of the principal cross sections differ for the incidentphotographed and is shown in Fig. 1b.
and reflected beams. The angles of reflection for beards-7 are denoted by

: 10
! B
: \ E
\j 11
1 : i FIG. 1. Path of beams undergoing total internal reflec-

) ‘\ tion in an LilO; crystal(a, 9 and experimental obser-
® iz 7 2 vation of reflected beam&): zz is the plane perpen-
3 « dicular to the plane of the diagram. The optic axis is
\ located in thezz plane and is also at an angle of 45° to
a c the plane of the diagraml — laser beam2, 3 —

crystal faces4—7 — reflected beams§ — normal to
the surface of reflection9 — entry face of crystal,
10— optic axis of crystall1— direction of the vector
E for the incident laser beah 12— direction of trans-
mission of Polaroidg is the angle of incidencey is
the angle of reflection, and is the angle between the
optic axis10 and the upper or lower faces of the prism.
The subscripts “0” and “e” correspond to the ordinary
and extraordinary beams. The arrows indicate the direc-
tion of the electric field vectoE for the reflected opti-
cal beamgb). Types of interaction4 — e—o0, 5 —
e—e, 6—0—0, 7— 0—e. Angles of reflection, deg:
4 — 40.9,5—42.8,6 — 45,7 — 47.52.
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52 a interactione— e ando— e the angles of reflection,. (beam
50 | 5) and y,. (beam7) depend on the position of the optic axis
7 in the zz plane (the anglea).
48 | We shall give the formulas for the intensity of the re-
‘8’ flected beams. Before the entry face of the prBme set a
l’;’ 46 - 6 Polaroid whose direction of transmission is the same as the
~44 | Py direction 12 (Fig. 19. In this case, the measured angle of
e rotation of the Polaroidy; is zero. Then for beam4-7 the
42 4 intensities of the reflected beams are respectively
40— leo=0.5 sinay, (5
0 10 20 30 40 S0 60 70 80 90 - »
o, grad lee=0.9 sinfaq, (6)
. lgo=0.23 sirf2a;, 7
0. b loe=0.28 sirf2a; . )
05| When the laser beathenters the prism, it is transformed
.04+ 8 into two beams, ordinary and extraordinary, propagating in
3 the same direction perpendicular to the optic axis of the
%03+ prism (Fig. 1a. In this case, for the beams incident on the
‘é inclined face2 of the prism, the plane of the principal cross
= 0.2 section is at an angle of 45° to the plane of Fig. 1la and
® 01 | 9 passes through the incident beam.
) For the reflected beams the plane of the principal cross
0 ; - : section forms an angle of 90° with the plane of Fig. 1a and is
0 50 100 150 200 also perpendicular to the plane of the principal cross section
ob,. grad for the incident beams. With this configuration of the planes

of the principal cross section, any of the beams incident on
FIG. 2. Angles of reflectiory as a function of the position of the optic axis the inclined face? (ordlnf’;l_ry or extraordinajyhas a compo-
in the prism(a) and intensities of the reflected beams as a function of thenent of the vectoE positioned at an angle other than 0 or
direction of the vectoE in the incident laser beaxi). Types of interaction:  9Q° relative to the plane of the principal cross section for the
4—e-0,5—e~g6—0-0,7—0-68—e-0,e-¢69—0  roflacted beams. This component®fexcites two reflected
—e, 0—0 — experimental points. Curves-7 are plotted for the reflected b di d di Th he incid di
beams4-7, respectively8 — for beams4 and5; 9 — for beams6 and 7. eams, or Inary. and extraordinary. us, t el Incident ordi-
nary beaml excites two reflected beams, ordinary and ex-
traordinary, and the incident extraordinary beamlso ex-
) ) cites two beams, extraordinary and ordinary, on being
Yeo: Yees Yoo, 8N Yoe, respectively. The subscripts to the reflected from the fac@. Thus, four beams propagating in
angles of reflectiony correspond to the types of interaction gifferent directions emerge from the prism.
of the beams in the crystal. For example, faf, the first The intensity of the reflected beams is shown in Fig. 2b.
subscript ¢) indicates that beart incident on the inclined  Note that this quadruple reflection effect is associated
face_ of_the prism is extraordinary and_ the s_econd subs_crlp};,ith a specific sample configuration cut from a crystal,
(0) indicates that the reflected beam is ordinary. That is tQQyhich is unlike that usually used experimentally, where the
say, fore—o0 (beam4) ando—e (beam?) interactions, the  ¢rystal optic axis is specially positioned relative to the face

beams are reflected anisotropically from the inclined face opf the sample, and may be observed in any anisotropic crys-
the prism(with the plane of polarization being rotated on 5|5 whether uniaxial or biaxial.

reflection.
The laws of reflection for bean%-7, respectively, can

be written as follows:
1A. F. Konstantinova, B. N. Grechushnikov, B. V. Bokut al., Optical

Ne SINB=Ng SiN Ve, (1) Properties of Crystaldin Russiaf, Nauka i Tekhnika, Minsk(1995,
302 pp.
Ne SINB=nNg(Vee)SIN Yee, 2 2F. I. Fedorov and V. V. FilippovReflection and Refraction of Light by
Transparent Crystaldin Russiad, Nauka i Tekhnika, Minsk(1976
Ny SiNB=nN,SiN Yy, (3 224 pp.
) ) 3V. A. Kizel', Reflection of Light[in Russiand, Nauka, Moscow(1973,
No SiNB=N¢(Y0e)SINYoe- 4 352 pp.
L 4M. Born and E. Wolf, Principles of Optics 4th ed.(Pergamon Press,
In all cases, the angle of incidence fs=45°. The re- Oxford, 1969 [Russ. transl., earlier ed., Nauka, Mosc970, 856 pp.
fractive indices ar@y=1.8830 anch,=1.7367 A =0.6328 5V. I. Stroganov and V. I. Samarin, Kristallografid, 652 (1995.
um) (Ref. 6. 5D. N. Nikogosyan and G. G. Gurzadyan, Kvantelron. (Moscow 14,

The angles of reflection calculated using formulas- 1529(1987 [Sov. J. Quantum Electroi7, 970(1987]

(4) are plotted in Fig. 2a. It can be seen that for two types offranslated by R. M. Durham
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Formation of macroparticle charge in a classical Coulomb plasma
A. N. Tkachev and S. I. Yakovlenko

Institute of General Physics, Russian Academy of Sciences, Moscow
(Submitted June 23, 1998
Pis'ma Zh. Tekh. Fiz25, 52-55(January 12, 1999

An expression is derived for the average macroparticle charge and the electron temperature in a
heated dense gas. ®999 American Institute of Physid$1063-785(0109)00901-5

INTRODUCTION tron at the surface of a particle due to its charge, \atid the
electron work function for an unexcited particle.

We shall assume that the frequency of electron emission
from the surface of a macroparticle is equal to the Richard-
gon frequency:

In connection with the development of experimental
investigation§? of a thermal plasma containing macropar-
ticles (dust particles of high chargez,~10°-10', it is in-
teresting to analyze the charging and neutralization kinetic
of macroparticles in a high-temperature gas at atmospheric 477me-|-2
density. We use an average-charge model to derive simple Vem=—3 ;{ (g;+W)
expressions which relate the macropatrticle charge and elec- h
tron temperature to the macroparticle characteristics and the |In a molecular gas with low degrees of ionization, three-
properties of the ambient gas. The results of our calculationsody recombination as a result of the excitation of rotational

v
(47rr ).

9

agree with the experiments. degrees of freedom of the molecule is an important fattor.
For the corresponding recombination time we assume:
MODEL
_y 8\/27" —or
We shall assume that macroparticles emit electronsasa 7rg = 3 p \/— BeoqTgTe "NeNg.

result of thermal emission and, as the particle charge builds
up, the electron work function increases. The electrons reHereB, is the rotational constant of the moleculg, is the
combine as a result of electron—electrog-€) collisions  electron temperatur@ve shall subsequently assume that this
and collisions with neutralset-g) in the macroparticle field is equal to the gas temperaturé,=Tg), and oqg
(three-body recombinatignAs a result of three-bodg—e =(87/15)Qaj3 is the cross section for elastic scattering of an
recombination, the electrons cooled by collisions with neu-€lectron at a molecule with the quadrupole mon@r{here
trals undergo heating. We shall approximately assume thdhe quadrupole moment is in atomic unitg3=2.8
the plasma contains particles of the same chatgethe  X10° Yend).
most-represented-charge model, which is similar to the most-  For three-bodye—e recombination we take the follow-
represented-ion model frequently used for a multiply chargedng expressiofi:’
ion plasma). We shall assume that the macroparucle density 4 252302 10N2A
Ny, gas densityNy, and temperaturd, are given param- P R &
eters. Thus, for the electron density we hag=Z,N,,. 5 9ym, T

Writing the balance equations for the density and tem-
perature of the electron gas in the limits of a quasi-steady- A(y)=(12)In(1+9/4m),
state analysis, we obtain the following system of equationgyvhere A(y,) is the Coulomb logarithm and
for the macroparticle chargg, and the electron temperature ,=(2e%N,)¥3/T, is a parameter characterizing the degree of
Te: ideality of the electron gas. The cooling of the electrons by

. N, collisions with molecules is given by

+ 1
Tre(zpaTe) Trg(zpyTe) Qg:UQBe\IZTe/meNgNe.

Vem(Zp, Tg)Np=

eNg -0
7're(zp iTe) o
Herev,,is the frequency of electron emission by amac-  We introduce the dimensionless quantitiesZ,/Z, and

roparticle, 7., and 7,4 are the times for three-bodg-e re-  ®=T,./T,, where
combination of electrons and for electron recombination as a

1
@ SOLUTION OF THE EQUATIONS

— 2
result of the excitation of rotational degrees of freedom of Z=rpTgle,
the buffer gas molecule§) is the electron energy losses as 2 T‘g‘r3hsBeaQNng W -2/9
a result of collisions with the buffer gas, is the macropar- To= 7 7 T
ticle radius,e, = pe2/rp is the potential energy of an elec- 6 e'mg g
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The equationgl) then have the simple form Z,=230. We attribute the difference from the value
912,42/5 Z,~500-1000 reported in Ref. 2 to the rough “corrugated”
Z=In . O=h% (2)  surface of the dust particles.
ag+1 This analysis holds if the electron mean free path in the
Here we have gas is greater than the average distance between the macro-
4 a2 5\ ~6n2 115 particles. This condition is satisfied for our particular case:
ae 2w e'NpAZ, be 1672 rpATgNg (0oNg) “*(4mN,/3)¥*~5. The degree of ionization

15 BeogTgNg' a=Z,N,/Nyg~10"8 is fairly low and this justifies the as-

45 UQBeTgNg . L . .
_ S ) sumption that three-body recombination involving neutrals
The first expression implicitly determines the dependence OE)redominates.
the macropatrticle charge on the other parameters of the mac-
roparticle and the gas.

These formulas are valid whéln, is substantially higher
thanT,. At low degrees of ionization when recombination
heating can be neglecteda(: 0 TezTg) we have v, E. Fortov and I. E. Yakubowhysics of Nonideal Plasmélemisphere,
§=In(®9’2/§5). In the range@= 10—1000, =520 the ex- New York (1990 [Russ. orig., Bergoatomizdat, Moscow1994), 282

. . o pp.J.
pression{=23.7In(0.10 + 2) is accurate to within 5%. 2V. E. Fortov, A. P. Nefedov, O. F. Petrov, A. A. Samaryan, and A. V.

Note that unlike the case of complete thermodynamic Chernyshev, Zh. Esp. Teor. Fiz111, 467 (1997 [JETP84, 256(1997)].

equilibrium? the parameter&, andN, do not depend on the V- ! Derzhiev, A. G. Zhidkov, and S. 1. Yakovlenkipn Emission in a
L . p Nonequilibrium Dense Plasmin Russian, Energoatomizdat, Moscow
ionization potential of the buffer gas. (1986, 160 pp.
4F. |. Dalidchik and Yu. S. Sayasov, ZHkEp. Teor. Fiz49, 302 (1965
ESTIMATES [Sov. Phys. JETR2, 212(1966)].
) ) - ] 5L. I. Gudzenko and S. I. Yakovlenk®lasma Laser$in Russian, Atom-
On the basis of the experimental conditions described by izdat, Moscow(1978, 256 pp.

Fortov etal? we take T=T,=0.146eV, N,~5 SA. V. Gurevich and L. P. Pitaevskizh. Eksp. Teor. Fiz46, 1281(1964

7 a3 ~ 8 ~y— 3 _ [Sov. Phys. JETRSY, 870(1964].
X 10" cm, Ng 2'7?< 101 cm®, and W_2'7,_5 e\( (fOI’ ’A. N. Tkachev and S. I. Yakovlenko, Kratk. Soobshch. Fiz. No. 7, 10
Ce(,). For an analysis of three-bo@y-g recombination we (1990.
shall use the parameters of the nitrogen molecBle=2.5 8A. N. Tkachev and S. I. Yakovlenko, Preprint NofiB Russiaf, Institute
X104 eV, O'Q:4-5>< 10" Ycm?. We then havea=0.03, of General Physics, Russian Academy of Sciences, Mos(97),
b=3,Z,=41, andTy=64.4K. 20 pp.

From this it follows that® =26.4, {=5.7, and hence Translated by R. M. Durham

For a simulation of the electron clouds around a charged
dust particle see Ref. 8.
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Probing of a random phase screen by a focused spatially modulated laser beam:
deflection of interference fringes
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Deflection of interference fringes in a diffraction field was investigated under conditions in

which a laser beam with a regular interference structure was finely focused onto a random phase
screen. It was established that the contrast of the average-intensity fringes depends

analytically on the statistical parameters of the screen.1999 American Institute of Physics.
[S1063-785(109)01001-7

It has been establishiithat the contrast of the average- of the present study is to establish an analytical dependence
intensity interference fringes formed in a diffraction field of the contrast of the fringes on the statistical parameters of
when a moving random phase screen is illuminated by @he random phase screen for conditions of fringe deflection.
focused, spatially modulated laser beam, depends on the sta- Ag in Refs. 1 and 2, the spatially modulated laser beam
tistical parameters of the screen. It was assumed that the ligihs parallel interference fringes formed by the superposition
is diffracted at a large number of irregularities in the SCreen « wvo Gaussian laser beams. When this beam is focused on

Here we consider a different case when the size of the Wai%e surface of a random phase screen, two light spots of

of a focused, spatially modulated laser beam on the surfa(;% ter e 2\ f/ ¢ Fia. 1 and the dist
of the screen is much smaller than the transverse dimensioff&aMeter #o= mw are formedFig. 1) an € distance

of the irregularities in the screen, i.e., the probe beam “rePetween themp, is determined by the period, of the
solves” the irregularities in the screen. Such conditions ardfinges,po=\f/A,, wherew is the beam radius in the aper-
achieved when a spatially modulated laser beam is fineljure of the focusing objective with the focal length We
focused by an objective having a fairly large numerical ap-shall assume thatw, is significantly smaller than the trans-
erture or by probing a random phase screen having largeverse dimensions of the irregularitieg: 2wy<I 4.

scale irregularities. Under these conditions the diffraction A transverse displacement of the screen causes a random
field exhibjts no §peckle modulation and the pattern of interghift of the phases of each beap(p+ po/2), ¢2(p— po/2)
ference fringes is almost the same as that_ observed in thgyq a corresponding random shiftz of the interference
absence of the screen. However, the position and to SOMgnges in the diffraction field, i.e., the interference fringes

extent, the shape of the fringes are determined by the PalaMie deflected. A slow-response photodetector records the

eters of the particular screen inhomogeneity situated under . e .
. average-intensity fringes whose contrégs lower than that

the focused laser beam. Transverse displacement of th . ) - .
the fringes of the illuminating beaw,. We shall establish

screen is accompanied by deflection of the interferencd

fringes as a result of an instantaneous change in the phalfd® refationship between the contrastand the statistical
difference of the interfering waves. Thus, a slow-respons@arameters of the phase-screen irregularities: the variance of

photodetector records fringes of average intensity in the difthe phase fluctuations,, the inhomogeneity correlation
fraction field whose contrast will be determined by the stadength | ,, and the inhomogeneity correlation coefficient
tistical characteristics of the random phase screen. The aitd ,(Ap), which reflects their mean statistical shape.

1 Boey) t Zem)
Po 2w,
1 YN #

FIG. 1. Propagation of a focused spatially modulated laser
beam through a random phase screen with large-scale irregu-
z larities.

v

Random phase screen

1063-7850/99/25(1)/3/$15.00 23 © 1999 American Institute of Physics



24 Tech. Phys. Lett. 25 (1), January 1999 V. P. Ryabukho and A. A. Chausskil

In the Fresnel diffraction zone the complex amplitudes V/V,
of the interfering fielddJ,(¢{,z) andU,(¢,z) will have dif-
ferent amplitudes\; and A,, different random phase shifts 1.0
¢, and ¢,, and a relative deterministic phase shift 0.8-_/'/"*———(
AW (L,2z)=2mpy- ¢ Nz caused by the relative transverse shift
po Of the constrictions of beamkand?2 in the plane of the
screen(Fig. 1). Thus, we can write the following expression
for the spatial distribution of the average intensity in the
plane ¢,2):

(1(&2)y=(|U1(£,2)+Uy( £,2)]?) 0.0

0O 20 40 60 8 100

Iy, um
=u(£,2)|3 AZ+AS+2A1A,| w1 po)| o 1

2w
XCOS(a-I— Ep(y{ ] 1)
where for a Gaussian illuminating beam we hauéZ,z)|
= (Wo/w(2))exd — (&w(z))?]; w(z) is the beam radius in
the plane of observation{(z) of the interference pattern;
1 po)={exdiAeipo)]) is the correlation coefficient of
the complex amplitudes of the interfering light fields;
a=arguiApo); AeiApo) =e1(pt po/2)— ea(p—po/2). It
follows from Eq.(1) that the contrast of the average-intensity
fringes is given by

V=Vl w1 po)l, 2

whereVy= 2A1A2/(A§+A§) is the contrast of the fringes in
the absence of the random phase screen.

Assuming that the phase fluctuatiodsp,,(p,) have
Gaussian statistics, we can write the following expresgion
for the correlation coefficient,o( po)

i po) =exp{ — o3[ 1K 4(po) 1} 3

Thus, for the contrast of the average-intensity fringes we
obtained the same dependence on the statistical parameter:
of the random phase screen as that obtained for the fringesin g2 .
the boundary region using a broad, collimated, spatially 0 10 20 30 Do, pm
modulated laser beafAt this point, it is important to note ’
that this eren_dence differs qua“tatlv.e'y from that Obtameq:IG. 2. Contrast of the average-intensity fringes in the fringe deflection
for the diffraction of a focused spatially modulated laser egime, as a function of the statistical parameters of the random phase
beam at a large number of screen irregularifiéis.fact, in  screen, showing both theoretical curves and experimental data as a
these two cases the contrdsof the fringes as a function of function of the correlation length, of the screen irregularities fqio~29
the inhomogeneity correlation lengtt) tends to change in  #M: 1= 04=0.5.2— 04" 086,50, = 118 b —as aunetion ofy

. . . . . . forl,=23um:1— pe=9.5um, 2 — po=14um, 3 — pg=29um; ¢ —
opposite directiongsee Fig. 2a in the_pre_sent paper and Fig..¢ . function ofpo for 1,=23um: 1 — ,=0.5,2 — o,=0.86,3 —
3b from Ref. 2. The decrease i with increasingl, ob- 0s=115.
served for diffraction at a large number of random phase-
screen irregularities is caused by an increase in the average
intensity of the scattered component relative to the intensitybleached speckle interferogranwith the statistical param-
of the unscattered beam. The increas¥ inith increasind ,  eterso, andl,, predetermined using a method described by
observed in the second case is caused by a reduction in tiRyabukhoet al®
average amplitude of the fringe deflection. Figure 2a gives The intermediate range of variation lof corresponds to
the contrast of the average-intensity fringéd/, as a func-  a third regime, i.e., diffraction at a small number of screen
tion of the correlation length of the screen irregularitigs irregularities for which the incipient partially developed
under conditions of fringe deflection assuming tKaj( po) speckle fields have specific statistical propettidhe curve
has the Gaussian forrh<i¢,(p0):exp(—pgllf/)). Also plotted V(I 4) giving the variation of the fringe contrast should be
are the experimental data obtained for random phase screessiooth over the entire range bf with a minimum in this
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third regime. The analytic expression for this dependence This work was partially financed by a grant from the
should include both characteristics of the illuminating beamRussian Fund for Fundamental Research No. 96-15-96389
Wy andpg as parameters. under the Program “State Support for Leading Scientific
In both regimes an increase iry, is accompanied by a Schools in the Russian Federation.”
reduction in the contrast of the fringé€Big. 2b and Fig. 3a
from Ref. 2, but this reduction obeys different laws.
An important characteristic of the deflection regime is *V. P. Ryabukho and A. A. ChausskPis'ma Zh. Tekh. Fiz21(16), 57
that the contast of the average-intensiy fringes depends on{}%%% X% P LesL SRl L
the periodA, of the fringes in the illuminating beam, since (1997 [Tech. Phys. Lett23, 755 (1997].
this determines the distangg between the beam constric- 3S. M. Rytov, Yu. A. Kravtsov, and B. |. TatargkPrinciples of Statistical
tions on the surface of the screen. Thus, by varying the pe- Radiophysics, Part 2, Rangom Fieldand ed., Springer-Verlag, Berlin,
riod g, and therefora, in a controlled fashion, it s pos- /)y "k 1987 [Fuse oo Navwe, Moscou, doael,
sible to determine the statistical parameters of the screencow, 1988, 528 pp.
from the measured dependence of the relative contrast of th&v. P. Ryabukho, Yu. A. Avetisyan, and A. B. Sumanova, Opt. Spektrosk.
fringes V(po)/V,. Figure 2c gives theoretical curves of this 79 299(1995 [Opt. Spectrosc79, 275(1999)
dependence and experimental data obtained for the samé- Jakeman, Opt. EngBellingham 23, 453 (1984).

samples as the data plotted in Figs. 2a and 2b. Translated by R. M. Durham
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Results are presented of a magnetooptic investigation of the surface micromagnetic structure of
FeCuNDbSiB ribbons in the initial state and after annealing at 550 °C for 1 h. In the initial

state the samples were amorphous, whereas after annealing they exhibited a nanocrystalline
structure with typical grain sizes of 10—12 nm. Dispersion of the magnetic anisotropy

was observed in the samples studied; this was responsible for the nonuniformity of their local
magnetic properties. It was found that the linear dimension of the magnetic
inhomogeneities in the initial and annealed samples was 120—-150 and a@3; t@spectively.

© 1999 American Institute of Physids$1063-785(0109)01101-3

In 1988 the first report appeared of a new iron-basedact and free sides of the ribbon samples. H&ris the value
alloy with composition Fg Cu;Nb;Sij; By possessing of § for M=Mg, whereM is the saturation magnetization
unique magnetic propertieén particular, low hysteresis andL is the coordinate in the direction of the sample length.
losses, high permeability, and almost zero The measurement error féwas less than 5%.
magnetostriction® The alloy was obtained by quenching Figure 1la shows typical local magnetization curves mea-
from a melt in the form of an amorphous ribbon. After sub-sured for different sections of the contact side of the initial
sequent heat treatment at temperatures above the crystallizeample in a magnetic fielti applied successively parallel
tion temperature, this material possessed a nanocrystallirend perpendicular to the ribbon length(solid and dashed
structure with a grain size of 10—15nm and exhibited su- curves, respectively In this case, the diameter of the light
permagnetically soft propertiésStudies of the correlation spotD on the surface of the sample was 1 mm. The local
between the structural and magnetic properties ohysteresis loops were also measured and a typical one is
FeCuNbSiB alloys in the initial state and after annealingshown in the inset to Fig. 1a. Figure 1b shows typical local
have attracted attention among researchers. However, ihagnetization curves obtained for the same sample in the
should be noted that standard methods measure the bufield H parallel toL for D=20 um. Typical distributions of
magnetic properties of magnetic materials, whereas wghe magnetization in fieldsl=1 and 2 kA/m are shown in
know? that the surface magnetic properties of amorphousig. 2a. In this case, the light spdb & 20 xwm) was moved
materials can strongly influence their bulk magnetic characalong the central line over the sample length.
teristics. Clearly, this set of curves can be used to obtain the to-

Here we report results of a magnetooptic investigation ofpography of the planar magnetization components and thus
the surface micromagnetic structure of,E€u;Nb;Si; 3 Bg provide information on the surface micromagnetic structure
ribbons in the initial state and after annealing at 550 °C forof the ribbon. Figure 1c shows typical local magnetization
1h. curves measured on the contact side of an annealed sample in

An Feg £Cu Nb;Siy 5 Bg alloy was prepared by quench- a field H applied successively parallel and perpendicular to
ing from a melt in the form of amorphous ribbons 10 mmthe length of the ribbor(solid and dashed curves respec-
wide and 2Qum thick. In the initial state the ribbons were tively). In this case, the diameter of the light sfgdton the
x-ray amorphous, whereas after annealing at 550 °C for 1 Burface of the sample was 20n. A typical local hysteresis
they had a nanocrystalline structure with a grain size oloop is shown in the inset to Fig. 2c. Typical distributions of
~10-12 nm. Nanocrystallites were present in the residuathe magnetization obtained for an annealed sample ith
amorphous matrix, occupying approximately 20% of the to-=0.5 and 1kA/m are shown in Fig. 2b. Similar measure-
tal volume. The ribbons were cut into pieces 15mm long. ments were made on the free side of the samples.

The micromagnetic structure of the ribbons was studied An analysis of these data yielded the following conclu-
using a magnetooptic micromagnetometer having a surfacgions. The magnetization curves of the initial sample in the
sensitivity (depth of penetrationof ~10nm and a spatial field H parallel and perpendicular to the length of the ribbon
resolution of up to 0.3c:m (Ref. 4. All the results described differ, which may be attributed to the existence of in-plane
subsequently were obtained using the equatorial Kerr effeanagnetic anisotropy. The easy axis of magnetization is par-
6. In this method, an external magnetic figttlis applied allel to the ribbon length.. The form of the local magneti-
parallel to the surface of the sample and perpendicular to theation curves changes substantially on transition from one
plane of incidence of the light. The magnetization distribu-section to anothetboth for D=1 mm and forD =20 um),
tion 6(L)/6s~M(L)/Mg and the local hysteresis character- as can be seen from Figs. 1a and 1b, and the magnetization
istics 8(H)/ 8s~M(H)/M4 were measured on both the con- distribution curves are irreguldFig. 29. These results indi-
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FIG. 1. Typical local magnetization curves of FeCuNbSiB
amorphous ribbon in the initiala, b and annealedc)
states in a fieldH applied parallesolid curve$ and per-
pendicular(dashed curvggo the sample length. The insets
show typical local hysteresis loops. The light spot diameter
D on the sample was 1 mif& and 20um (b, 0.

4
H,kA/m

1
6 8

cate that the local surface magnetic properties of the initiaH on the free side was approximately half that on the con-
sample are nonuniform at both the macroscopic and microtact side and we also established that the valud efat the
scopic level, which may be caused by the dispersion of theurface of the ribbons was 6—8 times higher than the bulk
magnetic anisotropy. It can be seen from Fig. 2a that thealue. The first factor can probably be attributed to differ-
linear dimension of the magnetic inhomogeneities is 120-ences in the morphology on the contact and free sides of the
150um. ribbon, while the second factor can be ascribed to the exis-
It was established that in the initial sample the localtence of defectdsurface roughness and microcrystallites
values of the saturation field and the coercive fdfigediffer ~ typical of the surface layers of materials obtained by quench-
substantially. In particular, the minimum and maximum val-ing from a melt.
ues of H; are 0.08 and 0.2kV/m. It should be noted that =~ The magnetization curves of the annealed sample in the
when similar measurements were made on the free side dield H parallel and perpendicular to the ribbon length differ
the ribbon, we observed substantial changes in the values okgligibly, which indicates that the in-plane magnetic anisot-
Hc compared with those on the contact side. The value ofopy is reducedFig. 29. The difference between the local

1
s a
1
05—
é FIG. 2. Typical magnetization distributions for the initial sample
for H=1 and 2 kA/m(a) and for the annealed sample fdr=0.5
= | ; | and 1 kA/m(b) (curvesl and2, respectively (D =20 pum).
0
| —\/\N\/\-’\/\/\Z/\/\/\/\/\/‘/\A/\/\/\A/\/V\g‘
f\/\/v\/\,-\/\,\'/\_/\/\/\/\/\/\/\/\/\/\/\'u\/\/‘
0.5 I 1 J
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magnetization curves even fdd=20um is also signifi- dimension of the magnetic inhomogeneities is approximately
cantly reduced. Figure 2b shows that the linear dimension dfalved, the local values of the coercive force are reduced
the magnetic inhomogeneities in this sample is 50®0 It  approximately tenfold, and the initial magnetic permeability
was observed that the coercive force in the annealed sampie increased approximately fivefold compared with the same
is approximately ten times lower than that in the initial characteristics for the initial sample. It was established that
sample and the difference between the local valuddofs  in the annealed sample the difference between the local mag-
less than 20%. Finally a comparison of the magnetizatiometic properties is less than 20%. Thus, we have observed
curves in Figs. 1la and 1c reveals that the initial magneti¢hat the structure of the amorphous material strongly influ-
permeability of the annealed sample is approximately fiveences its local surface magnetic properties.
times higher than that of the initial sample.

To sum up, magnetooptic investigations of the micro- 'v. Yoshizawa, S. Oguma, and K. Yamauchi, J. Appl. Ph§4. 6044
magnetic structure of BEeCu;Nb;Si;3B8g amorphous rib-  (1988.
bons having a nanocrystalline structure with grain sizes ofj,g: gf’}zzrier:’d'ﬁ('i_Ef"gﬁ;ﬁfﬂ)@ﬁ;%iﬁ;?K_ Ponomareet al, Fiz.
10-12 nm after annealing have shown that this material pos-Tverd. Tela(Leningrad 28, 2862(1987 [Sov. Phys. Solid State8, 1605
sesses dispersion of the magnetic anisotropy at both the mac¢1986]. ;
roscopic and microscopic level, which is responsible for the“G: S. Krinchik, A. V. Shtin, and E. E. Chepurova, Zhkgp. Teor. Fiz.
nonuniformity of the local magnetic properties. It was ob- 87, 2014(1984 [Sov. Phys. JETRO, 1161(1984).
served that after the ribbons had been heat-treated, the lineaanslated by R. M. Durham
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Drag of an object in a supersonic flow with an isobaric region of energy release in front
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The problem of interaction between a steady-state supersonic flow and a planar isobaric region
of energy release is solved. The solution is used to investigate the drag of an object in

the wake behind the region of energy release. Conditions are determined for which the drag of
the object can be reduced appreciably. The energy efficiency of this method of reducing

the drag is studied. €999 American Institute of Physid$§1063-785(19)01201-X]

The present paper is a further development of the auwith expansion of the gas behind this region lead to a drop in
thor's earlier studiés® of the drag and heat exchange of anthe dynamic pressurep=pu?/2 (where p and u are the
object in a supersonic flow when a planar energy so(ace density and velocity of the gasThis drop inpp reduces the
gasdynamic discontinuity with a given energy relgasgo-  drag of an object moving in the wake behind this energy
sitioned in front of the object. Here a treatment is given ofsource.
the two-dimensional steady-state problem of bulk isobaric ~ The parameters behind the planar discontindiiy the
energy release in a supersonic flow and the drag of an objegtipersonic flow are determined from the mass, momentum,
located in the wake behind this region of energy release. Thand energy conservation laws, supplemented by the equation
analysis is made using a model of non-viscous flow of &of state. In this steady-state regint@eak detonation re-
perfect gas. gime), the parameterp,, p4, Uy, andT, are determined by

The flow is shown schematically in Fig. 1. At a planar the parameters of the unperturbed stream and the heating
discontinuity1 a unit mass of gas flowing through the dis- Paramete; =q,/C,To.., whereTy.. is the initial tempera-
continuity acquires energy,. This supply of energy leads to ture of the unperturbed strea. An upper bound is im-
an increase in the temperatufeand gas pressune behind ~ PoSed on the limiting value oB, for steady-state energy
the discontinuityl. An analysis is made of the range of con- SUPPly conditions. The highest value g} corresponds to
ditions corresponding to weak detonatiim the flow region ~ Mach number 1 behind the discontinuity. ,

2 (whereby, by, andb; are the initial, an arbitrary, and the Using a quasi-one-dimensional description we find that

final transverse dimensions of the reg@rbulk energy sup- the steady-state flow parameters of a nonviscous ideal gas in

ply takes place. The energy supply law ensures that isobaria region of bulk energy release are described by the follow-

flow takes place in regioB. In what follows we assume that Ing system of equations:

this planar isobaric region is a trapezium. du, dp,
Interaction between the supersonic stream and the P1U1S1=P2UsSy,  palla == 5

stream of expanding heated gas leads to the formation of an

oblique shock wave with an angle of inclinatignrelative to us u3

the incoming stream. The link is a contact discontinuity p2U2S, 7+CPT2> =p1aS | 5 +CpTy [ +Q,
separating the streams of heated and cold gas. Within the

energy supply region, the angle of inclination of the line P2=p2RT,. (8]

with respect to the direction of the incoming stream¥is
The pressure in the shock lay@iis equal to the pressure in
region 2 (p,=ps3). The isobaric regior? is followed by a

Here S is the cross-sectional area of the region of energy
releaseQ=0,p,1U;S; is the energy supplied to the flow per
unit time during the bulk release of energy in the interval

region 4 (near-wake regionin which the pressure, is 0<x<X,, andq, is the energy supplied to this interval per
higher than that of the unperturbed flop,,. Thus, the unit maéls 92 gy stpp P

heated gas continues to expand behind the region of energy For the case of isobaric flow in the region of energy

release. The flow structure in regidndepends strongly on o jaase we fingb,= py, and it follows from Eqs(1) that
the Mach number in the cross section x; . For Mach num-

bers M;>1 supersonic expansion takes place in region U=Ug, Cplo=CyT1+da, p2/p1=T1/T,=5,/S,,
whereas foM; <1 a closed subsonic flow region forms be- (2
hind the region of energy release. 112 —12
. . - . My /M =(T1/Ty) = (1+ T :
An object5 having the characteristic transverse dimen- 2/M1=(T2/T2) = (140, /CpTy) ®
sionb,, may be positioned in the wake regidnHeating and In the isobaric region of energy release, the Mach num-
expansion of the gas in the energy release region togethéer decreases monotonically with increasind a continu-
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W1=u1/uw%1, k]_:pl/pooml,

-1
leTllTDO%B].(ldl—_z Mi +1,
Moo Ni=pi/Pe~71, Mi=M. /72 (6)
o P 2 \ Under these conditions and with allowance for the relations
b1 b, N b (6), the formulag(5) have the form
X\_ bi m
\\“*~~-- wi=1, k~nt, di~n"1,
X2
< g \ Ti~T1T2, Ni=Tq, Mi%MOO/Til/Z. (7)
. X; . The drag of an object moving in the wake behind the
energy sourcéFig. 1) is formally given by
FIG. 1. Gasdynamic flow diagram. pu2
F=Cx—Sn ()

nd depends on the shape of the object, its position behind

ous transition may take place from supersonic to subsoniﬁle region of enerav release. and the parameters of the in
flow. This last factor is a fundamentally important advantage 9 9y ' P

f s sytem of eergy acingon o supersoncfow. 00 SEAE 5 e g oot vk s e
Two-dimensional isobaric flow is achieved in the region J P

of energy elase s regon has a wrapezcicl gecmenfSr DR e enerdy sorce vy sogep- s |
with S,~b,~X, (6,=const). Forp,=p;=p5 the relation- q

ship betweerp,, M.., andd, is determined by the familiar mak\?Vi?r? :?/?gvrvaig g(ra:\e/\;ir:mgg(r)nneﬁ{mdamental conclusions

relations for an oblique shock wave, . 9 : . '
we shall confine ourselves to some approximate estimates.

The ratio of the drag of an object in the wake behind an

P2— P Y 2 . i i . . .
D = m(Mm sife—1), isobaric bulk energy source to the drag of this object in an
” unperturbed external flow is given by
M2 sirfe—1 - - 2/ 2
tan ;=2 cote —; ‘ @) w=FIF,.=(C,/Cy..)(pu/p,us). 9
MZ(y+cos2p)+2 When M>1 and ;<1 hold, we haveb,,=b; for a

moderately long object positioned directly behind the cross
sectionx=x;, and we can assume the approximatjsur
~piui2. Then, taking into account the relatiof¥, we obtain

Here y is the specific heat ratio.
The parameters directly behind the region of energy re
lease in the cross section=x; are given b§

N . N 0=(Cy/Cy)/ 5. (10
W N 12 g _Pi_ M Y _ o _
Wi= U, Ao (1+B80)7 ki T pe M7y (148275 In this range of parameters, the possibilities for reducing
the drag of the object are determined by the possibilities for
Po, piuf A obtaining highr, values and the dependence of the drag
it = = (1+ 8™, coefficientC, on the parameters behind the energy source.

Po P 72 The most interesting regimes for this system of reducing

T 1-\2% the drag of an object are those corresponding to hypersonic
Ti=-|-—|:—21(1+,31)7'z1 (5)  (M;=3) and subsonicN};<0.8) flow regimes behind the
= 1-\ile energy source. The lowest drag can be achieved for subsonic

) values ofM;, fairly large 7,, and objects having low values

Y 1= Nle of C, for subsonic flow, such as teardrop-shaped objects. For
ni_a_ )\_1(1+51) 1-2\2%/s (145172, M;<1 the drag decreases monotonically with increasing

When supersonic flow regimes are established behind

where,=T,/Tq, e=(y+1)/(y—1). the energy source, tapered objects have the lowest drag. Two

Of particular interest in terms of reducing the drag of anflow regimes may be established fiot;>1: flow with the
object moving in the wake behind this particular energybow shock attached to the nose of the object and flow with
source is the region where the Mach numbers satisfghe shock wave detached from the object. By way of ex-
M.>1, and the heating parameter@s<1 (Ref. 4. In this  ample, Fig. 2a gives the results of approximate calculations
region supplying energy to the gas at the discontindity of the dependence ab on 7, for various values ofr; for
heats the gas and increases the pressure, but has very litlenviscous flow of a gas witM =10 andy=1.4 around a
influence on the velocity and density. Thus, the followingwedge with the expansion half-angbe=20°. The point of
approximation$ can be used to determine the parametershe wedge is located in the cross sectioax; ,b,,=b;. The
behind the discontinuity calculations were made for conditions where an oblique
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ject are also reduced, since isobaric heating of the gas leads
to a reduction in the dynamic pressure and the enthalpy flow

per unit transverse area. A more detailed analysis of the ther-
mal aspects is outside the scope of the present study.

We shall estimate the energy efficiency of this method of
reducing the drag of an object. We confine our analysis to
the most interesting range of parameters whdre>1 and
B1<<1. The total energy dissipated in the uniform motion of
an object in the presence of an energy sourde=isE, + E;
=C,pu3S/2+ p..U..S;(Ti—T..). When E;=0, the energy

U.UJ T T L M . . . .
0.00 4‘&, o.:)o 12'00 Ty E..=CypU>S,/2 is expended in moving the object. To
__' estimate the energy efficiency of this system we introduce
o b the parameter
E,+E; y=1 .Sy
C= E —w+(~ri—1)/CXwTMmS—l. (17
106 For pu®=p;u® andS,,=S; relation(11) has the form
y—1 2
3 C=(Cx/Cxoc)/7'2+(Tsz_l)/meTMocTz- (12
- % =2
For 7,>1 we have
0.00 v T T T T T T v 1 2
400 8.00 1200 g C=(Cu/Cx)l ToF 71/ Cre —— M. (13
FIG. 2. Dependences @ andC on 7, for M., =10, y=1.4, and various Figure 2b gives the paramet€ras a function ofr, for
values ofr;. various values ofr; for a gas withM,.=10 and y=1.4

flowing around a wedge, corresponding to the values of

plotted in Fig. 2a. A high energy efficiency is achieved for
shock is attached to the front of the wedgd;&1.857;  low r; and fairly highr,. For 7;<3 in the ranger,=5 the
=717,=T;/T,,<30). For simplicity, it was assumed that the value ofC varies negligibly. A comparison between the en-
flow in region 4 behind the energy source is uniform and ergy efficiency of this system and a system with energy sup-

plane-parallel, and this pressure is zero. ply from a planar sourceshows that isobaric energy supply
The results plotted in Fig. 2a show that the reduction inis considerably more efficient.

the drag depends strongly on the valuesrpfand r,. An

increase inry narrows the range of variation @§ (provided

thatM =1.85). The reduction in drag is appreciable for small G. A. Luk'yanov, Pis'ma Zh. Tekh. Fi224(24), 76 (19989 [Tech. Phys.

71 and larger,. These conditions correspond to small angleszéetiztuigoef;g\?ggre rint No. 04—98in Russian, Institute of High

6; and larg.e ratlos,bi_/bl' For low values ofr, there is a Pérfo'rmanc):/e Coﬁﬁpute?tions an.d Databases, St. Pyetersnw@, 19 p%.

weakly defined minimum ok at 7, = 20-25 when the 3G G. chemny, Gasdynamics[in Russiad, Nauka, Moscow(1988,

Mach number idM; = 2—-2.5. This minimum value o is 424 pp.

0.37 for =2 and 0.26 for7-1=3. 4G. A. Luk'yanov, Preprint No. 05-98in Russian, Institute of High-
Note in particular that in the range of parameters where Performance Computations and Databases, St. Peter&l88, 20 pp.

the drag is reduced appreciably the thermal loads on the olrranslated by R. M. Durham



TECHNICAL PHYSICS LETTERS VOLUME 25, NUMBER 1 JANUARY 1999

Regular relief on a silicon surface as a structural defect getter
L. S. Berman, I. V. Grekhov, L. S. Kostina, E. |. Belyakova, E. D. Kim, and S. C. Kim

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
(Submitted July 24, 1998
Pis'ma Zh. Tekh. Fiz25, 75-80(January 12, 1999

An investigation was made to determine how a regular relief on the silicon surface influences
gettering in silicon—silicon-dioxide structures. The regular relief was created by a
photolithographic technique before oxidation and comprised an orthogonal network of overlapping
bands. The gettering was determined from the isothermal relaxation of the capacitance of a
silicon—silicon-dioxide structure after switching from strong inversion to even stronger inversion.
It is shown that a regular relief at the silicon—silicon-dioxide interface is an effective getter

at a depth of several hundred micron. 1®99 American Institute of Physics.
[S1063-785(109)01301-4

Gettering is widely used in semiconductor technology toMEASUREMENT METHOD
remove metal impurities and/or other structural defects from ) )
the electrically active region of a device. External gettering is | N€ gettering of deep-level centers was determined from
accomplished by creating defects on the back side of thihe isothermal relaxation of the capacitance after switching

wafer, which act as sinks for undesirable defects. Varioud® voltage from strong inversion to even stronger inversion.
methods of external gettering exist. This method can detect deep-level centers in the upper and

In our previous studié$ we showed that a regular lower half of the band gap and can also estimate the contri-
relief at the interface of as-grown silicon structuresPution made by the semiconductor surface and the space

substantially reduces the density of boundary dislocation§harge region to the generation currggt

and the concentration of deep-level centers. This increases WhenNi<Njy holds (whereN; andNy are the concen-
the minority carrier lifetime by more than an order of mag- (rations of deep-level centers and dopant, respectivéfe

nitude. additional formation of the inversion layer takes place con-
Here we study how a regular relief on the silicon surfacesiderably more slowly than the relaxation of the population
of deep-level centeSThus, we can assume that these two

influences the gettering in silicon—silicon-dioxide structures. - '
We know that at a silicon—silicon-dioxide interface there is aPr0cesses take place successively rather than simultaneously.

thin defect transition layer which is itself a sink for deep- When the spgce-charge region contains id.entical dgep-level
level centers(see Refs. 4 and 5, for exampleThus, we ~CENters, 'Fhe time dependence O.f the QapaCItﬁ(@a durlng
compared the gettering in silicon—silicon-dioxide structuredh® additional formation of the inversion layer is described

with and without a regular relief. by (see Ref. 7, Appendix)1

SAMPLES

ge NdCi [dC(t)

= ast )~y &
cy |at [Tl st

The samples were fabricated using—Si111)Cz
with p=15Q0-cm and a wafer thickness of 3@0m. A
regular relief was created by a conventional photolitho-
graphic method before oxidation, consisting of an orthogonaWhere q is the electron charge; is the permittivity of the
network of overlapping bands 50m wide, 0.2-0.&«tm  semiconductorC; is the capacitance of the insulatggs is
deep, and 20@m apart. The samples were oxidized in athe generation current at the surfaeg,is the thermal emis-
dry and moist oxygen atmosphere at 1000 °C in the follow-sion time, andh(t) and hg; are the thickness of the space
ing sequence: 10 min dry /3100 min moist @+10min  charge region and its steady-state value, respectively. The
dry O,, giving an oxide thickness of 04Zm. After oxida- second term on the right-hand side of Ef) is the genera-
tion, the wafers were cooled to 600 °C for 50 min in thetion current in the space charge regigs . The values of the
furnace. Aluminum contacts having diameters of 1-2 mmcapacitance and the currents are given per unit area. The
were deposited on the SjQayer in vacuum. A vanadium dependence of andh ont is not shown below.
silicide/aluminum ohmic contact to the silicon was made on  Expression(1) is a generalization of the Zerbst metfod
the back. for the case when the level of the majority generation center

Three groups of samples were fabricated: group Iis not situated at the center of the band gap. A theoretical
without a regular relief, group 2 with a regular relief on the analysi$ shows that the expression fggq is valid for h
back, and group 3 with a regular relief on the working sur-—hg>Lp, whereLp=exT/q?N, is the Debye lengthi
face. is the Boltzmann constant, afidis the temperature.
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FIG. 1. Time dependence of the capacitai@g) after switching from
—50 to =70V, T=253K: 1 — group 1,Cy=44 pF, C,=118.3 pF,t,
=20.5 s;2 — group 2,Cy=24 pF,C4=59.3 pF,t,g=47 s;3 — group 3,
Cp=46 pF,Cs=125 pF,t,,=82 s.
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initial thickness of the space charge region after switching
N:(h—hg) in Eq. (1) is replaced by

h

Nio f f(x)dx,
hst

and then the derivative ofl) with respect toh is qN,

X f(h) 7n=aNi(h)/ 7.

RESULTS OF MEASUREMENTS AND DISCUSSION

These results are averaged over the surface of the MIS
structures, since the diameter of the MIS structures is much
greater than the distance between the bands. Figure 1 gives
C(t) for the three groups of samples after switching from
V=-50V (strong inversiop to V=—70V (T=253K).
These curves were used to determine the tirgdaken for
the capacitance to increase from its initial valdg to Cq
+0.9(Cs— Cy), whereCyg, is the steady-state capacitance. A
comparison of these curves reveals that group 1 samples
(without a regular relief have the lowest value df (i.e.,
the highest concentration of deep-level centeshile group
3 samples with a regular relief on the working surface have
the highest value df. Thus, a regular relief is an effective
getter. When the regular relief is applied to the back of the
wafer (group 2, gettering takes place via both surfaces. A
comparison of the curve€(t) for groups 1, 2, and 3 also
indicates that the regular relief getters over the entire thick-

At the initial stage of the transition process, the inequal-ness of the wafer (30@2m), although the gettering becomes
ity jga>]gs is Usually satisfied so thgys can be approxi-
mated by a constant component.

Expression(1) is then a straight line when plotted in function of the thickness of the space charge region for the
terms of the coordinatesqéN4C;/C%)(dC/dt) versush
—hg; the slope of this line ig|N; /7y, and it intersects thg

axis atj gs.

weaker with thickness.
Figure 2 gives the generation currgigt=js—jga as a

same samples after the same switching processes. These
curves were calculated from E@L) using the experimental
dependence&(t). For these samples dt=253K we have

In the presence of a concentration profile of deep-level 4=~0.2um. Thus, the dependence jfy on h—hg is valid
centerdN;(x) =N, f(x) (whereN, is the value oN; for the

1.2

Jgr 107%4/em?

04t

for h—hy>1.0-1.5um. The highest generation current

FIG. 2. Generation current versus thickness of space
charge region after the same switching procdss-
group 1,2 — group 2, and3 — group 3.
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(and the highest concentration of deep-level cehtees ob-  depths of several hundred micron. Optimizing the parameters

tained for samples without a regular relief and the lowest wasf the regular relief is a problem for further study.
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face, with an intermediate current being obtained for thosd-und for Fundamental Research, Grant No. 98-02-18250.

samples with a regular relief on the back of the wafer. For all

three groups of samples the derivatiVg /dh increases with
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The phenomenon of dynamic structural transition is discussed. Its main characteristics and
dependences are noted together with various effects and applicationrs99®American Institute
of Physics[S1063-785(109)01401-9

Structural transition is the main form of qualitative y+]-1
change in systems exposed to various influences. The phe- r€S= } ; (1)
nomenon of structural transition was analyzed in terms of the
laws governing nonequilibrium procesésor conditions of H=r1JdInAl, L=\ddInA (2)
weak dynamism in Refs. 3 and 4. Of particular interest are s soem
dynamic structural transitions demonstrated by an extremelywherea,,; , are the values of the determining quantities at the
wide range of different structures. Many of these may formboundary points of the structural transitianis the specific
or already do forming the basis of effective technologiesenergy of implementation of the transitiog, is the quasi-
(such as high-temperature superconductors and nanostrugquilibrium value &, is the average internal energy of a fluc-
tures, photosynthesizing metal complexes, and g0 on ton, e, ey, and&, are the corresponding powees, are the
Nonequilibrium transitions have given rise to numerousya|yes at the boundary point of the transition stage, and
investigations based on the synergetic apprdackl impres-  anq)_ are the characteristic average time and flucton size.
sive results have been obtained. However, no general picture 1 3 stryctural transitions whose results depend strongly
of the phenomenon of dynamic structural transition has yepn the values oP, H, andL may be regarded as dynamic;

emerged and many relevant problems remained unansweregkperience shows that their values should exceed 0.2 for this
The present paper examines the general laws governing anp)y.

dynamic structural transition and discusses various effects The dependence of the boundaries and results of the

involving dynamic structural transition and their applica- stryctural transition on the velocityl and the scale ratit.

tions. . N has been demonstrated for different types of transitions: mar-
1. We shall characterize structural transition by suppleensitic  transformations: premelting®  detonatior2,
menting the indicators and properties given in Ref. 3 to allo""vitrification,ls and anomalous relaxatidf.

for nonequilibrium. An increase in the rate usually increases the boundary of

1.1. The structure-kinetic elements of the structural tranyne stryctural transitiony,, which may be reflected by the
sition process are fluctons which acquire increasing activitimple relationships

as the action increases.

an—anc

1+k,

nc

If there is an adequate flunput or outpu} of energy or (9c—9co)/ Ts=0c, Ts=740,9), 3)
another resource, the fluctons concentrate the resource, are
suitably transformed, and then deactivate abruptly. Having in oF
mind the activation property, we shall describe the fluctons gs%=kF(Fc—Fco), F=F(g.II), 4

of dynamic structural transition as “axions.” Examples of
axions include growing clusters, transition complexes inwhered,, andF., are the boundary values at low velocity,
chemical reactions, combustion centers, and dilatons. and 7 is the axion transformation time.

These three stages of axion conversion are responsible 1.4. An increase in the departure from equilibrium re-
for three stages of structural transition which are observed ifeals the three-level nature of the dynamic structural transi-
some particular form for different transitiofs’ In general,  tion. The micro-, meso- and macrolevels of flucton evolution
dynamic structural transitions can have more than threare consistent with their energy stages and are related to the
stages; for example, six stages were observed during thstages of dynamic structural transition. For instance, the
combustion of titanium in nitrogetf. anomalous relaxation in a shock wave considered as a dy-

1.2. The determining classification characteristics ofnamic structural transition takes place in the sequence macro,
structural transitions were given in Ref. 3. The correspondmicro, meso, macro, which corresponds to activation, trans-
ing degrees of nonequilibrium have the form formation, and deactivation.

1.5. An important characteristic of structural transition is
the relation between the direct and reverse transitiandi-
rect transition corresponds to energy input and a reverse tran-
sition corresponds to energy outjput

e—ep
&

e—¢€g
&
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The quasi-equilibrium Clausius—Clapeyron relations and  Expressingvs in terms of the equation of state, we ob-
the Maxwell rule cease to hold as the nonequilibrium in-tain a structural transition criterion similar to the gasdynamic
creases and the direct and reverse transitions become increasiterion for anomalous relaxatidfl.
ingly asymmetric. The qualitative relation between them can  From the standpoint of this dependence, it is natural to
be identified by using the law governing the change in theuse a dynamic-structural-transition erosion discharger
number of degrees of freedom for a structural transiteee  efficient absorption of the energy of high-power electrical

below). pulses(S. E. Emelin.
2. We shall indicate the main laws governing dynamic ~ 2.4. An important dependence of dynamic structural
structural transition and some of their consequences. transition is the asymmetry of the direct and reverse transi-
2.1. All the laws of actioh™® hold completely for the tions. This asymmetry increases as a function of the depar-
structural transition process. tuer from equilibrium and can be quantified by the relative

The quality boundaries are the measures of acipp ~ area of the hysteresis loop.
corresponding to the beginning and end of the structural ~For example, for an isothermal vap@y, (2)-liquid (3),
transitior’ and also the point of inflections~(g;+g,)/2,  (4—vapor (1) cycle using the van der Waals equation of
which corresponds to the axion transformation stage. state, the asymmetrgs is approximately given by

The law of abnormalityfor this boundary will be found
relative to the first derivative of the determining quantity.

The law of alternating nonequilibriuimis observed as an as~(V1=V4)(p2—p1)/p2Vi, p=pes(V), (6)
oscillatory regime neag; (Refs. 7 and 1p

2.2. Following Section 1.1, we can assume that a law of
energy transformation applies to dynamic structural transifrom Egs. (3) and (4) we find p,>py>p1, Vo<Vwmi,
tion. V4>Vuz; pu andVy, , are the values ascribed to the Max-

This law states that the transformation of fluctons in awell rule.
dynamic structural transition takes place in three stages; the The asymmetry of a dynamic structural transition has
first two involve activation and the third involves deactiva- very diverse manifestations: for combustion, fracture, and so
tion. on, obviously no reverse structural transitions take place; for

Activation includes the localization and absorption of martensitic transitions plasticity and strong acoustic emission
energy and is accompanied by flucton growth. The accumuare observed during cooling, while a shape memory effect
lation of energy includes the deposited energy, release@nd weaker emission are observed during hedfing.
structural energy, and also the external field energy. Note that sufficiently far from equilibrium and with suit-

Since we know that broadly speaking, this external fieldable implementation, dynamic structural transition cycles of-
energy is orders of magnitude higher than the free energy der the possibility of efficiently converting and producing
the mass form of a material, there is some justification forenergy. An original method of this type was proposed by
the observation of excess energy in processes including dﬁkornyakovl.s
namic structural transition. An example may be a special 2.5. When two or more structural transition factors are
regime for the electrolysis of waté?. acting, a “radical” law is observed which is responsible for

It may be hypothesized that the sources of thethe instability characteristic of structural transition.
Chizhevski phenomenon are of this type, i.e., the influence ~ This law contains two statements which refer to two
of space on living objects. It is sufficient to bear in mind thecases: small actions compared with the main action and
structural transition nature of life processes. structural transition factors of similar magnitude. In the first

2.3. One of the main laws governing the structural tran-case, the structural transition process and its result vary sig-
sition process is an abrupt increase in the number of degreédficantly (predictably. In the second case, the result of the
of freedom during structural transition and an ultimate in-dynamic structural transition differs radically from the
crease or decrease in these degrees of freedom accompangomponents” of the structural transition and can be pre-
ing the input or output of energy. icted with some particular probability.

This dependence explains the substantial increase in spe- Examples of “weak radicality” include effects of the
cific heat, sound damping, and dielectric losses, increase argfluence of noise on structural transition, chemical catalysis,
decrease in electrical conductivity, reduction in the velocityintensification and quenching of flames by an electric field,
of sound, and so on during and corresponding changes ihe influence of impurities on the anomalous relaxation phe-

these parameters at the end of a direct or reverse structurdmenon, and elimination of fluctons by a fiéfdStudies of
transition. two- and three-factor structural transitions are extremely

The change in the number of degrees of freedbm  Promising(although the “indeterminacy of the result” must

can be determined by using a proportional quantity, i.e., th&€ overcome Existing experiments confirm this.
change in the velocity of sound, Two observations may be made in conclusion. The laws

described here have numerous productive consequences and

applications. Their applications to the aforementioned dy-

namic structural transition processes reveal new aspects. By
Ang  Avs k %A 5 using these laws, it will be possible to form a very general
Nf  vs Us d9 9 model of dynamic structural transition.
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Efficiency of cooling of laser diode arrays in contact with a porous permeable wall

V. V. Apollonov, S. |. Derzhavin, V. V. Kuz'minov, D. A. Mashkovskil, V. N. Timoshkin,
and V. A. Filonenko

Institute of General Physics, Russian Academy of Sciences, Moscow
(Submitted August 18, 1998
Pis'ma Zh. Tekh. Fiz25, 87-94(January 12, 1999

It has been suggested that heat transfer from a porous permeable material using a liquid coolant
may be used to improve heat exchange in powerful laser-diode eniitek& Apollonov,

A. I. Barchukov, A. M. Prokhoroet al,, Metal Laser Mirror with a Cooled Optical Surface, FIAN
Report(1977; V. V. Apollonov, P. I. Bystrov, and V. F. Goncharov, Sov. J. Quantum

Electron.9, 1499(1979]. An analysis of typical values of the thermal loads and their dependence
on the parameters of the material and the liquid using a one-dimensional model of steady-

state heat exchange shows that thermal fluxes in excess of 1 KWsmmbe removed. €1999
American Institute of Physics.

[S1063-785(109)01501-3

1. As a result of the critical temperature dependence ofs the bulk coefficient of heat transfer, which characterizes
the radiation characteristics of laser diode arrays, the cw laghe rate of heat exchange between the matrix and the liquid,
ing power can only be increased by improving the heat transand A is the characteristic depth of heat absorption in the
fer away from the active regiot! The problem involves porous layer. The temperatures are measured from the cool-
removing appreciable thermal fluxes-{ kW/cn?) with a  ant temperature on entry to the porous layer. The active layer
low temperature difference~<10K). Here we analyze the is considered to be a planar heat source at the interface be-
possibility of solving this problem by means of heat transfertween layer8 and| with a constant density of the released
across the surface of a layer of an open porous structure witheat fluxQ. The conditions at the boundar=0 are then
a matrix made of a highly heat-conducting mate(@bro-  written as
meta) washed with a liquid coolant. The high efficiency of a a a a a a
this method produced by the intensive exchange absorption TE ):Tf g KE )aXTE):KE )(QXTE +Q,
of heat was demonstrated earlier for the cooling of powemhere the indexd) indicates the layers d8 and| directly
optics elements but with a larger temperature difference adjacent to the active layer. The coupling conditions at all
(=100K) (Refs. 1 and 2 the other internal boundaries are

We shall analyze the case in which the thermal conduc-
tivity «,, of the matrix is much higher than that of the liquid
coolant,«;, so that we can assume that the entire heat fluxswvhere «,, is the thermal conductivity of the layers. At the
across the contact surface is transferred to the bulk of thexternal surfaces, which are assumed to be thermally insu-
porous layer(Fig. 1) only via the matrix® The latter is lated, we have
described using the conventional approximation of an effec-
tive continuous homogeneous medium having the thermal
conductivity x,= {7 (IT), where «{?) is the thermal con- where T§¥ is the cathode temperatutthe upper layer of
ductivity of the matrix material in the compact statéll) is B).

To=Thr1,  &nOxTh=Knt19xThet,

X:_lo, 3XT§X=O, X:|3, 0”XT|:O,

a function of the average porosity of the medilinwhose In the approximationg;=0 (which is permissible for
form depends on the structure of the matfidl) <1 (Refs.  pump currents up to 100 A, as has been shown by estimates
7 and 8. for a standard AlGaAs array used experimentsify the

Calculations of the heat exchange in a laser diode arraglensity of the heat flux removed from the laser diode array
(cw radiation and a cooling layer of porometal which to- by the porous layer i® and is related to the temperature in
gether form a multilayer mediurfFig. 1) were made using a the active layeiT, by

one-dimensional steady-state model:
Tos b Aot L=y 1
Kia)z(Ti+qi:0, 19)2(Tp_A_2Tp:O, 6_ (1) ;I K_pCO X ' P72 e ( )
0)2(1-]:0, A2= Kplay, where summation in the first term is performed over all lay-

ers forming part of layet. Generalizing this model to the
whereT;, T,, andT; are the temperatures in the layers of thecase of pulse-periodic operation of a laser diode array, we
array and the electrodes, the temperature of the matrix in thean easily show that for rectangular pulses of duratipand
porous layer, and the temperature in all other layers, respeiaverse duty cyclev, the average temperature id,)
tively, g; is the density of the bulk sources of Joule heat, =v7,T,.

1063-7850/99/25(1)/3/$15.00 38 © 1999 American Institute of Physics
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FIG. 1. Schematic to calculate the temperature distribution. Layers:
film cathode and multilayer component mtype array;A — active layer|
— multilayer component op-type array, film anode, solder laydp, —
cooled porous layeiV — enclosing wall. Directionsl — radiation out,2
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2. The limiting heat fluxe®* which can be removed by
the porous layer are determined from Efy) for T,=T},

i.e., the permissible overheating of the active laftbe cor-
responding radiation power ©* £/(1— &), whereé is the
efficiency of the array The calculations were made for an
AlGaAs laser diode arrdy® for which T¥ =15K (room-
temperature coolantThe following values were used for the
terms of the sum on the right-hand side of ED: p layer of
array —1;=1.5um, x;=0.46 W/cmK; gold anode —,
=10um, «,=3.17W/cmK; indium solder —I;=5 um,
k3=0.82W/cmK.

The volume coefficient of heat transfer, that regulates
the value ofQ* is calculated using the Nusselt number Nu,
which depends very strongly on the structure of the porous
material and the type of structure-forming elements. Calcu-
lations of Q* (d,IT) were made for a large sample of empiri-
cal expressions for Nu taken from those given in Refs. 7 and
8. Typical data are plotted in Fig. 2 and correspond to the
generalized relation Nu= 0.004 Pe proposed in Ref. 7,

— liquid flow. The solid line on th&(x) graph gives the accurate solution Where Pe is the Peclet number. This is an extrapolation of a

of the model and the dashed line corresponds to the approximaten.

Q* [W/em?) a

considerable number of particular relationships for Nu and
can be applied within permissible error when QH
<0.65. It corresponds ter,=x,Nu(a/b)?, Pe=Vb/(xa),
wherey is the thermal diffusivity of the liquidy is its rate

of filtration through the porous layer, aradand b are the
viscous and inertial coefficients of the Darcy—Reynolds—
ForschheimeXDRF) equation’® which we used in the lin-

Q* [W/em?] b

FIG. 2. Limiting heat fluxefQ* removed from the active layer by a layer of porometal, characteristic heat absorption Agnagtidl coolant mass floM as
a function of wire diameted [ «m] and average porosityl for a — water b — eutectic M—K—-Csmixture.
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earized formp/H=anV+bpV?, wherep is the downstream tive cooling of the active region under cw lasing conditions
pressure drop in a section of length and » andp are the with intensive heat fluxes in excess qf 1 kachh_e fact_
dynamic viscosity and the liquid density. In order to achievethat these values were obtained using a one-dimensional
maximum uniformity in the heating of the array and mini- model implies that these fluxes can be remove_d by a porous
mize the influence of heating of the liquid, the liquid flux Neat exchanger commensurate with the array in the plane of
should be directed perpendicular to the longitudinal axis ofontact. Combined with the low values 4f, this may pro-

the array so thaltl is equal to the array width of 0.5 mm and Vide the basis for developing compact microheat exchangers.
the typical value of 1atm was used fpr The following The use of these heat exchangers in laser diode afrays

values were taken for the coefficients of the DRF equétion could substantially increase the packing density of the arrays
and thus the average flux density of the radiation. Bilateral
a=6x10°(1—I1)2I1"3d"? [em ?],

heat transfer from the thick low-heat-conductingayer of
b=9.23x13(1-THTT 374! [em Y], [d]=pm, thel array toB, which separatfas th_e wakl=—1, from the

active layer, cannot substantially improve the efficiency of
which refer to wire porous structures, which are considereghis cooling method. An appreciable effect may be achieved
to be the most effective type of matrix for removing inten- gjther by precooling the coolant or by using a coolant with a
sive heat fluxes, whereis the average diameter of the wire. |\ poiling point, either under normal conditions or under
The matrix was assumed to be made of copper and the forfg.-pressure conditions achieved by creating a negative

f(I)=(1-1)/(1+11) was used for the thermal pressure at the channel exitapotron effegt™
conductivity® The values ofQ* (d,II) in Fig. 2 were calcu-

lated foer=3A, which minimize the heat resistance of the
porous layer (coth{,/A)~1 forL,/A=3). Also plotted in

Fig. 2 are the dependence(d,IT) corresponding to these
parameters and the liquid mass fldw(d,IT)=3pVA, cal-
culated using the DRF equati¢for an array length of 1 cim
The coolant was taken to be wat@righ specific heat;
Fig. 28 and an Na—K-Cdiquid-metal eutectic mixture
(high thermal conductivity (Fig. 2b whose characteristics
were taken from Ref. 11. The higher values@f for water
can be explained by noting thgtis almost ten times lower
than that for M—K—-Cs and theelected Nusselt number is
Nu~Pe~ 1. When highly porous materials with G<A1

<0.9 are usef!? the situation changes and the higher val-
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New efficient low-pressure gas-discharge source of optical radiation using hydroxyl OH
A. Ya. Vul', S. V. Kidalov, V. M. Milenin, N. A. Timofeev, and M. A. Khodorkovskil
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(Submitted July 24, 1998

Pis'ma Zh. Tekh. Fiz25, 10—16(January 12, 1999

An experimental investigation was made of the possibility of developing a new efficient gas-
discharge source of optical radiation based on an OH hydroxyl molecular additive. It is

shown that under certain discharge conditions, the luminous efficiency of a positive discharge
column in a rare gas—hydroxyl mixture is similar to that of a mercury discharge. The

results suggest that it may be possible to develop a new ecologically innocuous source of optical
radiation which may in future replace mercury luminescence light sourcesl9%®

American Institute of Physic§S1063-785(19)00201-3

Modern low-pressure gas-discharge sources of opticalials used in the radiation source, and preferably it should
radiation are based on mixtures of buffer gas and an easilglso be ecologically innocuous.
ionized emitting additivé. Although the concentration of Hardly any of the materials currently used as easily ion-
emitting additive atoms is low compared with the buffer gas,ized additives satisfy this complete set of requirements. One
the relatively low excitation and ionization potential of theseof the constraints most difficult to satisfy is that this additive
atoms makes it comparatively easy to create discharge coshould be ecologically innocuous.
ditions where the emitting properties and the electron energy  The aim of the present paper is to investigate the possi-
balance in the positive discharge column are determined byility of creating a new efficient source of optical radiation in
the additive atoms, while the buffer gas atoms are barelyvhich OH molecules are used as the emitting addfive.
excited, are not ionized, and merely determine the particle Figure 1a gives a simplified level diagram of the OH
transport processes in the dischafeecept for resonant pho- molecule which shows the main processes which may be
tons from the low concentration of emitting additive atdms responsible for deactivating the levdisnly the electronic
This means that electrical energy can be converted into rastates are shown and the vibrational—rotational structure is
diation with an extremely high efficiency, with most of the not given. The 23 *(A) lower resonance state of the OH
energy deposited in the positive discharge column beingnolecule with an excitation energy of 4.06eV gives a
emitted as resonance radiation from the additive atoms. F@06.4 nm emission band. This radiation can be converted to
example, in mercury and low-pressure sodium luminescencesible using a phosphor and also used without conversion,
light sources, the resonance radiation of the mercury andince it coincides with the maximum of the absorption band
sodium atoms accounts for 70—-80% of the total energy balef biological objects for ultraviolet radiation. However, the
ance of the positive discharge column. ionization potential of the OH molecule is 12.1 eV, which is

Examples of these optical radiation sources include merappreciably lower than that of light rare gasete, Ne, Ap.
cury luminescence lamps and low-pressure sodium lamps We investigated a discharge in He, Ne, Ar, and Xe rare
among others. Rare gas@s, Ne) are most frequently used gases with added OH molecules. The rare gas pressure was
as the buffer gas with alkaline-earth elemeftg, Cd, Zr),  varied between 3 and 30 Torr and the concentration of the
alkali metals(Na, K, Rb, and various other metal€u, TI) molecular additive was 16-10'cm™3. We used quartz
being used as emitting additivés. discharge tubes of radius 1 cm and length around 10 cm, and

The seemingly broad choice of emitting additives is se-a discharge current of 100—600 mA. The parameters mea-
verely limited by additional constraints imposed on the ele-sured were the plasma emission spectrum between 200 and
ments forming part of the discharge radiation source. First, iBOO nm for various discharge conditions and plasma compo-
is desirable that the resonance radiation of additive atoms aitions, and the power deposited per unit length of the posi-
molecules should lie in the 200—400 nm range. For shortertive discharge column. Comparative experiments were also
wavelength radiation it is difficult to produce an efficient, carried out where different phosphors were excited by a dis-
long-lived, cheap phosphor capable of converting ultravioletharge containing OH molecules and by a mercury lumines-
radiation into the visible part of the spectrum. Second, thecence lamp to estimate the luminous efficiency of this dis-
concentration of emitting additive atoms or molecules shoulatharge.
be sufficient to obtain the required radiation brightness at Our investigations revealed that the addition of OH mol-
reasonable discharge-envelope temperat(upso approxi- ecules to a rare-gas discharge substantially changes the elec-
mately 1000 °C). In addition, the additive should be stabletrical and optical properties of the plasma. Figure 1b gives
under discharge conditions, it should be neutral to the matehe emission spectra of a positive discharge column using a

1063-7850/99/25(1)/3/$15.00 4 © 1999 American Institute of Physics
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FIG. 1. a — Simplified level diagram of the OH molecule. The

0 oo arrows indicate the main processes which may cause deactiva-
tion of the levels(only the electronic states are shown, not the
vibrational—rotational structuyeb — emission spectrum of a
positive discharge column in a mixture of argon and OH mol-

oH ecules.
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mixture of argon and OH molecules. It can be seen that the
presence of OH in the discharge almost completely sup- !rU 140
presses the rare-gas radiation in this part of the spectrum. \

Emission of the 306.4nm OH band is observed at an ex- \ 1 130

L . . 60} /

tremely high intensity. This suggests that most of the energy \_> 4
deposited in the positive discharge column is dissipated in
exciting hydroxyl resonance radiation. Similar results were j Sof \ o
obtained for mixtures of OH with the other rare gases noted
above. Note that the spectrum reveals no appreciable emis- sof

sion from atomic hydrogefby selecting the discharge con- \ 4/

n, a.u.

La.u
—_
}

\

110

ditions it was possible to achieve an intensity ratio of the H \ 4
line to the 306.4 nm OH band of the order of #) and T /, "
absolutely no oxygen emission that could result from the / \} P
dissociation of water molecules in the discharge and emis- 20r K ~
sion from these water molecules themselves. /
Figure 2 gives the intensityof the OH band306.4 nm), ok /,/
the electrode voltage), and the luminous efficiency of a
discharge in a hydroxyl—argon mixture, plotted as a function !
of the discharge current These curves are qualitatively 0 01 02 03 04 05 06
similar to those observed in low-pressure mercury lumines- i, A
cence Iamps for Whi(_:h the r_esonance radiation intensity inI_:IG. 2. Intensityl of the 306.4 nm OH band, electrode voltage and
creases linearly with increasing current, the electrode voltag@minous efficiencys of a hydroxyl-argon discharge as a function of the

decreases, and the luminous efficiency incre4s@is pro-  discharge currerit

80
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vides indirect evidence of the similarity between the pro- %
cesses determining the properties of the plasma in this dis |
charge and the plasma in mercury luminescence lamps. Ao My ':

An estimate of the absolute value of the luminous effi- so s Ry .
ciency for a hydroxyl-rare gas discharge, made using com- g "\ F'N
parative measurements of the radiation intensity of an exter- | s Y v
nal phosphor excited by this discharge and by a standarco - ! A *
mercury luminescence lamp, showed that under certain dis ; S
charge conditions, the luminous efficiency of a positive dis- ] V' I
charge column in a rare-gas—OH mixture is close to that of age - .- L
mercury discharge. L e kS bd

In order to assess the interaction processes betweenth 1w " i kY S e
discharge products and the walls of the discharge tube, we,, ] N F o Y
analyzed the inner surface of the lamp after operation for g R
100 h. The inner surface was analyzed at five points, at the 1 A
center of the tube, near the anode and the catfaal® dusty ]
sidg, and also directly at the anode and the cathode. We
used an ESCA-5400 x-ray photoelectron spectrometer with 1
magnesium radiation. The results of an atomic analysis are
plotted in Fig. 3. The dark deposit formed near the electrodes
is caused by metals, especially tungsten, sputtered from th r : T v T y — T )
electrodes. The metals on the surface of the tube are mainh 4 2 1 5
in the metallic state, the oxide fraction accounting for less 3
than 15—-20%. Exceptions to this are barium, which is probFic. 3. Results of an atomic analysis of the inner surface of the discharge
ably mainly in the oxide form and tungsten near the anodetube at five points — at the centét), near the anodé€?) and cathode3)
where the fraction of tungsten oxide reaches 40%. The cerfdark dusty sidg and also directly at the anod4) and cathodé5); C is the

.. concentration.

tral part of the tube has the strongest oxygen deficiency rela-
tive to SiG, stoichiometry, which may indicate that(&H),
compounds are formed at the surface of the quartz tube. Near
the anode the oxygen deficiency is negligible. 1G. N. Rokhlin, Discharge Light Sourcefin Russiad Energoizdat, Mos-

Preliminary investigations of the effect of OH molecules cow (1991), 720 pp.
on various phosphors deposited on the inner surface of théN. L. Bashlov, A. Ya. Vul', S. V. Kidalov, S. V. Kozyrev, V. M. Milenin,
glass discharge tube have shown that the plasma component&™d N- A. Timofeev, Russian Patent No. 207445Klethod of Producing
have no adverse influence on them. However. this aspec,[Optlcal Radiation Iand a Dllscharge Lamp for this Purppgeiority date

. . . ! 01.08.95, International Claim Ref. PCT/RU96/00208097/05646.

together with the interaction between OH molecules and thes,, \, Milenin, N. A. Timofeev, S. V. Kidalov, S. V. Kozyrev, and A. Ya.
electrode material requires further investigations. Vul’, in Proceedings of the International Conference on Phenomena in

Thus, these results suggest that it is quite feasible to lonized GasesToulouse, France, 1997, Vol. Il p. 111-56.
develop a new ecologically innocuous source of optical ra-*J. F. Waymouth and F.-J. Bitter, Appl. Phy&(2), 122(1956.
diation which may in future replace mercury luminescence’V: M. Milenin and N. A. Timofeev, Plasma of Low-Pressure Gas-
light sources. !D|scharge Light Sourcefn Russian, Leningrad University Press, Len-

The authors are grateful to A. L. Shakhmin for making ingrad (1993, 240 pp.
various measurements. Translated by R. M. Durham
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Influence of viscosity relaxation on the growth rate of the Tonks—Frenkel instability
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A numerical analysis of the dispersion equation for the capillary motion of a viscoelastic liquid
is used to show that the growth rate of the instability of a charged free liquid surface
increases substantially as the characteristic time for the relaxation of viscous stresses and the
Tonks—Frenkel parameter increase. This instability is achieved in a bounded range of

wave numbers whose width is also determined by the Tonks—Frenkel paramet&89%
American Institute of Physic§S1063-785(19)01601-§

Previous analysés® of the influence of viscosity relax- the capillary motion of a viscoelastic liquid with a charged
ation on the laws governing the establishment of capillaryfree surface in the dimensional fotnd

motion of a liquid with a charged free surface are mainly oo 24 - -
gualitative, since they were made either using asymptoti(tcﬁ_ vo2ik ) n 4ok ) /1_ |w(1—|wt0):w2_
[ (1_|(,!)to)2 V0k2 ”

methods or numerical techniques based on identifying qual (1-iwty)
tative behavior. In this last case, we are talking of methods of
nondimensionalizing the dispersion equation prior to making

numerical calculations. In the numerical treatments reported Imy
in Refs. 1-3 the frequency, growth rates, and damping rates

of the capillary motion of a liquid were nondimensionalized

either in terms of the frequency of the wave motion in an

ideal liquid with a charged free surface or in terms of the
characteristic damping rate of the capillary waves. In both

cases, the goal was the same—to reduce the number of di- 03 ¢
mensionless physical parameters characterizing the capillary
motion of the liquid in this system.

The variable argument of the unknown complex fre-
guencies was a dimensionless parameter that depends on the
wave number, capillary pressure, and electric field pressure
at the free surface of the liquid, which themselves depend on 4 —
the physical characteristics of the liquid, that is to say, the 0 3 X
density, capillary constant, surface tension, and coefficient of
viscosity, and on the surface electric charge density. This Im Y
factor has made it difficult for numerical analy$e&o iden-
tify the specific dependence of the characteristics of the cap-
illary liquid motion on quantities such as the wave number
and the Tonks—Frenkel paramet®r In the following analy-
sis we shall examine how the wave numiserthe Tonks—

Frenkel parameteW, and the characteristic timég, for
relaxation of the viscous stresses in a liquid influence the 1.5
growth rate of the Tonks—Frenkel instability.

We shall calculate the spectrum of capillary motion in a
perfectly conducting viscoelastic liquid of infinite depth,
situated in a gravitational field and an electrostatic field
normal to the free surface, which induces a uniformly dis-
tributed surface charge with surface densityt the planar , ] ,
free surface of the liquid. We assume that the liquid has the 0 , 6 X
densityp, kinematic viscosityv, and surface tensioo.

Taking the viscosity to be a function obeying the FIG. 1. a — Dependence of the dimensionless instability growth rate of a

_ . . charged free surface of viscoelastic liquid as a function of the dimensionless
Maxwell formuld »= vo/(1—iwto), wherew is the com wave number calculated foW=3, B=1, and various typical relaxation

plex frequency, and repeating-the realsoning. put forV\{ard iBmes for the elastic stressets— 7=0.11,2 — 7=0.3,3 — 7=0.6, 4 —
Refs. 1-3, we can easily obtain the dispersion equation for=1; b — the same dependence as in Fig. 1a calculatetVfe.

T
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k
wg=;(gp+ ok?— 41 %°K).

Introducing the dimensionless variables

wa2

x=ka; a=+alpg, y=V—,
0

tovo oa 41rxla
= BT WS :
a pvy o

we can rewrite the dispersion equation as

[y(1—iy7)+2ix?]>+4x* 5
X

=pBx[1+x*>—Wx](1—iy )2

Unlike the methods of nondimensionalization
previously' 3 the dispersion equatiofil) nondimensional-
ized by this method contains the parametédfs r, and the

wave numberx in explicit form and not combined in more

1 yd-iyr)

S. O. Shiryaeva and O. A. Grigor'ev

frequency as a function of the dimensionless wave number
calculated using formulél) for 8=1 and various values of
the characteristic time for relaxation of the viscous stresses
in the liquid, is plotted in Figs. 1aW=3) and 1b W
=6). It is easy to see that in this range of values of the
characteristic dimensionless viscosity relaxation time
0.11=7r=1 this dependence is very appreciable and for
W=6 a 100% increase in growth rate is observedras-
creases from 0.11 to 1. The range of wave numbems
which instability occurs does not depend on the characteris-
tic relaxation timer of the viscous stresses and is determined
only by the Tonks—Frenkel paramett, expanding toward
higher wave numbersinto the capillary wave rangeand
toward lower wave number§into the gravitational wave
range as this parameter increases.

used

1S, 0. Shiryaeva and O. A. Grigorev, Pis'ma Zh. Tekh. R4(9), 67
(1995 [Tech. Phys. Lett21, 346 (1995].

20. A. Grigor'ev and S. O. Shiryaeva, Izv. Ross. Akad. Nauk Ser. Mekh.
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complicated parameters, so that the instability growth rate o5, o. shiryaeva, 0. A. Grigorev, M. I. Munichev, and A. I. Grigorev,
the free liquid surface can be investigated directly as a func- zh. Tekh. Fiz.66(10), 47 (1996 [Tech. Phys41, 997 (1996)].

tion of these parameters.

The behavior of the instability growth rates, determined

4Yu. A. Bykovskii, E. A. Manykin, I. E. Nakhutiret al, Zh. Tekh. Fiz 46,
2211(1976 [Sov. Phys. Tech. Phy&1, 1302(1976)].
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Two fusion reactor problems, removal of helium ash and trélum) injection, can be solved

using the concept of “drift island motion.” The motion of a drift island is an indicator of

the broadening of the resonant trajectory of a charged particle guiding center. This trajectory
broadening occurs if two conditions are satisfied. First, the drift pitch angle of the particle

is equal to the resonance valugs=n/m, wheren and m are the “wave numbers” of the
perturbing magnetic field. Second, the drift pitch anigle-n/m “moves” over the

plasma cross section as the particle moves. This displacement is caused by a slow change in the
helical magnetic field with time as the particle moves. It is shown that this effect may

occur in a fusion reactor with an=3 helical winding and may be used for tritium ion injection.

© 1999 American Institute of Physids$1063-785(09)01701-3

1. INTRODUCTION the perturbation frequency is also a function of tifnie. a
magnetic trap with helical conductors motion of a drift island

We shall first explain the essential features of the physican be achieved by varying the fundamental magnetic field

cal effect. It is well-known that on a rational magnetic sur-with time? Drift resonances wittm=1, n=1 and m=2,

face with the rotational transform andle n/m a chain ofm  n=1 can be used in ah=2 magnetic systerh.Here we

magnetic islands forms under the action of a magnetic perexamine how this mechanism could take place inl &8

turbing field with the “wave” numbersr andm. This be- magnetic system, which is view&tas the possible basis for

havior is a manifestation of the resonance property of the fusion reactor with a strong magnetic figlt2 T). An |

magnetic field line. These magnetic islands can be seen by 3 system has the advantage that the electrodynamic forces

collecting the field line traces in the meridional cross secbetween the helical conductors can be reduced, so that the

tions of the torus. In magnetic traps with helical current coilstechnically attainable magnetic field can be increased.

the position of the magnetic islands in the cross section of A specific feature of ah=3 magnetic configuration is

the magnetic configuration can be controlled by varying thehe lower rotational transform angle compared with the

helical magnetic field. For stronger helical fields the mag-l=2 case and the higher shear. Here we show that in a

netic islands form closer to the center of the plasma and fosteady-state fusion reactor based on a magnetic system with

weaker fields they form closer to the periphery. I =3 helical windings, the resonance of the drift pitch angle
A free particle with the drift pitch anglé* =n/m can i*=1/3 and a magnetic perturbation with the wave numbers

also form islands under the action of the same magnetic pem=3, n=1 can be successfully utilized.

turbing field; these are called “drift islands.” The drift is-

land is displaced relative to the magnetic one. This displace-

ment depends on the particle eneMyyand on the ratio of

the longitudinal velocity(relative to the magnetic fieldto

the total particle velocity//V (pitch velocity. The position For our analysis we shall use the equations of particle

of the drift island can also be varied by varying the helicalmotion in the drift approximatich

magnetic field.

2. BASIC EQUATIONS AND MAGNETIC FIELD MODEL

A fundamentally important characteristic for our inves- dr B Mjc(zvﬁ+vf)
tigation is the variation of the helical magnetic field with a=V||§ ———~ 3 BXVB,
time during the plasma pulse. By varying the helical mag- 2eB
netic field during the particle motion and conserving the drift
resonance condition, we can force a charged particle such as d_W_ Mij ﬁ d_M —0 1
a cooleda-particle (helium ash to drift from the center of dt 2B gt’ dt @
the plasma toward the edge or inject a tritium ion from the
edge into the center of the plasma. Here W is the particle kinetic energyy andV, are the

In a tokamak a similar mechanism can be achieved if thgarallel and perpendicular components of the particle veloc-
perturbing magnetic field is helical and time-dependent andity, M; and e; are the particle mass and charg,is the

1063-7850/99/25(1)/4/$15.00 43 © 1999 American Institute of Physics
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FIG. 1. Drift surfaces of a free tritium ion with the initial starting points R (cm)

ro=30.5,82.5, 142.5, 172.5, 212.5 cihy= /10, o= 0 for 3 ;4= 0.38(a) o o . . . ) .
and ry=20.5, 75.5, 105.5, 145.5, 162.5 cnty=/10, =0 for &3 FIG. 2. Projection of a tritium ion trajectory with the initial starting point

=0.64 (b) in the meridional cross section drawn at the beginning of theMo=172.5cm, 9,=m/10, ¢o=0 for €315~ 0.38 @ and ro=105.5cm,
period of the perturbing magnetic field. Vo= 7110, ¢o=0 for £3,4=0.64 (b) in the meridional cross sectidsolid

line) and corresponding drift islandpoints.

magnetic field vectory is the transverse adiabatic invariant
of the particle u=M ,—Vf/ZB), andr is the position vector of
the particle guiding center.

The fundamental magnetic fiel BEV®) is modeled
using the scalar potential

For our investigation we used the parametérs3,
m,=18, R=20m, a,=3.3m, andBy=12T. The coeffi-
cients of the helical harmonics are given as

R . _ + . 4
®=B, R(’D_m; sn,m(rlah)”sm(nﬁ— me) €n,m— €n,m,0 8n,m,lsm(Qn,mt 5n,m)y 3

we takees 13=0.51,&315,=0.13, and assume that the re-
) maining coefficientse, ,, are zero. The phase i9; g
=—m/2, 10=0.003, which corresponds to the presence of a
transverse magnetic field whose magnitude is 0.3% of the
fundamental longitudinal field. This transverse magnetic
field produces a magnetic configuration with the magnetic
Iaxis shifted inside the torus, which provides betteparticle
confinement. The magnetic field frequencyls 15 is zero
when the amplitude of the helical field does not vary with
aime and is 950rad/s when the drift resonance is controlled
dynamically.

+epor sind

where B, is the magnetic field on the circular axis of the
torus,R anda,, are the major and minor radii of the torus on
whose surface lie the helical conductors, ¥, ¢ are the
coordinates of the observation point relative to the circula
axis of the torusr is the radial distance between the circular
axis of the torus and the observation poifitand ¢ are the
angular displacements in the direction of the torus minor an
major circumferences, and is measured from the direction . . . .

opposite to the principal normal to the circular axis of the The p(_arturblng magnetic field is described in terms of
torus; the metric coefficients of the coordinates are as foI:[he potential

lows:h,=1,hy=r, h,=R+r cosd; the summation indem

is equal tom,,, which is the number qf magnetic fle_ld peri- ®,= Boahen'm’p(r/ah)mSin(mﬁ—nw)- @)

ods over the length of the torus, and in our case this summa- m

tion index is equal td, wherel is the number of poles of the

helical winding, anc, , are the coefficients at the magnetic In our case, the wave numbers of the perturbing magnetic
field harmonics. field arem=3, n=1 and its amplitude ig; 3,=0.001.
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3. TRITIUM ION INJECTION Figures 1 and 2 show the drift surfaces, in particular the

We shall show how the resonance of the drift pitch angleiS|ar,'dS_ in the meridilonal Cross SeCtio'_" passing t.hro.ugh the
with the perturbing magnetic field can be used to regulate th8€9inning of the period of the perturbing magnetic field. A
trajectory of a tritium ion withW= 350 keV andV,/V=0.9. similar pattern, but shn‘te_d with respect t, is found in
If the amplitude of the helical field is kept constanteat;; ~ OtNer@=const cross sections. _ o
—0.38, three drift islands are formed by a trajectory with the ~ When the amplitude of the helical magnetic field
initial coordinates o= 172.5 cm,¥,= /10, andg,=0 (Fig. ~ changes frome;,5=0.38 10 £5,4=0.64 (Fig. 3—top dia-
1a). gram), the drift island movegFig. 3—middle diagramhand

If the amplitude of the helical field is kept constant at the resonance trajectory becomes broade¢hgd 3—bottom
£3,16=0.64, the family of drift surface¢Fig. 1b also has diagran). In Fig. 3(middle diagrannthe trajectory traces left
three significant islands at the site of the drift surface withby & particle during variation of the helical field and indi-
r* =1/3. These drift islands are formed by a particle trajec-cated by the X) sign are superposed on the drift islands
tory whose starting point has the coordinatgs-105.5cm, taken from Fig. 2. The drift islands farz ;4= 0.38 are indi-
¥o=/10, andp,=0. These islands appear under the actioncated (+-), and those fore;14=0.64 are denoted by-J.
of a perturbation with the wave numbers=3, n=1. Thus the pattern of drift island motion is clearer.

Chains of five islands formed by a trajectory with initial ~ The choice of frequenc@, . is a very important factor.
coordinates o= 75.5 cm, 9,= 7/10, ¢o=0, and also seven The period of variation of the helical magnetic field ampli-
small islands formed by a trajectory with the initial coordi- tude should be comparable with but greater than the time
natesr ,=20.5cm,¥,= w/10, 3,=0, appear at the drift sur- taken for formation of the drift island. The time taken for
faces withi*=1/5 andi* =1/7, respectively, as satellite formation of an island is taken to be the time during which
resonances. the trajectory traces have time to “circumnavigate” each of

The width of the resonance trajectory corresponds to théhe islands oncéThis is the shortest time in which the par-
size of the drift island, as shown in Fig. 2. ticle trajectory traces delineate each of the chain of islands
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once. After this time, the particle trajectory traces fill each ofthe field during the discharge process in the Large Helical

the islands with a large number of additional points. Device (LHD),? where the pulse duration should be 1000s.
Thus, tritium ions can be injected from the edge and
moved into the center of the magnetic configuration. 5. CONCLUSIONS

This analysis of the drift motion of a charged particle,
i.e., a tritium ion, in the magnetic configuration of a fusion
We note the following points. reactor with anl=3 helical winding yields the following
4.1. By varying the amplitude of the helical field from a conclusions.
larger value ofe, , to a smaller value, we can move a par- By using the resonance between the drift pitch angle
ticle with a specific energyV and ratio of longitudinal ve- |* =1/3 and a perturbing magnetic field with the wave num-
locity to total velocityV/V from the center to the periphery. bersm=3,n=1 and varying the helical magnetic field with
This can be used to remove helium ash from the center of atime, it is possible to alter the particle trajectory so that the
| =3 reactor. It should be borne in mind that by varying thetritium moves from the edge into the center of the magnetic
drift pitch angle, we can regulate the motion of a free particlevolume.
with a comparatively large ratig; /V. A trapped particle can The variation of the magnetic field is slow and only half
drift from the confinement volume under the action of athe period of variation of the helical magnetic field is used.
magnetic field gradient, whereas a free particle, forming a  Thus, fuel can be injected into a fusion reactor.
drift surface can only leave the confinement volume if this ~ The same physical mechanism and the same drift reso-
surface intersects the limiter. Thus, a free particle must b@ance can be used to remove helium ash from the center of
removed by using active methods of influencing it. the confinement volume to the edge.
4.2. This transport mechanism has a selective property.
Particles having values o andV,/V for which the drift 1H. E. Mynick and N. Pomphrey, Nucl. Fusi@#, 1277(1994.
pItCh ang|ei* is close to the resonance value come underzo. Motojima and A. A. Shishkin, Plasma Phys. Contr. Nucl. Fusion
control." .. . . 3?)rfelf/lsc;tojimaet al, in Proceedings of the 23rd European Physics Society
4.3. Collisions between a mobile particle and plasma conference on Controlled Fusion and Plasma Physiiev, 1996.
particles may affect the process and thus the influence ofo. A. Shishkin, Pis'ma Zh. Tekh. Fi23(22), (1997 [Tech. Phys. Lett.

collisions on the conservation of drift resonance is currently 23 895(1999]. o '
H : . 1. Morozov an . 9. D0lovey, Inkeviews o asma YSIC&0l. 2,
being studied. SA. 1. M d L. S. Solovev, iR f Plasma Physicgol. 2

. . . . . edited by M. L. Leontovich(Consultants Bureau, New York, 1966
4.4. In practice, the helical field can be varied during the pp 201-297.

plasma pulse process. This has been achieved in Wendelstef. V. Bartlett et al, in Proceedings of the Eighth IAEA International
7A. a classical =2 stellarator, in order to prevent the rota- Conference on Plasma Physics and Controlled Fusion ResgBrassels,
St ' . . 1980, Vol. 1, p. 185.

tional transform angle from decreasing when the Ohmic 9% P

heating current was switched &flt is also planned to vary Translated by R. M. Durham

4. DISCUSSION
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Possibility of fabricating an inductive high-speed detector for electromagnetic radiation
using thin YBa ,Cu3;0,_s films

I. G. Gogidze, P. B. Kuminov, A. V. Sergeev, and E. M. Gershenzon

Moscow State Pedagogical University
(Submitted September 1, 1997; resubmitted May 13, 1998
Pis'ma Zh. Tekh. Fiz25, 14—19(January 26, 1999

It is shown that an inductive high-speed nonequilibrium detector for electromagnetic radiation
can be fabricated using thin YBaCuO films. An electronic detection regime has been

obtained for the first time using a low-temperature inductive YBaCuO detector in the measuring
frequency band\f =1-50 MHz and it has been shown that no bolometric detection regime
exists at operating temperatures far below the superconducting transition. The time constant of the
low-temperature inductive YBaCuO detector in the electronic regime is determined only by

the electron—phonon interaction time in the nodal regi@_%h. The detector has the following
limiting characteristics: when the operating temperature is reduced from 10 to 1K, the

time constantp varies between 10 and 100 ps and the sensitDityimproves substantially

from 10 to 4x10¥W cmHZ2% © 1999 American Institute of Physics.
[S1063-785(10901801-1

The use of the nonequilibrium response of high-materials, the main one being the existence of nodal regions
temperature superconducting films as high-speed detectorsiis the quasiparticle spectrum.
of particular interest. Recently, much work has been done on  Studies of the electron kinetics in HTSC materials are
studying the resistive response, i.e., the change in the resisemplicated mainly because of the structure of the order pa-
tance under the action of radiation near the superconductingameter. The existence of nodal regions where the supercon-
transition. The resistive response of YBaCuO films which weducting gap is small qualitatively changes the electron scat-
observed consists of two components. The first, picosecondering processes compared with those in conventional
nonequilibrium component is caused by the electron—phonoauperconductors. As a result, the characteristic times in
relaxation while the second, nanosecond, component is asiTSC materials are substantially shorter, which makes the
cribed to bolometric heating of the superconducting film,nonequilibrium effects in these materials more difficult to
which relaxes as a result of phonon drift across therecord, butis more promising for applications in high-speed
boundary*? The presence of bolometric “tails” is an impor- (picoseconyi electronics.
tant negative factor which limits almost all the applications In high-temperature superconductors at low tempera-
of the nonequilibrium picosecond response of high-tures the quasiparticles are concentrated in nodal regions, so
temperature superconductifig TSO) films. For instance, the the recombination and relaxation times only differ by the
parameters of terahertz hot-electron mixers using HTS@oherence factors and are of the same order. Both these times
films are several orders of magnitude inferior to those ofincrease only exponentially with decreasing temperature.
similar mixers using conventional superconductokswer- ~ The electron relaxation time in the resistive state near the
ing the operating temperature and going over to the purelguperconducting transition in YBaCuO films was measured
superconducting state can suppress the bolometric effect; &t =2 ps in Ref. 5. Thus, even at liquid helium temperatures,
our view this is a promising method of achieving good pa-the predicted characteristic electron times are less than
rameters for electronic detectors and mixers. 100 ps.

Despite the enormous interest being shown in high-  Experimental investigations of the inductive response
temperature superconductors and the extensive investigationsar the superconducting transition show that the electron
carried out so far, nonequilibrium effects in the superconkinetics differ very little from the processes in the resistive
ducting state of these materials have been little studied. Festate® In this temperature range two-time relaxation is ob-
data are available on the quasiparticle relaxation and reconserved, in which the picosecond processes are caused by
bination times and the dynamics of the order parameterelectron—phonon interaction and the nanosecond processes
Given this state of affairs, it is impossible to make detailedare caused by phonon drift across the HTSC film—substrate
calculations of the parameters of an inductive detector at thimterface (bolometric effect By reducing the temperature
present time. Sergeev and Refzeeported a theoretical and using thinner films, it is possible to avoid the bolometric
analysis of the kinetics of HTSC films using dapairing  effect.
model which is supported by many experiments, including  The results of recent experiments to study microwave
our results. In our view, such an analysis can provide a qualiresponse, NMR, and photoemission uniquely demonstrate
tatively accurate description of the characteristics of HTSQhe existence of low-energy excitations in nodal regibAs.

1063-7850/99/25(1)/3/$15.00 47 © 1999 American Institute of Physics
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investigation of the phase coherence of edge SQUIDs con- -125 v
firms the idea ofi-pairing® andd-symmetry is also deduced = ’
from a model in which pairing is caused by exchange of ~ © -130
antiferromagnetic spin fluctuatiodsAs a result of the pres- 135
ence of nodal lines, the low-temperature behavior of a super-
conductor is very sensitive to impurities. Without electron— 140
impurity scattering the density of states of the quasiparticles
is a linear function of energy near the Fermi surface. Even -145¢ |
low impurity concentrations lead to a constant density of
guasiparticle states which depends on the electron—impurity -150
potential™° 155t
As a result of the absence of any singularity in the den-
sity of states, the quasiparticle recombination time does not -160
increase exponentially at low temperatures. Thus, the photo-
response cannot be described using the Owen-Scalapino -165 ———- * S ——
model!! It has been noted that experiments near the transi- 10 MHz 100

tion reveal very strong interelectron interaction. Having as- _ o _ o
IG. 1. Amplitude—frequency characteristics of the inductive signal of a

sumed that the electron—electron interaction also predomGBaZCuzOH;detector(film thickness 500 A, LaAIQ substratewith a dis-

nates over the electron—phonon interaction in  th€pyacement current of 5 mA and an incident modulated laser radiation power
superconducting state, we can use a kinetic scheme with @ 7 dw at various temperatures — 4.2 K and b — 25K.

nonequilibrium electron temperature.
In the experiments we recorded the ac voltade at a
sample inserted in a dc circuit of curreéntformed under the  nonequilibrium inductive high-speed detector can be fabri-
action of modulated near-infrared radiation. The radiationcated using YBaCuO thin films.
source was a 788 nm semiconductor laser diode. The signal e now discuss the basic parameters of a YBaCuO in-

from the sample at frequencies up to 50 MHz was recordegjyctive detector such as the time constapand the sensi-

using a phase-sensitive EGG-502 device. tivity D*. A kinetic scheme with a nonequilibrium electron
At the beginning of the measurements we determined thgsmperature in HTSC films far from the superconducting

maximum permissible radiation power for which the concen-ransition presupposes that the time constant of the YBaCuO

tration of photoexcited quasiparticles was equal to the congetector is equal to the electron—phonon relaxation time in
centration of equilibrium particles, i.e., when the number ofihe nodal regions-d_ph. At T=4.2K we find7S_ ,~15ps

nonequilibrium quasiparticles generated by the radiation wagref. 5. At temperatures arounti=10K the timghconstam

approximately equal to the number of thermal quasiparticlessf a nonequilibrium inductive YBaCuO detector is then

The sample displacement current was substantially below the ~ 10 ps.

critical level. Following Ref. 4, the sensitivity of a nonequilibrium in-
The amplitude—frequency characteristics of the inducqyctive HTSC detector is

tive signal obtained at two different operating temperatures

(T,=4.2K andT,=25K) are shown in Fig. 1. It can be seen . Tg_ph

that atT=4.2 K the signal amplitude increases linearly as the D* = 4T%c.d’ @

modulation frequency of the incident laser radiation power a

increases over the entire band of measuring frequettseas Wherec, is the quasiparticle concentration in the nodal re-

Fig. 1a. As the operating temperature increas&s-@5K),  gions which can be estimated using the formula

the amplitude—frequency characteristic of the signal reveals . (T) T

a plateau after the modulation frequerfey 30.8 MHz with a d ~1. 4(—

characteristic timer=5.2 ns(see Fig. 1 Ce(Tc) Te
Low-temperature investigations of samples with; At T=10K we findcy=4x10">Jcm ®K~* and thus the

=5.2+0.2 ns(Ref. 12 revealed that afl =4.2 K the sample sensitivity of an inductive YBaCuO detector i®*

has an ascending amplitude—frequency characteristic as far10° W~ *cmHZ/2. When the temperature is reduced to

as modulation frequencief=50MHz (instrumental time T=1 K the sensitivity improves by more than three orders of

r=3.18n3, i.e., the signal amplitude is directly proportional magnitude tdD* =4x 10*>W ™! cm HZ/2, while the detector

to the modulation frequency of the incident laser radiationtime constant is only two orders of magnitude inferior at

power. If the relaxation of the response were to have tworp =100 ps. It can be seen that an inductive nonequilibrium

components, we would observe a plateau on the amplitudedetector possesses a high detection sensitivity because of the

frequency characteristic &t=30.8 MHz in our band of mea- low quasiparticle concentration and the extremely high

surement frequencied\f =50 MHz). speed. A disadvantage of this detector is the low current—
Our experimental results confirm that the HTSC has gower sensitivity which leads to fairly stringent constraints

purely nonequilibrium response at low temperatures, i.e., non the amplifier used in the recording regime.

bolometric effect is observed at operating temperatures far This work is supported by the “Superconductivity”topic

below the superconducting transition, and they suggest thataf the State Program “Topical Problems in the Physics of

2
) . T<A. )
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Damage to an electric double layer by a weak shock acoustic wave
G. N. Sankin and V. S. Teslenko

Institute of Hydrodynamics, Siberian Branch of the Russian Academy of Sciences, Novosibirsk
(Submitted June 18, 1998
Pis'ma Zh. Tekh. Fiz25, 20—23(January 26, 1999

Results are presented of experimental investigations of the dynamics of the electrical
conductivity of an electrolyte when one of the electrodes is exposed to a weak shock pulse. It is
shown that the electrical conductivity in the cell increases as a result of damage to the

electric double layer. ©1999 American Institute of Physids$$1063-785(19)01901-1]

A method of measuring the electrical conductivity in fect begins to be observeédetermined by extrapolating the
cells containing different solid and liquid media is widely curve until it intersects the coordinate agxiss (0.5
used in shock wave physi¢$. The familiar approaches +0.1) MPa.
mainly apply to fairly strong shock waves(1l0 MPa). Here For a pressure pulse of 3.1 MPa measurements were
we demonstrate that changes in the electrical conductivitynade of the increase in current as a function of the voltage
may be recorded for weakless than a few megapascal between the electrodes for various NaCl concentrations. Fig-
shock acoustic waves and their relaxation characteristics mayre 2 gives the results for two concentrationd) —
be studied in the near-electrode layer. 2MNacCl and(2) — 0.2 M NacCl.

The kinetics of the electrical conductivity in shock The amplitude of the current variation as a function of
waves is usually measured with ac voltages applied to thgoltage has a local maximum at 0.9V. At all the voltages
cell. This is to eliminate the formation of an electrical doubleused, the amplitude of the current variation was larger for the
layer at the electrodes. As a result, for ac voltages when eore concentrated solutid@M NaCl) (Fig. 23. The relative
shock wave propagates through the cell, changes in the elecurrent variation at the maximum point was 3.6% for
trical conductivity are recorded in the bulk of the measuring2M NaCl and 14% for 0.2M NaCl. Figure 2b gives the rela-

cell. tive change in current as a function of the voltage.
Unlike existing systems, we used a dc voltage applied to  Experiments were carried out usindgJashaped cell with
the cell. carbon electrodes in order to identify the role of the electrode

For the main series of experiments we used a 16 mnpolarity. The cell was made from a curvéttshaped poly-
diameter cylindrical Teflon cell with 5 mm thick planar elec- ethylene tube of 4mm inner diameter and 70 mm length,
trodes 10 mm apart. Platinum, stainless steel, brass, and alagth carbon electrodes at the ends. In this setup the shock
carbon electrodes were tested. The results presented for trasoustic wave was significantly attenuated when it reached
cell refer to the case of platinum electrodes. The cell washe second electrode. As a result, it was established that the
filled with aqueous solutions of NaCl at different concentra-processes at the anode predomin@en the cathode and
tions at temperatures of 295—300 K. The pulsed source wasthe anode are exposed to the same attibhe amplitude of
metal plunger dropped onto one of the electrodes. The pulsthe current variation was between five and six times greater
duration depended on the length of the plunger and wafor action on the positive electrode compared with that on
7 uwm for the results presented here. The pressure in ththe negative electrode.
acoustic wave was determined from the plunger veldcity In order to identify the role of the electrolyte polariza-
and varied depending on the drop height of the plunger. Iion, we carried out experiments to record the change in the
the experiments the current was measured by a bridgelectrical conductivity in these systems when an ac voltage
method and was recorded using a computerized digital oscibf 1V was applied at frequencies of 100Hz and 1 kHz. As
loscope. The time resolution was 1.5s, depending on thaas shown by the ac measurements, the amplitude of the
measuring system used. The current variation was measuredoustic pulses usedp to 3.5 MPa was insufficient to ex-
with an error of less than 10%. cite processes causing a change in the electrical conductivity

Figures 1 and 2 give the results of measuring the in4n the bulk of the electrolyte. The current remained constant
crease in current when the positive electrode was exposed to within <0.5 %.
the shock action. To conclude, it has been found that When a weak

Figure la shows an oscilloscope trace of the relativeshock wave acts on a cell containing an electrolyte, an in-
increase in current for a 0.25M NaCl solutigpressure in  crease in electrical conductivity is only observed when a dc
wave 2.8 MPa The relaxation time during which the current current is used; Rafter a shock pulse a fairly long timer (
variation decreases~2.7 times wasr=21s for this trace.  ~205) is required to restore the electrical conductivity at the

It was established that the amplitude of the current incell, and 3 the current variation differs when the positive
crease is proportional to the amplitude of the pressure pulsand negative electrodes are exposed to the action. These re-
generatedFig. 1b). The threshold pressure at which the ef- sults confirm that damage to the electric double layer is the
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FIG. 1. Relative variation of the current through the cell under acoustic * uv.

shock as a function of time, the time of impact being indicated by the arrow
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solution. voltage at a pressure of 3.1 MPa for various electrolyte concentraficas:
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main factor responsible for increasing the current when .
shock wave acts on the cell. The different amplitude of th y the Russian Fund for Fundamental Resedtant No.
current variation when the electrodes of different polarity are96'02'19329

exposed to the action indicates that the effect depends on the

structure of the double layéparticle composition and con- iy Hoffman and E. Yeager, Rev. Sci. Instrugg, 1151(1968.
centration, binding energy 2A. C. Mitchell and R. N. Keeler, Rev. Sci. Instrurg9, 513 (1968.

This effect may be used to develop new methods in3v. I. Laptev and Yu. A. Trishin, Prikl. Mekh. Tekh. Fiz. No. 6, 128
. 1974
shock wave physics and polarography. (1974
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Fiber ring laser with locked relaxation oscillations
V. |. Belotitskil and M. P. Petrov

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
(Submitted September 13, 1998
Pis'ma Zh. Tekh. Fiz25, 24—28(January 26, 1999

An investigation is made of the locking of the relaxation oscillations in a fiber ring laser with an
active medium of phosphorus aluminosilicate glass doped with erbium and ytterbium ions.

It is shown that stable pulse-periodic emission in the Anb range can be achieved at a pulse
repetition frequency between 80 and 160 kHz with a pulse length of -3\ single-

mode model is used to determine the laser paraméteespumping rate and the photon lifetime

in the cavity. © 1999 American Institute of Physids$51063-785(09)02001-7

Stable emission of a sequence of micro- and submicrowhose repetition frequency could be varied widely.
second pulses can be achieved in solid-state lasers by locking The free-running regime was investigated using pulsed
the relaxation oscillations. In studies known to us low-and cw pumping. When the ring laser shown in Fig. 1 was
frequency modulation of the pump radiation has been used tpumped by rectangular pulsépulse length around 2 ms,
lock the relaxation oscillations in fiber laséfs.Fiber lasers  switchon—switchoff time less than 4@s, pulse repetition
with modulated pumping near relaxation frequencies havdrequency 50 Hg damped oscillations were observed, which
also exhibited more complex nonlinear behavidouble- reached a steady state typical of solid-state lasers. The char-
and gquadruple-period modulatioras well as a chaotic acteristic damping time of the transient oscillations depended
responsé.Here we report locking of the relaxation oscilla- on the pump power, and at the pumping rates noted above
tions of a fiber ring laser when pulse-periodic optical radia-the shortest time observed by us was aroungg0
tion from a semiconductor laser, whose wavelength lies in  Under cw pumping the emission from the cw fiber ring
the gain band of the activated fiber, was injected into thdaser was also cw. The rf spectrum in the relaxation oscilla-
fiber laser. tion range had a clearly defined noise character and the po-
The experimental configuration of the fiber ring laser issition of the maximum depended on the pumping.
shown schematically in Fig. 1. The active medium was a  When the fiber ring laser was pumped by a 1064 nm cw
single-mode section of 1.am optical fiber, whose proper-
ties and characteristics were similar to those of the fibers

described by Townsendt al* The length of the activated 1
fiber was 3.5m. The fiber core, made of phosphorus alumi- 3

nosilicate glass was doped with erbium and ytterbium ions

(erbium doping level around 500 ppm, Er:Yb ion ratio 1:20, | 2 P9

NA~0.16). The losses in the fiber were less than 0.16 dB/m.

The additional ytterbium doping allowed us to use a 1064 nm

cw Nd:YAC laser as the pump laser. The average maximum

pump power in the activated fiber was less than 500 mW.

This ytterbium—erbium glass fiber ring laser also incor-

porated a wave demultiplexer, which combined the signal

radiation and the 1064 nm pump radiation and fed them to

the active fiber, a polarization-insensitive magnetooptic iso-

lator, and a 1:10 coupler, which was used to couple out the 5
fiber laser radiation and couple in the semiconductor laser

radiation. The length of the fiber laser corresponded to an j\/

(=)
=2}

10

A\ 4

intermode beat frequency of 16 MHz. The emission wave-
length of the ring laser was 1535 nm and the average maxi- .
mum radiation power was less than 30 mW and remained
almO.St cons.tan't both when running unqer synchronized reIEIG. 1. Schematic of Er:Yb fiber ring laset:— pump laser2 — wave
laxation _oscﬂlatlons and when free running. o demultiplexer,3 — silicon photodiode to indicate pump power— Er:Yb
Semiconductor lasers whose wavelength fell within thefiber, 5 — optical fiber with end polished at an angle of 1@ — micro-
gain band of the Yb—Er fiber were used to lock the relaxatiorscope objectives for coupling light from fiber to fibét,— 1:10 optical
oscillations. The average semiconductor laser power Coupleg)upler,S — semiconductor laser used to lock the relaxation oscillations,
. . . — optical isolator,10 — germanium photodiode to record output radiation
into the ring laser was less than 100—5/. The semicon-

from ring laser. The crosses indicate the splicing points and the arrows
ductor lasers were modulated by rectangular current pulsesdicate the directions of propagation of the radiation.
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FIG. 2. Oscilloscope trace of radiation from fiber ring laser
when the relaxation oscillations are locked by injecting semi-
conductor laser radiation into the ring laser.

signal and radiation from a semiconductor laser pumped bgaseT;=10ms). The experimental results from studies of
rectangular current pulses was also injected into the fibetransient pulsations and formuld) yielded the pump param-
laser, the emission from the ring laser changed substantiallgtera=100. The same pump power was used to measure the
when the pulse repetition frequency was close to the freeptimum locking frequency of the relaxation oscillatiois
qguency of the relaxation oscillations and the semiconductothe frequency of the relaxation oscillationsvhich corre-
laser wavelength was in the gain band of the fiber laser. Isponded to 111 kHz. In this model, the frequency of the re-
particular, the ring laser radiation was of a pulsed-cw naturdaxation oscillations is given by
(the ratio of the peak power of the pulsed signal to the mini-
mum signal between pulses was greater than 100, Fian@ F=(1/2m) (a=DIT, T, 2
the rf spectrum in the relaxation oscillation range was nowhereT. is the photon lifetime in the cavity. These results of
longer noise-like. calculatinga and the experimental data féryield the pho-
Stable locking of the relaxation oscillations was ob-ton lifetime in the cavityT,=2x10 8s.
served in the range of 80—160 kHz with a pulse length less  To conclude, we have shown that the relaxation oscilla-
than 3us. The optimum pulse length of the semiconductortions of an ytterbium—erbium fiber ring laser can be locked
laser was half the period of the locking radiation. by external pulse-periodic radiation from a semiconductor
It should be noted that the optimum locking frequency islaser whose wavelength is close to the free-running wave-
determined by the pump power in this range of relaxatiorlength of the fiber laser. This opens up possibilities for
oscillation frequencies. The frequency of the relaxation osachieving stable periodic emission from fiber lasers.
cillations (and thus the optimum locking frequencig di- The authors are grateful to E. L. Portnand G. B.
rectly proportional to the square root of the pump power. Venus for supplying the semiconductor lasers.
These results can be used to determine various param-
eters of this laser if we use a single-mode model described
by rate equationsThe model indicates that the decay law of 0. G. Okhotnikov and J. R. Salcedo, IEEE Photonics Technol. 66867

the spike amplitude under free-running with pulsed pumping, (1994 ,
is given by E. Lacot, F. Stoeckel, and M. Chenevier, Phys. Revi9A3997(1994).

3S. 1. lonov and R. A. Reeder, Appl. O85, 2580(1996.
—m0 _ 4J. E. Townsend, W. L. Barnes, K. P. Jedrzejewski, and S. G. Grubb,
Minax= Mmax XA = 2at/3Ty), @) Electron. Lett.27, 1958(1991).

where Mpax is the maximum amplitude of the spikes for SYa. I. Khanin,Dynamics of Quantum Oscillators (Quantum Radio Phys-
damped transient oscillationa, is the pump parameter, and ¢ lin Russiail Sovet-skoe Radio, Mosco@S75, 496 pp.
T, is the relaxation time of the population differen@e our  Translated by R. M. Durham
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Gallium telluride heterojunctions
V. N. Katerinchuk and M. Z. Kovalyuk

Institute of Problems in Material Science, National Academy of Sciences of Ukraine, Chernovtsy
(Submitted May 22, 1998
Pis'ma Zh. Tekh. Fiz25, 29—33(January 26, 1999

The photoelectric properties of J@;—GaTe and GaTe—InSe heterojunctions were investigated.
Their characteristics were described using a diffusion model of the heterojunction. Some
deviation of the characteristics from ideal was observed feD4r GaTe heterojunctions as a

result of the presence of a thin dielectric layer at the heteroboundary. Qualitative energy

band diagrams were constructed for the heterojunction and their photosensitivity was determined
in the range 0.33-1,0m. © 1999 American Institute of Physid§1063-785(19)02101-]

Gallium telluride belongs to the group of layered 1ll-V RESULTS AND DISCUSSION
semiconductors and differs from most of the other com-
pounds in this group in that single crystals can be obtained An investigation of the forward branches of the current—
with relatively low resistivities. As a result of this property, Voltage characteristics of j@;—GaTe heterojunctions re-
it is possible to fabricate heterojunctions with negligible se-vealed that, when plotted in semilogarithmic coordinates,
ries resistance. their slope differs for different samples, i.e., the diode coef-
Here we study the photoelectric characteristics of twoficient of the current—voltage characteristic may vary be-
types of GaTe heterojunctionsi”-In,0;—p-GaTe fabri- tween 1_.3 and 1.5. F_igure 1 shows the_ current—vol_tage _char—
cated by pyrolysis of chemical solutions deposited on heateCteristics for two dlffe_re_nt forward-biased heterOJu_nc_no_ns
gallium telluride substrates to produce indium oxidand (curve_sl and 2?. The similar sl.ope of the chargcterlstlc. is
p-GaTe-n-InSe fabricated by fitting suitable semiconduc- most Illfely attributable to the mquence.of an intermediate
tors onto an optical contaltAn analysis of the literatuféd  dielectric layef formed as a result of oxidation of the sub-
reveals that attempts have been made to develop similar hett'ate prior to deposition of the 40

erojunctions, but in these studies attention was primarily fo- b Itis 3'ﬁ'ﬁu“ tc;]avog t_T_e forrtr:atlon of Ox'dhe’ sm(cj:e |Lwas
cused on studying the spectral characteristics of the heter@PServed that when Gate substrates are heated, they very

junctions rather than their diode properties. :ﬁplcgy _?_que a b“gT:l goéga; color%f!n.tentnobn?l oxidation of
1. n*-In,O3—p-GaTe. Plane-parallel gallium telluride € Hale Improves Ine diode Coetlicient bul causes some

substrates measuringx&Bx 0.2mm were prepared from deterioration in the photoelectric parameters of the hetero-

. ) " . unction. Figure 1 also shows the forward branch of the
single-crystal ingots. No additional treatment was applied t o .

. . current—voltage characteristic of a GaTe—InSe heterojunc-

the surface of the substrates, since this was already specular

e . . iIon (curve 3) for which the slope is close to unity at 1.07.
An oxide film ~0.1pm thick was formed by pulverizing an Temperature measurements in the range 210-300K indicate

o . Ihat the diode coefficient remains the same. Thus, values of
heated to 400°C. Indium was used for the contacts to th e diode coefficient close to unity indicate first, that the

fabricated structure. The majority carrier concentrations irb—n junctions are of high quality and second, that the
+ . 1
the p-GaTe andn™-In,0;, deternyneqafrom megsurements mechanism for carrier transport across the barriers of these
of the Hall effect, were 18 and 16°cm™3, respectively. For heterojunctions is determined by diffusion
the investigations we selected heterojunctions having the |t \ve bear in mind that the band gaps of InSe, GaTe, and
highest idle voltages;-0.3V, on exposure to-100mW/ |n o are 1.2, 1.7, and 3.7 eV, respectivélghese values
cn? light. _ _ ~ should be reflected in the spectral photosensitivity of the
2. p-GaTe-n-InSe. Unlike the previous heterojunction, neterojunctions. Figure 2 gives spectra of the relative quan-
here the gallium telluride plays the role of the front-facing tym efficiency of these heterojunctions. These have the form
semiconductor. Since the majority carrier concentration inpf pands bounded on both sides and corresponding to the
n-InSe is~1014cm*3_, GaTe satisfies the requirements im- ahsorption of photons in the appropriate semiconductors. A
posed on a front-facing semiconductait: does not impede  characteristic feature is that the quantum efficiency increases
the propagation of photons of lower energy than its band gapyith increasing photon energy.
and it results in the formation of p—n junction predomi- Figure 3 shows qualitative energy band diagrams for the
nantly in the substrate, where the photogenerated carriers ar@terojunctions, which were constructed using data on the
absorbed and separated. Since contact between the semic@ysical parameters of the semiconductattse majority car-
ductors and the natural surfaces takes place in air at roomier concentrations, and the band bending values. The
temperature, the formation of an intermediate layer at theapacitance—voltage characteristics were investigated in or-
heteroboundary is almost eliminated. der to determine the diffusion potenti@} at the heterojunc-
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FIG. 1. Forward branches of the current—voltage characteristic of 1.7 0'“' )
In,O;—GaTe(curvesl and2) and GaTe—InSe heterojunctiofeurve 3) at fr- — =Y Riay. pyequeny ynpyeng)
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W s

tions. A metho8 whereby the capacitive cutoff voltage on F_IG. 3. Band diagrams of ag%—Ga_'l"e 'heterojun.c_tion with a thin dielec-

. tric () and GaTe-InSéb) under equilibrium conditions; all the values are
the frequency depende@—U plots was approximated by iven in electronvolts.
the value at zero frequency was used to obtain an accurate
determination ofpy. The value ofp, was 0.3 and 0.25eV Thus, these investigations have shown that the hetero-
for the first and second heterojunctions, respectively. It cajunctions exhibit good diode properties with reproducible
be seen from these diagrams that the forward current througkharacteristics and photosensitivity in the wavelength range
the p—n junction is determined in one case by the electrong).33—1.0um. An important factor for 1gO;—GaTe hetero-
(@) and in the other by the holéb). junctions is that the intermediate oxide layer influences the
photoelectric parameters. Because these heterojunctions are
easy to fabricate, they can be used as the basis for inexpen-
sive photodetector devices.
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FIG. 2. Spectral dependence of the relative quantum efficiency of
In,0;—GaTe(a) and GaTe-InS¢b) heterojunctions al =295 K. Translated by R. M. Durham



TECHNICAL PHYSICS LETTERS VOLUME 25, NUMBER 1 JANUARY 1999

Fractal characteristics of the deformation surfaces of a composite material and their
correlation with the structure

I. N. Sevost'yanova and S. N. Kul'’kov
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(Submitted July 20, 1998
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An investigation was made of the deformation relief formed at the surface of a solid under active
deformation, and its fractal properties were determined. A correlation was established

between the fractal dimension of the surface profile and the parameters of the fine crystalline
structure of the material. €999 American Institute of Physid$1063-785(09)02201-§

It is known that when materials undergo deformation, afractal dimension of the surface as a whol2;] and mea-
deformation relief appears on the surface which is the resuluring the fractal dimension at different scale levélsJ. In
of changes taking place at different structural levelyd this case, the measurements were made using two magnifi-
which may be characterized by its fractal dimensioA. cations of the scanning electron microscope250 and
promising method of studying the fractal properties of defor-x 5000, which corresponded to frame sizes of the scanned
mation surfaces is to measure the fractal dimension using surface of 40 400um and 20X 20um, respectively. In
scanning electron microscope-lowever, no unambiguous the first case, an image of the entire surface was obtained by
data are available on the correlation between the fractal progsystematically moving the array, whereas in the second case
erties of this type of relief and the changes in the internathe image was obtained at the center of the X4800um
structure of the material. frame section.

Here we propose to study the fractal characteristics of Metallographic investigations showed that after the ap-
the surface of a deformed solid alloy and to establish gearance of residual plastic deformation, the surface of the
correlation between the parameters of its fine crystallinenaterial exhibited a deformation relief in the form of local-
structure and the deformation relief formed on the surface.ized strain bands. These were oriented in two directions and

For the investigations we used a solid alloy containingwere positioned at an angle of 45° to the axis of loading.
tungsten carbide in an iron manganese steel matrix. The The main contribution to the plasticity of a composite
technology used to fabricate the solid alloy was described imaterial is made by the binder phase and thus changes in the
Ref. 4. Samples of the solid alloy in the form ofx4  internal structure during the deformation process were only
X5.5mm parallelepipeds were compressed using aanalyzed for the binder, and it was assumed that the tungsten
Instron-1185 machine at a rate of 0.05mm/s. The samplesarbide does not undergo deformation. This assumption is
were compressed in 250 MPa steps and after each step, thestified, since the x-ray diffraction peaks for tungsten car-
load was removed and the side surface was examined.  bide showed no significant changes.

The crystal structure was studied by x-ray structural  The regions of coherent scattering and the microstresses
analysis using a DRON-UM1 x-ray diffractometer with fil- (¢) were determined from th€l11) and (222 peaks of the
tered iron radiation. The relief on the deformed surface wadinder phase. The most accurate description of the x-ray line
analyzed using an R#-200 scanning electron microscope profiles was obtained by approximating these by a Cauchy
with an accelerating voltage of 30 kV. The fractal dimensionfunction. Measurements of the coherent scattering regions
of the secondary electron signal emitted by the surface of thand microstresses during deformation of the solid alloy
object was determined. For these investigations images afhowed that as the residual strain increases, the size of the
sections of the surface were recorded as a83P2 array of coherent scattering regions decreases because of the forma-
points with a brightness gradation of 0—255. The experimention of a fine-crystalline structure in the binder phase of the
tally determined plots of the surface profile “roughness” composite, while the microstresses decrease during the plas-
Ln(L/Ly) as a function of the number of scale sectibhare  tic deformation process.

inverse sigmoid dependencda so-called fractal graph Figure 1 gives the fractal dimension as a function of the
whereL is the length of the broken profile and, is the  coherent scattering regions and the microstresses. An in-
length of its projection. crease in the size of the coherent scattering regions leads to

A least-squares method was used to determine the slop increase in the fractal dimension. It should be noted that
of the linear sectiona| of the fractal graph constructed for the changes in the fractal dimension on the scale level cor-
each line of the image. The fractal dimension was calculatedesponding to the 2020um frame size are considerably
from the relationD=1+]|a| by averaging over all lines. greater than those for the lower magnification. Moreover,
Two methods of calculating the fractal dimension were usedvhen the values are extrapolated to large regions of coherent
to analyze the relief of the deformed surface: measuring thecattering and strong microstresses, the curves intersect, i.e.,
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FIG. 1. Variation of the fractal dimensioB as a function of the coherent

scattering region§a) and microstresse) measured at different scale lev- FIG. 2. Variation of the fractal dimensidd, as a function of the residual
els during deformation of a solid alloy. strain (a) and variation of the fractal dimensiob; as a function of the
density of localized strain bandb).

in the initial state(without residual strain the fractal dimen- the localized strain bands, and the best fit to the experimental
sions on different structural levels are the same. values is a quadratic polynomial.

Figure 2a gives the fractal dimensiobs, as a function To conclude, these investigations have shown that there
of the residual strain. It can be seen that the valueB gf is a one-to-one correlation between the relief formed on a
decrease on both scale levels and the dependences are acgurface and its fractal dimension. The fractal characteristics
rately approximated by a linear function. The values of theof the relief are related to the microstructural parameters and
fractal dimension show a larger variation on the lower scaldave a linear functional dependence on the microstructural
level, for the 20 20 um frame size. When the linear plots parameters of the binder phase, i.e., the regions of coherent
are extrapolated to the undeformed state they intersecgcattering and the microstresses, which differs at different
which suggests that in an undeformed material the values dfcale levels.
the fractal dimensio ,, are the same at different structural | _ _
levels. 2V. E. Panin, lzv. Vyssh. Uchebn. Zaved. Fiz. No. .1g1p98.

. . J. FederFractals (Plenum Press, New York, 1988; Mir, Moscow, 1991,

Measurements of the fractal dimensidd] of the struc- 260 pp).
ture as a whole showed that this increases as the strain raf@®. V. Korolev and S. N. Kul’kov, Perspekt. Mater. No. 3, @B97.
increases and as the densip) (Of the localized strain bands - N- Sevostyanova, S. F. Gnyusova, and S. N. Kufkov, Izv. Vyssh.
increasegFig. 2b. Moreover, the variation with increasing ~UePn- Zaved. Ser. Chem. Metall. No. 2, @B96.
residual strain is greater than the variation in the density offranslated by R. M. Durham
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Negative differential resistance of a tunnel diode induced by an external microwave
signal

D. A. Usanov, S. B. Venig, and V. E. Orlov

N. G. ChernyshevskBtate University, Saratov
(Submitted June 1, 1998
Pis'ma Zh. Tekh. Fiz25, 39-42(January 26, 1999

An experimentally observed effect is described in which a section of negative differential
resistance appears on the current—voltage characteristic of a tunnel diode exposed to an external
microwave signal when the diode bias voltage in the absence of the microwave signal is
substantially below the peak value. The measurements were made for signal frequencies in the
range 25—-140 GHz. €1999 American Institute of Physids$1063-785(109)02301-7

It has been established that when a voltage above a cesection. The frequency of the radiation was 38 GHz. Using a
tain (peak value is applied to a tunnel diode, a section of waveguide construction and an external filter eliminated any
negative differential resistance appears on its currentpossibility of conditions being established for signal genera-
voltage characteristic. It has been showimat the N-shaped tion by the tunnel diode, whose natural generation frequency
current—voltage characteristic of a tunnel diode disappeanwas 1-2 GHz. The current—voltage characteristic of the
when a high-power external microwave signal acts on theunnel diode was determined using a cathode-ray curve tracer
diode. This effect is caused by heating of carriers and by thavith a sweep frequency of 10kHz. As has been noted, the
influence of the direct component of the current through theange of variation of the applied bias voltages in the absence
diode produced by the detection efféct. of a microwave signal fell within the linear section of the

In Ref. 2 we did not investigate the influence of a mi- current—voltage characteristic.
crowave signal on the characteristics of a tunnel diode when Figure 1 gives experimental results obtained by measur-
the applied external bias is below the level at which theing the current—voltage characteristics of a tunnel diode for
N-shaped current—voltage characteristic appears. Note thaarious currents through the diode withogurves1) and
for this range of bias voltages the current—voltage charactewith external microwave power being appliédurves 2).
istic of the tunnel diode is close to linear, and it is thereforeWhen the currents through the diode were less than half the
not cleara priori whether action on a tunnel diode biased peak current ,, which was 22.6 mA for this particular di-
within the linear section of the current—voltage characteristiode, no descending section appeared on the current—voltage
can result in a descending section. However, the résults characteristic for any applied microwave power up to the
suggest that the action of a microwave signal can substammaximum of 1.6 W used in these experiments. In this case,
tially influence the behavior of the current—voltage characthe current—voltage characteristic of the diode “shifted” to-
teristic, particularly as a result of the thermoelectric power ofward higher positive voltages as the external microwave sig-
the hot carriers and the appearance of a microwave signalal power increasetFig. 139.
detection effect. For currentsl through the diode in the rangeg/2<I

Experimental investigations were carried out to study the<I,, when an external microwave signal was applied a sec-
specific influence of an external microwave signal on thetion of negative differential resistance appeared on the
current—voltage characteristic. A tunnel diode or severaturrent—voltage characteristic above certain power levels
series-connected 11308 diodes were inserted using holders and as the current through the diode increased, the descend-
a section of short-circuited waveguide of ¥.2.4 mm cross ing section appeared at lower microwave powéns—

20 $1mA 20 LhmA 20 $omA

1
1 1o V2
\
10+ 2 104 . / 10+ \ - .
/ ~ \ FIG. 1. Current—voltage characteristics of a tunnel diode

for various currents through the diode without a microwave

+ L > L signal (curves1) and with an applied external microwave
200 UmvV 200 UmV 200 UmV signal (curves2) at various powerga — 1600 mW, b —
300 mW, and ¢ — 2 mW

4 + -+

l _

a e T c
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established experimentally that as the external microwave
signal power increased, the current—voltage characteristic of
a chain of series-connected tunnel diodes initially showed
sections of negative differential resistance whose order and
number depended on the ratio of the dc resistances of the
diodes and the current through the diodes in the absence of
the microwave signal. Then the descending sections gradu-
ally disappeared, beginning with the one at high voltages,
and the characteristic became close to linear.

The appearance of a section of negative differential re-

FIG. 2. Current-voltage characteristics of a tunnel diode at various powergjstance on the current—voltage characteristic of tunnel di-

of the external microwave signal: — 0 mW, 2 — 2 mW, 3 — 200 mW,
and4 — 1200 mW.

odes exposed to microwave action and with an applied bias
below the peak voltage has been confirmed experimentally at
signal frequencies between 25 and 140 GHz.

To conclude, it has been shown that when tunnel diodes

300mW, ¢ — 2mW. As the applied microwave power in- forward-biased to voltages below the peak are exposed to
creased, the section of negative differential resistance disapnicrowave radiation, their current—voltage characteristics,

peared and above a certain microwave poywerthis case

which are almost linear in the absence of the microwave

1.2W), the current—voltage characteristic of the tunnel diodesignal, may exhibit sections of negative differential resis-

again became almost line@Fig. 2) for any initial current
through the diode.

tance.

For chains of two or three series-connected tunnel di-
odes, whose current-voltage characteristic in the absence 0b. a. usanov, B. N. Korotin, V. E. Orlov, and A. V. Skripal’, Pis'ma zh.
a microwave signal contains two or three descending sec-Tekh. Fiz.16(8), 50 (1990 [Sov. Tech. Phys. Letfl6, 303 (1990].
i i i i in-2D. A. Usanov, A. V. Skripal’, B. N. Korotin, and V. E. Orlov, Pis’ma Zh.
tions, respectively, the action of an external microwave sig- : , : :

nal also resulted in the appearance of descending sections o

Hekh. Fiz.19(7), 81 (1993 [Tech. Phys. Lett19, 220(1993].

sweeping over the linear section of the characteristic. It waSranslated by R. M. Durham
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Nonequilibrium effects accompanying condensation at a black sphere
M. Yu. Plotnikov and A. K. Rebrov

Institute of Heat Physics, Siberian Branch of the Russian Academy of Sciences, Novosibirsk
(Submitted May 25, 1998
Pis'ma Zh. Tekh. Fiz25, 43—-48(January 26, 1999

A Monte Carlo simulation is used to make a detailed analysis of the nonequilibrium zone formed
near the surface of a condensing sphere. Significant directional anisotropy of the temperature
was observed. It was established that the nonequilibrium near an absolutely black sphere is
responsible for the difference between the calculated values of the specific mass flow in
comparison with the published data obtained assuming little difference between the vapor state at
infinity and temperature saturation conditions at the surface of the spheré99@

American Institute of Physic§S1063-785(19)02401-5

Condensation—evaporation processes at the surface ofilateraction potential. This allowed us to make a detailed
droplet have been studied over the last few decades becauaealysis of the flow structure for a particular Knudsen num-
of their important applications and interest in nonequilibriumber with the parameters for the outer shell differing only
vapor states at the surface. Although condensation mode#dightly from those at infinity. For a given uniform distribu-
have been constructed for small differences between the vaion of the parameters in the spherical layer, condensation
por state at infinity and conditions of surface temperaturavas “initiated” at the surface of the sphere and steady-state
saturationt? the structure of the Knudsen layer has beerflow developed in the course of the modeling. This steady-
very little studied even for these conditions. state flow was then used as the basis to calculate the required

Here we report results of a direct statistical modeling offlow macroparameters.
condensation at the surface of an absolutely black sphere, Figure la shows a typical distribution of the parameters
i.e., in the limiting case when the temperature of the dropleat a condensing sphere for transition regimes for the case Kn
surface can be taken to be zero and the departure from equ# 0.1. Here and subsequently, the temperatiijes, , and
librium is thus maximized. Conditions close to condensationT = (T;+2T,)/3 (i.e., the temperatures parallel and perpen-
at an absolutely black sphere occur when severely cooledicular to the radius, and the total temperaluaee given
droplets enter a gas which condenses onto their surface witlelative to that at infinity. The Mach number was determined
condensation coefficients close to unity. using the total temperatuiig including that in the vicinity of

The authors only know of one study dealing with con-the condensing sphere, where this definition can be consid-
densation at an absolutely black sphéitee problem of an ered to be arbitrary but permissible for a qualitative sink-type
ideal sink.2 The results of this study can be used to assessf flow acceleration characteristic.
the general behavior of the macroscopic parameters, which The drop in temperatur@ near the sphere presents no
are qualitatively consistent with the results of solving theproblems, since this reflects the acceleration of the flow and
Navier—Stokes equations. the transfer of heat to the spher€;&0). The drop in the

The method of direct statistical modelifigyhich has no temperaturel | requires no qualitative explanation. The in-
constraints on the form of the boundary conditions, can yielctrease in the temperatufe above that at infinity was char-
data on the evolution of the molecular velocity distribution acteristic and unexpected. This effect cannot be treated uni-
function when vapor flows onto a sphere at any point. Tdaterally as nonequilibrium. It is caused by a flow of gas to
give a clear representation of the flow structure, we use an object of bounded dimensions comparable to the mean
definition of the temperatures in terms of the coordinates anétee path, when the energy of directional motion in a selected
the dimensionless flow velocity in Mach number form. tube of flow is transferred not only to the object but also to

Let us assume that the sphere has radjusnd the tem- its surrounding gas sheath outside the tube of flow. The un-
perature and gas density at infinity.(,n.,) are given. The expected increase in the total temperature above that at in-
condensation process is a function of the paramétegts.., , finity should also be noted. This effect is clearly impossible
and the Knudsen number Kr/ry. Herel is the mean free in the one-dimensional case of condensation at a planar sur-
path of the molecules at infinity=1/(\/2n.,o), wheres is  face. This effect does not occur even for condensation on a
the collision cross section for the vapor molecules. sphere with Kn= 0.01 (Fig. 1b.

In the calculation scheme used for the direct statistical Figure 1c shows the distribution of the parameters for
modeling a sphere of radiug was surrounded by a spherical the case Krn= 1. The qualitative temperature behavior dif-
shell of radiusRy, which was set at the largest value possiblefers little from the preceding case. We merely note a signifi-
when a Pentium computer was used for the calculations. leant reduction in the size of the nonequilibrium zofie
the range of Knudsen numbers betweeand 0.01, the cal- mean free path lengthsompared with Figs. 1a and 1b. Ad-
culations included up to 8 10° molecules for a hard-sphere ditional numerical experiments showed that the increase in
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FIG. 2. Relative specific mass flowJ.. as a function of Knudsen number
for data obtained by direct statistical modeliifg.

rium becomes appreciable at relatively low subsonic veloc-
ity, i.e., in the range of Knudsen numbers greater than 0.01,
substantial acceleration of the flow is observed in the non-
equilibrium region.

This evolution of the zone of strong nonequilibrium as
the Knudsen number increases from 0.01 to 1 is consistent
with the dependence of the relative specific mass fldiy,
on the Knudsen number plotted in Fig. 2. Hede,
=1/4n,V.,, is the specific mass flow to the surface when
Kn—x, V,={8RT,/#, andR is the gas constant. These
data indicate in particular that the maximum variation in the
flow rate corresponds to a zone of substantial flow rearrange-
ment where the thermal energy of the gas is slightly higher
than the thermal energy at infinity, an effect familiar from
studies of the shock wave structure in a gas. Existing con-
densation model€ give underestimates df J., for conden-
sation conditions at an absolutely black sphere.

This investigation has shown that substantial departure
from equilibrium exists near an absolutely black sphere,
causing the values of/J,. to differ from thosé? obtained
assuming that the vapor state at infinity differs little from the
conditions of temperature saturation at the surface of an ab-
sorbing sphere.

FIG. 1. Temperature distribution for different directions and Mach number
for Kn = 0.1 (a), Kn = 0.001(b), and Kn= 1 (c).

the total temperature above, has a peak in the range of 1K. Yamamoto and T. Nishitani, ifProceedings of the 14th International
Symposium on Rarefied Gas Dynamit884, Vol. I, edited by H. Ogu-

Knudsen numbers between 0.1 and 1. As the Knudsen num->Y.
ber i further, this effect b less defined, whick " PP 893990

er |nc.reases urther, ; IS eriec ecomes_ €ss demnned, w IClﬂG. F. Humber and U. M. Tituluaer, iRroceedings of the 17th Interna-
can evidently be explained by a reduction in the mass flow t0 tional Symposium on Rarefied Gas Dynamik@90, edited by E. Beilich,
the sphere. pp. 1266-1273.

It can be seen from Fig. 1 that as the Knudsen numberV. N. Gusev and A. V. Zhbakova, Izv. Akad. Nauk SSSR. Ser. Mekh.
decreases from 1 to 0.01, the gas velocity near the surfacezhidk. Gaza No. 3, 1091968. _ S
becomes supersonic, at any temperature. Without discussin4 . A. Bird, Molecular Gas Dynamics and the Direct Simulation of Gas

. ! L ) lows (Clarendon Press, Oxford, 1994158 p.
the arbitrary nature of the definition of the Mach number ( 0458 p

near the surface, we note that the translational nonequilibfranslated by R. M. Durham
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Heterodyne photoelectric signal conversion in periodic transmission lines using Mott
diodes

N. M. Ushakov

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, Saratov Branch
(Submitted April 1, 1998
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A description is given of a principle for constructing optoelectronic delay lines in optical
information processing systems which can be implemented for various important devicd999
American Institute of Physic§S1063-785(19)02501-X]

A whole range of information processing devices such as  Relation(1) indicates that the photoresponse of the pho-
various types of delay lines, convolvers, and correlators retodiode array in the heterodyne detection regime can be con-
quire a delayed microwave signal. In these devices a signaitolled using three independent parameterér,t), E,(r,t),
time delay needs to be introduced either without varying itsand ¢(r) which characterize the interacting optical fields.
amplitude spectrum or by varying this spectrum so that the It is well known that periodic transmission lines, peri-
pulse length is reducedlispersion delay line The theory of  odic waveguiding systems, and delay lines are essentially the
linear signal response based on the shift theorem indicatesame devices, designed to delay the signal in time and pro-
that a time shift or signal delay can be achieved if all itsvide a frequency-dependent phase shiit. the quasistatic
spectral components acquire a corresponding additionapproximation, when the signal wavelength is much greater
phase shift. In planar Mott-diode periodic transmission than the characteristic dimensions of the transmission line,
lines, which were first proposed by Ushaketal.? the re-  these new Mott-diode optoelectronic periodic transmission
quired phase shift is implemented automatically and dependges can be represented as multilink chains of identical qua-
on the central frequency of the microwave signal spectrumdrupoles. Each link of the chain is then an active quadrupole
Thus, these new devices may form the basis for constructinguch as a low-pass filtéFig. 18 or a high-pass filtefFig.
optoelectronic delay lines for various purposes in optical in-1b). Figure 1c shows the equivalent circuit of two opposed
formation processing systems. Mott diodes in the form of a planar multielement periodic

The present paper describes more general laws goveriott-barrier structure of the interdigital or anti-spiral type.
ing the heterodyne photoelectric excitation and delay of mi-Assuming that the active quadrupole can be replaced by a
crowave signals in Mott-diode planar periodic transmissionpassive quadrupole with additional external sources in the
lines. primary and secondary circuits whose electromotive forces

A method of heterodyne detection of signals by a pho-are equal to the voltages at the open terminals of the active
todetector, based on quadratic conversion of the radiatioquadrupol€, the equivalent circuit in Fig. 1c can be simpli-
field, is widely used in optical interferometry and spectro-fied. In the equivalent circuits shown in these figures the
SC(_)D)L3 and also in optical information processing s_ystéms. following notation is introducedX, =G, *=jQL is the in-
ThIS met_hod is alsq of mt(_arest for _the photqelt_ectrlg excita-yctive reactance ar{aC:Xglszc is the capacitive sus-
tion of microwave signals in periodic transmission lines be- S .

. : . . __ceptance. Sinc&y=1,,/Vq, the expression for the suscep-
cause of the independent control of the interacting opuca? . ) P
fields. This will be explained through an example. Assume@1c€Go with allowance for formulal) has the form
that there are two interacting optical signals written in the )
scalar formE;(r,t)=Eq(r)expfot) and E,(r,t)=Eqxr) Go=2(7a/Vohv)EI Ex(r,)expjAQt+ ¢(r)).  (2)
X exp((wxAQ)t+ ¢(r)) with frequenciesy andw = AQ. As
a result of their summation at the photosensitive area of th& the theory ofO-type vacuum microwave devices, a physi-
photodiode array, a response appears in the electrical circui@l concept such as the radiation resistance or conductance is

signal in the delay line as a result of interaction between the
| (P Vo ) =2(7(Vo)q/hw) EX E(r Hexp(j AQt+ ¢(r)) electron beam and the field of the slowed electromagnetic
p 1 1 1 L

(1) wave. By analogy, it is suggested that the susceptahce

given by formula(2) should also be called the radiation con-
whereE} andE,(r,t) are the complex-conjugate amplitudes ductance of the optoelectronic interaction.
of the interacting optical fieldsp(r) is the phase difference We study the general case in which a mixed optical sig-
of the complex amplitudesy(V,) is the quantum efficiency nal is supplied to each component of the delay line in the
of photoelectric conversiorg is the electron chargé/, is  modulation bandA Q) with the phase shifip(r), which is
the photodiode displacement voltadeis Planck’s constant, equal to the phase shift of the microwave signal per unit cell
and v= w/2 is the optical signal frequency. of the delay line¥ (). As a result of homodyne detection
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of the optical signal in the Mott-barrier structure, a micro-
wave signal is excited within this band and propagates in the
delay line as a traveling wave. At each unit cell in the trans-
mission line, this signal acquires the phase sHif§((})
=0t,+ 0,(Q), whereQt,, is the phase shift caused by the
finite transit time for the majority carriers of the interdigital
gap in the Mott-barrier structure( is the transit timgand
00(Q2) is the phase shift per unit cell in the delay line. The
dispersion relation for a lossless low-pabsgh-pass filter

has the form

0o=2 arcsirtQ/Q)™, ©)

wherem=1 for a low-pass filter anch=—1 for a high-pass
filter. Then, knowing thaf)t,=2.4 and arcsing~x for the
phase shiftsf =Q/27<0.4f, (low-pass filtey or f=2.5f,

for a high-pass filter, we obtain the approximate spatial
phase-matching condition:

P(r)=Wo(Q)=2.4+2(Q/Qp)™. 4

The delay timety of the microwave signal in the delay line
with allowance for Eq(4) is given as

td:Np/vph: NWO(Q)/Q, (5)

whereN is the number of unit cells in the delay line,, is
the phase velocity of the microwave signal in the delay line,
andp is the length of a unit cell of this system.

Figures 2a and 2b give the time delay for a delay line
cutoff frequency of 6 GHz in the frequency rante /2
=< 2.4 GHz for the low-pass filter ani=Q/27w=15 GHz for
a high-pass filter, plotted as a function of the reduced fre-
guencya=Q/Q,. These time delays indicate that optoelec-
tronic delay lines are a good supplement to acoustic delay
lines with conventional time delays longer tham4. Unlike
Ref. 2, where the photoelectric conversion process takes
place in series from one cell to another in the delay line, in
our case this process takes place in parallel, which enhances
the controllability of the homodyne photoelectric conversion
process in the delay line. By varying the spatial coordinates
of the optical signal using an electromechanical scafioer
example, using a bimorphic mirrgrit is possible to control

the time delay of the microwave signal in the delay line. FIG. 2.

N. M. Ushakov
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To conclude, the proposed principle for phase matching Instrument Manufacture, AFE92, Novosibirsk, Russia, 1992, Vol. &
between the optical signal and the microwave signal excnedBRUSS'aﬁ p. 15.

in the delay line can be applied to various important optical Mo\s/co?/\:c()i%%%pOZVSZn;pN D. Ustinouaser Heterodyningin Russiar)
information processing devices where a controllable signalsT. M. Terpin, Proc. IEEEB9, 92 (1981).
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'F. T. S. Yu,Introduction to Diffraction, Information Processing, and Ho- 7. R. Nefman and K. S. Demirchyarfheoretical Principles of Electrical
lography (MIT Press, Cambridge, Mass., 1973 Engineering 2 Vols.[in Russiad (1967, Ch. 1, 522 pp.
2N. M. Ushakov and V. I. Petrosyan, irroceedings of the International
Scientific and Technical Conference on Topical Problems in ElectronicTranslated by R. M. Durham



TECHNICAL PHYSICS LETTERS VOLUME 25, NUMBER 1 JANUARY 1999

Enhancement of the efficiency of i—n-GaN light-emitting diodes by electrochemical
etching

V. G. Sidorov, A. G. Drizhuk, M. D. Shagalov, D. V. Sidorov, and A. S. Usikov

Vologda Polytechnic Institute
(Submitted July 2, 1998
Pis'ma Zh. Tekh. Fiz25, 55-60(January 26, 1999

An investigation was made of the electrochemical etching-of-GaN light-emitting diode

structures in aqueous solutions of KOH and NaOH to remove parasitic low-resistivity layers and
inclusions in the structures which shunt the active current flow channels through the

structures and lower the electroluminescence intensity. The electroluminescence intensity of the
structures increased by two or three orders of magnitude during the etching process.

© 1999 American Institute of Physid$1063-785(09)02601-4

Etching of semiconductor materials and device struchighest conductivity. Thus, electrochemical etching can be
tures is used at all stages of the fabrication of semiconductarsed to identify electrical and structural inhomogeneities in
devices. One of the most important operations is known aspitaxial layers and GaN structures. Moreover, this method
(post-etching i.e., etching the finished device structures be-of etching can be used to enhance the electroluminescence
fore protective coatings are applied or before hermetic seakfficiency ofi—n-GaN light-emitting diode structures, which
ing. The aim of this operation is to remove any contaminantss the subject of the present Letter.
from the surface of the structure and to reduce and stabilize Emitting M—i—n-GaN structures are a type of metal—
the surface recombination velocity, which reduces the leakinsulator—semiconductor structure. The dielectric region of
age currents and enhances the efficiency and operating stdte structure is fabricated as a semi-insulatiigyer made
bility of the fabricated devices. Aqueous solutions of acids,of heavily compensated GaN. The compensating impurity is
alkalis, or salts are used most frequently as etchants. Theelected so that it is also an efficient radiating center.
methods used are chemical or electrochemical etching. The electroluminescence of then structure is excited

Unlike many other semiconductors, gallium nitride hasin thei-layer. The excitation mechanism involves the accel-
an extremely high chemical stability. It barely dissolves ineration of majority and nonequilibrium carriers in the strong
acids or alkalis even at high temperatures. Gallium nitrideelectric field of thei-layer to energies sufficient for ioniza-
can only be etched using melts of alkalis and various $altstion or impact excitation of luminescence centers. Nonequi-
However, this type of etching damages any masking coatingibrium carriers appear in thielayer as a result of tunneling
as well as the substrate, and is not suitable for GaN layersr impact ionization of impurities or atoms of the GaN crys-
and structures. At present, no efficient aqueous etchants ofal. In this case, the simplest method of enhancing the elec-
erating at room temperature are available for GaN. Thus, dryroluminescence efficiency is to increase the concentration of
etching methodsare mainly used to produce the required “hot” carriers by increasing the electric field strength in the
geometric relief in GaN structures during the fabrication ofi-layer. However, this is impeded by the fundamental inho-
devices. mogeneity of GaN epitaxial layers.

The search for possible treatments of GaN crystals using Epitaxial GaN layers typically grow as closely inter-
aqueous etchants is currently being intensively purdt¥d. grown unidirectional blocks. Since the crystal has this block
As yet, perhaps the only method of achieving fairly rapidproperty, impurities and structural defects are distributed
dissolution of GaN at room temperature is electrochemicahonuniformly over the surface and over the layer thickness.
etching in dilute alkalig:"® Photochemical etching of GaN is The distribution of these inhomogeneities correlates closely
also carried out using dilute alkalis and at room temperaturewith the distribution of the spectral characteristics and the
but under intensive illumination by natural light. The luminescence intensity over the samponuniform doping
mechanism for GaN dissolution in this method of etching isof the i-layer gives rise to low-resistivity microinclusions
broadly similar to electrochemical etching. The only differ- during growth, including penetrating conducting channels.
ence is that the free carriers involved in the etching processhese inclusions shunt thdayer, reducing the electrolumi-
are not supplied to the surface of the sample being etched hyescence efficiency. This efficiency would obviously be en-
an electric field but are generated near the surface by naturahnced if the conducting inclusions in tidayer could be
light. Photoelectrochemical etchihgombines both these removed in some way.
methods. Emitting i—n-GaN structures, oriented in thd1-20

In electrochemical etching GaN dissolves selectively,plane, were grown ofil0—12 sapphire substrates by vapor-
with the highest rate at sites where the largest currents flongphase epitaxy using a chloride—hydride system. First a low-
i.e., in regions of the crystal possessing the most defects an@sistivity undopedn-GaN layer was grown at 1050 °C.
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Then, a high-resistivity-region was grown at 950 °C, con- 1000
sisting of two layers to spatially separate the region of strong

field and the region of electroluminescence generation. The

inner layer of thei-region was doped with both zinc and
oxygen. The surface layer had a higher resistivity than the
GaNZn,0O) layer and was only doped with zinc. Pale blue
electroluminescence with a maximum at 2.55 eV was excited

in thei-GaN(Zn,O) layer. As a result of the asymmetry of the 100
structure, electroluminescence was only excited when the

a1l

L1111l

3
voltage at the contact to theGaN(Zn) layer was negativet <
The growth conditions fori—n-GaN structures were %‘ J
such that the final stage of the process always involved the é
growth of a thin (~0.1um) highly conductingn-GaNZn) 3 7
layer on the surface of thelayer. That is to say, all the w 10

structures grown in this way were in fagti —n-type struc-
tures. The surface conductimgGaNZn) layer and the low-
resistivity inclusions in thei-layer, which we discussed
above, increase the currents flow and the leakage currents il
the structures, shunt thidayer, and reduce the electrolumi-
nescence efficiency. Moreover, electroluminescence can only
be excited in the pulsed mode. At dc current thermal break- 1
down of the structure usually occurs before the electrolumi-
nescence threshold is reached.

The i—n-GaN structures were etched electrochemically
using a(0.1-0.2N aqueous solution of KOH or NaOH at ki 1. intensity of pale blue electroluminescence afi-GaN structure as
300K and current densit§0.05—0.1 A/cm?. A positive po-  a function of etching time. Insets: a, b — structure at different stages of
tential was applied to a contact on the surface of the strucetching: 1 — sapphire substratey — layer of conductingn-GaN, 3 —
activei-GaNZn,0) layer, 4 — high-resistivityi-GaN(Zn) layer,5 — low-

ture, which was protected with a chemically resistant vars ey Ganzn) inclusions ini-GaNzZn) layer, 6 — low-resistivity

nish, and a negative potential applied to the electrolyte. Th@.ganzn) layer; the current linegl) through the structure are shown and
voltage on the structure was selected with the electrolumithe electroluminescence flux is also shown schematically by the lines
nescence threshold in mind, which was determined undeparked EL.
pulsed excitation and remained constant during the etching
process. The gallium hydroxide formed on the GaN surface
during etching blocks any further dissolution of the GaN. In«|ntegration,” Project No. 75, and was also partially sup-
order to avoid this and to dissolve the gallium hydroxide, aported by the University of Arizona.
small amount of HCI| was added to the electrolyte.

Current initially flows mainly through the conducting
n-GaNZn) surface layer which dissolves. After this layer 13, 3. Pankove, 3. Electrochem, SBES, 1118(1972
has dissolved, the positive contact potential is shorted:; ~ Zolper and R. J. Shul, Mater. Res. Bull. Feb, 1997, 36.
through thei-layer to the underlying layer of conducting un- 3m. S, Minsky, A. M. White, and E. L. Hu, Appl. Phys. Let68, 1531
dopedn-GaN and again across thdayer to the negative  (1996. _
electrolyte potential which has the same polarity as the elec-J: R- Mileham, S. J. Peatron, C. R. Abenathy, J. D. Mackenzie, R. J. Shul,

. L . and S. P. Kilcoyne, J. Vac. Sci. Technol.14, 836(1996.

troluminescence excitation in the structure. Most of the cur-sc '\, anuii. s. J. Peatron, J. W. Lee, C. R. Abernathy, J. D. Mackenzie,
rent flows through the conducting inclusions in thiayer. J. C. Zolper, R. J. Shul, and F. Ren, J. Electrochem. 348, 3681
As these are etched, an increasing fraction of the current(1996. '
flows through the high-resistivity active region of thiayer. °C. YontSey, |. Adesida, and G. Bulman, Appl. Phys. L&t 2151

X >0 ; . (1997.

This leads to a gradual rise in electroluminescefse® Fig. 7y onkubo, inProceedings of the Second International Conference on
1) whose intensity can be monitored visually or using a pho- Nitride Semiconductors — ICNS'9Tokushima, Japan, 1997, pp. 2—24,
todetector. The etching process must be stopped when thg?84.

electroluminescence intensity reaches saturation otherwisg™" gg;g?objpﬂ}f# ;}‘;‘p"JP’R’:k'erPrﬁ;fﬁ bgsiéi?ﬁg)la 3. Stemmer. and
the_ undoped-GaN layer beneath th'elayer wi.II dissolve. _ J. Graul, Proc. Mater. Res. Sot82, 1003 (1998. T ’
This reduces the electroluminescence intensity and sectiofA%. A. Ponce, Mater. Res. Bull. Feb. 1997, 51.

of the i-layer also begin to peel off. The total etching time *A. G. Drizhuk and V. G. Sidorov, Fiz. Tekh. Poluprovodi, 144 (1986

. . ._[Sov. Phys. Semicon@0, 87 (1986].
before the electroluminescence reaches a maximum I8\ . Drizhuk. M. V. Zaitzev. V. G. Sidorov, and D. V. Sidorov, in

1-3min. Its intensity increases by two or three orders of compound Semiconductors: Proceedings of the 23rd International Sym-
magnitude during etching, and thien-GaN structures be-  posium on Compound Semiconduct@s Petersburg, Russia, 1996, Inst.

come suitable for fabricating light-emitting diodes with ac- EEVS; COF?f- Seré’\_‘ot 1I5?éec_"{i:tﬁd by4M-S-4 g?ur and R.A. Simistitute of
ceptable parameters for practical purpo¥es. ysics Press, Bristol, 1997Chap. 4, p. 401.
This work was supported by the Federal Target ProgranTranslated by by R. M. Durham
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Modification of the tip shape of a scanning probe microscope using ion sputtering
G. V. Dedkov and S. Sh. Rekhviashvili

Kabardino-Balkar State University, Nalchik
(Submitted April 8, 1998; resubmitted September 8, 1998
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The process of ion sputtering of the tip of a scanning probe microscope is modeled to determine
the conditions for the formation of protrusions at the apex of the tip. It is shown that for

an isotropic sputtering process sharper protrusions form at the apex of a conical tip if the initial
radius of curvature of the tip is not too large and the angular dependence of the sputtering
coefficient has a fairly sharp peak at angles of incidence of 60—70°19@9 American Institute

of Physics[S1063-785(19)02701-9

The problem of modifying and monitoring the tip shape

2
of scanning probe microscopéscluding atomic force, tun- K(a)=Kq ex;{ - M—SO)) 0(co—|al)
neling, and friction microscopgss a vitally important one, 203
since the increasingly widespread application of a new gen- (|a| = ag)?
eration of these devices as precision measuring instruments +ex;{ - T‘%) 0(|a|— ao) |, (1)

means that the real shape and atomic structure of the sensi-
tive element, i.e., the tip, must be taken into account. The tiR/vhereKo,
shape is most commonly determined using electron transmis-
sion microscopy. 1, x=0,

Electrochemical etchirfg* or ion sputtering’ is used to 0(x)= { 0. x<O0.
modify (sharpeh the apex part of the tip. For instance,
Vasile et al® sputtered wire made of tungsten and a plati-The anglex, corresponds physically to the maximum of the
num—iridium alloy using a 0.4«m diameter Ga ion beam. angular dependence of the sputtering coefficient and the pa-
In most cases, the end of the wire facing the beam acquiret@meterso; and o, characterize its slope on either side of
a conical shape with an opening angle of 8—10° but in somé&e maximum.

cases, flat-ended cylindrical protrusions appeared. The radii "€ approximation(1) can take into account the main
of curvature of the protrusions were 1—5nm characteristics of the sputtering coeffici€htg. 2): the exis-

The present study is a continuation of Ref. 8, in WhiChtence of a peak, a fairly slow ascending section on the left,

d thod of determining the tio sh ¢ and a sharply descending section on the right. The crosses
we proppse a metho , ot de e”“'”'”g € lip shape of ;e the experimental valugsf the sputtering coefficient for
probe microscope by using backscattering spectroscopy. O'ﬂr*—SiOZ (32 keV beam energythe model functior(1) for

aim is to study the evolution of the tip shape by modeling the,e parameter,=3, o, = 0.65 rad, andr,=0.133rad, and

sputtering process and determining the physical conditionghe theoretical dependeﬁBd((a)zl/cosa (dashed curve
promoting the formation of protrusions. Note that both op-to the left of the peak.

erations(sputtering and shape monitoringan be carried out For a homogeneous target the rate of sputtering of the
in the same vacuum chamber by varying the orientation oplanar boundary in the normal direction is
the beanf.

In order to solve this problem, we consider a homoge- Ax/At= IK(a)COS(a), ©
neous model of a silicon tip whose initial shape is a paraba-
loid of revolution of heightH and radius of curvatur® at
the apex section. The orientation of the incident beBm

relative to the tip is shown schematically in Fig. 1. can trace the evolution of the shape of a tip of arbitrary initial

It has been estabhsheq expenmentally that thg angula,a[hape’ by dividing its surface area into a finite humber of
dependence of the sputtering coefficient has a maximum fogaiplane sections. For our calculations we assumed that
angles of incidence of 60—88Ref. 9 and thus for the nu-  Ax—0.05nm,H=1000nnm, and the initial radii of curvature
merical calculations the corresponding functfo(w), where R and the angles, varied.

the anglex is measured from the normal to the surface, was  The results of the modeling for different initial condi-
approximated by tions are plotted in Figs. 3—5. Curvés4 correspond to the

ag, 01, ando, are the model parameters and

wherel is the ion beam intensity andlis the volume con-
centration of target atoms. Assuming thek=1At/n, we

1063-7850/99/25(1)/3/$15.00 67 © 1999 American Institute of Physics
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FIG. 1. Schematic showing ion beam treatment of a probe microscope tip.

initial tip shape after 500, 1000, and 2000 ‘‘sputtering -400

steps,” respectively. The values of the parametgraindo,

for all cases are the same as those in Fig. 2. 1000
It can be seen that protrusions only begin to appear at the

apex of the tip for anglea;<80° and are formed earliest for

smaller values oR (compare Figs. 4a and #AbThe radii of 2,

curvature of the protrusions are approximately an order of

magnitude smaller thaR. For aq=60° (Fig. 3) protrusions

are observed for all values & between 10 and 100 nm but

for ag=70°, they only appear fdR=10 and 50 nm, and for -500 0 300

ao=280° (and abovg they do not appear at alFig. 5. A X, hin

further increase in the sputtering time does not change these

conclusions. Foryy>80° no protrusions are observed evenFIG. 3. qulution of tip shgpe sputtereo_l by an ic.nn. beam for_ v_grious gngles
corresponding to the maximum sputtering coefficient, and initial radius of

for R<10nm (these curves are not givenFor o1=02,  (,vature of parabaloid. The curves numbered 1-4 correspond to the initial
when the functiorK(«) is symmetrical, again no protrusions tip shape after 500, 1000, and 2000 sputtering steps, respectively.
appear.

Under longer treatment the side surface of the protru-
sions becomes cylindrical and the apex flattens out. In caséghis is consistent with the theoretical estimates given by
where no protrusions form, the shape of the tip tends t&Carteret al'! and with the experimental results reported by

conical with time, with an opening angle closeto-2a,.  Hasuyameet al!? who treated a “thick” 100um diameter
copper wire.
¢ ! I B
v+ 1000
+ |
Z,nmi-
K@)
K ]
(0) -200
1000

Z,nm
o, rad
0
FIG. 2. Angular dependence of the sputtering coefficient. Solid curve — 400

model function(1) for ay=70°, Ky=3, 0,=37°, 0,=8°; crosses — ex-
perimental valuesfor Ar"—SiO, sputtering(32 keV); dashed curve —
theoretical dependence 1/eoRef. 10. FIG. 4.
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1000 quent treatment. This implies that the initial shape of the tip
is “too flat.”

To sum up, these results show that under certain condi-
tions, ion sputtering can give rise to protrusions at the apex
of probe microscope tips, having a considerably smaller ra-
dius of curvature than the initial surface. Under more pro-
longed ion beam treatment the protrusions may become cy-
lindrical with a flattened end. This is consistent with the
experimental results®? and the theory! Cylindrical tips
are preferable when the microscope is used to probe a sur-
face relief with vertical walls.

z,nm -
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Trajectory tracin g — a new method of studying the evolution of states of dynamic
systems
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A rapid method of trajectory tracing is proposedand described, which can clearly determine the
points of period doubling bifurcations and provide clear information on the transformation

of the states of a system in phase space. 199 American Institute of Physics.
[S1063-785(19)00301-9

Self-organization processes in various nonequilibriumsional vector from the poinM, to the pointMy+1 and
dynamic systems are currently being studied intensively botsome other vector, for example, having the coordinates
from the purely academic perspective of developing a newWMy+1; My+2). Let us assume that the spatial angle be-
paradigm and because of the possibility of developing neviween these vectors i8. We also determine the angles
principles for the functioning of complicated technological between the initial vector and an arbitralRth vector con-
systems:? The evolution of dynamic systems as a functionstructed between the pointsMg+R, My+R+1), where
of their control parameters is usually studied using numericad<R<M,. We construct the dependence of epn the
characteristics which describe the phase portrait of the sydength of the tracing section of the phase traject®rwhich
tem as a whole(such as the Hausdorff dimension or the will be the tracing curve. The cosine of the angle for the
Lyapunov exponents) or by determining the spectral char- N-dimensional case is then determined by a standard method
acteristics of the componentsThese methods have the dis- using a scalar vector produtt.
advantage that they require a relatively large amount of com- We bear in mind that a phase portrait is a discrete set of
puter time and the accuracy of the calculations dependgoints whose distribution density along the phase trajectory
strongly on the initial conditions and the choice of integra-is generally nonuniform. Obviously, if the phase portrait
tion step'™ Thus, there is an urgent need to develop simplepoints were uniformly distributed, for example, over a circle,
rapid methods which do not have these disadvantages arifie tracing curve would be close to sinusoidal. If the phase
can be used to study the evolution of complicated dynamigortrait is an ellipse, the phase points are usually more
systems with the necessary accuracy. densely distributed at the sites of maximum curvature. In this

Here we propose one such method, which we term tracase, depending on the type of ellipse, the tracing curves will
jectory tracing, which can clearly determine the points ofbe very close to trianguldfor a prolate ellipsgor rectangu-
period-doubling bifurcations and provide clear informationlar (for an oblate ellipse Naturally, doubling of the peaks on
on the transformation of the states of a system in phasthe tracing curves is observed in the presence of period-
space. This method also has the advantages of a simple a@loubling bifurcations, with higher-order bifurcations gener-
gorithm and high speed. In addition, a method of constructating smaller peaks.
ing bifurcation diagrams developed earlier for iteration 2. We now report the results of comparative calculations
processesis modified here for the case of continuous dy-for the most comprehensively studied attractors, those of Lo-
namic processes. In this case, the bifurcation diagram is a segnz and Resler, which are described by the following sys-
of points corresponding to the extrema of one of the compotems of equation$:
nents of the phase space as a function of the control param- @) Lorenz attractor
eter. This modified method can be used to determine with a
high degree of accuracy the values of the control parameters x=38(y—x), y=x(r—z)—y, z=xy—bz, (1)
for which low-order period-doubling bifurcations occur, and
can also qualitatively trace the scenarios for transition from  b) Rossler attractor
order to chaos.

1. In order to describe the essential features of the trac- x= —-y—2z, y:x+ ay, z=b+ Z(X— ), (2)
ing method, we shall consider a phase trajectory in
N-dimensional space, which is obtained experimentally owherea, b, r, u, and§ are the control parameters.
numerically and consists d¥l points. The trajectory points Figures 1 and 2 give the maximum Lyapunov exponent
usually “loop” for a certain time before reaching an as a function of the control paramet@), the evolution of
attractor>® Thus, we position the origin at a point, which  the tracing curvegb), and bifurcation diagrams of the y
definitely belongs to the attractor. To be specific, we shalcomponent of the systeifc) for Rossler and Lorenz attrac-
assume thaM,=M/2. We construct an initiaN-dimen-  tors, respectively. The general form of these attractors is

1063-7850/99/25(1)/3/$15.00 7 © 1999 American Institute of Physics



8 Tech. Phys. Lett. 25 (1), January 1999 Gorley et al.

¢.032

+ 4 G582 ,'I‘
1900 3:000 9.000 20 000 120..000 220

M”ﬂnm V? ‘-s 17 r//]/

000

0.000

" | 1,;” Ir

L i) \ ...vfﬂ/)/

{

160 goQ + 160 .000

30 .66

326000 4

1.4660 $ 000 %.906

C
W Lane C

20 .000 120 .000 220 000

% 000

BTRCT N

N 80 .000
1.606¢ 3.000 2 009

20 .000 120.000 220 000

FIG. 1. Characteristics of a Reler attractor as a function of the control - .
parameter.: a — maximum Lyapunov exponent, inset — general form of F/G- 2. Characteristics of a Lorenz attractor as a function of the control

the attractarb — evolution of the tracing curve. The dark sections corre- Parameter: a — maximum Lyapunov exponent, inset — general form of
spond to cosz=-+1 and the light sections correspond to @gs —1. The the attractorb — evolution of the tracing curve. The dark sections corre-

length of the tracing section of the phase trajectBys plotted on the ~ SPONd to cosz=+1 and the light sections correspond to @gs —1. The
ordinate ¢ — bifurcation diagram of componegt length of the tracing section of the phase traject®ys plotted on the

ordinate ¢ — bifurcation diagram of componegt

shown in the insets. For the Lorenz attractor we selectes
the control parameter and for the §&er attractor we se- is usually calculated for iterative proces$es, as in our
lected w. case, for a single phase variable and can only be used to
As is well known? the Rsler attractor is a fairly stable determine the first few value@n practice three or at most
ordered system, as is evidenced by the low values of théour) of the control parameter for which period-doubling bi-
maximum Lyapunov expone(Eig. 1a. As the values of the furcations of the oscillations take place.
control parameter increase, the Lyapunov exponent in- The proposed tracing method yields results which have
creases, indicating that the stability of the system deterioratesignificant advantages over the Lyapunov exponéihis the
and a transition then takes place to a chaotic state. The bHausdorff dimensionand the bifurcation diagram. It can be
furcation diagranm{Fig. 19 consists of two almost symmetric seen from Fig. 1b that the mapping of the evolution of the
branches and at the initial stage the transition of the systermacing curve is clearer not only compared with the func-
from order to chaos takes place via period-doubling bifurcational dependence of the maximum Lyapunov exponent but
tions of the oscillations, similar to the dynamics of Verhulstalso compared with the bifurcation diagram. This mapping
populations® can also be used to determine fairly accurately moreat
Disadvantages of the Lyapunov exponents and the Haudeast no fewervalues of the control parameter for which the
dorff dimension, which are calculated for the phase portraibscillations undergo period-doubling bifurcations compared
as a wholg(i.e., taking into account all the phase varialples with the bifurcation diagram and most importantly, this map-
include their low information content since only the degreeping clearly shows that even in the chaotic state, the system
of stability of a system can be assessed from their sign ocontains information on its essential topological features.
magnitude. Although the bifurcation diagram possesse3his last property is evidenced by the fact that in our par-
greater clarity, it also has some shortcomings. For instance, ficular case of a Resler attractor, the topological form of the
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attractor characteristic of the system exhibits randonthe formation of stable structures from competing possibili-

changegshifting and stretchingin the chaotic region, which ties.

is shown in Fig. 1b by alternating dark and light bands with It should be noted that calculations made using our al-
a specific period. In other words, the proposed tracinggorithms both for the tracing curves and for the bifurcation

method can clearly demonstrate so-called deterministicliagram are almost 1.5 times faster than the calculations of
chaos the Hausdorff dimension and at least twice as fdsipend-

All the above reasoning, with one exception, can also béng on the number of evolution steps of the phase veesr
applied to a Lorenz attractdFig. 2). Before specifying this the calculations of the maximum Lyapunov exponents.
exception, we note that this attractor is substantially more  Thus, we have proposed an effective new method of
random than the Rssler attractot:* This can be seen clearly studying the evolution of the states of nonequilibrium dy-
from the data plotted in Fig. 2: in the range of control pa-namic systems whose advantages over the Lyapunov expo-
rameters being studied, the values of the maximuments, the Hausdorff dimension, and bifurcation diagrams in-
Lyapunov exponent are more than an order of magnitudelude informativeness, clarity, a simple algorithm, and fast
larger than those for the Rsler attractor and the bifurcation calculations.
diagram predominantly incorporates chaotic states separated This work was partially supported by the Ukraine State
by a small region of stability. Thus, the scenario for theFund for Fundamental Resear(@rant No. 2.4/745, 19%7
transition from order to chaos in a Lorenz attractor can most
likely be classified as state intermittarfck.can also be seen t. Haken. Ad i s . Instability Hierarchies of Self
that. the mterval.s of ordered m.Otlon (.)n th.e mapp_mg of the O.rgan?zi?\g,Sys\tl:r?”l(;eand gg\?irgg;(rzisr{gernj/t:rlggNe\ll\(/er\e(icr)fk,lisic)SE; Mir(?
tracing curvesFig. 29 and the bifurcation diagraifrig. 2b Moscow, 1985, 423 pp.
are the same. 2G. Nicolis and I. PrigogineSelf-Organization in Non-Equilibrium Sys-

The meaning of the exception for the Lorenz attractor is 3tSemLS(VI\>I/!$yI’eN§\rNI;Oirt|;{| 1:2&?2:% hrfllglsg?ngiltﬁ7z, 5#(:26125[.1@%“08
that in the randomized state for values of the control param- ;- EngIZW(’)od"Clﬁ]‘fs, N.pJ” 1987 M?;, Moscow,pfggo, o84 1p.
eter in the range 28r<165, competition takes place be- 45 j Lichtenberg and M. A. LibermarRegular and Stochastic Motion
tween two equivalent attracting centetsaand thus even a (Springer-Verlag, New York, 1982; Mir, Moscow, 1984, 528)pp.
neg||g|b|e Change in the Va'ue Of the Contr0| parameter CansH.. G. SchusterDeterministic Chaos.(Physik-VerIag, Weinheim, 1984;
change the order in which the phase point goes round thgM": Moscow, 1988, 240 pp. - .
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trajectory. In Fig. 2b this corresponds to the fact that as the 2220), 82 (1996 [Tech. Phys. Lett22, 857 (1996].
control parameter decreases, the stable structures which exi&6. A. Korn and T. M. Korn,Mathematical Handbook for Scientists and
for r>180 decay into two types of alternating dark and light Engineers (McGraw-Hill, New York, 1961; Nauka, Moscow, 1970,
bands of competing influencevidth). Thus, the proposed 20 PP
tracing method can also clearly demonstrate the dynamics afanslated by R. M. Durham
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Phase work hardening in lithium niobate ferroactive binary solid solutions

E. A. Dul’kin, L. V. Grebenkina, I. V. Pozdnyakova, L. A. Reznichenko,
and V. G. Gavrilyachenko

Rostov State University
(Submitted July 2, 1998
Pis'ma Zh. Tekh. Fiz25, 68—70(January 26, 1999

Acoustic emission, dilatometric, and dielectric methods have been used to study the
characteristics of phase work hardening in lithium niobate ferroceramic samples. A correlation is
established between the corresponding dependences for the third, fifth, and eighth thermal

cycles in the phase transition region of the samples. It is hypothesized that the observed hardening
characteristics are caused by annihilation of dislocations and their diffusion toward crystallite
boundaries. ©1999 American Institute of Physids$51063-785(09)02801-3

The phenomenon of phase work hardening was observeeactions followed by hot pressing. Disk samples 10 mm in
by Gavrilyachenkoet al! in ferroelectric PbTiQ crystals diameter and 1 mm thick were investigated using the com-
from acoustic emission data. It was established that th9|ex methodl_ The acoustic emission activify and the rela-
acoustic emission activit reaches a maximum for the tive dilatationAL/L of the samples were measured simulta-
sixth phase transition cycle, and this was attributed to annineously in the phase transition region. At the same time, the
hilation of aftergrowth and work hardening dislocations. Aspermittivity was measured by the bridge method at a fre-
the numbem of phase transition cycles increased furtér, quency of 20 kHz and the broadeniBgof the phase transi-
decreased exponentially as for phase work hardening ition was determined by a method described in Ref. 5.
metals? Quite clearly, phase work hardening should also be We studied a wide range of samples of
observed in a ferroelectric ceramic. (Nay _Ph)(Nb, _,Ti,)O5; and(Na, _,Li,)NbO; binary solid

In a ferroceramic the phase transition is complicated bysolutions in which phase work hardening was observed to
the interaction of a large number of crystallites which arevarying degrees. We present the characteristics of phase
intercoupled via the intercrystallite layer. This leads first, towork hardening in(Na,_,Li,)NbO; ferroceramic samples
the evolution of mechanical stresses produced by a spontavith x=0.1175(see Fig. 1
neous deformation jump and second, to the formation of a The broadeningD of the phase transition decreases
nonuniform depolarization field because the electroneutralitynonotonically, with minima in the third, fifth, and eighth
condition is not satisfied at the crystallite boundaries. Thesghase transition cycles. After the eighth cycle, the curve
factors strongly influence the phase transition kinetics inD(n) gradually saturates.
ferroceramics. The dilatation curve has the form of a typical hysteresis

The aim of the present paper is to study the characteridoop. During thermal cycling the amplitude of the loops and
tics of phase work hardening in lithium niobate ferroceramictheir slope remain constant, with only their width varying,
samples using acoustic emission, dilatometric, and dielectrice., the temperature hystere&i¥ ;. The value ofAT, de-
methods. creases monotonically, passing through minima for the third

The ceramic samples were synthesized by solid-phasand eighth cycles and a maximum for the fifth cycle. After

0.03
0.026
\ 0.02
0.015 FIG. 1. The phase transition broadenbgtemperature
&5 -100% hysteresisAT,, and acoustic emission activify ver-
-0.5 sus the numben of thermal cycles in the phase transi-
-0.6 ; / / // ; 7 7 tion region of (Na; _,Li,)NbO; ferroceramic samples
0.7 with x=0.1175.
L
F20
1 10
o
1 2 3 4 5 6 ” 8 a
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the eighth cycle the value &f Ty also saturates. tions are being annihilated, they diffuse toward crystallite

The acoustic emission activiﬂ§d has the highest value boundaries, promoting relaxation of the mechanical stresses
for the first cycle. During thermal cycling the value bf at the crystallite—matrix boundary. For the first cycles this
decreases slightly, exhibiting minima for the third and eighthProcess has a wave-like nature and then attenuates with in-
cycles and a maximum for the fifth cycle. After the eighth Créasingn as a result of the hardening of the material.

cycle, the value o continues to decrease monotonically.
A comparison of the experimental behavior B{n), V. G. Gavrilyachenko, E. A. Dul’kin, and A. F. Semenchev, Fiz. Tverd.

: Tela (St. Petersbung37, 1229(1995 [Phys. Solid Stat87, 668 (1995].
ATg(n)’ andN(n) reveals that these are correlated. 2V. A. Plotnikov, L. A. Monasevich, and Yu. M. Paskal’, Fiz. Met. Met-

The acoustic emission maximuh for the fifth phase- alloved. 65, 1219(1988.
transition cycle corresponds to the most intensive annihila- V- G. Gavrilyachenko, V. D. Komarov, and E. G. Fesenkundamental
tion of dislocations. as in Ref. 1. Interestinalv. some increase Problems of Ferroelectronigsvol. 1 [in Russian, Rostov State Univer-
. . ’ o aly, sity Press, Rostoy1995, pp. 150-157.
in AT4 is observed. Conversely, the decreasa iy, for the 4E. A. Dul’kin, Sverkhprovodimost{KIAE) 5, 103 (1992.

third and eighth cycles indicates that the ceramic crystallites’J. Dudek, M. F. Kupriyanov, and G. N. Konstantinov, Ferroelectsits

have fewer defects. The low level bf for these phase tran- 249 (1988.
sition cycles suggests that at the same time as the dislocaranslated by R. M. Durham
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Effect of electric fields on the amorphous state  =-crystal transition in BiPbSrCaCuO
(2223) films

V. N. Varyukhin, V. D. Okunev, and Z. A. Samoilenko

Donetsk Physicotechnical Institute, National Academy of Sciences of Ukraine
(Submitted August 21, 1998
Pis'ma Zh. Tekh. Fiz25, 71-77(January 26, 1999

Results of studying the influence of electric fields on the structure and electrical properties of
BiPbSrCaCuQ?2223 films undergoing the transition from the amorphous to a crystalline

state are discussed. It is shown that passing a current through the samples during high-
temperature annealing substantially increases the growth anisotropy, improves the quality

of the texture, and increases the electrical conductivity of the films by between one and five orders
of magnitude compared with control samples. It is concluded that the mechanism is

attributable to carrier transport ii©01) type planes, which facilitates changes in the atomic

order. Unlike in the control samples, this family of planes plays a leading role in structural
transformations. ©1999 American Institute of Physids$51063-785(09)02901-9

Recently, the problem of controlling the structure of sol-tation of the blocks, and enhancing the quality of the texture.
ids by acting on their electronic subsystem has attracted infFhe multicomponent nature of high-temperature supercon-
creased interest among researchdrowever, examples of ductors and the many types of structural transformations ac-
applying these results to technology are few and far betweemompanying amorphous-state—crystal transitions are condu-

We know that if various conditions are satisfied, thecive to the influence of external effects on the crystallization
amorphous-state—crystal transition can be used to obtaineaf amorphous films. For a Bi system the dominant factor in
textured high-temperature superconductiidTSC) films  this process is the competition between the 2212 and 2223
with high critical parameter.® This technology is prefer- phase3and the families of11l) and(00l) planes’
able for complex systems such as BiPbSrCaGRgr3 for Here we study the influence of electric fields<2
whichin situ preparation presents difficulties. The conditions X 10°V/cm on an amorphous-state—crystal transition in
to be satisfied include constraints on the thickness of th8i; gPh, ,SKLCaCu;04. « films in the temperature range
amorphous layer and stringent constraints on its structur840—870 °C using platinum electrodes clamped to the film
and annealing conditions. For instance, the thickness of thé=ig. 1). The thickness of the films grown on MgO substrates
amorphous film should be less thamin. Only then can the was 0.2—1.Qum and their resistivity in the amorphous state
influence of the crystal field of the substrate and the elastigvas (16—10) Q- cm. We varied the heat treatment times in
stresses at the interface have the maximum effect on thihe electric field betweern 20 s and several tens of minutes.
formation of the cluster structure and the subsequent crystazontrol samples were annealed under the same conditions
lization of the films® As their thickness increases, the influ- but without an electric field. The experiments were carried
ence of the interface becomes weaker, the formation of theut under current-limited conditions so that the maximum
cluster structure becomes similar to the spontaneous seléurrents through the sample did not exceed the levels nor-
organization of a noncrystalline substance, and thenally used for measuring currents<(l wA) and could not
amorphous-state—crystal transition results in the formation oélter the temperature of the samples. The initial amorphous
a normal polycrystalline structure. layers were grown in a diode system by sputtering stoichio-

The cluster structure of the amorphous films should conmetric targets under moderate plasma activation regtthes.
tain elements characteristic of the 2223 phase and be well- The experiments showed that the structure and proper-
suited to texture growth under high-temperature annealingies of the crystallizing films depend strongly on the presence
the main type of clusters should comprise fragment®01) of an electric field. In the presence of a field, the resistivity of
planes, which can be achieved in a narrow range of growtlthe films after crystallization is always lower than that of the
temperatures for amorphous filrhg. control samples; this difference, which decreases with in-

Finally, of course, the annealing procedure itself playscreasing temperature and annealing time, always remains
an important role: to produce the 2223 phase the fastest poand can be as much as five orders of magnitude if the initial
sible heating is required to temperatures-e865—-870°C, conditions of crystal structure formation were unfavorable.
close to the melting point, followed by holding at this tem- Specific features of the film behavior depend on the
perature for several hours. composition, initial structure, thickness, type of substrate,

Electric fields are an easily applied external influenceand experimental conditions. Despite this, some general fea-
capable of exaggerating the anisotropy of the crystal growthures exist:
from the amorphous phase, reducing the azimuthal misorien- Electric fields always intensify growth anisotropy, in fa-

1063-7850/99/25(1)/3/$15.00 72 © 1999 American Institute of Physics



Tech. Phys. Lett. 25 (1), January 1999 Varyukhin et al. 73

Pt 0000000000000000000,
L P rrf [l ———
= H R 1“ I“ “' / 840 + 870° 0 FIG. 1. Schematic of experiment.
T rrasmcm——“/ furnace
m E—————————
“O0D0BB0000000000000

vor of the preferential development () planes which are transition. It can be seen that the electric field intensifies the
responsible for the conductivity and superconductivity ofgrowth anisotropy and stimulates preferential development
high-temperature superconductors; of the family of 2223-phas¢00l) planes —(008), (0010),

In 2223 films electric fields stimulate the evolution of (0012),(0014), (0016). For the control sample, however, the
the 2223 phase and suppress the formation of structural elelominant reflections are assigned (tbll) planes of both

ments of the 2212 phase; phases: in addition to the 2223-phadd.l) line, the (115
_ The electric field reduces the rgsistivity of the crystal-and (117 lines of the 2212 phase are also observed. Since
lized layers by 1-5 orders of magnitude. the annealing temperatuf840 °Q is low for the formation

By way of example Fig. 2 gives comparative data forof the 2223 phase, the intensities of #10), (0014), and
treated and control samples under unfavorable condition@016) lines comprising the family ofod) planes are neg-
(low annealing temperaturef an amorphous-state—crystal Iigib_le in the control sample.

The electric fields used her& &2 10° V/cm) are too
weak to directly influence the structure of the films. The
fields may have an indirect influence, inasmuch as they may
reduce the potential barriers impeding changes in the con-
figuration of atomic bonds. However, even with rapidly in-
creasing temperature, this influence is restricted to tempera-
tures of 350-450 °C, when heated to which the resistance of
the samples decreases by 4-5 orders of magnitude.

As a result of the need to limit the currents through the
sample, even at the beginning of crystallizatids0 °Q, the
electric fields did not exceed 100 V/cm. Here the nonuniform
distribution of fields in the samples may play an important
Ja.u, role in converting clusters into crystallites. The concentration
1.01 1.0- s? Ngi’ of fields in the peripheral regions of the clusters, as a result

8 g of the enhanced resistance of these structural elements, lo-

11,

J,a.u
1.4

1.20

cally increases the electric field strength and creates condi-
& @ tions for intensified growth anisotropy at the beginning of the
= formation of the crystal phase. The initial anisotropy in the
cluster structure of amorphous films is an important factor
for texture growttf
Nevertheless, despite the weak fields an electric current
flows through the sample in all cases, even under annealing
in the working temperature rang@40—870 °Q. We attribute
the characteristic structural changes considered here to this
o.2f charge transport. The influence of the mobile electron sub-
N J system on the atomic order and properties of films was ob-
served by us earlier and has been used in techndtag§.
0.0 . . ool L , For example, depending on the growth temperalyref the
15 20 25 30 18 20 25 30 amorphous films, the values @f, may vary between-60
Angle @ (deg) ingle @ (deg) and 110K for the same high-temperature annealing regimes.
FIG. 2. Influence of an electric field~= 1x 10° V/cm atT=300 K) on the As a result of electron diffusion, aging without an ap-

structure and temperature dependence of the resisté#nee diffraction plled external electric field for several mont{amneahng th_e
pattern of the film after annealing in an electric field; the subscripts indicatssamples at room temperatueveled out the difference in
whether the lines belong to the 22]..2 or 2223 phases. The inset gives th$e resistivities of the freshly prepared samples; for some
temperature dependence of the resistag (B and B —as Aand A gampjag the coefficient of optical absorptierin the photon

but for the control sampléannealing without an electric fieldFilm thick- .
ness d=0.7um, annealing temperaturel,=840°C, annealing time €Nergy rangéiw=0.5— 2.5eV increased between two and

t,=3 min. The samples were annealed in air at atmospheric pressure. ~ five times. As a result, when the films crystallized after aging
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all the samples were single-pha@223 phasgand the tem- are unfavorable for the evolution of the family ¢00)
perature dependences of their resistance were almoptanes.

indistinguishablé. A zero-resistance state is established in  To conclude, the carrier flux under the action of an elec-
these samples at temperatures between 102 and 105K. tric field in amorphous BPbSrCaCuO samples activates the

These results are a good illustration of the fundamentaperipheral regions of thé00l) clusters, systematically pre-
mechanism of self-organization in noncrystalline materials: paring first the electronic subsystem and then the ionic sub-
they tend to undergo a transition to a structural state which isystem for an increase in the sizes of the ordered regions.
determined by the lowest energy of the forming phase. AgThis is stimulated by elementary second-order phase transi-
ing takes place at-300 K, when ion diffusion over appre- tions of the disordes order type, mainly at the broadened
ciable distances is highly unlikely. The dominant role in theinterfaces of(00l) clusters. This selectivity of the electric
formation of the long-range order in the ion configuration iscurrent flow to the type of structural elements is responsible
played by the displacement of carriers and redistribution ofor the increased crystallographic anisotropy and the forma-
the electron density between ions of different species, foltion of a texture with the axis perpendicular to the surface
lowed by changes in the configuration of the interatomicof the films, which ensures that the films have high critical
bonds, preferentially within the short-range order. Changeparameters.
in the charge state and therefore the valence of copper or
bismuth ions are the most probabfe’*

Experiments to study the influence of current training iXisi.s¥a\1/'ig)r:/e‘1kisp:r;|gtoNal\;Iﬂ;:?1iz ﬁgt)(jgglz)émehara and Koichi Niwa
(T_:300K) on tht_e structur_e and proper_nes of amorphous Appl. Phys. Lett54, 1362(1989_’ ' ’
Bi(PhSrCaCuO films confirmed the action of the electron 3yy, Mei, H. L. Luo, and R. Hu, Appl. Phys. Let66, 581 (1990.
diffusion mechanism. It was established that even undel“V: D. Okunev, N. N. Pafomov, B. I. Perekrestov, and V. M. Svistunov,
weak electrical influences, the electronic and atomic sub- Pl'gg‘ﬁ Zh. Tekh. Fiz20(10), €0 (1994 [Tech. Phys. Lett20, 414
systems undergo rearrangement. When the currents throu .D. (jkunev, N. N. Pafomov, I. Iguchi, and V. M. Svistunov, Zh. Tekh.
the samples are- 10 1°-10 8 A the aging processes are ac- Fiz. 65(12), 106(1995 [Tech. Phys40, 1260(1995].
celerated by two or three orders of magnitude. The currentgV. D. Okunev, Z. A. Samienko, E. . Pushenko, Yu. F. Revenko, and B.

; ; _ . Perekrestov, Neorg. MateB0, 226 (1994.
can also influence the electronic structure of HTSC crystal 7. . Okunev, Z. A. Sambenko, N. N. Pafomov, and T. A. D'yachenko,

line films. _ _ Neorg. Mater32, 855 (1996.
At high temperatures the carrier flux increases the pos£z. A. Samdlenko, V. D. Okunev, E. I. Pushenko, N. N. Pafomov, and O.

sibility of changes in the film structure still further. The spa- P. Cherenkov, Neorg. Mateg2, 359 (1996. _

tially anisotropic motion of the electrons, mainly {60)) éggé?ﬁggﬁvpigg ZL'eﬁlz 452”@%';0]' Pis'ma Zh. Tekh. Fiz24(1), 13
planes, facilitates the subsequent predominant evolution oy 1 okunev, N. N. Pafomov, Z. A. Sarflenko, and V. M. Svistunov,
this atomic order in the incipient multicomponent crystal Pis'ma zh. Tekh. Fiz19(5), 39(1993 [Tech. Phys. Lettl9, 147(1993].
structure, with the participation of clusters which have frag- V- D Okunev and Z. A. Sanitenko, JETP Lett53, 44 (199).

ments of these planes oriented along the lines of flow an@h'\'('.' :32:121‘3':: :; ?OekTg;‘;’aaTng'KF“Fike'kf %ﬁ'f:ﬁggﬁgiﬁ%ﬁ
thus parallel to the surface of the film. The current flow does«t. v. sukhareva and V. V. Eremenko, Fiz. Tverd. TERt. Pete}sbur)g
not influence the fragments @Lll) planes with dielectric 39, 1739(1997 [Phys. Solid Stat@9, 1548(1997)].

properties which do not participate in the charge transport.’V- N- Samovarov, Fiz. Tverd. TelSt. Petersbuig39, 1747(1997 [Phys.
The(111) family characterizes the structure and properties of >°'d States, 1556(1997].

the control film(Fig. 2B) when the experimental parameters Translated by R. M. Durham
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Control of the spectral characteristics of organic dye molecules adsorbed in porous
glass by preliminary chemical modification of the pore surface

V. N. Beger, A. Yu. Fadeev, and G. V. Lisichkin

St. Petersburg State Institute of Precision Mechanics and Optics (Technical University);
M. V. Lomonosov State University, Moscow
(Submitted August 22, 1997

Pis'ma Zh. Tekh. Fiz25, 78—82(January 26, 1999

The electron spectra of organic dye molecules adsorbed in silicate porous glass were modified by
preliminary chemical hydrophobization of the pore surface. A comparative study was made

of the absorption spectra of various laser dyes introduced in modified and initial unmodified porous
glasses. ©1999 American Institute of Physids$51063-785(19)03001-3

Optical materials formed by organic polyatomic mol- for various reasons, could not be used efficiently under ad-
ecules adsorbed in pores of silicate glasses are attracting cogerption conditions at an unmodified silica surface. Finally,
siderable interest because of the possibility of efficiently usno less important is the fact that covalent grafting of a modi-
ing these materials in quantum electronics and appliedier monolayer to the surface of a porous carrier generally

OptiCS, mainly as active media of solid-state tunabledoes not affect its top0|ogy and porous structure.
lasers'~® Numerous studies have been made of the electron Here the preparation of chemically modified porous ma-

spectra and Raman spectra of dye molecules adsorbed jfces for subsequent saturation with organic dye molecules

porous silicate glassdsee, for example, Refs. 4x80 far, 4 carried out in two stages. First, we prepared unmodified

however, the range of these materials has been extended Yrous glasses using well-known methdds described by
varying the dyes used without making any appreciabl emski et al'®. The surface of the pores was then hydro-

changes to the nature of the carrier surface. We note that th obized by treating the porous matrices with octyldimeth-

polymer-impregnated, dye-activated porous glasses used yﬁ:hlorosilane in toluene. The degree of modification of the

active elements of tunable las&é?sre constructed using po- ; d ined f h its of . |
rous matrices with unmodified pore surfaces and have spe(?’—_ur ace was determined from the results of an atomic analy-

tral characteristics very similar to those of dyes in porousSS for carbon. The grafting density was around 2
glass which have not been impregnated with polymer. groups/nr. The maximum experimentally observed grafting
At the same time, it is well known that molecules of density for a monolayer of alkyldimethylsilanes on silica is
many laser dyes exhibit substantial solvatochromism an®etween 2.4 and 2.8 groups/fmiepending on the length of
solvatofluorochromism, i.e., the electron absorption and the alkyl chaini* Thus, the degree of hydrophobization of
fluorescence spectra of these molecules depend strongly dhe pore surface can be fairly high. Various dyes were then
the interaction between each dye molecule and its nearesntroduced into the modified matrices from solutions and the
neighbor moleculegfor example, the solvate molecules in solvent was removed from the pores by evaporation.
solutions. Quite clearly, in cases of adsorption, atomic and  These experiments yielded the following results. First, it
molecular groups of the adsorbent surface groups play thgas found that for the hydrophobized porous glass and for
role of nearest neighbors for the adsorbed molecules. Fafe initial unmodified glass the dye adsorption is reversible,
porous silicate glasses these nearest neighbors are maiRfhich indicates that physical adsorption mechanisms pre-
silanol groups, which determine the main adsorption, chemigominate. It was also observed that the spectral characteris-
cal, and other prope_rtles of the pore surface of these materji.s of the adsorbed dyes in the hydrophobized porous glass
als and also determine the determine the electron spectra 8Fe fairly stable and in particular, do not vary when dye is

dyes _adsorbed n unmod_n_ﬂed_ porous glasses. . repeatedly introduced and removed from the matrix pores
Since chemical modification of the surface of siliceous,, L . - )
(“washing” with pure solvent. This also indicates that this

material$®~? can alter the nature of the adsorbent surface . . . . )
fairly extensively and thus can change the local neighbor—rnOdIfyIng layer is stable in the presence of the various sol-
hood of the adsorbed molecules, this type of modification of/ents usedsuch as heptgne and tolugne

porous glasses may well prove extremely promising for con-  S€c¢ond, and most importantly, we observed that the
trolling the spectral and other properties of adsorbed dye€!ectron spectra of the dyes in the hydrophobized matrices
Note that this method of modifying the electron spectra ofdiffer appreciably from those of the same dyes in unmodified
the adsorbates offers a completely new way of extending thBorous glasgsee Fig. 1 For the modified matrices the spec-
range of solid-state microheterogeneous optical materiala are shifted and their width changes. Moreover, the influ-
based on a combination of inorganic and organic compoence of the different nature of the adsorbent surface on the
nents. Most importantly, this method may be applied notspectral characteristics of the adsorbed molecules is observed

only to “traditional” laser dyes but also to molecules which, to differing degrees for different molecules. For instance, for
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\\ FIG. 1. Absorption spectra of dyes adsorbed in unmodified
2, 3) and hydrophobize@, 5, 6) porous glass. The dyes were
\.\ introduced into the porous matrices from heptane solutions.
- Dyes: 1, 4 — oxazine 17,2, 5 — coumarin 30, an, 6 —
coumarin 7.
. . . . . A
400 500 600 nm
Wave fength

oxazine 17 the maximum of the absorption band in hydro-G. N. Dul'nev, V. I. Zemski, V. V. Krynetski, I. K. Meshkovski, A. M.
phobized porous g|ass is on|y shifted by SSUémvhereaS Prokhorov, and O. M. Stel'makh, Pis'ma Zh. Tekh. H£9), 1041(1978
for coumarin 30 the shift is 1650 ¢t and for coumarin 7 ,150V- Tech. Phys. Lett, 420(1978]. o

s 1 . . . V. I. Zemski, Yu. L. Kolesnikov, and I. K. Meshkovski Pis’'ma Zh.
the shift is 2220 cm®. The shift of the absorption spectra is ek, Fiz.12(3), 331 (1986 [Sov. Tech. Phys. Let.2, 136 (1986].
accompanied by a specific increase in their widihound  3v. S. Smimov, V. I. Zemski and A. I. Yartsev, Opt. Spektroskg, 960
15% on average The nature of the increase in the width of (1990 [Opt. Spectroscs8, 562 (1990].

: 4V. 1. Zemski, I. K. Meshkovski, and A. V. Sechkarev, Dokl. Akad. Nauk
the electron spectra of the adsorbates may be attributed to AL SSRo67 1357(1982 [Sov. Phys. Dokl27, 1047(1982).

increase in the inhomogeneous component of the spéatra SV. 1. Zemsk¥, Yu. L. Kolesnikov, and I. K. MeshkovskiOpt. Spektrosk.

a result of the presence of molecules adsorbed on the modi-60, 932 (1986 [Opt. Spectroscs0, 574 (1986].

fied surface and on sections which have remained unmodiﬁ\S/- N. Beg;; 2;% (\1/'9&'3 ]ZemSK' Opt. Spektrosk74, 552 (1993 [Opt.

d H H H : pectrosc y .

fied). Itis also pOSSIbIe that the Change in the W_Idth of the "A. V. Sechkarev and V. N. Beger, Izv. Ross. Akad. Nauk. Ser. Khim. No.
adsorbate spectra may be caused by a change in the homoz, 1284(1995.

geneous component of the spectra. Further investigations ar&s. M. Dolotov, M. F. Koldunov, A. A. Manenkov, G. P. Roskova, N. M.

required to determine for sure which particular mechanism Sitnikov, N. E. Khaplanova, and T. S. Tsekhomskaya, Kvantovdgh-E
predominates tron. (Moscow) 19, 1134 (1992 [Sov. J. Quantum Electror22, 1060

. . (1992].
In order to study the possibility of dimers and other sy G BakhshievEd), Solvatochromism: Problems and MethdidsRus-

higher molecular association compounds being formed, we siar], Leningrad(1989.

made a comparative study of the absorption spectra of dylé"(-1 g/éDGrebenshchikov, and T. A. Favorskaya, Tr. Gos. Opt. listl

m0|eCU|eS.adsorbed in_hydrophobized matrlges when thgModified Silicas in Sorption, Catalysis, and Chromatograpégited by

concentration of adsorb_ate moIec_u!es was varied. HOWever,g v, Lisichkin [in Russiad, Khimiya, Moscow(1986, 248 pp.

no significant changes in the position and shape of the al3?Adsorption on New and Modified Inorganic Sorbeneslited by A.

sorption spectra of these adsorbates were detected up to conPabrowsk and V. A. Tertykh, Studies in Surface Science and Catalysis,
. —3 [ : Vol. 99 (Elsevier, 199%

Centratl(?ns of order fécm (hlgher cor?centratlons Werg 130. S. MolchanovaSodium Borosilicate and Porous Glas§és Russiar,

not studied. Note that earlier studies of this type for unmodi-  oporongiz, Moscow(1961, 162 pp.

fied porous glass yielded a similar result. Thus, hydropho- Yu. A. Fadeev and V. A. Eroshenko, Ross. Khim. 28(6), 93 (1995.

. . . 15
bization of the pore surface at least does not increase the\S’-Zé-(fggns"g'-tKS- Mefhkg’g'di ;;dIEIJ-SA. Sokolov, Opt. Spektrosks,
probability of dimers and association compounds of dye 9 [Opt. Spectroscs9, 197 (1989)].

molecules being formed under adsorption. Translated by R. M. Durham



TECHNICAL PHYSICS LETTERS VOLUME 25, NUMBER 1 JANUARY 1999

Use of porous dielectric films for electron-optical image conversion
Kh. N. Vezirov

Institute of Photoelectronics, Academy of Sciences of Azerbaijan, Baku
(Submitted May 21, 1998
Pis'ma Zh. Tekh. Fiz25, 83—87(January 26, 1999

It was established experimentally that, unlike the photoelectronic principle, the image conversion
principle developed here can convert an image in a broader spectral range with a suitable
choice of semiconductor material. For example, a device was fabricated with a sensitivity of

5 and 2 mA/W at the 2 and 2.am wavelength, respectively. @999 American Institute of
Physics[S1063-785(19)03101-9

It is known that electron-optical image converters oper-dielectric film 13 of aluminum oxide around 150-250 nm
ate on the principle of photoelectronic emission, i.e., emisthick was deposited on its surface. The dielectric film was
sion of electrons by a photocathode under the action of inciproduced by thermal deposition of aluminum in air at a pres-
dent radiatiort. The long-wavelength photoelectronic sure of 0.4—0.6 Torr. After the dielectric film had been out-
emission threshold, which determines the spectral sensitivitgassed in vacuum at 120-180°C, a silver—oxygen—cesium
of the image converter, depends mainly on the work functiorphotocathodel4 only around 10 nm thick was fabricated on
of the photocathode. Since a silver—oxygen—cesium photdts surface using a special technology. This photocathode had
cathode has the lowest work function of all known films, an island-like structure and functioned as a film with a mini-
approximately 0.5-0.8 e\(Ref. 2, image converters with mal work function. The photocathodet! was fabricated by
this photocathode exhibit at least some sensitivity to théheating an oxidized layer of silver in cesium vapor. The ce-
1.5um wavelength range. However, no images convertersium atoms also penetrate into the pores of the dielectric film
capable of operating beyond 1.8n are available, which is a 13 and reach the surface of the semiconducting filinThis
major disadvantage. Thus, extending the spectral sensitivitgan lead to the formation of donor surface states at the sur-
range of image converters into the middle infrared is a veryface of the semiconducting film and matching of the Fermi
relevant scientific and technical problem. level in the bulk of the semiconductor to the top of the va-

The present author succeeded in extending the sensitifence band. In this case, the photoemission threshold or the
ity range of the image converter by using a different operatphotoelectronic work function corresponds to the work func-
ing principle. Figure 1a shows the operating principle of thistion determined by thermionic emission.
type of image converter. The molybdenum glass image con- In order to increase the emission of photoelectrons trans-
verter consists of a casinty 9cm in diameter and 10cm ferred to the semiconductor conduction band, the electron
long, with entrance and exit windowsand 3. A lumines-  affinity energy of the material must obviously be reduced,
cence screen comprising a layer of phosphand a layer of  which is equivalent to reducing the thermionic work func-
aluminum5 was fabricated at the exit mirror using conven- tion. This reduction in the thermionic work function is auto-
tional technology for image converter production. Unlike matically achieved by cesium atoms reaching the surface of
conventional image converters, this device also contains the semiconductor. The cesium atoms form a dipole layer on
cooling systemb6 shown separately in cross section in Fig. the vacuum-facing semiconductor surface, with the positive
1b. The cooling system consists of a curved glass tibe pole directed toward the vacuum. The electric field concen-
filled with a coolant(such as dry iceas required during trated inside this layer facilitates the emission of electrons
operation of the image converter. The surface of a transpafrom the semiconductor into vacuufmto the pores of the
ent plate7 affixed to the tubeés was coated with a semitrans- dielectrig. The reduction in the work function is propor-
parent molybdenum filn8 around 10 nm thick by thermal tional to the surface density of adsorbed cesium atoms and
deposition in vacuum. The edges of this fiBrwere made their dipole moment.
thicker in the form of a ringd (this ring 9 is the baffle of a A very important factor for understanding the mecha-
normal image converttr). In practice, the ring® and the  nism responsible for these processes is that the real value of
film 8 are a single entity, since the filBwas fabricated first the electron affinity does not depend on the bulk semicon-
and then the rin@ was added. The baffl@and the lumines- ductor doping and is determined by the material and state of
cence screen have contact outplisand 11 (0.2-0.3mm its surface. In addition to cesium atoms the surface of the
diameter molybdenum wijevacuum-tight welded into the semiconductor may also have cesium oxide molecules,
glass. After suitable heat treatmefnutgassing at 300— which have a higher dipole moment than cesium, so it is
450°C under vacuujna semiconducting filmi2 was grown quite likely that states close to negative or zero electron af-
onto the film 8, for example, polycrystalline lead sulfide finity will form on the surface of the semiconductor.
2.5cm in diameter and 200—-500 nm thick. When a working voltag€2—15k\V) is applied between

After the film 12 was sensitized, a friablezery porou$  the outputslO and 11, thermal electrons which are always

1063-7850/99/25(1)/2/$15.00 77 © 1999 American Institute of Physics
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8 — 10 12 73 11 cation in the pores as a result of secondary electron emission.

N f— A | / This causes an even greater increase in the charge of the
- dielectric film, lowers the electron affinity, and results in the
establishment of self-sustaining electron emiséids they
pass through the filnl3, the electrons enter the vacuum
where they are accelerated by the anode voltage, bombard
'/ the screen, and cause it to luminesce.

‘ Infrared radiationl5 from an object passes through the
window 2 and the plate7 and creates a specific irradiance
distribution on the surface of the filh2. This leads to an
, increase in the bulk concentration of free carriers, where the
A spatial distribution of the free electron concentration corre-
!

=u

/]
§

<]

=/ ]|

SASDAMAINNNTASSS. h‘q
ERA

O
X

-
NS ES SN

sponds to the spatial distribution of the irradiance on the
surface of the filml2 and thus corresponds to the spatial
distribution of the brightness on the surface of the screen.
A change in the illuminancéirradiance of sections of
61 the film 12 changes the free electron concentration in these
7 170 sections and alters the self-sustaining emission current from
8 these sections, which produces a change in the brightness of
9 the corresponding sections of the luminescence screen.
Electrons leaving points in the filrh2 as a result of the
radiation15 are replenished mainly from the fil&
The sensitivity of this image converter at 1.06, 2.0, and
2.5 um was 4.0, 5.0, and 2.0 mA/W, respectively, the spec-
Xz TS = tral sensitivity characteristic was practically the same as that
' L% < & of zinc sulfide, and the spatial resolution wad.2 r Im/mm.
L. X To sum up, it has been established experimentally that
12 unlike the photoelectronic principle, the proposed self-
1% sustaining emission principle for image conversion can con-
13 vert an image in a broader spectral range with a suitable
b choice of semiconductor material, which substantially ex-

FIG. 1. Schematic of image convert@) and cooling systent). tends the range of application of the image converter.

b‘“’///// -’

present at room temperature as an electron cloud above theM. M. Butslov, B. M. Stepanov, and S. D. Fanchenkmage Converters
phOtocathOde].4 are drawn off to the luminescence screen ?lrlg%hjérzAgghcanon in Scientific Researéh Russian, Nauka, Moscow
and as a result, the surface of the dielectric filllbecomes 2y s FomenkoHandbook of Emission Properties of Materidla Rus-
positively charged and an electric field is created in the bulk. siar], Naukova Dumka, Kie1981), 340 pp.[previous edition published
When the radiation being convertd® enters the semicon-  as Handbook of Thermionic Properties, Electronic Work Functions, and

. - T - Richardson Constants of Elements and Compoudalssultants Bureau,
ducting fllm 12, electrons form in |ts.conduct|on band. HaIf. New York (1966].
of th.ese drift toward the vaCl_Jum-fa_lcm_g surface and are emit3y. Gartman and F. Berngar@hotomultipliers[in Russiafl, Gos@ergoiz-
ted into the pores of the dielectric filh3 because of the  dat, Moscow(1961), 208 pp.
extremely low work functlor(electron aff|n|ty. On entering N. A. Soboleva and A. E. Melamid?hotoelectronic Devicgsn Russian,

; o . . Vyssh hkola, M 74, 327 pp.

the dielectric film13, the electrons emitted by the semicon- "YSShava Shkola, Moscow 974, 327 pp
ducting film are accelerated and undergo avalanche multiplifranslated by R. M. Durham
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An investigation was made of the anisotropic properties of Fe films obtained by molecular-beam
epitaxy on GaAgl00) substrates. It is shown that at thicknesse40—-50 A the Fe films

begin to exhibit cubic magnetic anisotropy. At thicknessed00 A the first constant of cubic
anisotropyK; has values similar to those for “bulk” Fe single crystals. Films of

intermediate thickness 50t<100 A possess both isotropic and anisotropic phases19@9

American Institute of Physic§S1063-785(19)03201-7

For many years the magnetic properties of thin flms and  The GaA$100) substrates were class 14 surface polished
multilayer structures have attracted close attentidnyith and had an in-plane size 63X 3 mm. Before deposition,
the aim of improving the properties of media for magneticthe substrates were cleaned chemically for 5min in 40%
recording of information, as well as being of fundamentalKOH, rinsed in distiled water, treated with a
interest. The most promising technology for fabricating thesé12SO4 conc: H202 conc:H20 (16:1:1 solution, again rinsed
structures is molecular beam epitaxy, which can compara distilled water and dried. Immediately before being placed
tively easily produce structures consisting of different layerdn the growth chamber, the GaAs surface was cleaned with
of widely varying thickness, from a single monolayer up. ultraviolet radiation as in Refs. 9 and 10, and then annealed
Studies of such thin films can reveal their formation and infor 30 min at~800 °C. This treatment substantially reduced
particular their anisotropic properties as a function of theirth® level of carbon and oxygen impurities, which were moni-
thickness, crystallographic orientation, and the surface staf@®d from the Auger spectra of the surface. The surface
of the substrate, and other factors. It has been observed thg@MPosition was monitored again after the end of the depo-
as the layer thickness varies, the direction of the axis of easy o Process and indicated that an Fe film had formed.
magnetization may change as a result of a change in the ratio The films were investigated using the ferromagnetic

of the contributions of the surface and bulk anisotropy. Forresonance{FMR) method atfo~9.8 GHz at room tempera-

. i ture. The samples were placed in a rectangular resonator so
example, for a single-crystal EeL0 film grown on a GaAs - .
Lo . that the magnetic fieldH was tangential to the surface and
{110 substrate the direction of the easy axis changes fro

: . . - Yormed the angled with the [100] direction (Fig. 1). The
[110] to [00-1] as the fllmthchnes§ increaseSimilar results dependence of the resonance field on the angled was
were obtained for an F&10) film grown on a {110

recorded. The anglé was measured to withifR—3°.
substraté.

) o ) The experimental orientational dependence of the reso-
Here we report results of an investigation of the aniso,5nce field on the angle of rotation of the filris(6) was
tropic properties of Fe films grown by molecular beam epi'compared with the calculations &f,(6), which were made
taxy on GaA$100 substrates. Gallium arsenide was chosenyith allowance for the field of cubitd .= K4 /M,, normal
as the substrate material because, first, it is widely used fQjnjaxial H,=2K, /M,, and in-plane uniaxial anisotropy
fabricating planar integrated microcircuits and second, it5H|=2K”/M0, whereK;, K, , andK; are the constants of
crystal lattice parameter is a multiple of the Fe crystal latticecybic, normal uniaxial, and in-plane uniaxial anisotropy, re-
parameter, at least to within 5%. , spectively. It was also assumed that the direction of equilib-
The Fe films were obtained using a5 2301 electron  rium magnetizatiorM, forms the angley with the direction
spectrometer whose vacuum system incorporated the growtt the field H, and the direction of the axik of uniaxial
chamber for the molecular beam epitaxy and an analyticah-plane anisotropy forms the angi with the direction of
chamber for studying the elemental composition of the surthe [100] axis (Fig. 1). The angleys was calculated from
face using Auger spectroscopy. The samples were moved
between the chambers using a manipulator. Before the depo- —2Hosing+Hcsin4a+Hjsin 27=0, (1)
sition process the pressure in the chamber was less tha . .
10 °Torr and during deposition it was no less than wq'nere @=0—4, n=atp. The expression to determine

~10 8 Torr. The rate of deposition of the iron was 9—10 A/ H,(6) then has the form

min at a s_u_bstrz_ate temperature close to room temperz_aturtaH +47TM0+Hl)(H—3HCsin22a—H”sin277)=fS/yz, )
The deposition times were 3, 7, 10, and 14 min, respectively

for Fe film thicknesse$;~30A, t,~70A, t;~100A, and where H=H,(6)cosj+H(2—sira)+H con and vy
t,~140A (see Table)l =2.96 is the gyromagnetic ratio for Fe.

1063-7850/99/25(1)/4/$15.00 79 © 1999 American Institute of Physics
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TABLE |. Film parameters. ‘ Z
No. t,A 47Mey, kG Hc, Oe Hy AH, Oe
1 30 8.48 - - 210
2 70 14.2 - - 150
14.2 56 -80 100
3 100 15.5 - - 190
155 232 —156 50
4 140 14.5 252 —-70 150

Figures 2a and 2c give the experimentally determined
dependencécircles and the approximate dependence of the
resonance field calculated using formulds and (2) for
the_se Fe filmgsee Table )L Th_e ir!sets to Fig. 2 give the 5 1 coordinate system.
typical dependence of the derivative of the power reflected
from the resonator as a function of the static magnetic field
dP/dHq(H,), where the distance between the extrema cora cubically anisotropic film having the direction of easy mag-
responds to the FMR line widthH and the arrow indicates netization[100] (K;>0) also possess uniaxial in-plane an-
the position of the resonance fielt] . isotropy with the easy axis directed alof$y10]. Table |

It can be seen from Fig. 2a that §=9.8 GHz in the gives the effective magnetizations of the filmsrM
range of fieldsH, = 0.5-5kOe only one resonance absorp-=4mwMg+ 2K, /Mg and the anisotropy fieldd . andH se-
tion line is observed for films Nos. 1 and 4, which can belected using formulasl) and (2), as well as the lowest re-
ascribed to the dominant FMR mode. Film No. 1, having thecorded values oA H.
smallest thickness;~30 A, is isotropic(curve 1), whereas For Fe films of intermediate thicknesses~70A and
for film No. 4 of thicknesst,~140 A the orientational de- t;~100A, the FMR spectra revealed two absorption lines
pendenceH,(#) indicates some anisotropigurve 2). The  each, separated by the fidldHy| <1 kOe (see inset to Fig.
curveH,(0) for film No. 4 corresponds to the case in which 2b). The behavior of the curveld,(6) for these lines was

2.0 —

_é> AH
H,

dP

H ,KOe

FIG. 2. Calculated dependendé (6) (solid curve and

WV (6) (dashed curve a — for films Nos. 1(curvel) and 4
(curve 2), b — for film No. 2, and ¢ — for film No. 3. The
filled and open circles give the experimental data for the
isotropic and anisotropic phases, respectively.

SH
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different and corresponded either to the isotropic case or to
the case of a cubically anisotropic film with in-plane uniaxial
anisotropy(see Figs. 2b and 2¢

The additional line observed for films Nos. 2 and 3 can-
not be attributed to the excitation of nonuniform magnetiza-
tion fluctuations characterized by an integral number of half-
waves over the thicknessm£1) and in the plane K,m
=1) of the film. In fact, for Fe films having the magnetiza-
tion 7My=12kG, exchange rigidityA=2x10 ®erg/cm,
and thicknes$<100 A the resonance fields of the dominant
(n=0) and first Ai=1) spin-wave resonance modes differ

by

w22A

HOD = >40kOe, ©)

0 D Z:188 A

X:1A88 A Y:1080

which not only substantially exceeds the observed values of

SHq but also the experimentally attainable range of variatiorFIG. 3. Image of the surface of a GaAs substrate.
of the field H,. However, the difference between the reso-

nance fields of the dominant mode and the mode having a

nonuniform magnetization distribution in the plane of the

film, can be estimated using the dispersion relation for th

. . . : the explanation lies in the surface state of the films. Figure 3
magnetostatic waves in a tangentially magnetized ferromal

Lhows an image of part of the substrate surface obtained

netic film:° . . . .
using a scanning atomic-force microscope. The roughness
01 m?ktMg amplitudeR, of the substrate surface R,<200A and is
oHo L(1+ Ho/dmM ) 0.10e, (4)  within the limits specified for class 14 substrate treatment but

is still of the same order as the thicknesses of the deposited

wherel is the length of one side of the film along whigh |ayers. An estimate of the mean square roughness amplitude
half-waves fit. o, made by analogy with Ref. 11, gives~30A. Compar-

The most probable reason for the appearance of two aling the values ofr and the film thickness, we can see that
sorption lines in the FMR spectrum of films Nos. 2 and 3for t< ¢ an isotropic phase is formed, whereaster3o the
may be the inhomogeneity of their surface texture, whichfilm exhibits cubic anisotropy. In the thickness rangect
shows up in the coexistence of isotropic and single-crystak 3¢ the film has both isotropic and anisotropic phases.
phases. This may also be indicated by the change in the ratio To conclude, we have shown that Fe films obtained by
of the amplitudes of the isotropic and anisotropic responsemolecular beam epitaxy on standard GEAX) substrates
and by the broadening of the range of angleis which the  whose surface has the roughness amplitRge 100 A and
anisotropic response is observed, with increasing film thickmean squarer~30 A, cubic magnetic anisotropy begins to
ness in Figs. 2b and 2c. appear starting with thicknesses= 40-50 A. Fort>100 A

This behavior may be attributed to the influence of ex-the first constant of cubic anisotrop§, has values close to
change interaction at the boundaries of the anisotropic anghose for bulk Fe single crystals. Films of intermediate thick-
isotropic phases when the directions of equilibrium magneness 56:t<100A exhibit both isotropic and anisotropic
tization M within these phases differ. The misorientation of phases.
the magnetizations within the isotropic and anisotropic  The authors are grateful to A. S. R'yanov, S. A. Sysuev,
phases is determined by the anglewhich for the param- and S. A. Nikitov for assistance with the work and useful
eters corresponding to the anisotropic phases of films Nos. @iscussions.
and 3 varies in the rangdg/|<5° and|y|<25°, respec- This work was supported by the Russian Fund for Fun-
tively (see dashed curves in Figs. 2b and. Zthese figures damental Research Grant No. 97-02-18614 and by Grant No.
show that only one isotropic response is observed in film97-3.16 under the State Program “Topical Directions in
Nos. 2 and 3 for those angl@sfor which || has the highest Physics of Condensed Media,” subprogram “Surface
values. Fory— 0, which corresponds to magnetization in the Atomic Structures.”
(100 and(110 crystallographic directiond= 7wN/4, where
N is an integey, both isotropic and anisotropic responses are
observed.

Note that the values of the parametersM ¢, H., and
Hy in films Nos. 1 and 4 and their dependence on thicknessG. A. Prinz and J. J. Krebs, Appl. Phys. Le3®, 397 (1981).
are consistent with the data given in Refs. 2 and 6 for epi-zG- A. Prinz, G. T. Rado, and J. J. Krebs, J. Appl. PI§&.2087(1982.
taxial Fe films on QaA(&OO) and(ll(.)) SUbSFrates' However' . 42.ri2”:§blr:?1rl1lceift,oﬁ,h)l</sl.‘ Ee(\llbr?;\‘/eSS?flI??&attsen al, Appl. Phys. Lett.
the possible coexistence of the isotropic and anisotropic g3 1699(1993.
phases in Fe films has not yet been observed. In our viewSw. Folkerts and F. Hakkens, J. Appl. Phy8, 3922(1993.
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