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A discussion is given on the prospects for making a precise determina-
tion of the value of sifg, (6 is the Weinberg angjeand for improv-

ing the sensitivity of the search for the antineutrino magnetic moment
to ~1.5X10 *ug and for theve— v, mixing parameter to sf26
~10"2 by measuring in a single experiment the cross sectionsJer
scattering for the reactiorvp—e*n. Such an experiment with
~100 000 events/yr detected for each reaction can be carried out, for
example, using the BOREXINO detector and an approximately 10 MCi
93y source. ©1998 American Institute of Physics.
[S0021-364(98)00107-9

PACS numbers: 12.10.Dm, 14.60.Lm, 14.60.Pq, 13.4027.60:+]

In this paper we discuss the prospects for checking the standard model of elec-
troweak interactions and the search for phenomena outside the limits of the initial pre-
mises of the model in an experiment with electron antineutrinos fréfiSmbeta source
and an expected counting rate of more than 100 000 events per yearfeoseattering
and from the reaction

Vet p—et+n. Q)

The standard model actually remains unverified in its initial and theoretically well-
understood sector of first-generation leptons. In nuclear-reactor experimemte theat-
tering cross section is at present measured with a relative error5if% (see, for
example, Ref. L

A neutrino could possess a magnetic moment of the order ot , %2 which is
many orders of magnitude larger than the value admitted by the standard model. The
discovery of such a moment in a laboratory experiment would have important conse-
quences for particle physics and astrophysics. The Jinsit2 X 10~ 1% ,* which is still
far from the desired range of values, has been obtained using the reactors in Rovno and
Krasnoyarsk.

The new possibilities which are discussing in the present letter are due to a revolu-
tion that is how occurring in the technology of detecting the scattering of neutrinos by
electrons and the inverse beta decay reactignThe crux of this revolution is a large
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TABLE I. Number of v.e scattering and inverse beta decay events expected per year in the working
volumes of the BOREXINO detect@B00 tonnesand Kam-LAND detectof1000 tonnesfrom distant
reactors, the Earth’s radioactivity)/Th; Ref. § and from a°°Sr source.

Antineutrino BOREXING’ Kam-Land"

source ee? vep—e'n Vee? vep—e'n
Reactors - 27 — 770
U/Th — 9-60 — 41-150
%03y, 10 MCi 250 10° 190x 16° 350% 10° 270x 16°

Notes YThe distances from the source to the center of the BOREXINO and Kam-Land detectors are 10 m and
15 m, respectively?In the recoil electron energy interval 250—1500 keV.

increase in the volume of the liquid organic scintillator, serving as the target for neutri-
nos, together with a decrease of the background level.

The BOREXINO detector, to be built in the underground Gran Sasso Laboratory, is
intended for studying the soft part of the solar neutrino spectrum by detecting single
electrons frompee scattering in the recoil energy range250 keV. It is expectetithat
the background of solitary events will reach the unprecedentedly low levell6fevents
per day(for 100 tonnes of scintillatgr The plan is to use the BOREXINO detector and
the Kam-LAND detectofthe useful mass of the liquid scintillator is 1000 tonneghich
is now under construction in Japan, to detect reactor antineutrinos at distances of hun-
dreds of kilometers from the reactors and also to begin studying the uranium and thorium
concentrations in the earth by detecting antineutrinos from beta decay of their daughter
products. The expected counting rates of the events due to the reégtishich were
found in Ref. 6 are presented in Table I.

The experiment discussed in the present letter has an important feature: As will
become evident from the discussion below, its results will be, to a first approximation,
independent of the source activity, the geometry of the experiment, and even the absolute
electron and proton densities in the target.

DETECTOR AND SOURCE

In the BOREXINO detectorsee Fig. 1 the target for antineutrinos is a liquid
organic scintillator which is viewed by photomultipliers through a 2-m layer of oil sepa-

rated from the scintillator by a transparent film. The scattering events will be detected
from the solitary recoil electrons, while the inverse beta decay events will be detected
from positron—neutron pairs which are correlated in time and space. The construction of
the Kam-LAND detector is close to that shown in Fig. 1, but there is still some question
as to whether or nat.e scattering can be detect@dSr (E, = 546 keV,T1,=28.6 y
decays to the ground state ¥ (E, ma=2279 keV,T,,,=64 h), which with a 99.988%
probability populates the ground state of the stalSfr nucleus, so that there are two
antineutrinos pef®Sr decay.

Two circumstances make this source especially attractive. First, it can be used to

generate botﬁee scattering and inverse beta decay events, and, second, such sources are
produced commercially in Russia and some other countries and are used as a source of
heat in radioisotope thermoelectric generators. This latter circumstance is very important
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FIG. 1. BOREXINO detectofdiagram: 1 — liquid organic scintillato300 tonnes 2 — transparent film3
— shielded source4 — oil, 5 — metal sphere holding photomultiplie8,— water.

for practical realizability of the experiment which we are discussing here. To produce a
10 MCi source it is necessary to assemble a bank 80 standard 2-liter containers with

a total energy release of about 75 kW. The source in the working position at the detector
must be surrounded with an approximately 500 d/¢hick shield in order to absorb the
bremsstrahlung. We note the possibilities of producinSx source and utilizing it in
neutrino physics experiments were studied earlier in Refs. 7.

WEINBERG ANGLE, NEUTRINO MAGNETIC MOMENT OSCILLATIONS
1. We shall use the following expression for the differential cross section of the

weak v e scattering(see, for example, Ref.)2
da¥
dT

m mT
gﬁz (1+2x%)3(1—T/E)?+4x?—2x3(1+ 2x2)E , 2

whereE and T are the antineutrino energy and the electron kinetic enegé@m/er)
=4.31x 10 *® cm?/MeV, x?=sirf4,=0.232, andm is the electron mass.

The cross section of the reactiéh) is given by
886
o(E)=9.556X 10*447—[(E—A)2—m2]1’2(E—A)(1+ s)cny, )
n

whereE, A=1.293, andn are expressed in MeV, the correctiére 1 takes into account
the effects of recoil and weak magnetism and a radiation correction;aisdhe lifetime
of a free neutron in seconds. The numerical coefficient in(Bgs now known to within
~0.15%. It can be expressed in terms of the combinaBr 3G4 of vector and axial
beta-decay constants.

In the spectrum of the Sr—Y source the detected energy of the positrons from the
reaction(1) lies in the range 1.02-1.48 MeV. The netrons upon capture in hydrogen
release an energy of 2.23 MeV.
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FIG. 2. a — Expected recoil-electron spectrum from scattering of antineutrinos ff88r-2° source. b —
Relative change produced in the spectrum by 5% variation of the parameter i, (solid line9 and by
including a neutrino magnetic momepnt=2.5x 10~ *'u; (dashed ling

The recoil-electron spectru@” for Zee scattering due to the weak interaction and
the numbeN,,, of events from the reactiofi) which are measured in the experiment can
be written as

SW=CW¥n giF(T,sirf6y), N,,=C"ny(Gy+3G3)s, (4)

whereC"W andC*P are coefficients which depend on the source strength and the geometry
andn, andn, are, respectively, the number of electrons and protons in the volume. The
function F(T,sirfé,) and the factos are obtained by convolving the cross secti¢®s
and(3) with the antineutrino spectrum of the source. Hence one can see that the spectrum
SV normalized to the number of events due to the readtion

2

Or . Ne
————F(T,sirfy)—, S
can be expressed in terms of the fundamental constants of the weak interaction and the
ratio of the number of electrons and protons in the volume and is independent of the

source activity and the geometry of the experiment.

SYIN,p~

2. The expected number of recoil electrons froge scattering in the energy interval
250-1500 keV is presented in Table I, while their energy spectrum is presented in Fig.
2a. The relative distortion produced in the spectrum by %% change in the value of
sirf4,, used in Eq(2) is shown in Fig. 2b.

The statistical error in determining $ify, will equal ~0.5%. However, if the nor-
malization (5) is used and it is assumed that the ratign, will be known to within
0.5%, then the error in determining 8k, will increase to~1%. Here it is pertinent to
present a result obtained in the CHARM-II experiment, studying the scattering of muon
neutrinos by electrons, where 5.5 thousand events were detectédy,-sh2324
+2.5% (stat) =+ 2.5% (syst).

3. The existence of a neutrino magnetic moment2.5x 10”15 would change
the spectrum in the manner shown by the dashed curve in Fig. 2b. Estimates show that
when the normalization5) is used, the limit of detection ofx should be~1.3



JETP Lett., Vol. 67, No. 7, 10 April 1998 Mikaélyan et al. 457

X 10 ug, which should lower the existing limit for the electron neutrino by a factor of
15. For muon neutrinos the best limit on the magnetic moment was obtained in Ref. 10:
w<7.4x10 Pug.

The question of the search for a neutrino magnetic moment with the aid of the
BOREXINO detector and &'Cr neutrino source was studied in Ref. 11. With the ex-
pected sample of 1400 events the authors anticipate a sensitivit 805 . .

4. The survival probability of a neutrino with ener@y at a distancer from the
source is given by the expression

1.27Am?(eV?)R(m)
E(MeV) ’

where sif26 is the mixing parameted m?= | mf— m§|, andm; andm, are the masses of

the interfering states. The second term in Ej.gives the probability of the appearance

of next-generation neutrinc?sw or sterile neutrinos. The neutrin5§” that appear are
scattered by electrons on account of the neutral current, but they vanish completely from
the inverse beta decay detection channel. Analysis of this situation could yield rich
information and will be performed elsewhere.

P(ve— ve)=1—sir? 2¢-sir?

(6)

Here we shall consider the case where oscillations can appear in the form of a
periodic spatial modulation of the smoothly decayimgth increasing distance from the
source field of detected inverse beta decay reaction events. The distance between the
neighboring maxima is determined from the condition A&¥l ,/E= 7 and the degree
of modulation equals sf6. For estimates, we can take<2.1 MeV, which corresponds

to a narrow range of energies from the threshold oftheeaction to theé®y spectrum

limit, so thatl,~5.2/Am? m. In the regionAm?>4 e\?, or |,<1.3 m, the periodic
structure starts to broaden on account of the spatial resolution, whileridk 0.7 e\?

the structure no longer fits within the working volume. We note that the characteristics of
this structure — the period and amplitude — are determined only by the parameters of
the oscillations.

The problem of the interaction of an electron neutrino with an electron arose, as is
well known, in the mid-1930s and it has never been studied experimentally. Only now
has it become possible to study this problem at the modern level of understanding. As far
as neutrino oscillations are concerned, it seems that the approach discussed here can
greatly increase the sensitivity to the mixing parameter in the regimi>0.3 e\? as
compared with nuclear-reactor experiméh@nd accelerator experiments, excluding in

the latter case only the “appearance” experiments?gm?e (Ref. 13.

We thank O. Z#midorog and A. Starostin for helpful discussions and I. Machulin
for assistance. This work was supported by the Russian Fund for Fundamental Research,
Grants 97-02-16031 and 96-15-96640.
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Results are presented on the search for anomalous transmission of ul-
tracold neutrongUCNSs) through beryllium (thickness~0.14 mnj,
stainless steel (0.05 and 0.015 mrand copper (0.01 and 0.018 mim
foils. This anomalous transmission is considered to be a possible reason
for the disappearance of UCNs from beryllium bottles, an effect which
was discovered in experiments at the St. Petersburg Nuclear Physics
Institute and which was recently observed in the experiment of V. E.
Varlamovet al., JETP Lett66, 336(1997). No transmission was found

in our measurements at the 10level except in the case of copper
foils, which we attribute to the presence in the UCN flux of an admix-
ture of neutrons with energies higher than the boundary energy for
copper. ©1998 American Institute of Physics.

[S0021-364(98)00207-2

PACS numbers: 25.40.Dn

1. INTRODUCTION

The storage times of ultracold neutr@dCNs) in closed volumes or, equivalently,
the anomalous losses of UCNs upon reflection from the inner surfaces of UCN traps
present a well-known and long-standing puzzle. The most surprisingly large discrepancy
in the experimental and predicted loss coefficients was observed for the most promising
materials for high UCN storage times: cold beryllitiamd solid oxygers. The anomaly
observed in Refs. 1 and 2 consists in an almost temperature-indepgindiaet tempera-
ture interval 10—-300 Kwall loss coefficient 3x 10" °), corresponding to an extrapo-
lated inelastic thermal neutron cross sectigh~0.9 b. This experimental figure for Be
is two orders of magnitude greater than the theoretical one, the latter being completely
determined at a low temperature by the neutron capture i(DB®8 b. The experiment/
theory ratio for a very cold oxygen surface achieves three orders of magpifTite.
approximate universality of the loss coefficient for beryllium and oxygen, and the inde-
pendence of the Be figures of temperature, forces one to suspect a universal reason for
this anomaly. A series of experiments to find the channel by which UCNs leave the trap
are described in Ref. 1. None of the suspected reasons has been confirmed: surface
contamination by dangerous elements with large absorption cross sections, penetration of

0021-3640/98/67(7)/5/$15.00 459 © 1998 American Institute of Physics
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UCNSs through possible microcracks in the surface layers of Be, the hypothetical process
of milliheating of UCNSs due to collisions with a low frequency vibrating surface, and the
upscattering of UCNs due to thermal vibrations of the wall nuclei.

Recently an experiment was publisfiedescribing the observation of subbarrier
penetration of UCNs in the energy interval(0.5—1.8)x 10~ eV through a rolled be-
ryllium foil. The thickness of the foil was 5am, and the calculated boundary enekgy
for beryllium according to the usual formubg,=27#%2Nb/m, whereN is the atomic
density andb is the coherent scattering length, is 240 eV. The measured penetra-
tion probability per UCN collision with the foil surface was found to beH(5)x 10,
which is in serious contradictiotis many orders of magnitude greaterith the simple
quantum mechanical calculation of the probability of subbarrier penetration. The &uthors
think that the observed phenomenon may have close relation to the aforementioned
anomaly in the measured UCN loss coefficients.

There are several possible causes of the observed effect.

1. Penetration through the foil by UCNs with energies higher than the boundary
energy for beryllium. These UCNs could survive in the storage chamber for compara-
tively long times on some trajectories. While interesting in itself, this phenomenon can
hardly be regarded as radically new.

2. Subbarrier UCN penetration through matter due to some new mechanism, e.g., of
the type proposed recently in Ref. 4. According to this mechanism the subbarrier quan-
tum particles diffuse through a very lofig comparison with the wavelengttistance as
a result of neutron incoherent scattering inside the méitteRef. 3 the produckL=5
X 10°%, wherek is the neutron wave vector in vacuum, ands the foil thickness This
phenomenon is new, and unusual, and hitherto inexplicable in the framework of the now
accepted(see Ref. 5 and references thejefluantum theory of multiple scattering of
waves and particles in application to neutrons.

3. Weak UCN heatingacquiring of energy of the order of the UCN energy or Jess
during collisions with the chamber walls. In this case the measured effect has unexpect-
edly high probability, since numerous calculations show that with a probability that is
orders of magnitude greater the UCNs must be heated to an energy range close to the wall
temperature. The trivial effect of acquisition of energy due to wall mechanical vibrations
was excluded according to the arguments of Nesvizhe®sky.

2. EXPERIMENTAL METHOD

The measurements were performed on the test channel of the UCN turbine source at
the Laue—Langevin InstitutdLL ).® The layout of the experiment is shown in Fig. 1.
UCNSs spread over the stainless steel cylindrical neutron guidé® mm in diameter
and collided with the surface of the fa¥, which tightly seals off the UCN path to the
UCN detectoid. It was possible to change the UCN spectrum at the foil by the changing
the heighth of the part of the guide containing the foil. In some experiments an addi-
tional UCN scattereb (~0.1 um Be layer deposited on the surface of a/f Al foil)
was placed near the foil. It was supposed that if the anomalous transmission is the result
of weak (of the order of UCN energyupscattering, the insertion of the scattering speci-
men with the enlarged surface would increase the transmission effect. The scatterer had
the form of a corrugated ribbon rolled into a spiral with an overall area 660 cnf.
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FIG. 1. The scheme of the experiment for the search for the anomalous transmission of UCNs through metal
foils: 1 — vacuum stainless steel neutron guides, 60 mm in diam2ter,spectral filter for UCNS3 — foil 4
— detector of UCNs {He proportional countgrs — additional UCN scatterer.

The density of the UCN flux at the foil was measured with th&e proportional
counter4 through a small 0.5 cfnhole in the membrane placed in the foil position. The
counter background count rate depended on the width of the pulse amplitude window and
was equal to (6.51.8)x10 ° s™! when only the total energy peak in the counter
spectrum is taken into accouf®4% of the counter neutron response total pulse spec-
trum), and to (1.12-0.22)x 10 *s™ ! for a part of the pulse spectrum2.5 times wider.

The UCN spectrum in the chamber in the vicinity of the foils was not measured
directly but was estimated from height—energy considerations: i.e., after passing through
the vertical(or inclined section of the neutron guide all the UCNs have a change in
energy ofgh, whereg is the acceleration of gravity arfuis the height difference. The
important feature of experiments with UCNs is the fact that the spectra of neutrons
emerging from the neutron guides transporting the UCNs from the moderators to the
experimental installations usually contain a significant admixture of neutrons with higher
energies. This unwanted flux of more energetic neutrons is often many times greater than
the flux of UCNs. There are some cases in which the presence of neutrons with energies
higher than some strictly determined critical enefglyperbarrier neutrohss detrimental
to the correct interpretation of the experiment. The experiments described here belong to
this class — it is important to be confident that the measured flux of transmitted neutrons
is not caused by the transmission of UCNs which have energies higher than the boundary
energy of the reflecting surface and which penetrate deeply into the bulk of the wall
substance. The same applies to experiments searching for the anomalous upscattering of
subbarrier UCNSs. In both of these cases superbarrier neutrons might imitate the effect
being sought. For example, a 1% admixture of the superbarrier neutrons with energies
surpassing the boundary energy by 1% percent gives, for an isotropic angular distribution
of incoming neutrons, a probability of penetration into the bulk as high>agar 4.

Over the years, different devices have been used for preliminary preparation of the
UCN spectrum before allowing neutrons to enter the experimental chambers. The task of
such devices was to restrict, as much as possible, the access of UCNs with energies
higher than some critical energy into the irradiation chamber and to let UCNs with lower
energies pass with the smallest losses. The general idea of such devices consists in
arranging some kind of geometric labyrinth or trap for UCNs, in which the more ener-
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FIG. 2. Results of Monte Carlo simulations of UCN detectéilg counter with aluminum membraneffi-

ciency for two different positions of the detector in respect to the foil position: dashed line — horizontal one,
and solid line — at a level 60 cm lower, and for two different probabilitiesf diffuse reflection of UCNs

during their transport from the foil to detector through the stainless steel neutron guide of diameter 60 mm: a —
7n=0.1; b —=0.5.

getic neutrons will “die out” at a higher rate due to their larger probability of penetrating
the bulk and being captured in the wall. A quantitative analysis of the merits and demerits
of different kinds of such devices has been published Ref. 7. In the experiments described
we used one of these UCN “filters(2 in Fig. 1).

3. EXPERIMENTAL RESULTS

We obtained the following results for the penetration probabilitpf subbarrier
UCNs through foils. For the UCN spectra in the energy raigje-90 neV]: T=(-0.8
+1.6)x 10 7 for Be foil, T=(1.05+1.6)x 10 7 for stainless steel foil 15xm thick, and
T=(—1.18t1.4)x 10 for stainless steel foil 5@m thick.

For the UCN spectra in the energy rar{@g~ 160 neM: T=(1.0+1.2)x 10’ for
Be foil, andT=(—2.7+1.5)x 10/ for stainless steel foil 15m thick.

The transmission measurements for copper foils gave the following results for the
UCN spectrum in the energy ran§@,~90 neV]: T=(2.6+0.4)x 10" ° for copper foil
10 wm thick, andT = (1.19+0.09)x 10" ° for copper foil 18um thick.

For the UCN spectrum in the energy rari@e~ 160 neV]: T=(7.5=0.6)x 10 ° for
the copper foil 10um thick.

The placing of the additional UCN scatterer 5 in the UCN flux in the vicinity of the
copper foil decreased the measured transmission. For the UCN energy ifitsrvad
neV]: T=(1.67+0.28)x 10 ° for copper foil 10 um thick, and for the UCN energy
interval[0,~ 160 neM: T=(5.8+0.8)x 10 ° for copper foil 10um thick. At this stage
we are unable to rule out the possible presence in the neutron flux of UCNs with energies
higher than the boundary energy for copperl(65 neV}, which could propagate through
the copper foils.

One of the possible reasons for nonobservation of UCN transmission through Be and
stainless steel foils in our measureme(itshis phenomenon does exist at)athay be the
higher UCN loss probability in our foils. The other difference consisting in the lower
detector position in our measureméint Ref. 3 the UCN detector was placed at the same
level as the foil does not seem essential.

Figure 2 shows the results of Monte Carlo simulations of the UCN detedkte (
counter with aluminum membrahefficiency for two different positions of the detector
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in respect to the foil position: a horizontal one, and one at a level 60 cm lower, and for
two different probabilities of diffuse reflection of UCNs during their transport from the
foil to detector through the stainless steel neutron guide of diameter 60 mm. It is seen that
the efficiencies do not differ significantly over all the energy interval except for the low
energy paribelow ~60 ne\), where the lowered detector has higher efficiency.

We are grateful to V. V. Nesvizhevsky, V. N. Shvetsov, and V. E. Varlamov for
informing us of some of the details of their experim@rthe authors thank H. Yust of
ILL for his valuable technical help during the performance of the measurements. We also
express our appreciation to the ILL reactor staff.
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Preliminary data on the reactioms e — ¢— yf(980)— y7°#° to-
gether with data onr7r scattering and the reactiodsy— ¢7 7~ and

K p—at7 (A,2) are analyzed. The analysis shows that the mass of
the f4(980) meson isn; =950 MeV, andBR(¢— yfo— ym°m°)=1

X 1074, indicating that thef ,(980) resonance is of a four-quark nature.
© 1998 American Institute of Physids$0021-364(18)00307-7

PACS numbers: 13.6%., 14.40.Cs, 13.25.Ft, 13.85.Hd

The unusual properties af,(980) andf,(980) mesons have been attracting intense
attention for decades. It is well known that the standard quark model does not describe
the properties of these scalar mes¢ee, for example, Ref)1At the same time, all of
their unusual properties can be naturally explained on the basis of the four-gfegrk
MIT bag modef (see Ref. 1L Moreover, in addition to thg®q® model other possibilities
are being discussed in the literature: ik molecule modéland thess model for thef
mesorft As was shown in Refs. 5-8, radiative decays of henesong— yfo— ymrm
and ¢— yag— yna can serve as an excellent criterion for selecting different models of
the fy, anday meson structure. In this connection, an active experimental investigation of
these decays is already being conducted at the operational VEPP-2M accelerator complex
(Novosibirsk with a spherical neutral detect®ND) and a cryogenic magnetic detector
(KMD-2), and plans are being made for such investigations attHactory DA®NE
(Frascati and at CEBAF(USA). Preliminary data on these decays have already been
obtained(see Ref. 9 It follows from experiments thaBR(¢— y7°m?)=(1.1+0.2)

X 10 * and BR(¢— ymn)=(1.3£0.5)x 10 * for photon energiesh<<200 MeV, indi-
cating aqza2 nature of theay and f, mesons:® The quite large statistical sample made
it possible to construct the spectrum of pions in the reactioa™ — ¢— y7°w°. The
experimental data for this reaction were analyasiih the aid of the formuldseeg(m)
and details in Refs. 5 and 8

doy  wlg(m)|? 4m;,

1- , )

dm Dy (m)|? m

wherem is the mass of therm system,s is the square of the total energy of thée™
beams, the photon energy=(s—m?)/2y/s, and 1Df0(m) is the f, meson propagator:

0021-3640/98/67(7)/6/$15.00 464 © 1998 American Institute of Physics
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Dy (m)=m¢ —m?+ % [Re P{2(m? )~ PEo(m)]. 2

The sumZ [ Re P?:(mﬁ)— P?é’(m)] contains corrections for the finite decay width of

the resonance which are due to ther, KK, nn, nn', etc. channels. Faab pseudo-
scalar mesons ana,=m;, m?> mi we have

1 \/mz—mz—\/mz—mi)

—In
T Jm?—m? +m?—m?2

gfzoab
167

m.m_ m,
> N
m My

Pfo(m)=

(©)

+pab( | +

An expression forP?:(m) for other values ofn can be obtained by analytical continu-
ation.

Fitting the formulas written out above to the experimental data on the reaction
e*e”— ¢— ymm gave the following parameters for ttig meson®

M =950=8 MeV, g - /4m=(2.3+0.5Ge\?,

gfow+w,/47-r= (0.4+0.1) Ge\?, (4)
which corresponds to thg?q? model®>® The effective width of thef, meson for these
parameters i .4=60 MeV (see Ref. 8 for the definition of the effective wiglthVe note
that for this fity>=4.6 with 7 degrees of freedom.

The comparatively lowf, meson mass obtained from the fit elicited debate at the
HADRON-97 conference, where it was noted that the va‘rugz 950 MeV is much
lower than the value given by the Particle Data Grélplowever, it should be remem-
bered that in contrast to the Particle Data Group value, the mass presented(@ Eq.
determined in the spirit of field theory, i.e., as a zero of the real part of the inverse
propagator(just as, for example, is the mass of thg boson and, accordingly, it is a
physical mass resonance. At the same time, for th@fithe position of the pole of the
propagator lies at the poimpO:O.988—i0.08 GeV, which is in excellent agreement with

the Particle Data Group dat.

However, there is a different problem. An isolated resonance with maoss%o

MeV, as represented in the fi), cannot describe thew scattering data, even if an
elastic background with an additional phage-80—90° is taken into account. A
“heavy” fy, meson with mase; =980 MeV can describe the scattering data in the
interval 0.<m<1.1 GeV, with only the elastic background taken into account. In order
to describe thersr scattering data with a lightd; meson, an additional resonance — a
o meson — must be introduced.

On this basis we present the results of an analysis of the spectrum in the reaction
e'e” — ¢— ymm, including a concurrent two-channel description of the spectrum in the
reactione*e” — ¢— y(fy+ o) — ymm, and thewrw scattering data. Moreover, we shall
analyze the agreement between the parameters dftheeson and other known experi-
mental data — data on the production of themesons inl/ ¢ decays and data on the
reactionK p—at7 (AD).
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Our analysis is based on previous wdsdee Refs. 1 and)8We describe therm
scattering data by a two-channel model where, beside$gtimeeson, a wide I{ ,~300
MeV) relatively heavy fth,=1.5 Ge\) resonance is present. To fit ther scattering data
we represent the-wave amplitude of the reactiomm— 7 with | =0 as the sum of an
inelastic resonance amplitude®> , in which we shall take into account the contributions
of f, and o mesons, and the elastic background amplitdde

0,.2i 8% 2i 5
e“%—1 e“%B-1 )
T(rm—7wm)= o - =— +e2%BTres | (5)
21p7n 21prn i
where
gRﬂ'ﬂ'gR’ﬂ'ﬂ' —
Tr=2 e Grr(M). ()

RR'

The phasedy of the elastic background is taken in the foréa=60p. ., where 6
=60°. The matrix of the inverse propagatBgr has the form

Di,(m)  —I ,(m)

Grr(M)=
1 (M) D, (m)
The off-diagonal elements @brg (M) are transitions due to mixing of resonances as a
result of a final-state interaction, arising in the presence of the common decay channels,
R—ab—R’. We shall write them in the forhf
IR’ ab ab
e (m)=2, ~==P3(m)+C, )
ab Jrab

where the constart effectively takes into account the contributions from the interme-
diate stated/V, 40, etc. and also includes the subtraction constant for the transitions
R— (0707 )—R’. In the four-quark model we assume that these constants are free pa-

rameters. In the present work, we take into account onlystheand KK intermediate
channels in the inverse propagator matrix; the other channels have virtually no effect on
the results.

A concurrent fit of ther# scattering data and the mass spectrum in the reaction
ete”— ¢p—y(fo+0o)— ymm (see Fig. 1 gave for the mass spectrum in the reaction
ete”— ¢— ymw the best fity?=6.2 and thef; meson parameters

m; =950 MeV, g . -/4m=2.25 GeV,

R:gf20K+K7/g$07T+7T7:3.5, (8)

and an effective width of thé, mesonl'.4=80 MeV. The relative decay probability
BR(¢— y(fo+ 0)— ym°7%) =1.03 in the intervalw<200 MeV. The position of the

pole in the propagator for the paramet&gis mf0=0.998—i0.14 GeV. We note that we

were not able to achieve a satisfactory concurrent description of the data for the masses
my,>960 MeV. Form; =960 MeV (in this caseR=4.0, while all other parameters are

the samgwe obtainedy?=8.6. The total number of parameters in our model is 7, and we
perform a fit of three characteristics — phase and inelasticity ofrathrescattering and
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FIG. 1. Result of the fit for the parametens; =0.950 GeV,m,=1.38 GeV, g?0K+K’/47T:2'25 GeV,
g2, ./Am=1.8 GeV, C=—0.34,R=3.5, andg=43°: a — phase’; b — inelasticity73; c — mass spectrum
in the reactiore*e™ — ym .

the mass spectrum in the reactiehe — ¢— ym7 = (the total number of points is 110
The quantityy? is presented only for thersr spectrum in the reactiopp— y7r . There-
fore our analysis gives virtually the same parameters ag4xq.

Moreover, in order to clarify the question of whether or not the data obtained from
our fit agree with other experiments we analyzed the mass spectrum in the region of the
fo meson in the decay/y— ¢ 7w~ (Ref. 1)). In this decay the mass spectrum is
determined by the expressfon



468 JETP Lett., Vol. 67, No. 7, 10 April 1998 N. N. Achasov and V. V. Gubin

35 L} L} L T L] L
30 F .
25 -
> 20} ]
[} L
= 15} -
s tof ;
g st 7
o 8 ]
w
[ 1 A 1 " i " 1 i L 7
0.85 0.90 0.95 1.00 1.06 1.10 115

(my)

FIG. 2. Mass spectrum in the reactidhy— ¢ 7, C=9.0, £=0.1; all other parameters are the same as in
Fig. 1.

AN, T (M)[ Do(M)+ (1+ Ty (M) + &G /Grgrr) Dry(m)|°
dm 7 | (m)|? | D,(m)~I17 /Dy (m)

9

and contains only two unknown parametefs— the relative weight of the direct pro-
duction of thee meson andC — the overall normalization constant. Making the fit
according to these parameters we found that the mass spectrum is described satisfactorily
by the parameters found from the precedindFig. 2). For the set of parameters corre-
sponding to the mass =950 MeV we obtaineg?=19.7 (23 point$ with £&=0.1 and
C=9.0. For the set of parameters corresponding to the mRss 960 MeV we have
x’=27.3.

Thus thel/ y— ¢+ 7~ decay data confirm the valmnf0= 950 MeV. We note that

the J/yy— ¢ m~ decay data are not described by a sinfjjemeson with the mass
mf0=980 MeV, but they are described by &g resonance with massnf0=950 MeV.

We performed a similar analysis of thew spectrum in the reactiolK™ p
— "7 (A,3).22 The mass spectrum in this reaction is also determined by expression
(9). There are fewer data for the reactishh p— a7+ 7 (A3) than for the decayl/
—¢m ", and for this reason they are not sensitive to the mass of tmeeson. For
example, we obtained the same valye=29 for the parameters corresponding to both
m¢, =950 MeV and form; =985 MeV. We note that for a singl&, resonance the

K p—#m"7 (AY) data are likewise insensitive to the mass of thaneson.

In summary, the spectrum obtained forr mesons inp decay,¢p— y°n°, agrees
well with other experiments, while the relative decay probability confirms the hypothesis
that thef, meson is of a four-quark nature.
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Photoselective laser photo-ion microscopy with 5 nm
resolution

S. K. Sekatskil,? D. V. Serebryakov, and V. S. Letokhov

Institute of Spectroscopy, Russian Academy of Sciences, 142092 Troitsk, Moscow Region,
Russia
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Spectral selectivity has been attained in the method of field-ion micro-
scopy with a spatial resolution of about 5 nm and time-of-flight deter-
mination of the photo-ion masses. Light-absorbing (8% , nano-
crystals in a transparent glass matrix are detected by irradiating field
tips made from red light filters with copper-vapor laser radiation. The
nanocrystals appeared in the photo-ion images as bright spots on a dark
background. ©1998 American Institute of Physics.
[S0021-364(88)00407-1

PACS numbers: 07.79.Lh

The method of field-ion atom probe microscopy, which makes it possible not only to
investigate with atomic resolution tips made of different metals and alloys but also to
identify single atoms evaporated from a tip by their time-of-flight to a detector, is now a
generally recognized and, in many ways, an unique method for analyzing different prob-
lems in materials science, metallurgy, semiconductor physics, and gseen for ex-
ample, Ref. 1 and reference cited ther&€he possibilities of this method have been
greatly expanded by the use, since the 1980s, of pulsed lasers for irradiating the tips of
interest: pulsed heating of tips by laser irradiation induces pulsed field evaporation and
desorption from them, which makes it possible both to improve the temfamdlthere-
fore mas$ resolution of the method and to extend the range of samples accessible to
investigation.

However, all works performed by the atomic probe method using pulsed lasers were
conducted with strongly and “nonselectively” absorbing samgtestals, alloys, semi-
conductors which strongly absorbing the radiation employed, thick films of dye deposited
on the metal tips, and so pnwhose heating leads to “structurally and elementally
nonselective” field desorptiofevaporation of the sample material. The old and much-
promising idea of laser-selective photo-ion projection microscopy, based on selective
single- or multistep photoionization and photodetachment of selected molecules or even
light-absorbing fragments of large moleculeiromophoreg has remained unrealized.

In the present letter we report the attainment of real spedarsdy selectivity in the
method of laser projection photo-ion microscopy. The photo-ion images were obtained by
irradiating tips, prepared from red light filters, with pulsed copper-vapor laser radiation.
Local heating of light-absorbing CdSe, _, nanopatrticles in a transparent glass matrix

0021-3640/98/67(7)/6/$15.00 470 © 1998 American Institute of Physics



JETP Lett., Vol. 67, No. 7, 10 April 1998 Sekatskil et al. 471

FIG. 1. Diagram of a laser photo-ion projection microscdpe: Power supply for the copper-vapor las2r—
pulse generator® — pulsed power supply for the detector.

resulted in a local field evaporation of atoms from neighborhoods of these particles,
making it possible to observe individual nanoparticles in the form of bright spots on a
dark quasiuniform background.

The layout of the laser photo-ion microscope is presented in Fig. 1. The same
microscope that we used previously for observing siigleolor centers at the points of
LiF tips was used:* The main differences were that in the present work we employed a
pulsed copper-vapor lasépulse repetition frequency 8.8 kHz, pulse duration 18 ns,
power up to 5 W, lasing wavelengths 511 89%) and 572 nm40%)), that photo-ions
rather than photoelectrons were detected, and that a simple scheme was developed for
recording the tip-to-detector time of flight of the ions. The experimental tips were pre-
pared by etching fragments of red light filtéiS-11 and KS-15 optical colored glasa
concentrated or dilutetto a concentration of 10—20phydrofluoric acid. Prior to etch-
ing, the samples of light filters were subjected to thermal heating in a muffle furnace at a
temperature of 700—800 °C for 5—7 h in order to obtain a sample with a known average
radius of Cd$Se _, microcrystallites — it is known that such annealing makes it pos-
sible to bring the average radius up to 10-20 nm and lager.

The laser radiation was focused into an a%e&0.1 mnt on a tip. The input of the
detector, an assembly consisting of a microchannel fIs#€P) and phosphorescent
screen, provided by the Hamamatsu Photonics Comgdagyan, was grounded, and a
constant voltagdJ in the range 0+ 20 kV was applied to the tip. The images obtained
were photographed with a CCD camera and analyzed in a specialized Argus-50 processor
manufactured by the Hamamatsu Photonics Company.

The radial electric field directs the emitted particles of ndstoward the detector,
where an image of the tip enlarged by a fador L/ yr is formed (L is the tip—detector
distance,r is the radius of curvature of the tip, andis a numerical factor equal to
1.5-2. The spatial resolutiod of the microscope is determined by the average kinetic
energy of the emitted particles in a direction transversEgdand equals

d=4 \/EO 1
=47\ U (@]

For field-ionization imageg, is determined by the tip temperat@&, E,=kT,! so that
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for T=400 K (see belowy, r =400 nm, andJ =10 kV we obtaind=5 nm. The time of
flight t of a particle of mas#1 from tip to detector equafsto a high degree of accuracy,

_ [ M
t=L 26U 2

To record the time of flight of the ions we employed for the MCP a pulsed power
supply, provided by the Hamamatsu Photonics Company, that made it possible to open
the MCP for a time as short as 100 ns in order to detect a signal. Using delay generators,
the moment at which the MCP was opened was set with a controllable delay with respect
to the start of the laser pulse to an accuracy not worse than 100 ns.

The photo-ion image of the point of a needle made from a fragment of KS-11 glass
is displayed in Fig. 2a. The photo-ion fliy, jon increased rapidly and nonlinearly with
increase of both the irradiation intensityand the tip voltagdJ, and in the absence of
laser radiation it was not detected in the entire range of tip voltages. Figures 3a and 3b
show NphiodI) @and Nphio(U), respectively. The indicated nonlinear dependences are
typical for experiments on field-ion atom probe microscopy and can be explained by
stimulation of field evaporation/desorption from the tip as a result of heating of the tip by
laser radiatiort.

Figure 2b shows the photo-ion image obtained of the same tip in the pulsed regime
with the following parameters: The MCP was opened for 300 ns to detect a signal 700 ns
after the laser pulse. One can see that a large fraction of the clearly distinguished spots
seen in Fig. 2a are present in this image.

No sharp structure was seen in the images obtained in the detection window with a
delay from 0 to 600 ns with respect to the laser pulse and in windows openedufsr 1
and longer after the laser pulse, though a weak structureless photo-ionic image could be
identified against a noise background with long-time accumulation in these detection
windows also. Proceeding from Eq&), this attests to the fact that the image obtained
was formed by relatively heavy ions with masses in the range 100—200 amu, while the
light ions, such as Na, Si, SiO, and Si®@bserved previously in field-ion microscopy of
transparent opticgchromium coatedglasses and giving rise to their photo-ion images,
did not make a large contribution to the photo-ion images of the red light filters. Heavy
Cd ions(112 amu, time of flight 760 nsCdS (144 amu, 860 nsand CdS€191 amu, 1
uS), whose field evaporation can be expected in our case by analogy to many well-known
works on laser desorption from CdS, CdSe, and similar matggaks, for example, Ref.
8 and the references cited theneishould reach the detector in the indicated range of
delay times. The “background” photo-ion images can be explained, in all probability, by
a steady heating of the sample by the copper-vapor laser, which has a very high pulse
repetition frequency.

The works devoted to analysis of the temperature increase of absorbing impurities
heated by laser pulsgsee, for example, Ref.)Qive the following estimate of the
maximum heating of an inclusion with radii&as a function of the irradiation intensity
l:

lo

AT=fme

(€©)
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20nm

20nm

FIG. 2. Laser-stimulated photo-ion image of a KS-11 glass tip with a radius of curvature of the order of 400
nm: a — obtained in the entire range of delay times with respect to the laser pulseobtained in the range
of delay times 700—1000 ns.
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FIG. 3. Photo-ion curreni, o, versus a — the tip potentialirradiation intensity X 10" Vicm?) and b —
irradiation intensity(tip voltage 9.9 kV.

Hereo is the light absorption cross section of the impurity ans the thermal conduc-
tivity of the transparent matrix. If the quantity is estimated by the simplest formula

o=mR? kR= 7k, (4)

then for an inclusion with of radius of 10 nm we obtain=3x10 3 cn? (herek
=10° cm ! is the linear absorption coefficient of the impurity materi§lubstituting the
average dafsfor glassesy=0.01 V/cm K, we obtain forl =3x 10’ V/cm? andAT=80
K. We note that the estimatd) is valid if the pulse duratiofy,scis greater than the time
required to establish the temperature in the matrix pcR?/ 7wy =60 ps, which certainly
holds under our conditiongHere p~3 g/cnf andc~0.6 J/gK are typical “average”
values of the density and specific heat of gis.

Thus, the heating of relatively large absorbing ¢8&_, nanocrystals is not very
large. Nonetheless, as follows from the practice of field ion atom probe microsdvisy,
sufficient to stimulate field evaporation of atoms from impurities. It should also be noted
that since the geometry of our problem is substantially different from the case of an
“absorbing inclusion in an infinite volume,” the heating can also be much greater than
that given by Eq(3) — see Ref. 11. Since the heating of inclusions is all the greater the
larger their diameteR (from Egs.(3) and(4) follows AT~ R?), evidently, only relatively
large Cd$Se _, nanocrystals will be clearly seen in our projection photo-ion micro-
scope, just as happens in reality.

In summary, the data presented attest to the fact that(gsgectral selectivity in the
method of field ion atom probe microscopy has indeed been achieved — only light-
absorbing CdSe _, inclusions were visualized by irradiating the experimental samples.

In closing, we thank N. S. Kopylov for assisting in the heat treatment of the samples
of red light filters, A. L. lvanov and V. O. Kompants for assisting in the work with the
lasers, and the Hamatsu Photonics Compéigpan for providing the experimental
equipment. This work was supported by the Russian Fund for Fundamental Research and
the US Department of Defense.
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On the interrelation of the characteristic scales of
depolarization and decorrelation of optical fields under
multiple-scattering conditions

D. A. Zimnyakov and V. V. Tuchin®
Sarotov State University, 410026 Saratov, Russia

(Submitted 27 February 1998
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The interrelation of depolarization and decorrelation of optical fields in
multiply scattering Brownian media is studied on the basis of the notion
of the probability density of optical path lengths of the partial compo-
nents of the scattered field under multiple-scattering conditions. To
describe such media a universal parameter that is independent of the
density(concentratiopof scattering particles is introduced — the char-
acteristic correlation time. Experimental results obtained with aqueous
suspensions of polystyrene beads as model media are presented which
demonstrate the constancy of this parameter at different concentrations
of scattering particles. €998 American Institute of Physics.
[S0021-364(98)00507-9

PACS numbers: 42.25.Fx, 42.25.Ja

Stochastization of the space—time fluctuations of coherent optical fields in inhomo-
geneous media under multiple-scattering conditions is manifested in the existence of
specific effectgcoherent backscattering as well as angular and temporal correlations of
amplitude and intensity fluctuations of the scattered flel8®@me of these effectdor
example, coherent backscattenimgn be interpreted as classical analogs of the quantum-
mechanical phenomenon of weak localizattofhe spatial and temporal correlations of
amplitude and intensity fluctuations describe the statistical properties of random interfer-
ence structures, or speckle fields, formed as a result of superposition of the partial com-
ponents of the scattered field during the propagation of coherent beams in static and
dynamic multiply scattering media. The depolarization of scattered radiation observed
under multiple-scattering conditions and manifested as a decrease in the degree of polar-
ization of the scattered field as compared with the initial degree of polarization of the
probe beam is due, just as the decorrelation of the spatial-temporal fluctuations of the
amplitude and intensity, to stochastization of the directions of the wave vectors for partial
components of the fields which are formed as a result of a large number of scattering
events.

The interrelation of the processes of decorrelation and depolarization of optical
fields during their propagation in multiply scattering media can be analyzed using the
notion of the probability density(s) of the optical path lengths of the partial compo-
nents of the scattered fields. This probability density is introduced on the basis of a

0021-3640/98/67(7)/6/$15.00 476 © 1998 American Institute of Physics
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random walk model describing the statistical properties of the scattered Zitidthe
limiting case when the source and detector of the radiation are isotropic and pointlike and
the radiation propagates diffusively in the scattering medijufs) can be representh

the simple analytical fornp(s)= (3/4wsl|*)%2 exp(=3|r—r'|?/4sl*), wherel* is the
transport length determined as the characteristic spatial scale of stochastization of the
propagation directions of the partial components of the optical field,|and’| is the
source—detector distance. The diffusion approach neglects the anisotropy of the angular
distributions of the components of the scattered field for a single scattering event as well
as the contribution to the resultant filed from the unscattered component and the compo-
nents formed as a result of a small number of scattering events. In consequence, the
expression presented is inapplicable in the case Wherjr—r’|. At the same time, the
increase in the contribution of the unscattered component and the components character-
ized by small numbers of scattering events to the formation of the scattered field in the
intermediate regioh* #|r—r’| can be taken into account by making a certain modifica-
tion of the functionp(s). Specifically, a variant of such a modification, in which an
expansion of the probability densip(s) in spherical harmonics is used to take account

of the effect of the anisotropy of the angular characteristics of the single-scattering
process on the formation of the scattered field under conditions when the transport length
I* is comparable to the dimensions of the scattering medium, was studied in Refs. 2
and 3.

For multiply scattering ensembles of moving noninteracting particles it can be
shown in the random walk model that the normalized temporal autocorrelation function
of fluctuations of the scattered field at a fixed observation point can be represented as a
modified Laplace transform of the probability densit§s):

gy(7)= f:exp[—2B(T)kgs/|*}p(s)ds, (1)

where the functiorB(7) determines the mean-squared displacement of the scattering
particles over the observation time andk, is the wave number of the probe beam. In
the particular case of ensembles of Brownian partiglgbr) can be represented as
follows (see, for example, Ref.)4

01(7) = [ expi—27sDuE1" p(s)ds @

whereDy is the diffusion coefficient of the scattering particles.

Proceeding from general notions about the process of depolarization of radiation as
a result of multiple scattering, the degree of polarization of the scattered field can also be
represented as an integral transform of the probability depgiy of the optical path
lengths of the partial components:

p= | ensias @

0

Using as a basis the results presented in Refs. 5 and 6, in the analysis below we shall
employ an exponential kernel in the integral transfdBn ¢(s) ~exp(—9¢;), where the
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FIG. 1. Method for determining the characteristic correlation time for multiply scattering Brownian media.

parametet; (i=C, L) is determined by the characteristic scale of the depolarization of
a probe beam with initial linean() or circular (C) states of polarization. As a result, the
expression for the degree of polarization assumes the form

Pi= fo exp(—s/{i)p(s)ds. (4)
Comparing expressiong2) and (4), we can introduce the quantityr.q

=I*/2§iDSk§, the value ofr at which, if it is assumed that the kernels of the integral

transforms(2) and (4) are exponential, the values of the normalized autocorrelation

function of the fluctuations and the degree of polarization of the scattered field are equal

to each other. It is easy to see that the quantity=1*/2¢;D k2, which can be loosely

designated as the characteristic correlation time, is a universal parameter of a multiply

scattering Brownian medium which does not depend on the concentatibthe scat-

tering particles(sincel* ~c~! and {;~c ™! simultaneously and is determined only by

the optical properties of the scatterers. As a consequence of the hypothesis that the

kernels of the integral transforms in expressi¢®sand (4) are identical functions of,

the universality of the parametet,; should also be manifested in its independence,

within wide limits, of the conditions under which the correlation—polarization experiment

is performed(geometry of the scattering medium, angle of introduction of the probe

beam and detection of the scattered radiation, and sondnich influence only the form

of p(s). Figure 1 illustrates the method of determining for multiply scattering Brown-

ian media with different concentrations of scattering particles.

The absence of a concentration dependence of the characteristic correlation time for
multiply scattering Brownian ensembles of noninteracting particles was checked in ex-
periments with model media — aqueous suspensions of polystyrene beads with diameters
of 0.46 and 1.07«m. A plane-parallel cylindrical glass cell, 10 mm thick and 70 mm in
diameter, was filled with the experimental aqueous suspension and used as the scattering
object. An single-mode argon las@ravelength 514 ninwas used as the source of the
linearly polarized probe beam. A laser beam 0.7 mm in diameter was introduced into the
experimental medium perpendicular to the flat surface of the cell. The forward-scattered
radiation was detected in the paraxial region of the illuminating beam with the aid of a
single-mode optical fibef5 uwm in diameter, numerical aperture 0)18he distance
between the fiber end and the exit surface of the cell was equal to 10 mm. A polarizer
was inserted between the cell and the end of the optical fiber in order to measure the
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FIG. 2. Concentration dependences of the characteristic correlation time and half-width of the autocorrelation
function of intensity fluctuations for aqueous suspensions of polystyrene:lzeaddead diameter 0.46m; b
— bead diameter 1.0&m.

degree of polarization of the scattered radiation. In the experiments, a Hamamatsu HC-
120 photomultiplier operating in the photon-counting mode was used as a photodetector.
The correlation analysis of the intensity fluctuations was performed with a BIC-9000
digital correlator(Brookhaven Instruments, USAThe values of the modulus of the
normalized autocorrelation function of the field were reconstructed using the Siegert
relatior/ from the normalized autocorrelation functions of the intensity fluctuations mea-
sured without a polarizer between the cell and the end of the fiber. The degree of
polarizationP, of the scattered field for a fixed concentration of scattering particles was
determined from the experimentally measured average vélyeand(l ) of the inten-

sity of the linearly polarized components of the scattered field with mutually orthogonal
directions of polarizatior(the direction of polarizatio{l|) is the same as that of the
beam introduced P, = ({I})—(1.))/({I})+(1.)). The maximum concentrations of the
agueous suspensions investigated in our experiments were determined on the basis of a
maximum admissible error of 20% for determining the degree of polarization of the
scattered field foi?, >0.07-0.08. The values of.4 were determined by the method
illustrated in Fig. 1 for the dependenclgs (7)| reconstructed according to the Siegert
relation using the measured values of the degree of polarizBtiorMoreover, measure-
ments of the half-widthA =, 5 of the normalized autocorrelation function of the fluctua-
tions were performed. Figure 2 shows a logarithmic plot of the experimentally measured
concentration dependencesqf; and A 7y 5.

Analysis of the experimental data shows that in the experimental range of concen-
trations of the aqueous suspensions of polystyrene beads the concentration dependences
are close to power-law functionstys~c~ ¢. The exponentg in the power-law func-
tions approximating the experimental values\of, 5 in Fig. 2 are~2.21 and~1.96 for
polystyrene beads of diameters 0,461 and 1.07um, respectively. These values are in
satisfactory agreement with the value=2 obtained in the diffusion approach. Specifi-
cally, as was shown in Ref. 2, for example, for an optically thick layer of thickhess
consisting of Brownian scattering particles and for isotropic point source and detector,
the normalized autocorrelation function of the intensity fluctuations of the forward-
scattered coherent radiation has the fogg(7)~1+ exq—Z\/DSkOZTL/I*]. Since I*
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~c ™1, we obtain in the present cagery~c~ 2. The closeness to 2 of the values of
obtained can be interpreted as an indirect confirmation of the fact that a multiple-
scattering regime of the probe radiation obtains in our experiments, despite the relatively
low concentrations of polystyrene beads, and can be satisfactorily interpreted on the basis
of the diffusion approach.

The experimental datéhe data point$ and® in Fig. 2) confirm the conclusion,
based on the hypothesis that the kernels of the integral transformé&&ipasd (4) have
the same form, that the values of the characteristic correlation time for Brownian multiply
scattering media are constant for the scattering-particle concentrations investigated.
Thereforer.q can indeed be regarded, in a certain sense, as a universal optical parameter
of multiply scattering media that does not depend on the concentration of elementary
scatterers and is determined only by the ratio of the characteristic scales, obtained by
averaging over an ensemble of scatterers, for the decorrelation and depolarization of the
optical field and by the diffusion coefficient of the scattering particles.

It should be noted that a small systematic decrease of the characteristic correlation
time with increasing: is observed for the 1.0Zm polystyrene beads. This could be due
to the different behavior of the kernels of the integral transforms describing the depolar-
izing and decorrelating properties of the scattering media in the approach studied here.
The correlation timer.q equals 1.040.03 ms and 0.720.11 ms for the 0.46.m and
1.07 um particles, respectively. Proceeding from the values obtained, we calculated the
ratiosZ, /1* of the characteristic scale of the depolarization of linearly polarized radiation
to the transport length. For the types of particles investigated here we used the diffusion
coefficients obtained by interpolation from initial values @f presented in Ref. 8 for
polystyrene beads with diameters of 0.3, 0.300pm, and 0.807«.m were used. The
values employed for interpolation were obtained in the present work by treating them as
adjustable parameters in fitting the results of the correlation experiment. The calculations
gave the results /15 4,m~3.44 and{, /17 47,n~8.73. These values were compared
with the values presented in Ref. 6, which are obtained as a result of statistical simulation
and experimental investigations of the depolarization of semiconductor laser radiation by
aqueous suspensions of polystyrene beads. The valudgglofvere estimated for the two
types of particles employedé(/I~6 for 2a=1.07 um and & /I=13 for 2a
~0.46 um) from the dependence of the depolarization param&tér presented in the
present work on the wave paramekga (a is the radius of a scattering particle ahts
the mean free path length for the scattering medium, introduced on the basis of the
diffusion approachusing the wavelength of the laser radiation in wa@&B85um). The
parameteré, , introduced to describe the depolarizing properties of multiply scattering
plane-parallel layers, equalg, (/3)*? (Ref. 6. Substitution and calculation givg /I
~1.0x 10? for particles 0.46um in diameter and~6.0x 107 for particles 1.07um in
diameter particles. Using for the ratio of the transport length to the mean free path the
value |*/I~26 calculated in Ref. 9 according to Mie theory for particles Qw8 in
diameter and for a wavelength of 514 nm, we obtain from the data of Ref. 6 the estimate
{15 46.m=3.80, which is close to the valug /15 46,m~3.44 obtained in our experi-
ments. The values df/| were not determined for the 1.Q/m particles. Nonetheless,
since this ratio tends to increase with wavelength, acceptable agreement of the two values
should be expected in this case also.

In summary, the interrelation of the characteristic decorrelation and depolarization



JETP Lett., Vol. 67, No. 7, 10 April 1998 D. A. Zimnyakov and V. V. Tuchin 481

scales of optical fields for multiply scattering Brownian media is expressed in the exist-
ence of a generalized parameter of the medit a characteristic correlation time — that
does not depend on the concentration of scattering particles. The proposed method of
correlation—polarization analysis of scattered optical fields on the basis of measurement
of this parameter can be recommended for use together with the conventional optical
methods for investigating multiply scattering media in order to obtain additional infor-
mation about their optical properties.

These investigations were supported in part by CRDF Grant RB1-230.
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A new model of electronic vortices in plasma is studied. The model
assumes that the profile of the Lagrangian invariaeiqual to the ratio

I =Q/n of the electronic vorticity to the electron density, is given. The
proposed approach takes into account the magnetic Debye is¢ale
=B/4mwen, which leads to breakdown of plasma quasineutrality. It is
shown that the Abrikosov singular model cannot be used to describe
electron vortices in plasmas because of the fundamental limitation on
the electron vorticity on the axis of a vortex in a plasma. Analysis of
the equations shows that in the model considered for the electronic
vorticity, the total magnetic flux decreases when the sigeof the
region in whichl #0 becomes less thati w,e (wpe is the electron
plasma frequengy For w,eo/c<1, an electronic vortex is formed in
which the magnetic flux decreases gsand the inertial component
predominates in the electronic vorticity. The structure arising as
wpel o/ c=0 is a narrow “hole” in the electron density, which can be
identified from the spectrum of electromagnetic waves in this region.
© 1998 American Institute of Physids$0021-364(108)00607-7

PACS numbers: 52.20

1. The model of electronic vortices that came into wide use after the publication of
Abrikosov's papet has been used for a long time in plasma physics. The fundamental
nature of the vortex structure is due to the fact that in the absence of collisions the
vorticity

c
Q=B—- E[pr] (1)
satisfies a conservation 1aw
Q)
— =[VX[vxQ]]. &

One can see that in this case the integi&d?r, wherer is the vector in a plane
perpendicular to the directiof® andB, is conserved. However, the conservation @y
asserts somewhat more: the possibility of local conservation and displacement of the
vorticity in space are analogous to charge and mass.

0021-3640/98/67(7)/7/$15.00 482 © 1998 American Institute of Physics
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Especially simple is the point-vortex model introduced in electrodynamics for
type-1l superconductors:

C2
—-AB—B=—A¥(r), (3

wpe

which follows from Eq.(1) for Q~4&(r) [note: A is the Laplacian operatbrHere the
constantA is determined by the properties of the medium. The Abrikosov vortex has
become a classic object and has been confirmed in numerous expefiments.

The model(3) is often used to describe electronic vortices in pladisee, for
example, Ref. b The divergence of the magnetic field that occurs at the axis according
to Eq.(3) is eliminated in superconductors because of the fact that in the vortex core the
medium loses its superconducting properties as the axis is approasigficantly, for
a single vortex Eq(3) leads to a finite magnetic field flux. We shall assume that(8q.
holds for electronic vortices in a plasma. Then it also leads to a logarithmic divergence of
the magnetic field on the axis if the electron density is assumed to equal the ion density.
However, since the fields in a plasma are screened at the magnetic Debye rigngth
=Q/4men, the quasineutrality of the plasma breaks down at distanges near the
axis of the vortex; this leads to a decrease in the electron density and, accordingly, in the
electron currents. As will be seen from what follows, in plasma the total magnetic flux is
determined by the sizg, of the region wheré€) # 0 and approaches zerogs=0, which
contradicts Eq(3). For this reason, the Abrikosov model is incorrect in plasmas.

2. Simple and consistent equations for electronic vortices in plasma were obtained in
Refs. 8-10. It was shown there that a correct model of a vortex in a plasma can be
constructed by taking into account the small sagle-B/4men. The standard region of
applicability for vortices

B2<4mn myc? (4)

corresponds to the casg@<c/wp.. It could seem that quasineutrality is not important
because of the smallness of the magnetic Debye length. However, the magnetic Debye
length near the axis may be much greater than the rgjzef the region where& #0.
Breakdown of quasineutrality in this region results in a sharp decrease of the electron
density — the magnetic field decreases and its logarithmic divergence vanishes.

Therefore, in both superconductors and plasmas there exists a mechanism that elimi-
nates the divergence of the magnetic field on the axis of a vortex. This mechanism relies
upon the decrease in the number of current carriers. The difference lies in the fact that in
a plasma there is no internal scale that is small comparedakith.. As r, decreases
below c/wpe, the density and magnetic field on the axis decrease. As a result, the
magnetic term in the vorticity is small compared with the inertial term. For this reason the
structure of the vortex changes substantially.

It should be underscored that the general equations obtained in Refs. 8—10 are valid
also for the opposite relation betweefnandc/w,.. Specifically, they are applicable for
laser plasmas with very high magnetic fietds.

In Refs. 8—-10 the equations for vortices were derived for a collisionless model of
relativistic cold electrons. In this approximation the main equation for electron motion is
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where(} is thez component of the electronic vorticity for the case of a magnetic &eld
directed along the axis. Equation(5) was derived under the assumption that electrons
move in the &,y) plane. Herey=(1—v?/c?) %2, p=ymv, and the electron velocity
equals

JE
Amen dt

c
v=— 47_ren[VX B]+

(6)

The basic difference of the model of electronic vortices which is examined below
from the standard modéB) is that Eq.(1) will be supplemented by the Poisson equation
for the electron density

VE=4me(N—n), (7

whereN is the ion density. Thus the electron densitjs no longer constant and is itself
found from the equations.

In the stationary case the following equations can be obtained from (Egand
(5)—(7) for a cylindrically symmetric vortex:

1d dy Q dB ,

Fal’ mcza-l-ma)—‘l’ﬂe (n—N), (8)
mc 1d (ydB

O0=B- . 9

47Tezrar HW

An important property of this system of equations is that it yields an explicit expression
for the electron density:

2
mc mc
4mymcn+Q G+73F?):G2+74F2(? +4mwmc®yN, (10
where
mc v
G=B+yF—, ——=F>0,
e r
satisfy the equations
dG Q-G mc F 4men
a7 el e b 1y
dF e Q-G F
= —-—. (12

W_m_c —y3r r

Relation(10) is a consequence of the momentum conservation law. It implies that as
) increases, the electron densitydecreases in view of the aforementioned finiteness of
the magnetic field. However, it is difficult to use this relation because the condition
=0 imposes a limit on the quantit§2. For this reason, it is convenient to introduice
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FIG. 1. Structure of an electronic vortex in plasma for a smooth profile of the Lagrangian invdriant:
electron density, 2 — magnetic fieldb, 3 — electron velocityv .

=(/n, so as to obtain a positive definite expressionfdor arbitraryl. The introduction
of | has a deeper meaning: It is easy to show tha a Lagrangian invariant, i.e., it
satisfies the equation

al
—FV-VI=0, (13)

For this reason the profile dfis transported together with the electrons, thereby preserv-
ing the vortex structure.

Introducing the dimensionless coordingte r 47e?N/mc and the dimensionless
functions

n G F
NE =———, f=—————, and i=I{yN/4mmd,
N 97 JzaNmd 47Neim "

the final system of equations for calculating an electronic vortex bebifles

v=

dg vi—g ~f
—= — ——vpf, 14
dp p o P (14
df vi—g f
—=— 15
&= 7 b (15

where the dimensionless electron densitgquals
73+92+ ’)’4f2
V= —3
y+i(g+yf)
3. The structure of an electronic vortex can be calculated on the basis of Egs.
(14)—(16) if the profilei is given. Figure 1 shows as an illustration the result of such a

calculation for the profildé(p) with a characteristic size~1. A large decrease in the
electron density due to breakdown of quasineutrality can be seen near the vortex axis.

(16)
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To construct a vortex which is as close as possible to a point vortex analogous to the
vortex (3), we shall now decrease the size of the region whatifers appreciably from
zero. For simplicity, we choose the profilein the form of a column with radius,
<cl/wpe, and we allowl to increase without bound in this column, decreasing the radius
ro- We shall prove that the on-axis vorticity will remain bounded.

It follows from Eq.(10) that ax() increases, the electron densitylecreases, so that
for the maximum on-axis values 61 the electron density in Eq410) can be neglected
compared with the ion density. This gives the following relation for the quantities on the
vortex axis:

C 2
+47NmE. (17

Qo

mc 2 2
G0+ Fo? :GO+ FO

Here we have sey=1 everywhere, and an index 0 denotes the value on the vortex axis.

Furthermore, from the condition th&t is constant near the axis and from E2)
it follows that

miC(Qo_Go):Fo- (18
The maximum on-axis value &2, can be found from Eqg17) and(18)
Q3=87Nmc+B3. (19
Integrating Eq.(9), we obtain the following expression for the magnetic flux:
fwBr dr=Qorg+m—Cru . (20
0 2 e

r=o

To calculate the electron velocityat infinity we shall employ Eqg11) and(12) at large
radii, where it can be assumed that 1 andn=N. The equation obtained far in this
limit makes it possible to expressin terms of Bessel functions

v=C1K1(p)+Csl1(p). (21

In view of the necessary boundary condition for the veloeify...= 0, it follows hence
thatv =C;K(p). Therefore we can neglect the last term in E2f) and, taking relation
(19) into account, we find that the magnetic flux decreaseszoaisrozo.

Figure 2 displays computational results showing the change in the vortex structures
asr decreases and, correspondingly, the on-axis valldrafreases. It follows from the
analysis presented that, first, the structure of the vortices is determined substantially by an
individual characteristic — the sizgy — and, second, for smatlw,./c the magnetic
flux in the vortex is small. According to the calculations, fgew,/c=0.3 the ratio of
the magnetic to the inertial term is of the order of 0.1.

The values of the magnetic field and density on the vortex axis and the electron
velocity at the boundary, of the region are presented in Fig. 3 as functions pf

4. Thus, in the present model, Bincreases, in a narrow regiog<rg=I/47e near
the axis quasineutrality breaks down, the electron density decreases by virtue of the
relation (10), and a “hole” forms in the electron density. The magnetic field decreases,
and a vortex structure in which the electron inertia makes the main contribution to the
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FIG. 2. Variation of the profile of the densit{t) and magnetic field2) in an electronic vortex with decreasing
localization radiugp, of the Lagrangian invariant.

vorticity is obtained. It is interesting that in this region the value Bfx(v), is finite,
though the electron velocity is proportional tg and is therefore vanishingly small.
Despite the smallness of the magnetic flux, because of the existence of the Poisson
equation the structure arising differs substantially from a vortex in an uncharged liquid.

The limiting structure of the vortex ag=0 is virtually unobservable because of
the very small size of the “hole” and the absence of a magnetic field. Apparently, the
only way to observe such a formation is to analyze the electromagnetic waves in a
medium with quite unusual properties: finifk, at zero electron density. To this end, we
shall analyze small oscillations of a such a medium on the basis of(E)gand (6) and
the induction equation

178 VXE 22

———=[VXE].

cat LV<El (22)

The investigation of small oscillations in the regib# 0 leads, in the quasiclassical
approximation, after longitudinal plasma oscillations are excluded, to the following dis-
persion relation for the frequeney of electromagnetic waves:

Vo by,
1.0 02

0.0—00

FIG. 3. Densityr, (1) and magnetic fieldb, (2) on the vortex axis and velocity(p,) (3) at the outer boundary
of the localization region of the Lagrangian invariant as a function of thesjzef the localization region.
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2_2:2) 2
o =k w Vo
va+ — |5 1|= —2(2w2—k202), (23
Wpe |\ Wpe Wpe

wherek is the azimuthal wave numbaery is the ratio of the electron density in the region

of the hole to the ion density, andf)ez 47e?N/m. One can see that ag=0, in the
absence of electrons, electromagnetic oscillations in the region of the hole acquire the
obvious formw?=k?c?, in contrast to the fornm?=k?c?+ w5, as should be the case in

the surrounding plasmd.We note that in our situatiok?c?> w},, sincerjwj/c?<1.

5. It was shown that although there exists in plasmas a mechanism that suppresses
the electron currents on the vortex axis and it is possible to eliminate the divergence of
the magnetic field, because there is no characteristic length determining the vortex core
the vortex electronic structures are determined by the localization ragliasthe vor-
ticity and cannot be described by a single universal equat®)n Moreover, for
rowpe/Cc<1 the total magnetic flux decreases, and the structure of the electronic vortex
differs substantially from that following from Ed3).

Whereas a superconductor E8) leads to a universal value of the magnetic flux, for
an electronic vortex in a plasma the total magnetic flux is determined by the quantity
and is not universal. For this reason E8) is not applicable for electronic vortices in
plasma. In plasmas E¢3) must be replaced by the system of equatith®—(16) with
a prescribed profilé(p). Electronic vortices retain their individuality, and the character-
istic sizer of such vortices can vary over wide limits.

This work was supported by Russian Fund for Fundamental Research Grant 97-02-
16980.
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A new type of quasicontinuous emission spectrum from a femtosecond
laser plasma near the LJine of H-like ions is obtained and inter-
preted. It is shown that these spectra are emitted by multiply charged
hollow ions, which are present in the plasma on account of its ultrahigh
density, which, in turn, is due to the use of high-contrast laser pulses
for producing the plasma. A new spectroscopic approach based on
analysis of the composition of spectral complexes of hollow ions is
discussed. ©1998 American Institute of Physics.
[S0021-364(18)00707-3

PACS numbers: 52.50.Jm, 52.25.Nr

The x-ray emission spectra of nanosecond and subnanosecond laser plasmas have
been investigated intensively for at least the last two decades. Specifically, the spectral
characteristics of radiation near the resonance lines of H- and He-like multiply charged
ions have now been studied in great detail. The spectra in this region have a typical
structure(see Fig. 1acharacterized by the presence of satellite lines and their groups
(dielectronic satellites, D$swhich are due to transitions from autoionizing states of the
ions. This structure is described well by radiational-collisional kinetic models employing
the theoretical values of the atomic characteristiesel energies, probabilities of el-
ementary atomic processedhe diagnostic properties of such spectra in respect to the
relative line intensities and spectral profiles are well known and widely used in plasma
experimentgsee, for example, the reviews in Refs. 1 and 2

0021-3640/98/67(7)/6/$15.00 489 © 1998 American Institute of Physics
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FIG. 1. Emission spectra of a silicon plasma heated with nanoskc@id subnanosecord(b), and
subpicosecorft(c) laser pulses near the | yesonance line of the H-like ion Si XIV. The theoretical spectrum
(d) corresponds to the corona model.

The x-ray emission of a plasma produced by picosecond and subpicosecond lasers
has been the subject of various investigations in recent years. The spectral properties of
this radiation are similar to those observed earlier in experiments with longer laser pulses.
The measured spectra have a quite standard fsem Fig. 1bwhich is reproduced well
by a corona model, while the variations of the line intensities can be described by
variations of the plasma parameters, such as the temperature, density, and the ionization
composition. It is important to note that when short laser pulses interact with matter, the
production of a preplasma due to the presence of a laser prepulse plays an important role.
The present experiments were performed with a femtosecond laser characterized by an
ultrahigh contrasfratio of the pulse and prepulse intensitiesthe order of 16" (Ref. 4.

The result of these experiments was detection of spectra of a new type, not previously
observed in this spectral regidRig. 10.

The unconventional spectra that we observed differ from more familiar spectra by
the presence of a complicated, quasicontinuous spectral structure in which the main lines
are embedded. The theoretical spectra calculated in a quasistationary corona kinetic
model of a plasmdsee Fig. 1§ although similar to the typical experimental spectra
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(Figs. la,b, are completely unsuitable for describing the new specttiig. 109. The
physical reason for such a sharp restructuring of the spectrum is naturally associated with
the difference in plasma production mechanisms. When there is no preplasma, an ul-
trashort laser pulse interacts directly with the solid matter, resulting in the formation of
plasma with a much higher electron density. At such densities many spectral lines that are
hardly excited at all under corona conditions begin to dominate the emission spectra of
the plasma.

In the present letter it is shown that the new type of spectra observed can be
interpreted only by taking into account the radiation emitted by multiply charged hollow
ions(i.e., ions with an emptK shel) in an ultradense plasma. Transitions of this type in
neutral and quasineutral objedtsollow atom$ have been observed in experiments on
the interaction of ion beams with a solid surface and have been actively studied during
the last several years in connection with their atomic-clock propdis, for example,

Refs. 5—-10. Similar structures for multiply charged ions were recently observed in the
spectra from regions close to the target surface in plasmas produced by a pulse from the
NIKE laser!

The experimental investigations were performed on the TRIDENT laser installation
at Los Alamos National LaboratofyThe laser pulse had a duration of 500 fs, energy 550
mJ, and maximum intensity of the order of (0.5<190'° W/cn?. The power contrast
between the main pulse and the natural nanosecond prepulse was at1as040Solid
silicon targets were used.

The x-ray spectra of the plasma were observed with a spectrograph with a spheri-
cally curved mica crystal. Crystals with radii of curvature equal to 100, 150, and 186 mm
were used. The crystal, plasma, and photographic film were arranged according to the
FSSR-1D and FSSR-2D schenfe$his made it possible to record spectra with high
spectral {/ S\ =10 000) and spatialdx=10 um) resolutions simultaneously.

The spectral structures in the region 6.16—6.28nkar the resonance line of the Si
XIV ion) can be due only to transitions from the excited levels of ions with so 1
electrons. Such transitions result in, for example, the emission of thedspnance line
itself and its so-called He-like dielectronic satellites, i.e., lines whose upper levels are
doubly excited states of a two-electron ion. To find additional spectral lines near the Ly
line, we performed atomic calculations using the SUPERSTRUCTURE Yotibe
method of Refs. 13 and 14 was used to calculate the autoionization widths. The multi-
configurational wave functions for the bound states were calculated in the intermediate-
coupling approximation taking into account the Breit—Pauli relativistic corrections. The
autoionization matrix elements, including orbitals of the continuous spectrum, were cal-
culated by the distorted-wave method.

Our calculations showed that many lines due to transitions in multielectron systems
with g= 3 electrongLi-like, Be-like, ... ion9 and with an emptK shell, i.e., transitions
in hollow ions, fall into the experimental range. The populations of the states of hollow
ions withq=3 in a corona plasma are negligibly small, and the emission spectra of such
a plasma which are due to ions wigi< 3 have the characteristic form shown in Figs. 1a
and b. In the ultradense plasma with electron denifyexceeding a critical valudl*
(for a silicon plasma\* is of the order of 1& cm %) the level-populating mechanisms
that are nonlinear itN, lead to a large increase in the populations of the states of hollow
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FIG. 2. Spectra emitted by different states of hollow ions, calculated for the case of a Boltzmann distribution
of |-subshell populations.

ions, thereby increasing the amplitudes of the corresponding spectral lines. We note that
the most important consequences of this effect araollisional mixing of differentl
subshells in configurations with fixed principal quantum numeand b increase in the

role of additional mechanisms for populating states wgjta3, such as, for example,
dielectronic capture from excited states and ternary recombin&i§n.

Figure 2 shows the computational results for spectra emitted by the states of hollow
ions withq=2, 3 and characterized by different sets of principal nump2rs] and[ 2,
n, n4]. To construct the total emission spectrum it necessary, obviously, to solve a
corresponding system of kinetic equations. It should be noted that assuming a Boltzmann
distribution over the subshells substantially simplifies the kinetic simulation because the
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FIG. 3. Comparison of the emission spectra of a silicon femtosecond laser plasma with a calculation performed

for a plasma in local thermodyamic equilibrium with=350 eV andN,=6x 10% cm 3.

number of atomic levels studied decreases sharply. The kinetic system in this case must
be solved not for individual atomic states but rather for entire ionic complexes charac-
terized by different sets of principal quantum numbers. In an ultradense plasma the
distribution of ions over ion complexes will be Saha—Boltzmann-like. The corresponding
total spectrum is displayed in Fig. 3. We note that in calculating this spectrum the
self-absorption of the Lyline was taken into account in the Biberman—Holstein approxi-
mation.

As one can see from Fig. 3, the synthesized spectrum on the whole agrees quite well
with the experimental data. The differendgle presence of two unexplained maxima
near 6.215 A and 6.23 A as well as the underestimation of the observed intensity in the
entire spectral regiorare due, according to preliminary calculatidhgy the neglect of
hollow ionic complexes of the typg2, n, n] with n=3 and[2, n] with n>4 and
configurations withg=4.

In the present work it was shown that the new type of quasicontinuous spectra
observed in a femtosecond laser plasma produced by a high-contrast pulse is due to
transitions in multiply charged hollow ions. Therefore a laser plasma is a natural source
of hollow ions and offers new possibilities for analyzing their properties. The presence of
ionic states with emptyK shells in such a plasma is a consequence of its ultrahigh
density, resulting in breakdown of corona conditions. A new type of spectral diagnostics
based on the construction of the emission spectra of a plasma not from individual spectral
lines but rather from entire spectral complexes characterized by different sets of principal
quantum numberpn, ny, n,] was proposed. The model calculations performed assum-
ing Saha—Boltzmann equilibrium demonstrate good quantitative agreement with the mea-
sured spectra and show that an adequate kinetic model of an ultradense plasma must be
constructed with the states of hollow ions taken into account.
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It is shown that the square-root van Hove singularity appearing in the
density of states/(Eg)~(Ex— Eo) 2 as a result of extended saddle-
point singularities in the electron spectrum of highsuperconductors
based on hole-type cuprate metal-oxide compounds gives a honmono-
tonic dependence of the critical temperatiireon the position of the
Fermi level E¢ relative to the bottonE, of the saddle. Because the
divergence ofv(Eg) is canceled in the electron—electron interaction
constant renormalized by strong-coupling effedts,approaches zero
asEr—Eg, in contrast to the weak-coupling approximation, where in
this limit T, approaches a finiteclose to maximurnvalue. The depen-
dence obtained folf ., as a function of the doped hole density in the
strong-coupling approximation agrees qualitatively with the experimen-
tal data for overdoped cuprate metal oxides. 1@98 American Insti-
tute of Physics[S0021-364(108)00807-X

PACS numbers: 74.25.Jb, 74.%h

1. Photoelectron spectroscopy experim&msvith high angular and energy resolu-
tion show that the electronic spectra of layered crystals of cuprate metal oxide com-
pounds(MOCs) with hole-type conductivity(YBaCuO, BiSrCaCuO, TIBaCaCy@on-
tain “flat-band” regions near the Fermi level which consist of extended saddle-point
singularities (SPS$ with a square-root van Hove singularity/HS) in the electronic
density of states/(Eg) ~ (Ex— Eo) ~ Y2 The Fermi energy;=(Er—E,) and the Fermi
momentumkeg,~+/2mj 1, in such quasi-one-dimensional parts of the spectrum with
effective massn; >m, (wherem is the mass of a free electrpare anomalously small
and for optimally doped crystalg;=20-30 meV andkg;=0.15-0.17 A!, respec-
tively, while the extent of the saddle-point singularityRs=0.5 A~1 (Refs. 4 and b

As was shown in Refs. 2 and 6 in the weak-coupling approximaB@s modef),
extended SPSs with square-root VHSs leadeg=T_ to a nonexponentigpower-law
dependence of . on the dimensionless effective electron—electron attraction constant
T.~u\?, wheren~\,VE,/u,, i.e., the critical temperature approaches a constant limit
T~ El)\i as u,—0. Therefore, according to Ref. 2, at energigsof the order of the
width of the band E;>1 eV), quite high value§ ;=100 K can be achieved at very low

0021-3640/98/67(7)/6/$15.00 495 © 1998 American Institute of Physics
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values\;~0.1, irrespective of the mechanism of Cooper pairing of the charge carriers.

However, for large values ol it is necessary to use the strong-coupling

approximatiorf in which the renormalization of the interaction constamt\/(1+\)
cancels the divergenoe~ v(,uﬂ~,u[“2 at the pointu;=0. Because of this, as is shown

in the present workT .~ u, asu,—0, i.e., T, vanishes when the Fermi level touches the
bottom of the extended SPSs, in contrast to the weak-coupling approximétionere

T. approaches a finitéclose to maximurnvalue asu;— 0. The nonmonotonic depen-
dence ofT; on the doped hole density, obtained when strong-coupling effects are taken
into account agrees qualitatively with the experimental data for overdoped cuprate

MOCs 210

2. We start from the assumption that the mechanism of Riglsuperconductivity
(HTSO) in layered cuprate MOCs is Cooper pairing of fermidekectrons, holesdue to
the exchange of virtual bosor(@honons, magnons, plasmons, excijorss is well
known,®in the strong-coupling approximation the superconducting state is described by
a system of equations for the norn¥ and anomalou’., self-energy parts. Assuming

that the characteristic ener@/ of the bosons that carry the interaction is much higher
thanT,, the linearized equation for the gak,w) at the Fermi surface in the limik

—T. can be represented in the following form, taking into account the quasi-two-
dimensionality of the electron spectrum in layered MOC crystals and the anisotropic
structure of the electron—electron interaction:

1o A O_lf%dﬁ ﬁde , " VW . hw
(L+N(0))A(0, )—5 om —fz? (6" ,0)v(0',w)W(0,0",w)tan 2—TC,

()

where \(0)=— 92 41(0,w)/dw|,—o is the dimensionless retarded-interaction constant,
A(6,0)=3,(6,w)/(1+\(0)) is the anisotropic gap in the quasiparticle spectrarand

¢’ are the angles made by the electron moménémdk’ on the Fermi surface and the
direction of one of the principal crystallographic ax@sof b) in the plane of the layers,
andW( 6,0’ w) andv(6,w) are, respectively, the matrix element of the electron—electron
interaction and the electronic density of states, which can be represented as Fourier series
expansions in the anglé and ¢'. In what follows, we shall confine ourselves, for
simplicity, to the first two terms in the expansion\M 6, 8’,w), which correspond to the

A; and B, representations of the,C symmetry group of the CuQcuprate plane,

W(0,0,w)=Wy(w)+Wy(w)cos P cos B’ +W,(w)cos & cos 4’ (2

and we represent the anisotropic density of states near a closed cylindrical hole-type

Fermi surfacgFig. 1) in the form
1 M1
./ +
VlRe ILL1+ w_ Vol.

(0 ,w)=v,(w)+v_(w)cosBH'; vi(w)=z

. ®

Here vl(,u1)~,u1‘1’2 is the density of states on the quasi-one-dimensional parts of the
Fermi surface near extended SPSs with a square-root VHS, while the constant
density of states on the quasi-two-dimensional parts of the Fermi surface in the direction
of the diagonals of the Brillouin zone. In this case the anisotropic coupling congtént

has the form
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k' (x/a,x/a)

FIG. 1. Section of the Fermi surface of layered cuprate metal oxides of the type BSCCO. The closed cylindrical
hole-type Fermi surface is centered at the corneia( =/a) of the Brillouin zone.

1
N(O)=Ngt+NgCOSH; No=v,(0)Wy(0); )\4=§ v_(0)W,(0). 4
For sufficiently large positive values ai/;(0) and W,(0) the s-wave symmetry of
Cooper pairing with anisotropic gap parameter
Ay(,0)=Ag(w)+Ay(w)cos H, (5)

can predominate. Then the critical temperaftifés determined by solving the following
system of coupled integral equatiotfer simplicity, we neglect thes dependence oA

andW in the region|w|<Q):

1 1 06 do 1 ®
(1+)\0)A0+ E)\4A4:§W0(0) f_ﬁ j V+((1))A0+ _V_(w)A4 tanhﬁ, (6)

2

c

14 0o At A g g= - W,(0 f o do A Agltanh— 7
(1+No)Ast Ny =7 4(0) 7(17[14(&)) atv_(w)Ao]tan 2__|_§ 0
At the same time, for a sufficiently large positiVé, thed,2 2-wave symmetry of

Cooper pairing with an anisotropic gakpy(#)~cos 2 and a critical temperaturég
determined by the equation

1 —1W0fﬁ do hw g
( +7\o)—z 2(0) i e tan >7d (8

C

vo(w)+ Ev_(a))

can predominate.
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3. Since most experimentsee, for example, Refs. 11-)l4ttest tod,2_ 2-wave
symmetry of the gap in high superconductors, we shall examine this particular case,
which in our model corresponds to a large positive matrix elerdénin Eq. (2). Then,

with allowance for expression8), for ,ul<ﬁ Eqg. (8) becomes

1o W, 3 J‘ﬁda) ,Lthhw+ | Q g
“a1ng |27, o Vit e B re 2N ) [ ®

The first term in braces in Eq9) describes the contribution of quasi-one-dimensional
parts of the Fermi surface with a square-root VHS in the density of states, and the second
term describes the contribution of the quasi-two-dimensional parts of the Fermi surface
with a constant density of states.

ForTg<,u1 we obtain by approximate integration overin Eq. (9)

- 1+X\
(T%0" 2= (4p) 32012 exp{ - 0], (10
2
where
vi(py) L] 1
=—: =—- A\ == +v,)W,.
ay(pq) vi(py)+ vy ay( ) vi( )+ vy 2(m1) 2(”1(#1) v2) W,

(11)

In the opposite case, i.eT,2>,u1, in which v;>v, and \g=~3v;Wy>1 asu,;—0, it
follows from Eq.(9) that as a result of the cancelationgfin the renormalized coupling
constant one has

Te~241(3W,/2Wp)?, (12)

o) thatT‘C‘—>O asu;—0. Using the equation&) and (7), it can be shown that in the
strong-coupling approximation a similar resufgt- u, as u;—0) is also valid in the
case ofs-wave gap symmetry, in contrast to the result obtained in Refs. 2 and 6 in the
weak-coupling approximation, where the valueTgfis finite and close to the maximum
value with u;=0.

Figure 2 shows the curves E)Tﬂ versusu 4 obtained by solving Eq8) numerically
for different values of the paramete® and N1=viW, where vi=v,(uy) and
11 ~(0.02-0.03 eV, which corresponds to the position of the Fermi level in optimally
doped cuprate MOC crystat$. The solid curved and?2 were calculated fofl=0.1 eV
andQ =2 eV with a fixed ratiov} /v,=5 and for values of the constarts and\ that
put the maximum oﬂ"cj as a function ofu, at the pointu} =0.03 eV and give the
maximum valueT ~110 K observed experimentally for BSCCO. We note that for a

fixed ratio of the constants; and\yg=\q(u*), these conditions, imposed on the posi-
tion and magnitude of the maximum valueTf, lead to a power-law dependence)gf

on Q with a small exponenB~ —0.06. A log—log plot of this dependence is shown in
the inset of Fig. 2. As we can see, the value of the coupling constatitat gives quite
high values ofT, is relatively small and is virtually independent of the characteristic

interaction energﬁ, which is determined by the specific mechanism of Cooper pairing.



JETP Lett., Vol. 67, No. 7, 10 April 1998 Pashitskil et al. 499

1680

140

120

100 +

0.1 . T

01 Gev 10
o T T T T T T
000 001 002 003 004 005 006 007
ny, &V

FIG. 2. T, versus the Fermi energy,=Er—E, on extended SPSs, calculated in the strong-coupkotid
curves and weak-couplingdashed curvesapproximations. Curve and 1’ correspond t)=0.1 eV and
\1=0.68, while curve® and2’ correspond td)=2 eV and\;=0.5.

The dashed curves in Fig. 2 sh@W calculated for the same values of the parameters but
neglecting the renormalization of the interaction constant by the factoxy] this cor-
responds to the strong-coupling approximatién.

Figure 3 shows the concentration dependencﬂ(ﬂorresponding to curvekand
1" in Fig. 2 and obtained using E¢) for the density of states. The experimental values
given in Ref. 10 for the critical temperature as a function of the hole dengigyer Cu
atom are presented for comparison. As one can see, good agreement is observed between
the experimental data and the theoretical dependdi(e,) obtained in the strong-
coupling approximation.
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FIG. 3. T versus the hole density, per Cu atom. The theoretical curves correspond to cuhaesdl’ in Fig.
2. The experimental data are from Ref. ®:— TIPbCaYSrCu(Q(1212, A — BiPbSrLaCu((2201).
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In summary, we have shown that the decrease of the critical temperature of a
superconducting transition in overdoped cuprate MOCs with increasing hole density and
the vanishing ofT . at some value oh, are due to a square-root VHS in the electronic
density of states on extended SPSs and do not depend on either the mechanism of Cooper
pairing of the current carriers or the gap symmetry.
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was supported by Grant 2.4/561 from the Ukrainian State Fund for Fundamental Re-
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The anomalous proximity effect betweemavave superconductor and

a thin disordered normal layer is studied theoretically in the framework
of Eilenberger equations. It is shown that disorder of the quasiparticle
reflection from this thin layer leads to the formation of siwave
component localized near the boundary. The angular and spatial struc-
ture of the pair potential near the interface is studied. 1998 Ameri-

can Institute of Physic§S0021-364(18)00907-4

PACS numbers: 74.56r

There is accumulating experimental evidence that the behavior of high-temperature
superconductorHTS9 can be understood in terms of tHevave pairing scenario rather
than the conventiona-wave picture. On the other hand, it is well known that dheave
order parameter is strongly reduced by electron scattering on impurities and therefore can
be formed only in clean materials. However, the condition of the clean limit is not
fulfilled in the vicinity of grain boundaries or other HTS interfaces even if these materials
are clean in the bulk. There are at least two reasons for that. The first is that quasiparticle
reflection from realistic interfaces is diffuse rather than specular, thus providing isotro-
pization in momentum space and suppression of the order parameter ohwiaee
channel. The second reason is contamination of the material near interfaces as a result of
the fabrication process or electromigration in large-scale application devices. Therefore
the formation of a thin disordered layer near a HTS interface is highly probable. What
kind of superconducting correlation one can expect in such a layer? The answer to this
fundamental question is very important both for small- and large-scale applications of
HTS materials.

Anomalies at the surface ofdrwave superconductor have been analyzed theoreti-
cally in models based on specular quasiparticle reflection from clean inteffécese
zero- and finite-bias anomalies predicted in those papers were recently observed experi-
mentally in Refs. 7 and 8. In this paper we focus on the problem of the anomalous
proximity effect between a-wave superconductor and a thin disordered layer. We will
show that disorder of the quasiparticle reflection from such a layer leads to the formation
of ans-wave component localized near the boundary, even if the coupling constant in the

0021-3640/98/67(7)/7/$15.00 501 © 1998 American Institute of Physics
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s-wave pairing channel is zero. The magnitude of this component is studied as a function
of interface orientation and temperature. We will argue thatsthave state is gapless
and the features in the density of states predicted in Refs. 1-6 are smeared out.

There are two approaches to the description of the influence of disorder of the
quasiparticle reflection at interfaces on the properties of the interfacial regions. In the first
approach it is assumed that an interface consists of facets with a random orientation of
the normal to the interface with respect to thaxis of the HTS material.In the second
approach, both sides of the ideal interface are coated by an Ovchinnikov thin dirty
layer®®%n the latter case the degree of disorder interfacial roughnegsvas charac-
terized by the ratio of the layer thicknedsto the quasiparticle mean free pathin the
layer. Both models focus only on the study of Andreev surface bound states and do not
take into account the effect of surface-induced changes of the symmetry of an order
parameter near the boundaries.

To make the last effect more evident we consider the situation in which the cross-
over from the clean limit to the dirty limit takes place in a thin layer near the boundary.
We will also assume that the lattice constant/ and that the thickness of the layer
d<\/&/ , where&, is the coherence length of the bulk material.

To study the proximity effect at the interface we can use the quasiclassical Eilen-
berger equations; which may be conveniently rewritten in terms of the functions
O, =(f(r,0)+1(r,0+ )2 andd_=1(r,0)—f(r,0+ m):

dd_ 2
dod  +v COSHW:4AQ+ ;(g<¢+>—@+<g>), 1)
dd 1
20 cosf—5--=—| 2w+ ;(g) o, 2
dg 1
2v cosaﬁz 2A+ ;<CI>+> d_, (3)
T A
Aln=—+27T > (——<x(a,a')<p+>)=o. (4)
Tc w>0 \W

Here w==7T(2n+1) are the Matsubara frequencias,is the Fermi velocityx is a
coordinate in the direction of the interface normélis the angle between the interface
normal and the quasiparticle trajectorys / /v, and( . ..)=(1/27) f37(...)d6. On the
assumption that the coupling constanté,6’) in a d-wave channel has the foff
Ng(0,60")=2\ cos(D)cos(') and As=0, the self-consistency equatigd) yields for

the pair potentialA = \2A (x)cos(26— a)). We also assume that the Fermi surface has a
cylindrical shape.

Equations(1)—(4) must be supplemented by the appropriate boundary conditions.
Far from the interface the functiorB, must coincide with the bulk solution

2. cog2(6-a))
 Jo?+2A% cof(2(6—a))

®)

+
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Two boundary conditions for the functioh, and its derivatived® , /dx are re-
quired at the interface between the clean and disordered regiond-efaze supercon-
ductor x=0). These conditions can be derived by integration of the Eilenberger equa-
tions (1) and(2) in a small region near the interface. In accordance with Ref. 13, the first
condition is the continuity ofb _ at the interface and can be written in the form

/ cos 6 d<I>+(—O)_v cosf dd_ (+0)
(9(—0)) dx 2w dx

(6)

This condition is a statement of conservation of current across the interface.

The second boundary condition depends on the backscattering properties of the
interface. To account for such a backscattering we introduce a strongly disordered thin
layer located near the interface atd<x=<0, which is characterized by the mean free
path /5, wherea</5,6<d,/. Assuming that all the interfaces are transparent and
integrating Eqs(1) and(2) over the interval- §<x<0 in the limit 5—~0, we arrive at
the second boundary condition

dd,. (-0
D/#:
dx

¢ (+0)=P,(-0), (7
whereD=26//5. For D=0 Eq. (7) is a direct consequence of the continuity of the
Eilenberger functions along quasiclassical trajectories, which is valid for a transparent
SN boundary*® As D increases, the probability of quasiparticle penetration intoNthe
layer (@, (—0)~D 1d_ (+0)) decreases a8 *. This means that the most of them
are diffusely reflected back to the bulkwave region at length scales smaller than

In the following we will consider the case of strong disordérgd. Then it follows
from Refs. 13 and 14 that for a totally reflecting free interfages d) the boundary
condition is

d
&<I>+ =0. (8)

In the limit /< &, it follows from (1)—(4) that A=0 in the disordered layer. Then
Egs. (1)—(4) in the region—d<x<—/ are reduced to the dirty limit forrt?, which
formally coincides with that for a normal metal with,,=0. Since in this regime the
scale of variation of ®,) and(g) is of the order of the dirty limit coherence length
Véo/, the functions(®d ) and(g) in the disordered layer are independentxofvhen
d <\&,/. Then the Eilenberger equations in the regienl<x<0 are substantially
simplified and have the solution

coshik(x+d)) sinh(k(x+d)) 1

P =(PFA costikd) ¢-=- costikd) ' /[cosd’ ©
®,) coshk(x+d))
g=(9)— <<g>>A costikd) ' <(I)+>2+<g>2:1- (10

Making use of the boundary conditioit), (7) at x=0 and(9), (10), one can further
reduce the problem to the solution of the Eilenberger equatitpis(4) in the clean
d-wave superconductox&0)
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d’d v|cos|
2 — =
K f % cos2(0-a)g. 5 (11)

—=—_\2 —cos{Z( 60— a (12)

with the condition(5) in the bulk &= ¢,) and the boundary condition

D, (0)=(P,(0)—(P,(0))), (g(0))=v1—(P.(0))?
(13)

[K<g<o>>+D% &

atx=0.

In the following we will limit ourselves to the situation when the disordered layer
has the strongest effect, namely whéred andD =0. In this case the boundary condi-
tion (13) has a closed form. The isotropic Usadel funct{dn, (0)) has to be determined
self-consistently as the result of an iteration procedure.

In the limit k<<1 the pair potential (x) is a smooth function of at distances of the
order of k. Then the boundary value problefhl)—(13) is substantially simplified and
has the asymptotic solution

ve=voreGgen| - [t

n:G(O)(‘I’+(0)>—‘I’(0)+<9(0))K‘I’ (fJ), (14
G(0)+(g(0))[1~«(¥(0)/A)']

00— w Vix)= J2c042(6—a))A(X)
Vo2 +2AZ%(x)cof(2(6—a)) VoZ+2A2(x)cod(2(6—a))

(15

Here a prime denotes the derivative with respect to the coordindttéollows from Egs.

(14) and(15) it follows that atx=0 the anomalous Green’s functidn, (0) is a sum of
three terms with different angular symmetry. Two of them are simply the isotropic part
and the term with thal-wave symmetry. The last one is proportional to the product
A’(0)|cosfcos(260—a)) and can be considered to be a source for the formation of a
nonzero component in thewave channel. Thus the gradient of the pair potential at the
interface results in spatial variation of the functidn_(x) with a characteristic length
that depends on the direction in momentum space. This differened dh leads to a
larger deformation of thel-wave angular dependence &f, (x) the closerx is to the
interface. As a result, a nonzero angle-averaged valug(x)) appears which is local-
ized near the interface.

In the general case of arbitrary values«othe problem was solved numerically. The
isotropic functior{® , (0)) and the space-dependent pair poteniigX) were calculated
by an iteration procedure from the boundary conditi@3) and the self-consistency
equation(4). The results of numerical calculations shown in Figs. 1, 2, and 3 confirm the
simple arguments presented above.
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FIG. 1. Angular dependence df , (x) at different distances from the interfaceTat 0.7T .

Figure 1 shows the angular dependencebaf(x) far from the boundary x> &)
and atx= &,, 0 for two different orientationg of the a axis with respect to the normal
to the interface. In both cases far from the interface the angular distribution is typical for
ad-wave superconductor. At= £, the positive lobe is suppressed more strongly than the
negative one, since(6) is smaller in this direction than in the direction of the negative
lobe. Hence ax~ &, the negative lobes @b , (x) practically reach the local valu¥(x),
while the positive lobes have not yet done so. This difference leads to a negative sign of
the s component{®, (x)) (see Fig. 2 In the vicinity of the interface X<0.3%;) the
situation is just the opposite. According to E44), on account of the angular depen-
dencex(6)x |cosd the negative lobes are suppressed more strongly than the positive
lobes, and the functiod . (x)) changes sign to positive and reaches its maximum at
x=0. It is important to note that exactly af==/2 it follows from (14) that
. (0,7/2)=¥(0,7/2), while limy_, . P, (0,0)=¥(0,7/2)+ 5. This discontinuity is
a manifestation of the simple fact that quasiparticles which propagate exactly parallel to
the interface have information about the disordered region only via the local value of

<®,(x,0=0,0=nT)>

FIG. 2. Spatial dependence of the surface-indussedive component® . (x)) at various temperatures. Inset:
Behavior of the pair potential (x) near the interface.
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FIG. 3. Behavior of the pair potential near the interface for different misorientation amglaset: Dependence
of (¢ ,(0)) on .

A(0), while for all other directions a direct interaction between the two regions takes
place. However, this discontinuity &= /2 does not contribute to the result of the
angular averaging ob, in (13).

Figure 3 shows the spatial variationsfx) for different values of the angle. As
is seen from(14), (15), the function® . (0,6) near an interface has a contribution pro-
portional to|cosf|cos(2¢— )). This immediately leads to the result that the amplitude of
the s component induced in the disordered layer scales with misorientation angte
(®,(0,a=0))cos . At a= /4 the superconducting correlations are not induced in the
disordered layer, i.e{®, (0))=0. Further increase af leads to a sign change of tise
component. As is seen from Fig. 3, these qualitative considerations are in good agreement
with the results of exact numerical calculations. In particular, for dhg case @
=/4) we have(d,(0))=0. At the same time, it is important to note that the pair
potentialA(0,a= 7/4) is nonzero, in contrast to the case of a specular reflecting bound-
ary. The reason is that in the present case of diffuse scattering from the interface there is
no symmetry requirement that the functidn_(0,a= m/4) must vanish.

In the whole temperature range the amplitude of the ofthe&ve componentd . )
induced in the disordered lay¢see Fig. 2 is an order of magnitude smaller than the
amplitude of the order parameter in the bulk superconductor. That meang(baj is
practically temperature independent and is close to unity. Thus, taking into account that
(g(0)) is independent of the Matsubara frequencies and&#dt(0)~®, (0), from the
boundary conditior(13) we immediately have that at low temperatufds, (0)) xw if
o<A and that it falls off ag® , (0)) « w2 as soon am exceeds the value . Since
the density of state?N(s)=Re(g(0,c=iw)), where (g)=1—(®,)?, the property
(®,)cw at smallw results in a gapless density of states in the disordered layer. The
density of states has only small anomalies at enekgied. The behavior of the density
of states will be discussed in more detail elsewhere.

In conclusion, we have studied theoretically the proximity effect betwegtwave
superconductor and a thin disordered normal layer. It is shown that disorder of the
quasiparticle reflection from this layer leads to the formation osamve component
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localized near the interface. This model might be relevant for description of rough HTS
interfaces.

We would like to thank H. Rogalla, G. Gerritsma, and Yu. Nazarov for helpful
discussions. This work is supported in part by INTAS Grant 93-790ext and by the
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A method is proposed for observing the spins of individual particles by
combining ESR and STM methods using a ferromagnetic needle or
paramagnetic tip. ©1998 American Institute of Physics.
[S0021-364(©8)01007-X

PACS numbers: 07.79.Cz, 07.57.Pt

1. INTRODUCTION

The use of scanning tunneling microscopy for detection of single paramagnetic
centers(PMCs has been an object of attention of both experimenters and theorists for a
number of yeard:’ This interest is linked with the general problem of surface nanoscopy
— the application of nanoscopy for qualitative and quantitative chemical analysis of
surfaces. The attribution of definite “spots” in a STM pattern to some atoms or mol-
ecules on a surface is still mainly heuristic. In Refa peak was observed in the spectral
distribution of current fluctuations at the Larmor precession frequendy a static field
Ho, wo=vysH, where vy, is the gyromagnetic ratio for the PMC. In the experiments of
Ref. 2, besides a static field, there was also an ac field; L H, of frequencyw acting
on surface spins. It was observed that when the field passed through resonance, the
Fourier component of the current at frequeneychanged. The high shot-noise level at
frequencies= wy makes it difficult to measure the effect. The theoretical models explain-
ing the experiments of Refs. 1 and 2 were continued in Refs. 3—6. In Ref. 4 the corre-
lation of the spin-dependent scattering of tunneling electrons by PMCs, leading to current
modulations; was studied. In Refs. 3, 5, and 6 single-particle mechanisms of current
modulation were proposed, based on allowance for the off-diagonal elements of the spin
density matrix in the scattering by PMCs. We note that spin rotation can be detected with
the aid of a current only if the polarization of the tunneling electrons is appreciable.

In Ref. 7 it was shown that the tunneling current in a STM can be modulated by spin
transitions in a biradical on the surface. This is hardly a general case, since biradicals are
rarely encountered on surfaces.

2. PHYSICAL ORIGIN OF THE EFFECT

We shall study PMCs on the surface of a nhonmagnetic material and, as in Ref. 2,
consider the classical experimental arrangement for ESR. The stationary tunneling cur-
rent through a surface region containing PMCs can depend on the average polarization

0021-3640/98/67(7)/5/$15.00 508 © 1998 American Institute of Physics
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of the PMC spin. The characteristic current measuring tintea STM is 10 -10 ° s,
which is much longer than all relaxation times of the PMC spin, during which a station-
ary spin polarization is established. In the presence ef# ° A current 10— 10°
electrons pass near a PMC over a timeTherefore it can be asserted that to a high
degree of accuracy the observed current depends on the stationary spin populations.

Let us examine the physical reasons for the possible dependence of the current on
the direction of the spin of PMCs on a surface. The tunneling bdt{e) varies at the
location of the PMC. The magnitude and form of the chafigeg in the tunneling barrier
depends on the spin state of the system “electtoRMC” — triplet or singlet. Accord-
ing to Ref. 8, the amplitude of the tunneling transition is proportional to the subbarrier
Green'’s functionG(r,r’,E) of the tunneling electron that connects the region on the
surface(r) and a region of the needle’(:

G(r,r’,E)~exp[ fr'\/2[|E|+U(r")+ sU(r)]dr" . (1)

Here atomic units are useH, is the energy of the tunneling electron, and the integral is
taken along the “tunneling trajectory® The amplitude of the spin-elastino change in
the spin direction of the particlptunneling transition of an electron can be written in the
form

A=Ay(1l+a), 2

where A, is the transition amplitude in the absence of PMCs, whiles the relative
magnitude of the spin-dependent part of the amplitude due to PMCs on the surface. It
appears only when the needle is located above a PMC, i.e., when the “tunneling trajec-
tory” passes near a PMC. The quantiyis negative for positiveSU and positive for
negativesU. Correspondingly, we should observe a decrease or increase in the electron
tunneling probability. We note that an adsorbed particle can change the tunneling current
not only by changing the tunneling barrier. The interaction of the adsorbed particle with
conduction electrons changes the density of states near the Fermi Sk also
changes the tunneling current. However, for nonmagnetic materials this change does not
depend on the spin direction of the PMCs.

Let us denote the relative transition amplitudes of an electron with spin parallel or
antiparallel to the PMC as; and ag, respectively. Besides the spin-elastic, a spin-
exchange tunneling transition is possible in the case of antiparallel spins of the electron
and PMC. We shall denote the relative amplitude of such a procelsibis easy to see
that to observe changes induced in the tunneling current by a change in the spin polar-
ization of PMCs, either the tunneling electrons must be polarized or the tip in the STM
must be spin-sensitive, i.e., the “terminal” atom on the tip must be paramagnetic in order
for the tunneling amplitude to depend also on the spin of th§uit as in optics, in order
to observe rotation of the polarizer either polarized light must be passed through the
polarizer or the transmitted light must be analyzed with a second polariér shall
examine both possibilities.

The equilibrium polarization of PMCs in a magnetic fi¢lgis
o ny—n_
T n.+n_

o

2T

=tanh

; ()

S
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wheren, andn_ are the populations of the spin states parallel and antiparallel to the
field, andT is the temperature. Even in-al T field §; becomes appreciable only at
liquid-helium temperatures, while at room temperatge 10 3. The equilibrium polar-
ization of the conduction electrons of nonmagnetic metals in an energy layer eqéal to
— the voltage in the STM — is much smallef,~ w,/V. For characteristic voltages
V~(0.1-1) V we haves~ 10 *—10°. For this reason, the polarization of the tunneling
electrons in such metals can be neglected. But in ferromagnets, such as Fe, Co, Ni, and
their alloys, the polarization of thd electrons is close to 1. Taking into account the
nonmagnetics electrons, the polarization of electrons with energies clodg; tand J; is

of the order of tenths. The polarization of electrons tunneling from a ferromagnet will be
of the same order of magnitude.

Let us examine the current in an STM with a ferromagnetic needle. Usin(REdt
is not difficult to separate in the expression for the total tunneling cudgatpart], that
depends on the polarizatiafy of the PMC. We obtain

h_ o ea-l
Jo T3, a1l

4

Here 634/ is the relative change occurring in the tunneling current in the presence of
PMCs on the surface. OrdinarilyJs/J,~10 1—1. We have introduced the ratio of
the tunneling amplitudes:

a=agla;. )

In the derivation of Eq(4) we neglected the inelastic amplituble since ordinarily it is
less thara. For the case when a paramagnetic center is present on the needle we obtain
instead of Eq(4)

Jo~ 2 3y Jg atlpil )

Here 6, is the polarization of the spin on the needts atsla{ is the amplitude ratio for
PMCs on the needle, angll,/J, is the relative change occurring in the current due to a
PMC on the needle.

To measure the effedd), (6) it is necessary to change the polarizatién An
alternating fieldH(t) perpendicular taHy(t) and with frequencyw close towy can
appreciably decreasé; (it can saturate the ESR line of the PMGAf the field Hy is
modulated so that it would, with modulation frequeney,, pass through resonance
(wo= w), then the polarizatiod, will vary with the modulation frequency. A necessary
condition for observing this modulation in the currehtis

wn<7 L @)

3. OBSERVATION POSSIBILITIES

The amplitude of the modulational variation of the current in the STM is propor-
tional to the differencei—?s between the steady-state valuesyf denotedgs, and &
in the saturation regime, denotéd. The inequality §;— 35)/5,<1 is reached whefl

T1ysH1>1, ®
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where 7, is the spin relaxation time.

The timer, for PMCs on the surface of a metal at room temperature is very short,

since the spin—lattice relaxation is due to spin-exchange scattering of conduction elec-
trons by PMCs;;<10 s, so that it is impossible to decreagesubstantially. For this,
H,; must be of the order of 1000 Oe. Only at liquid-helium temperaturesr¢cd&recome
sufficiently long for the conditior{8) to be satisfied and to be able to makeclose to
zero. Under these conditions the equilibrium valuegoand §; in ~1 T fields can be
~10"1. Then the amplitudd, /J, of the modulational variation can be10 2 and can
be observed experimentally.

In our view, a ferromagnetic needle and PMCs on a semiconductor surface are much
more promising for observing ESR in a STM. The charge carrier density in lightly doped
semiconductors can be(10*-10") cm™3. For such electron densities different mecha-
nisms of spin—lattice relaxation are based on the spin—phonon interaction, and even at
room temperatures; =10’ s. In these cases a spin-exchange tunneling transition with
amplitudeb can make an appreciable contribution to the spin kinetics of PMCs. It is not
difficult to obtain for the reciprocal of the time of such a transition

T1o~b?. 6. 9)

For the usual currents-10~° A in STMs and reasonable valu&g~102-10 3 we
obtain 7,,<10"8-10"7 s. Taking into account the times, and 7,5, we obtain the
following kinetic equation fors;:

dé, 1 1

a7 (08— (85, (10
Whereé‘g is the equilibrium value ofss, and ; is the spin polarization of electrons

tunneling from the ferromagnetic needle. Then the stationary polarizdtiappearing in
Eq. (4) equals

Ss= (71 M 1) (St + 8207 ). (12)

T1s/ 71 <1, (12

then 85~ &; . We now call attention to the fact that, in contrasﬁﬁq &; does not depend

on the magnetic fielH,. This effect, consisting of a substantial incredbg several

orders of magnitudein the stationary polarization over the equilibrium polarizati;iign

is due to the character of the spin-exchange relaxation and is analogous to the Overhauser
effect! — an increase in the stationary nuclear polarization.

If the conditions(8) and(12) are satisfied, the amplitude of the modulation variation
of the current(4) on passage of the field, through resonance is
J 0)s as—1
Rt by (13
\]o ‘]0 as+1
and can be substantial, of the order of several percent.

We note the following: 1 The modulation signa(13) is virtually temperature-
independent so long as the relati@t®?) holds andT<T., whereT is the Curie tem-
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perature of the ferromagnetic material of the needldéh@ signal does not depend on the
field Hy, which can be taken as the magnetic fiellgl produced by the needle; and,tBe

signal will be large only for a single polarity of the current in the STM, when electrons
tunnel from the needle into the surface, i.e., a negative potential must be applied to the
needle. When the polarity of the current changes, the amplitude of the modulation signal

decreases sharply, since thép= &2.

If the metal surface is coated with a thin film of a crystalline insulator, then it is also
possible to study PMCs on such a film. For this, the potential difference in the STM must
be such that the tunneling electrons reach the conduction band of the insulator. Then they
can traverse a distance of the ordemofthe mean free path, without being captured or
scattered, and they can give a so-called ballistic current in the STM. If the thickness of
the insulator film is less than, then we can use Eq#}) and(6) to study PMCs on its
surface.
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Normal (N) metallic (Ag) mesoscopic conductors with two supercon-
ducting (S) faces(Al), arranged mirror-symmetrically relative to the
streamlines of the current, periodically switch into the normal state as
the superconducting phase differente between the NS boundaries
approaches the valuésp=(2n+1)w, n=0,1,2 ... ,irrespective of
temperature and applied voltage. Fogp=2n7 and low applied volt-

ages the conductance passes through a maximum and approaches the
normal value as temperature decredsesntrancg As the voltage sub-
sequently increases, the conductance increases and passes through a
maximum. As the phase difference moves away from the valuges
=2nr, the maxima shift in the direction of low temperatures and volt-
ages. The latter result shows unequivocally that in our metal structures

it is necessary to take into account the next-order corrections to the
“weak’” proximity effect approximation. ©1998 American Institute

of Physics[S0021-364(®8)01107-4

PACS numbers: 74.80.Fp, 74.50.

Electron transport in normdN) disordered mesoscopic structures with contacts to
superconductor$S) exhibits a number of unusual features.As the temperature de-
creases below the critical value, the conductance of structures with one superconducting
contact increases, reaching a maximum value at a finite temperature corresponding to the
Thouless energy and returns to its value in the normal state as temperature decreases
further (reentrance A similar maximum is observed as a function of the applied
voltage® The conductance of structures with several N/S contacts oscillates with a “gi-

0021-3640/98/67(7)/8/$15.00 513 © 1998 American Institute of Physics
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I

lum Vv

FIG. 1. Sample geometry;!l,V,V — current and potential contacts for measuring the resistance of the section
AB. CDEF — superconducting loop, producing a phase difference between the @oentsiD. The marker
length corresponds to Am.

ant” amplitude, much greater than that predicted at the early stage of development of the
theory® as a function of the differencA¢ of the superconducting phases between the
N/S boundarie$:? Both the reentrance phenomenon and the “giant” oscillation ampli-
tude have been successfully explained on the basis of a quasiclassical tHéanyd it

was found that reentrance can be understood on the basis of a very simple model of a
“weak” proximity effect,®%!1in the approximation of low transmittance of the N/S
boundaries, without using more accurate modéfs.

In the present work we studied the effect of the phase difference on the reentrance
phenomena. The structures had two N/S contacts, arranged mirror-symmetrically relative
to the measuring currents. The structures shown in Fig. 1 were studied. These structures
were proposed in Refs. 1 and 2. It was observed that the transport properties of such
structures are virtually identical to those of normal structures when the difference of the
superconducting phases between the NS boundaries had the vajue$2n+ 1),
n=0,1,2 ... ,irrespective of temperature and applied voltage.&xer=2n7 and at low
applied voltages the conductance passes through a maximum and approaches the normal
value as temperature decreases, similarly to the manner in which this occurs in structures
with one contact. The dependence of the conductance on the applied voltage at low
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temperatures also has a maximum. The results of measurements with the indicated fixed
phases agree well with the predictions of the quasiclassical theory in the limits of both a
“weak” proximity effect®%!in the approximation of weak transmittance of N/S
boundaries, and a “strong” proximity effect, when the transmittance of the boundaries
high.”*? This indeterminacy is due to inadequate accuracy of the direct experimental
determination of the transmittance of the boundaries. However, more profound conclu-
sions about the mechanism of the influence of the superconductors can be drawn by
studying the line shape of the oscillations and the dependence of the positions of the
maxima of the conductance on the phase in the intervials<2A o<(2n+1) . It was

found that when the phase difference deviates from the valyes 2n7 the maxima of

the conductance shift in the direction of low temperatures and voltages. The latter result
indicates unequivocally that in our metal structures it is necessary to take into account the
next-order corrections to the “weak” proximity effect approximation even when the
deviation of the conductance from the normal value is relatively stoéithe order of

10%), since in this approximation the positions of the maxima are completely indepen-
dent of temperature and voltage.

Figure 1 shows schematically one of the experimental samples. This picture was
drawn from a photograph made with an electron microscope. The@radsd D of the
vertical part of the cross are in good contact with lead superconducting loops. To prevent
electrical contact between the normal current leads and the superconducting loops, a thin
dielectric interlayer (AJO3, Fig. 1) was placed between them. The samples were fabri-
cated by three-layer lift-off electron-beam lithography with the layers aligned to within
an accuracy of the order of 50 nm. The first layer consisted of silver, the second layer was
a dielectric, and the third layer consisted of lead. The AgQAl and Pb films were 50
nm, 20 nm, and 60 nm thick, respectively. The differential resistdivéell, the current—
voltage characteristics, and the magnetic field dependences of the resistance of the sec-
tion AB (see Fig. 1 were measured by a four-point method. Special filters were used to
eliminate high-frequency noigé:*4

Figure 2 shows oscillations of the resistance of the sediBnthe normal part of
the structure. The phase difference was produced by a magnetic field applied perpendicu-
lar to the substrate. The period of the oscillations with respect to the magnetic field was
equal b 4 G and corresponded to a quanthmy2e of magnetic flux through the area
enclosed by the superconducting loops and the normal seghfi2ithe curves have a
number of interesting features. For the phase differedees (2n+ 1) the resistance
is independent of temperature and equals its value in the absence of the superconductors.
As temperature decreases, the oscillations become nonsinusoidal, peaks appear near the
pointsA¢=(2n+ 1), and the resistance near the phase differedges 2n depends
nonmonotonically on temperature and forms a plateau. Hysteresis of the oscillations,
which can arise as a result of shielding of the magnetic field, was not observed.

Figure 3 shows the temperature dependence of the correction to the resistance. One
can see that the position of the minimum depends strongly on the phase difference: As
the phase difference increases, the minimum shifts in the direction of lower temperatures
and is not observed in the experimental temperature interval for phase differences above
approximatelyA ¢ = 37/4 (Fig. 3).

The current—voltage characteristics of the secAdhof the normal structures were
also found to be very sensitive to the phase difference between the foantdD. Just
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FIG. 2. Oscillations of the resistance of the sectidB (see Fig. 1 as a function of the phase difference
betweenC andD at different temperatures) aboveT,,,; curvel — 900 mK,2 — 500 mK,3 — 300 mK,

4 — 120 mK; b below T,,.; 4 — 120 mK,5 — 70 mK, 6 — 30 mK. T, is the temperature at which the
amplitude of the oscillations is maximum.

as in the case of the temperature dependences for the phase diffAread@n+ 1),

the resistance remained practically constant and equalled its value in the absence of the
superconductors, while near the phase differehge=2n7 at temperatures below the
minimum the correction to the resistance was found to be a nonmonotonic function of the
applied voltagdFig. 4). Just as in the case of the temperature dependence, the position of

0.00

-0.08

0 200

200 600 800

T, mK

FIG. 3. Temperature dependence of the correction to the resistance for phase différercbs(O), A
=ml2 (V),Ap=3w/4 (O), Ap=m (O) . The solid line shows the temperature dependences calculated using
Egs.(1)—(4) for phase differenced ¢ =0 and.
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FIG. 4. Relative correction to the resistance versus the voltage on the s@&ievith phase difference\ ¢

=0 and different temperature§,[], ¢ correspond to measurements at 30 mK, 50 mK, and 70 mK, respec-
tively. The solid lines show the curves obtained using Etjsand(5) for the corresponding temperatures. Inset:
The experimental data for 30 mK1) and curves calculated using E@d) with different distribution functions

— solid line, Eq.(5); dotted line, Eq(2) — are shown for comparison.

the minimum was found to depend on the phase difference: As the phase difference
increases, the minimum shifts in the direction of lower voltages.

The principal microscopic mechanism of the observed oscillations are Andreev re-
flections of the quasiparticlé§. This process couples the condensate wave functions and
their phases in the N and S regions. The nonmonotonic dependences of the resistance
near the phase differencAsp=2ns are due to the reentrance of the conductance of the
conductors into the normal state. The physical picture of the reentrance phenomena is
simplest in the limit of a “weak” proximity effe¢ ! with a small transmittance of the
N/S boundaries, when the amplitude of the induced condensate functions in the normal
conductors is small, while the changes in the wave functions and distribution functions in
the S regions can be neglected. In this limit the contribution of the condensate wave
functions to the conductance can be represented as a sum of two contributions due to the
penetration of Cooper pairs and decrease of the density of states in the N region. They
have different signs: Cooper-pair penetration, similarly to the Maki—Thompson
mechanisnt/ increases conductance, while a decrease in the density of states decreases
it. Reentrance into the normal state is due to the characteristic energy dependence of
these contribution®** At low temperatures they compensate each other, and as a result
the superconductors have no influence at all. As energy increases, decompensation ap-
pears and then vanishes at high energies.

The quasiclassical theory developed in Refs. 8—11 and 18 in the weak proximity
effect approximation makes it possible to explain the result quantitatively for the phase
differencesA¢=0 andA¢= 7. The solid lines in Fig. 3 show the theoretical curves
calculated using the following formuldé:

AR— L[ deF(e,V,T 1

Ry v ) .ue (e,V,T)(m), 1)
where

F(eV.T)= 1 e+V e—V 2

(6, , )—E tan F —tan ? , ( )
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() 1 (1+cose) Re( F2 sinh 2@—2@)
m_)=— COsSo)r
16 ¢ (O cosh®,)? 6

} ) ()

k=\(2ie+y)/hD; ©=0'+i0". (4)

Here F(e,V,T) is the distribution function ¥ and T are, respectively, half the
voltage across the sectidkB and the temperatuyee is the phase difference betwe€n
and D; r=(rn/ry,)2, wherery is the resistance of the N/S boundary angdis the
resistance of the normal part of the structufejs the superconducting gap; is the
depairing rate in the superconducter:= hD/LfD is the depairing rate in the normal metal;
L, is the phase interruption lengtl is the diffusion coefficient; and, andL, are,
respectively, half the lengths of the segmeAB andCD (see Fig. L

Fol>  [sinh20") sin(20")

" |@ cosh® 2| O 0"
2 A®
Fo:m; ®:Lk, @t:(L+Ll)k;

As one can see from Fig. 3, the agreement between theory and experiment is satis-
factory. The values of the quantities employed in making the fiD=72-85 cm/s,
L,=15-2um, r=0.48-0.77L=1 pum, L;=1 um, '=0.1A, andA=1.36 meV —
are reasonable, considering the fact that the accuracy of the experimental determination
of a number of quantities to which the curves are especially sensitive, for example, the
resistance of the barriers, is low.

Fitting of expressiorn(1) to the voltage dependence of the resistance of the normal
structure presents a number of difficulties and requires additional assumptions. Direct
substitution of the parameters obtained from the temperature dependence yields a value
of the voltage for which the resistance is minimum. It is much greater than the experi-
mentally observed valuéV{,eo= 5.5V, . This could be due to the fact that the deriva-
tion of Eq. (1) assumed an equilibrium distribution function near the current leads. In
other words, the energy of the quasiparticles in the reservoir is determined by the tem-
peratureT and the potential differenceé between the reservoirs. In reality, the electron
energy relaxation length can reach tens of microns at low temperafufémerefore,
electrons with energy greater thaV could have been present in our samples, the
thermalization process in the reservoirs themselves could be impeded, making it neces-
sary to introduce an effective temperature that depends on the voltage and the spatial
coordinates. In our experimental temperature interval, if electron—phonon collisions are
neglected, the distribution functid@) can be written, according to the model of Ref. 20,

in the form
1 t e+V . I_(G—V
an an 27,

F1(€,V,T):§ 2T,
whereT;=(T2+V3/A)*2is the electron temperature near the contakts,%/3e? is the
Lorentz number,T is the temperature in the reservoirs, avig=aV is the effective
potential difference, which, as we have said, can be greater than the measureW;value
anda is a constant, serving as an adjustable parameterl).

; ®
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The solid lines in Fig. 4 show the curves calculated using Bgsand(5). The only
adjustable parameter was the coefficiant3.7; all other parameters were determined by
fitting to the temperature dependence.

The quasiclassical formulad)—(5), which describe completely satisfactorily the
behavior of structures with fixed phase differendes=n=,n=0,1,2 ... , arefound to
be inapplicable at intermediate phases. This is indicated by the qualitative changes which
we observed in the temperature and voltage dependences of the conductance as a function
of the phase difference as well as the substantial deviations in the line shape of the
oscillations from a sinusoid in the entire experimental temperature intéfigd. 2 and
3). According to Eqgs(1)—(5), all dependences should be described by a universal func-
tion with a similarity factor X cos¢. The deviations of the line shape of the oscillations
can in principle arise, as was shown in Ref. 15, as a result of partial screening with a
finite induced critical current in the normal segm&hD. However, this explanation is
inapplicable, since in virtually the entire experimental temperature interval the distance
Lep> ér=(D/2mkgT)Y2, and the critical current was negligibly small.

In summary, the quasiclassical theory in the approximation of a weak proximity
effecf~and low transmittance of the N/S boundaries, which made it possible to explain
quantitatively the reentrance phenomenon in mesoscopic S/N structures with one super-
conducting contact,explains quite satisfactorily the transport properties of symmetric
SIN/S structures with fixed phase differences between the S/N contiets,nr,
n=1,2,3... .However, measurements with intermediate phasesndicate the need
for more realistic models and can serve as a helpful method for studying the mechanism
of mesoscopic proximity effects.
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was supported by the Russian Academy of Scieri@ants 104D/57, 97-0217031, and
97-1059 and the Swedish Academy of Sciences, The Wallenberg Foundation, and the
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The evolution of off-diagonal correlation functioffer the example of

a single-particle density matjixn the process of Bose condensation of

an initially nonequilibrium interacting gas is discussed. Special atten-
tion is given to the character of the decay of the density matrix at
distances much greater than the size of the quasicondensate region.
Specifically, it is shown that the exponential decay of the density ma-
trix necessarily presupposes the presence of a chaotic vortex structure
— a tangle of vortex lines — in the system. When topological order is
established but there is no off-diagonal long-range order, the density
matrix decays with distance according to a power law. 1898 Ameri-

can Institute of Physic§S0021-364(18)01207-9

PACS numbers: 03.75.Fi

One of the most interesting aspects of the kinetics of Bose condensation is the
character of the formation of quantum correlations and the long-range order in an initially
strongly nonequilibrium, chaotic gas system. A characteristic feature of such a gas system
is total absence of a condensate phase. Let us assume that an isolated gas system with a
fixed number of particlebl or densityn and characteristic particle energy much lower
than the equilibrium Bose-condensation temperaflyg) has formed as a result of
rapid cooling. In this case, evolution actually reduces to the formation of a particle flux in
energy space, transporting into the regiona0 particles that form a Bose condensate at
equilibrium. If e, >nU, (Ug=4nh%a/m, wherea is the scattering lengihthen a de-
scription based on a Boltzmann kinetic equation is adequate at the first stage of evolution
(see Refs. 1-4 for a more detailed discuskitinis easy to see that even at this stage the
system passes through a state with occupation nunmerd, and this inequality only
intensifies in the course of evolutigif ¢, <T.(n), then this inequality holds from the
outset for all modes witle, <¢,).

In Ref. 5 it was shown that for large occupation numbers the temporal evolution of
the system can be described by a statistical matrix which is diagonal in the coherent-
states representation

Wi = [ Dag@)|(t ) @t.a)l @
Here the coherent stat¢® (t,«)) are eigenfunctions of the field operator
PO (t,a))=y(t,a)|O(t,a)), 2

0021-3640/98/67(7)/7/$15.00 521 © 1998 American Institute of Physics
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with eigenvaluesy satisfying the nonlinear Schdinger equation

0y

A 2
0= g YVt UolylPy ®

(Here and belowf =1 andV is the external potentiald is the Laplacian operatpr

In expression(1) averaging over the initial distribution of coherent states is per-
formed. Initially, the single-particle modes are independent, and the imeebw,} char-
acterizes the set of complex parametegs- p, expi¢y of the standard coherent stafes.
Accordingly, in Eq.(1)

d
Da=]] dipD)—*. @

The phases of the harmonics in the initial state are completely uncorrelate@(afnds
a smooth function

Q(a)=1;I Qu(pd). (5)

For fixed a the solution of Eq(3) (in the homogeneous cgsshould correspond to the
initial condition

lp(o,a):; akeik-r:; prel etk ©

The objective of the present work is to analyze the evolution of the correlation
properties in the process of formation of long-range order. For this, we shall examine the
temporal evolution of the single-particle density matrix.

According to Eq.(1), the density matrix averaged over an individual coherent state
in a homogeneous space can be represented in the foria {he volume of the system

1 . .
Ka(r,t)=5f dr'(®(t, )| (r+r")g(r)|P(t,a))

— 1 ! * ! !
—ﬁf dr’'y*(r+r' t,a)y(r' t,a). (7)

The functiony(r,t,a) in Eq. (7) is a solution of Eq(3). The complete density matrix
K(r,t) presupposes an averaging of E@). with the statistical matrix1).

Expressiong7), (3), and (1) imply that to analyze the correlation properties it is
sufficient to find the solution of Eq3) for different values ofa. This is an extremely
important result, since the Boltzmann transport equation ceases to be valid after the
particles that ultimately form a condensate have arrived in the energy intgreail U,
(coherent region To describe the evolution we must employ an equation for the classical
field (3). Actually, even the solution obtained for one representative value gives a
comparatively complete picture of the evolution of the system.

When most of the future condensate particles have arrived in the coherent region,
their kinetic energy drops below the potential energy of their mutual interaction. The
individual modes are no longer independent, and at this stage large-scale quantum cor-



JETP Lett., Vol. 67, No. 7, 10 April 1998 Yu. Kagan and B. V. Svistunov 523

relation effects appear. It is significant that E8) is valid in the kinetic regions
>nU,. In this sense it gives a unified description, valid in both the coherent and kinetic
regions. This implies the existence of a continuous flux from the kinetic into the coherent
region, without any characteristic features at the boundary between these regions.

At the initial stage of evolution, fluctuations of both the phase and modudus
density of the complex fieldy are large in the coherent region, but even when the
particle density lies in the narrow energy intervgl(t)<<nUg or ko(t) <<k, (k.=1/r,
=2mnU, is the reciprocal of the correlation radjutie modulus fluctuations are sup-
pressed(see Ref. 2 The correlation properties are actually determined by the phase
fluctuations. At the same time, the excess energy which must be transferred to the above-
condensate subsystem when the equilibrium condensation is reached is small to the extent
that the density fluctuations are weak:

on\? ko(t)

n - ke
This signifies, specifically, that starting at this stage of evolution the properties of the
above-condensate subsystem actually do not change, and the subsystem is effectively
already in equilibrium. The character of the shortening of the intekgél) is now

limited by energy transfer from nonequilibrium fluctuations and topological defects to
this subsystem.

2
<1. (8

The existence of a finite intervaddy(t) in which the Fourier components of the
classical fieldys are concentrated determines the spatial scale of the regig(hs
%kgl(t)>rc in which the relative fluctuations are weak. Forry(t) the phase differ-
ence between the functionsappearing in the correlation functidi) practically vanish
andK ,~ng (ng is the density, essentially identical to the equilibrium density of a con-
densate established at the end of evolutiongfo T, the value ofg is close to the total
densityn). Averaging with the statistical matrid) preserves this result. Thus the density
matrix for r <rgy(t) behaves as it would in the presence of a true Bose condensate. One
can arrive at the same conclusion by studying more complicated correlation functions.
For example, it was shown in Ref. 2 that under these conditions the three-particle density
correlation function(responsible for the three-particle recombination )régdea factor of
six lower than the value in the kinetic region. But this result was predicted &didier
systems with a true equilibrium condensat@his effect was recently discovered
experimentally’)

Thus, a unique quasicondensate state, exhibiting properties of a true condensate for
all characteristics that depend on correlations at distanceg(t), is established. At the
same time, regions>r(t) are still uncorrelated, which signifies the absence of long-
range order, and they should accordingly be characterized by a decrease of the density
matrix with increasing .

The breakdown of phase correlations at large distances occurs for two réagmns.
first one is the inevitable appearance of a chaotic vortex stru¢roréex tangle during
the evolution of the nonequilibrium system. A simple description of such a structure
presupposes the introduction of a spatial sdaldetermining the average distance be-
tween the vortex linegsee, for example, Ref. 10The interaction with the above-
condensate particles results in a decrease of the total length of the vortex lines in a tangle
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and, correspondingly, an increasd () (see Ref. 7 for a more detailed discussiorhe

other reason is the presence of anomalous long-wavelength fluctuations of the phase or an
anomalous distribution of nonequilibrium long-wavelength phonons, which is associated
with these phase fluctuations, in the relaxing systdmRef. 2 it was shown that fok

<Kk, collective excitations possess a Bogolyubov spectrum even in the absence of a
condensatg¢.Relaxation of these phonons is also associated with an interaction with the
above-condensate particles.

In contradistinction to the preceding stages of evolution, the establishment of long-
range order is now due to time scales that depend on the size of the system. Let us
consider the asymptotic behavior of the density matrixrfotr o(t)>r.. Let the “wave
function” ¢ be of the form

= nge' 9

and let us expand the phase difference in the exponential ii7E@pn a Fourier series

X(r' ta)—x(r'+rta)= 2" [xe*(1-e*"+c.cl. (10)
k<kg(t)

The prime on the summation sign signifies summation over half the phase space. Assum-
ing the Fourier components to be independent, we rewrite the exponential as a product of
exponentials for separate and expand the latter in a series, retaining quadratic terms
(xk~Q 2. After integrating over’ in Eq. (7) we obtain

IT" (1-2[xd2(1—cosk-1)). (12)
k<Ko(t)

Returning to the exponential form, we find finally

K (r,)=nee S S(rity= >, |xul2(1—cosk-r). (12)
t)

k<ko(

It is easy to show directly that the functi@{r,t) can be rewritten in the form

S(r,t)=%[X(r'+r,t,a)—X(r',t,a)]2, (13

where the averaging is performed over the initial reference pdint

Let us first consider the case when the relaxation of the vortex structure, character-
ized by the timery(l), is slower than the decay of the nonequilibrium phonons With
~|~1 i.e., the corresponding timqo(kzl‘l)<r\,(l). Since photons withk>1"* decay
more rapidly (r;1~k”, v=2, 1; see Ref. 7 for a more detailed discusgiavirtually
quasiequilibrium state is established in regions of sizét). Therefore the characteristic
scale size of the quasicondensate regions in this casgtis~I(t).

The phase difference in E¢L3) can be written in the form

r+r’
(5X)r:f, dr1Vr1)(- (14
r

Forr>I1(t) the contour of integration intersects a large nunikerr/I(t)>1 of phase-
uncorrelated quasicondensate regions. The random spatial distribution of the vortex lines
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in a tangle and of the sign of the circulations on them has the effect that the phase
gradients at distances larger thiaare uncorrelated. Keeping this in mind, we have

(8x)Z=r1(Vx)8. (15)

Here the local correlation functio(er)S~I ~2, As a result

S(r,t)=§|(Lt), (16)

where¢ is a numerical coefficient of order 1. Therefore the density mé&ir2x and (13)
decays exponentially at distances|(t). In studying the relaxation of the vortex struc-
ture, we found earliérfor |(t) the relation(to logarithmic accurady

1(t)~ VT oaRyfk. (17)

HereT'y=2m/m is the circulation quantumy=(nyU,/T)%*?is a dimensionless friction
coefficient, obtained assuming that the temperature of the above-condensate phrticles
>ngU,. It follows from Egs.(16) and (17) that the size of the quasicondensate regions
whereK (r,t)~n, increases with time as.

Whenl (t) reaches the size of the systémas a result of complete relaxation of the
vortex structureS ceases to depend an The functionK ,(r,t) and together with it the
complete density matrix assume a constamdependent value. As a result, simulta-
neously with the topological order there arises off-diagonal long-range order, and a true
Bose condensate is formed.

Let us examine the opposite limiting case, where the vortex structure relaxes more
quickly than the nonequilibrium fluctuations of the regular phase. Assume that at some
moment the vortex structures vanishes and topological order is established. However,
complete long-range ordéor, equivalently, a true condenshate absent. The size of the
quasicondensate regions and its evolution in time are now dictated by the relaxation of
the fluctuations of the regular phasee., nonequilibrium long-wavelength phongns
Although phase correlation once again breaks down at distareeg(t), we cannot
make use of the foregoing considerations concerning the behavior of the correlation
function of the phase gradients. These considerations are valid only in the presence of a
vortex tangle(see below

For ky(t) <k, the kinetic energy concentrated in a quasicondensate can be estimated
as

Ny Ny}
Ekin:ﬁf df(VX)ZZWE k2| xkl2. (18)
At the same time, we have from the initial Hamiltonian
k2 ka(t)
Ekin:; (N~ ———No{2, (19

kgm k% xidl 2~ Qkg(0)| X% (20)
0
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and comparing both expressions g, we have
[ Xi|*~ LIQKG(D). (22)

This relation is valid for arbitrarky(t) in the process of evolution. At the same time, the
fluctuations relax from the “head,” since the decay of the nonequilibrium acoustic
modes satisfies the Iaw;1~ k¥, v=2,1 (see Ref. J. Therefore it can be asserted that
there is not enough time for the distribution with smaller value& ¢ be restructured
and therefore the resul2l) implies that for allk<<kg(t)

|xul>= 71 QK> (22
Substituting expressio(22) into Eq. (13), we find
S(r,t)~4my In(kg(t)r) (ko(t)r>1). (23

Comparing Eqs(23) and(16), we find that the advanced appearance of topological order
strongly changes the asymptotic behavior of the density matrix. Off-diagonal order ap-
pears whem(t) reaches the size of the systémThe corresponding establishment time
Te™ L2 in the hydrodynamic regime ar,~L, if the above-condensate particles are in a
Knudsen regimésee Ref. .

For 7,> 7y, until topological order appears, the behavior of the density matrix is
more complicated. In this case the relaxation of the phonons lags the relaxation of the
vortices and the size of the quasicondensate regigft3<<I(t) is determined by fluc-
tuations of the regular phase. In the intervg(t) <r<I(t) the density matrix decays
with distance with an exponent determined by expres&8p Forr>1(t) the decay law
changes markedly in accordance with the dependéie

In conclusion, we shall present two general remarks. In the derivation of(E2)s.
and(13) we assumed that the Fourier components of the phase difference {if)Ege
independent. If the behavior of the density matrix is determined by fluctuations of the
regular phaséafter relaxation of the vortex structyrehen the expansiofi0) is actually
an expansion in the long-wavelength phonon modes. The independence of these modes
automatically leads to Eqg11) and (12). In the presence of a vortex structure the
behavior of the density matrix far>1(t) is determined by the accumulated phase dif-
ference(14). Since at distances of the ordét) the phase increment y changes in an
uncorrelated manner in sign and magnitude, while integration over the initial reference
point in Eq. (7) gives complete averaging, we have a typical Markovian picture. For
r/l(t)>1 this leads to a Gaussian distribution for the probability of the appearance of a
definite value of the phase differencéy(), , which leads directly to the result3). This
agreement reflects the fact that the long-wavelength fluctuations with wave nuknbers
corresponding to the conditidki(t)<1 and responsible for the behavior of the density
matrix for r>1(t) are statistically independent under the conditions studied.

The other remark is linked with some general considerations which make it possible
to understand the reason for the different asymptotic behavior of the nonequilibrium
density matrix in the presence or absence of a vortex structure. For an individual com-
ponent of the classical field appearing in Ef), going around a closed contour gives

éV}(dl: 27M. (24
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FIG. 1.

HereM is an integer(We assume that the contour does not intersect any vortex)lines.
Let us consider the contour shown in Fig. 1, andrlgp-rq(t). If it is assumed that all
quasicondensate regions are independent and that the sigg-afl in these regions is
arbitrary (as a consequence of the arbitrariness of the directidiygf the phase differ-
ence is

Xb~ Xa= Jc Vx-dl=\rayro(D)](Vx)ol (25
1
(see Eq(15). But if we take a different contout;,, of lengthL ,,, then
Xb~ Xa= fc Vx-dl=Lapro()[(Vx)ol- (26)
2

ForL ,>r4p, in going around a closed contour we clearly obtairM with M #0. This
signifies the presence of vortex lines intersecting the area enclosed by the contour. If
there are no vortex lines, then the assumption #gt has an arbitrary direction in
individual quasicondensate regions is incorrect. This signifies that the vanishing of a
vortex structure leaves the nonequilibrium system with finite disorder. This is why the
asymptotic behavior of the density matrix changes fid® to (23).
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The Kopnin mass and the Baym—Chandler mass of a vortex have the
same origin. Both represent the mass of the normal component trapped
by the vortex. The Kopnin mass of a vortex is formed by quasiparticles
localized in the vicinity of the vortex. In the superclean limit it is
calculated as a linear response, in exactly the same way as the density
of the normal component is calculated in a homogeneous superfluid.
The Baym-Chandler mass is the hydrodynarféssociated mass
trapped by a vortex. It is analogous to the normal component formed by
inhomogeneities, such as pores and impurities. Both contributions are
calculated for a generic model of a continuous vortex core.1998
American Institute of Physic§S0021-364(®8)01307-3

PACS numbers: 74.20.Fg

It is well known that in BCS superfluids and superconductors the most important
contribution to the vortex mass originates from the vortex core. The core mass in these
systems is proportional to the area of the cére &2, where¢ is the coherence length
(see Ref. 1 for the vortex mass in superconductors and Ref. 2 for the vortex mass in
superfluid®He-B). This core mass is substantially larger than the logarithmically diver-
gent contribution, which comes from the compressibility. In spite of the logarithmic
divergence, the latter contains the speed of sound in the denominator and thus is smaller
by a factor of @/£)2<1, wherea is the interatomic distance. The compressibility mass
of the vortex dominates in Bose superfluids, where the core size is gmadl,

According to Kopnin theory the core mass comes from the fermions trapped in the
vortex coret~*Recently the problem of another vortex mass of hydrodynamic origin was
raised in Ref. 5. It is the so-called backflow mass discussed by Baym and Chandler,
which also can be proportional to the core area. Here we compare these two contributions
in the superclean regime and at IGw< T using the continuous-core model.

The continuous-core vortex is one of the best models and helps solve many prob-
lems in vortex core physics. Instead of considering the singular core, one can smoothen
the 1f singularity of the superfluid velocity by introducing point gap nodes in the core
region. As a result the superfluid/superconducting state in the vortex core of any system
acquires the properties of the A phase of superfitdd, with its continuous vorticity and
point gap node$? Using the continuous-core model one can show, for example, that the
Kopnin (spectral flow force comes directly from the Adler—Bell-Jackiw chiral anomaly

0021-3640/98/67(7)/5/$15.00 528 © 1998 American Institute of Physics
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equatior® and this shows the real origin of this anomalous force. In this model one can
easily separate different contributions to the vortex mass. Actually this is not only the
model: The spontaneous smoothing of the velocity singularity occurs in the core of both
types of vortices observed itHe-B (Ref. 8; in heavy fermionic and higfi-, supercon-
ductors such smoothening can occur due to admixture of different pairing states in the
vortex core.

It appears that both the Kopnin mass and the Baym—Chandler mass are related to the
normal component. In general the normal component of a superfluid comes from two
sources(i) the local contribution, which comes from the system of quasiparticles(iand
the associated mass related to the backflow. The latter is dominant in porous materials,
where some part of superfluid component is hydrodynamically trapped by the pores and
thus is removed from the overall superfluid motion. The normal component, which gives
rise to the vortex mass, contains precisely the same two contributign¥he local
contribution comes from the quasiparticles localized in the vortex core and thus moving
with the core. This is the origin of the Kopnin mass according to Ref(ii4.The
associated mass contribution arises because the profile of the local density of the normal
component in the vicinity of the vortex core disturbs the superflow around the vortex
when the vortex moves. This creates a backflow, and thus some part of the superfluid
component is trapped by the moving vortex, resulting in the Baym—Chandler mass of the
vortex.

Let us consider this for the example of the simplest continuous-core vigtigx1).

It has the following distribution of the unit vectdfr), which shows the direction of the
point gap nodes in the smooth core:

I(r)=z cos 5(r)+r sin 5(r), 1)

wherez,r, ¢ are cylindrical coordinates. For superflifide-A thel vector in the smooth
core changes fror{(0)= —z to (=) = z, which represents a doubly quantized continuous
vortex. For the smoothed singly quantized vortice3Hie-B and superconductors one has
two | vectors withi;(0)=1,(0)=—z and ()= —1,()=r (Ref. 8. The region of
radiusR in which the texture of thé vectors is concentrated is called the smaathsoft)
core of the vortex.

Kopnin massLet us recall the phenomenological derivation of the Kopnin mass of
the vortex at lowT and in the superclean regirfiéf the vortex moves with velocity,
with respect to the superfluid component, the fermionic energy spectrum in the vortex
frame is Doppler shiftedE=Ey(v) —k-v, , wherev stands for the fermionic degrees of
freedom in the stationary vortex. The summation over fermionic degrees of freedom
leads to an extra linear momentum of the vortex :

P=2, k8(—E)=2> k(k-vy)8(Eq)=M yopninVL - )

Note that this vortex mass is determined in essentially the same way as the normal
component density in the bulk system. The Kopnin vortex mass is nonzero if the density
of fermionic states is finite in the vortex core. The density of std&3S) is determined

by the interlevel spacingg in the core:N(0)x1/w,, which gives the following estimate

for the Kopnin vortex mass:M yqpnin™ kﬁ/ wo (the exact expression iMyqpnin
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r=0 r <R r >> R

b

FIG. 1. Singular vortex versus soft-core vortex— in thesingular vortex the gap continuously decreases and
becomes zero on the vortex axat r=0); b — for some vortices it is energetically favorable to escape the
nullification of the order parameter at=0. Instead, within the smooth core<R, point gap nodes appear in

the spectrum of fermionsThe unit vectors; andi, show the directions to the nodes at differen€lose to the
gap nodes the spectrum of fermions is similar to thatHe-A.

=fliFkF(dkZ/47-r)(kf/wo(kZ))). For the soft-core vortex the interlevel spacing is,

~#%2/(méR), which gives a Kopnin masi! kopnin~ PER (Ref. 10, wherep is the mass
density of the liquid.
For our purposes it is instructive to consider the normal component associated with

the vortex as a local quantity determined at each point in the vortex core. Such a treat-
ment is valid for a smooth core with a radiRs> ¢, where the local classical description
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of the fermionic spectrum can be applied. The main contribution comes from the point
gap nodes, for which the classical spectrum has the forEy

= Vo2(k—ke)2+A2(kx1)2, where A, is the gap amplitude. In the presence of the
gradient of thd field, which acts on the quasiparticles as an effective magnetic field, this
gapless spectrum leads to a nonzero local DOS and finally to the following local density
of the normal component dt=0 (see Eq(5.24 in the review?):

. kg sin 7

A A F ~ - A
(pn)ij(N=palil;, anT%OK"V)”:mMﬂ- 3

The integral of this normal density tensor over the cross section of the soft core
gives the same Kopnin mass of the vortex but in the local density represeritation,

1
MKopninzz J' dzrpn(r)sinzn(r)~p§R. (4)

Here we have used the fact that/Ay~ £. Note that the area law for the vortex mass is
valid only for vortices withR~ ¢, but in general one has the linear laWyqpnin~pER
(Ref. 10.

The associated (or induced) maggpears when, say, an external body moves in the
superfluid. This mass depends on the geometry of the body. For a moving cylinder of
radiusR it is the mass of the liquid displaced by the cylinder,

M associated WR2P1 5

which is to be added to the actual mass of the cylinder to obtain the total inertial mass of
the body. In superfluids this part of the superfluid component moves with the external
body and thus can be associated with the normal component. A similar mass is respon-
sible for the normal component in porous materials and in aerogels, where some part of
superfluid is hydrodynamically trapped by the pores. It is removed from the overall
superfluid motion and thus becomes part of the normal component.

In the case when the vortex is trapped by a wire of raéi&s£, such that the vortex
core is represented by the wire, E§) gives the vortex mass due to the backflow around
the moving core. This is the simplest realization of the backflow mass of the vortex
discussed by Baym and ChandfeEor such a vortex with a wire core the Baym—
Chandler mass is the dominant mass of the vortex. The Kopnin mass, which can result
from the normal excitations trapped near the surface of the wire, is substantially less.

Let us now consider the Baym—Chandler mass for the free vort@x=di, again
using the continuous-core model. In the wire-core vortex this mass arises due to the
backflow caused by the inhomogeneitym@f ps(r>R)=p andps(r<R)=0. A similar
but less severe inhomogeneity pf=p—p, occurs in the continuous-core vortex on
account of the nonzero local normal density in E8). Due to the profile of the local
superfluid density the external flow is disturbed near the core according to continuity
equation

V- (psvs) =0. (6)

If the smooth core is larg&> &, the deviation of the superfluid component in the smooth
core from its asymptotic value outside the core is sméd;=p—ps~(&é/R)p<<p and
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can be considered as perturbation. Thus if the asymptotic value of the velocity of the
superfluid component with respect of the coreds= —v, , the disturbancév,=V ® of
the superflow in the smooth core is given by:

PVZ‘I’:Uisij(Pn)ij- (7)

The kinetic energy of the backflow gives the Baym—Chandler mass of the vortex

Mpc=— f d%r (VO)2. ®)
Uso

In the simple approximation in which the normal component in Byis considered as
isotropic, one obtains

1
MBCZZ f d?r pa(r)~pé2. 9

The Baym-Chandler mass does not depend on the core rRdisisice the large
areaR? of integration in Eq.(9) is compensated by the small value of the normal
component in the rarefied corg,~ p(¢/R). That is why if the smooth core is largB,
> ¢, this mass is parametrically smaller than the Kopnin mass in4q.

In conclusion, both contributions to the mass of the vortex result from the mass of
the normal component trapped by the vortex. The difference between Kopnin mass and
Baym-Chandler backflow mass lies only in the origin of the normal component trapped
by the vortex. The relative importance of the two masses depends on the vortex core
structure: 1 For a free continuous vortex with a large core dize ¢, the Kopnin mass
dominates:M Kopnin~pR§>MBc~p§2. 2) For a vortex trapped by a wire of radil®
> ¢, the Baym—Chandler mass is proportional to the core aflea~ pR?, and is para-
metrically larger than the Kopnin mass) Bor a free vortex core with the core radius
R~ ¢ the situation is not clear, since the continuous-core approximation no longer works.
But extrapolation of the result in EQQ) to R~ £ suggests that the Baym—Chandler mass
can be comparable with the Kopnin mass.
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Terahertz emission accompanying heating of two-dimensional elec-
trons by a strong electric field applied along size-quantized
GaAs/AlGaAs layers is observed and investigated. The emission is due
to indirect optical transitions of hot electrons in the bottom size-
guantization band. The experimentally obtained emission spectra are
compared with the spectra calculated taking into account scattering of
electrons by optical phonons, impurities, and interfacial roughness and
electron—electron scattering. Satisfactory agreement is obtained. The
temperature of the hot electrons is determined from a comparison of the
spectra. ©1998 American Institute of Physics.
[S0021-364(98)01407-9

PACS numbers: 78.66.Fd, 73.20.Dx

1. INTRODUCTION

Intraband(occurring within a conduction band or valence batrdnsitions of elec-
trons and holes in quantum wells have been under extensive investigation in the last ten
years! This is due in part to the development of fast IR-range detectors and moddiators.
The development of quantum cascaaed fountair lasers provided a new impetus to
this direction in the physics of low-dimensional systems. Most works on optical intraband
phenomena are devoted to the study of absorption and emission of IR radiation in the
process of direct transitions of electrons or holes between size-quantization subbands.
Specifically, the emission of far-IR radiation due to interlevel direct transitions of hot
electrond and hole3™’ in quantum wells has been investigated. However, as far as we
know, emission due to intrasubband transitions of hot charge carriers in quantum wells
has not been investigated. At the same time, this phenomenon also accompanies the
emission of light in direct transitions and serves as a source of information about charge
carriers.

In the present work we observed and investigated experimentally and theoretically a

0021-3640/98/67(7)/6/$15.00 533 © 1998 American Institute of Physics
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FIG. 1. Experimentally obtained spontaneous emission spectra from structures with GaA3&\¢As quan-
tum wells for different external longitudinal electric field intensiti&sv/cm; 1 — 71,2 — 214,3 — 286,4 —
414,5 — 1429,6 — 2000. Inset: Energy levels in a quantum well and scheme of optical transitions.

new phenomenon — terahertz emission due to indirect intrasubband transitions of hot
electrons in a system of quantum wells in a longitudinal electric field. Despite the fact
that in the present work intrasubband emission has been studied in specific GaAs/AlGaAs
structures with quantum well&aAs/AlGaAs MQW in the presence of electron heating

by an electric field, this radiation is of a general character and can be observed in
different systems and devices with quantum wells for all cases where the energy of the
nonequilibrium electrons or holes is greater than the average energy of the equilibrium
charge carriers. Such a situation can occur, for example, in the presence of injection or
tunneling in heterostructures, in nanostructures, accompanying excitation of charge car-
riers by light, and so on.

Analysis of the emission spectra makes it possible, as will be shown below, to
determine the temperatuflg, of hot electrons. This method of determining the tempera-
ture of hot charge carriers is universal and has advantages over the well-known method of
finding T, by analyzing the short-wavelength wing of the photoluminescence spectrum
(see, for example, Ref)&nd over the method of finding df, from studying transport
phenomena.

2. CALCULATION OF THE EMISSION SPECTRA

Let us consider a simple, selectively dop@hbped barrier square quantum well
with one or several, for example, two, size-quantization levglsnde, (see inset in Fig.
1). If the splittingA e= €,— €, between the size-quantization subbands in a quantum well
is sufficiently large, absorption and emission of light with photon endrgg A e and
polarization in the plane of the quantum-size lay@he polarization vectoe, L Z, where
Z is the direction of growth of the structyrean occur only by means of indirect tran-
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sitions of electrons within the ground subbasadk;). Momentum conservation obtains

as a result of electron scattering processes, the main ones being scattering by optical
phonons, impurities, and interfacial roughness and electron—electron scattering. We note
that absorption of light polarized perpendicular to the layeys|(Z) can occur only via
intermediate states in the second size-quantization subggkg. However, as calcula-

tions show, sincé v<<A e, the contribution of these transitions to absorption is small, and
we shall neglect it in the present letter.

The spectral density of spontaneously emitted photons is described by the formula

dN
G = PWET=p, > 2 Wk (1= fi), (1)
K &

where the wave vectots andk’ describe the initial and final states of an electron in a
photon absorption even,,=2n3w?/ wc? is the photon density of states,is the refrac-
tive index, ¢ is the speed of light, and/(k,k") is the probability of photon emission
during indirect transitions and is determined in second-order perturbation theory as
27 > H“H*®

W(k'k)ZT T €0 €

2
o(er— €g). 2

Here €y, €;, and e; are the energy of the initial, intermediate, and final states of the
system;H® is the matrix element of the electron—photon interaction energy; ldhds

the matrix element of the interaction energy during scattering of an electron. The expres-
sions forH® and H® for electron—photon scattering are presented in Ref. 9. The matrix
element of the interaction of an electron with an ionized impurity was obtained in Ref.
10. Scattering of an electron by interfacial roughness was studied, for example, in Ref.
11. In the present work we employ a simplified variant of the approach used in Ref. 11.
The computational parameter was the density of scattering islands on the GaAs and
AlGaAs interface. This density was determined by comparing the theoretically computed
and experimentally determined values of the electron mobility.

It was shown in this work that electron—electron scattering can also lead to absorp-
tion and emission of long-wavelength radiation, but the necessary condition for this is
that the nonparabolicity of the energy spectrum of an electron in a quantum well must be
taken into account. Analytical expressions for the transition probability were obtained for
the limiting cases of nondegenerate and highly degenerate electron gas. For the case of a
nondegenerate electron gas the electron—electron Coulomb interaction leads to the fol-
lowing expression for the probability of spontaneous emission of a photon:

Wem

2207% n2rg €? (KgTe)? e p( ﬁw) @

2 Lw % (hw)? oD KeT

Heren is the surface density of electrons in the quantum wegli=7%/\2meg, €4 is the
band gapL.y is the width of the well T, is the electron temperature;= mee4/2h2k§ is

the Bohr energy for electrons in the crystai, is the effective mass, arlq is the static
dielectric constant.

To calculate the spectral density we employed, following Ref. 1, the Fermi distri-
bution with electron temperatuiie, and took into account the electron scattering mecha-
nisms presented above.
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To make compare the computed and experimentally obtained spontaneous emission
spectra correctly, in the calculations we also took into account the self-absorption of
radiation. To this end, together with calculations of emission, we calculated the intraband
absorption coefficiente(w). As a result of self-absorption, radiation leaves the sample
from a depth not greater than the reciprocal (1) of the absorption coefficient. There-
fore the spectral dependence of the absorption coefficient introduces substantial correc-
tions to the spectral density of the radiation calculated according t¢1Eq.

3. SAMPLES AND EXPERIMENTAL PROCEDURE

The GaAs/A}) ,/Ga, 76As heterostructures investigated contained 150 undoped quan-
tum wells with widthL\,=6 nm, separated by doped barriers with widh= 14 nm. The
width of a spacer was equal to 4 nm. They were grown by MBE on semi-insulating GaAs
substrates. The electron mobility Bt 77 K was equal tou=3300 cn?/V - s. The surface
electron density wagss=3x 10'* cm 2. Ohmic contacts were deposited on the ends of
the structure, and a pulsed electric fieltk & 200 ng heating the electrons was applied to
these contacts. The experiment was performed at temperatare2 K. The electric
current flowed in the structure parallel to the quantum-size layers. Long-wavelength
radiation was observed from the end of the structure with the aid of a wide-ba@aGe
photodetector. The emission spectra were measured with a magnetic-field-to+iaBle
filter (the method used for investigating the spectrum is described in greater detail in Ref.
12).

4. EXPERIMENTAL AND COMPUTATIONAL RESULTS

Figure 1 shows the spontaneous emission spectra from the above-described struc-
tures for different values of the longitudinal electric field. The structure in the curves is
not a reflection of some feature of the phenomenon but is due to experimental error. As
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FIG. 2. Computed spontaneous emission spectra from structures taking into account self-absorption of radiation
for different electron gas temperaturgs, K: 1 — 50,2 — 70,3 — 100,4 — 200,5 — 300,6 — 400. Inset:
Spectral density of radiation &,=50 K (1') and 300 K(5 '), neglecting self-absorption.
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FIG. 3. Curve of the electron temperature obtained by comparing experimental data and the calculations.

the electric field intensity increases, the electron gas heats up, which increases the slope
of the curves for the emission spectra. The computational results are presented in Fig. 2.
It should be noted that in different regions of the spectrum and for different values of the
electron temperature the ratio of the contributions of different scattering mechanisms to
the spontaneous emission process changes. For example, in sufficiently high electric
fields E>100 V/cm transitions of electrons involving scattering by optical phonons and
impurities make the greatest contribution to the spontaneous emission of radiation, while
the contribution of electron—electron scattering and scattering by interfacial roughness is
much smaller. Self-absorption strongly affects the emission spectra from the sample
(compare the data presented in Fig. 2 and the inset in this figDoenparing the experi-
mentally obtained and the computed emission spectra made it possible to determine the
dependence of the electron temperature on the electric(§eklFig. 3. The dependence
obtained agrees with the results of Ref. 13, where emission of a similar type but from a
single heterojunction and much lower electric fields was investigated, as well as with the
data of Ref. 14, where the electron temperature was found from the short-wavelength
wing of the interband emission spectraif>¢€y) from GaAs/AlGaAs quantum wells
under intense optical excitation.
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The mechanism of silicon epitaxy on poroug13il) layers is investi-
gated by the Monte Carlo method. The Gilmer model of adatom diffu-
sion extended to the case of arbitrary surface morphology is used. Va-
cancies and pendants of atoms are allowed in the generalized model,
the activation energy of a diffusion hop depends on the state of the
neighboring positions in the first and second coordination spheres, and
neighbors located outside the growing elementary layer are also taken
into account. It is shown that in this model epitaxy occurs by the for-
mation of metastable nucleation centers at the edges of pores, followed
by growth of the nucleation centers along the perimeter and the forma-
tion of a thin, continuous pendant layer. Three-dimensional images of
surface layers at different stages of epitaxy were obtained. The depen-
dence of the kinetics of the epitaxy process on the amount of deposited
silicon is determined for different substrate porosities. 1898 Ameri-

can Institute of Physic§S0021-364(108)01507-3

PACS numbers: 81.15.Hi

In recent years appreciable attention has been devoted to epitaxy on porous silicon.
The preservation of long-range order and the low defect density on flat boundaries of
porous layers make it possible to use these layers as a substrate for epitaxial growth of
silicon. In a number of experimental works it has been shown that it is possible to
obtain continuous single-crystal films over a porous silicon layer. However, the mecha-
nism by which pores near the initial surface of the porous layer become overgrown
remains unclear. Most works on the simulation of growth on a flat solid surface are based
on the Weeks—Gilmer model of diffusion inside a la§dn this model two types of
kinetic processes are studied: flow of atoms to a surface from a molecular beam, and
thermally activated diffusion hops of atoms. The activation energy depends on the num-
ber of neighbors in the first and second coordination spheres. In the model, the following
restrictions are important. In the first place, vacancies and pendant atoms are forbidden.
In the second place, the neighbors in the second coordination sphere that are located
outside the growing elementary layer are neglected. These restrictions make it impossible
in principle to use this model to describe growth on a porous substrate. The first restric-
tion rules out motion of atoms along vertical pore walls and the second one makes it
impossible to take account of the specific nature of atom diffusion between layers. In the

0021-3640/98/67(7)/6/$15.00 539 © 1998 American Institute of Physics
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present letter the model of Ref. 4 is extended so as to take account of interlayer diffusion,
and the initial stage of Si epitaxy on poroug1dil) layers is studied on the basis of the
model developed.

The generalized diffusion model is constructed on the basis of the initial premises of
the Weeks—Gilmer model and includes two new assumptions. First, vacancies and pen-
dants of atoms are permitted. Second, the summation of the second-nearest neighbors,
which determine the activation energy of diffusion, extends over 12 positions in the
second coordination sphere. Evaporation of atoms is not studied. All numerical param-
eters of the generalized model are corrected so that the growth process on a smooth
Si(111) surface would occur identically to the process in the Gilmer diffusion model.

The computational algorithm is constructed onNg X Ny X Nz=160x 160X 20
three-dimensional grid whose nodes correspond to regular positions of atoms in the
crystal structure of silicon. The state of the cells that are filled with atoms is characterized
by the numberdN; and N, of neighbors in the first and second coordination spheres
(0=<N;=<4, 0=N,=<12), respectively. Each atom executes a diffusion hop with prob-
ability p(N4, N,, T). The first position of a diffusion hop is chosen randomly among the
unoccupied cells in the first and second coordination spheres. Transitions which result in
an atom not having any neighbors in the first coordination sphere are forbidden. The
probability of a diffusion hop(with the condition that the end-point position is fyee
equals

P(N1,N2, T)=pg-exp(—E/KT), E=E;N;+E;N,,

wherek is Boltzmann’s constanl is the temperature, angy=exp(E;+3E,)/KT) is a

factor chosen so that the probability of a diffusion hop on the ftd4) surface equals 1.

To decrease the amount of computation, a threshold probabpiitywhich limits the
number of “candidates” for a diffusion hofactive arrayto atoms for whichp(N, N5,
T)>ps, is introduced. Scanning over the elements in an active array is performed during
an iteration. The time interval corresponding to one iteration is estimated as
T=x-Po/v, Where v=2.5x10" s is the frequency of atomic oscillations ang
=6/16 is a coefficient that takes account of the ratio between the numbers of possible
final positions for Si111) in the intralayer and generalized diffusion models.

The parameteE, characterizes the kinetics of incorporation/detachment of atoms
on the faces of the elementary layers. These processes were investigated by the simula-
tion method of Ref. 5, where foE,=0.2 eV good agreement with experiment was
obtained. Since in our model an adatom on a smooth surface has one neighbor in the first
and three in second coordination spheres, the activation energy of surface diffusion can
be expressed as,=E;+ 3E,. At the same time, the valué,=1.3+0.2 eV was ob-
tained experimentally in a number of works. We employed the vélye 1.34 eV?®
which corresponds t&;=0.74 eV.

The probability that an atom from a molecular beam reaches the surface over time
is

Pr=2F7NxNy,

whereF is the molecular flux densitgbilayer/s.
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The growth processes on a smootlil3il) surface in the Gilmer model and in the
generalized model presented above proceed identically.

A 160X 160X 14 layer, through which cylindrical openings penetrate, was taken as
the substrate. The cylinders were distributed randomly over the surface and oriented
along the normal to it. The number and radius of the cylinders are parameters of the
simulation.

Two competing processes occur during epitaxy on a porous substrate: island growth
and overgrowth of pores on the free surface. The specific nature of the first process is due
to the presence of effective sinks in the form of pores, and that of the second is due to
interlayer diffusion.

Figure 1 shows a fragment of a layer at different stages of epitaxy. A graduated scale
of tones from dark to light with increasing height relative to the initial surface is used to
show the surface relief. Islands of the next layer are indicated by the light color. These
islands grow by incorporation of adatoms at the boundaries. The adatoms reaching the
surface of small islands from a molecular beam diffuse rapidly to the boundary and pass
into a lower-lying layer and are incorporated. Under the conditions of the computer
simulation (T=1000 K,F=1.15 bilayers/sthe formation of pendant configurations and
“frozen-in” vacancies at the boundaries of the islands, though not forbidden, is unlikely.
The transverse sections shown on the end fgoai®es — dark tone, silicon — light tohe
make it possible to follow the evolution of the structure of the pores over depth. One can
see that the main changes in the pores occur in the upper monolayers. This justifies the
choice of a thin surface layer of the substrate as the object for simulation.

The process by which pores become overgrown is random. However, statistical
analysis of the bond configurations formed between the structure and the atoms diffusing
along the pore walls reveals some general laws. At first, an unstable nucleation center
forms at the edge of a pore — an atom secured by two bonds on the lateral surface of a
pore (Fig. 23. The nucleation center forms a third bond with the structure and becomes
stable after a new atom attaches to it. Thus, as atoms are added, a pendant layer one to
two diatomic layers thick forms along the perimeter of a pore and gradually closes it. It
can be shown that desorption processes do not destroy an unstable nucleation center
before a new atom attaches to it. Assuming that the activation energy of desorption
depends on the number of first and second neighbospas- E;psN;+EspsN, and
comparing its value for a smooth ($11) surface 2.1 eMRef. 6 with the activation
energy of surface diffusion 1.34 e{2.1/1.34= 1.57), we obtain the following estimate
for the parameterk,ps andE,ps:

Eips~E{-1.57=1.16 eV, E,pg~E,-1.57=0.31¢eV.

Then the probability that an atom in a pendant layer desorbs can be estimated from the
ratio to the probability of a diffusion hop:

Pos(N1,Nz, T)/p(N1,No, T)~exp((E;—Eips) - N1+ (E;— Ezpg) - No)/KT).

For the configuratioN; =1, N,=2, corresponding to the least strongly bound atom in
the pendant layer, foT=1100 K we havepps/p~1.2x10 3. Since this is an upper
limit, the contribution of desorption to the process leading to the formation of a pendant
layer can be neglected at temperattfes1100 K.
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FIG. 1. Fragment of a porous(&iL1) layer at different stages of Si epitaxy): Before epitaxy starts,)tafter a
0.25 bilayer is deposited) after 0.5 bilayers are deposited £ 1000 K, F=1.15 bilayers/s

As long as the diameter of a still-open pore is sufficiently largelQ interatomic
distancey the growth front of the pendant layer is divided among six distinguished
directions, reflecting the symmetry of the(Bi1) structure. This explains the tendency
for the shape of a pore edge to transform from round to hexagonal. As the pore grows in
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FIG. 2. Formation of a pendant bilayer. The regular positions in the planes ofLld1Sdouble layer are
denoted by large and small circles. Occupied positions are marked in black. Bonds with the nearest neighbors
are shown for atoms in the pendant layeruastable nuclei, bpendant layer formed by attachment of new
atoms to stable nucleation centers.

size, random fluctuations intensify the nonequivalence of the distinguished directions and
the form of the pore edge changes from hexagonal to triangklgr 2b).

As a characteristic of the surface morphology of the poro(t13j layer, the den-
sity S (Ref. 5, defined as the fraction of atoms on the vertical sections, was calculated.
Figure 3 shows the density of steps as a function of the amount of deposited material for
different porositiesP. At the initial stage the curves have a descending sectiorPfor
=0.15. This corresponds to a decrease of the roughness of the growing surface as a result
of overgrowth of the pores. At this stage the pores are effective sinks for adatoms, island
nucleation is suppressed, and most atoms from the deposition beam drift into the pores.
This result agrees with RHEED databtained during Si epitaxy on porous(Bi1). The
roughness continues to decrease up to a certain time, after which it starts to increase. The
increase inS is due to nucleation and subsequent growth of islands on the suFage
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FIG. 3. Density of steps versus the amount of deposited silicon for different substrate por@sitiesP
=0,A — P=0.18,A— P=0.32, — P=0.5 (T=1000 K, F=1.15 bilayers/s
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2b). The pores become small and they can no longer suppress island growth. In Fig. 3 one
can see that the length of the section of decreaSirggproportional to the porosity. This
means that the fraction of atoms drifting into pores grows with increasing porosity, i.e.,
with increasing effectiveness of pores as sinks. The decrease affserved forP

=0.18 as the amount of deposited silicon continues to increase is due to the onset of
quasiperiodic oscillations db with a period of one diatomic layer. This corresponds to
quasiperiodic changes in surface morphology, which occur during epitaxy of each sub-
sequent biatomic layer. The oscillations®&ppear at a larger thickness of the deposited
layer than in the case of epitaxy on a smooth substrBte ). For P=0.32 andP

=0.5 the oscillations start after one biatomic layer has been deposited and for this reason
they are not seen in the plot.

When an oxide is present on the walls of the pores, the epitaxy mechanism can
change. Taking account of this factor falls outside the scope of our work.

This work was performed on the basis of the Gilmer diffusion model extended to the
case of diffusion between layers. For(Hil) modeling revealed a possible detailed
mechanism of growth at the initial stage of epitaxy via the formation of a pendant layer.
The specific nature of the kinetics of epitaxial growth on porous layers is determined by
competition between trapping of atoms in pores and on islands. The approaches devel-
oped during the construction of the generalized model are universal and can be use for
analysis of processes with the participation of atomic diffusion on a crystal surface with
arbitrary morphology.
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The relation between diffusion and conduction in the random walk of a
particle by means of vy hops is investigated. It is shown that on
account of the unusual character ofviyehops, the mobility of a par-
ticle is a nonlinear function of the electric field for arbitrarily weak
fields. © 1998 American Institute of Physics.
[S0021-364(©8)01607-1

PACS numbers: 61.46w, 72.20.Ht, 66.30-h

1. The numerical simulation of hopping by means okiéops has shown that the
points visited during diffusion form spatially well-separated clusters. A more detailed
analysis shows that each cluster in turn consists of a collection of clusters. Thus a
hierarchical structure consisting of self-similar structures is forl@dcharacteristic
feature of Lery hops is the possibility that at each step a particle is displaced over an
arbitrarily long distance, so that the rms displacement per unit time is infinite, while the
probability distribution in the Fourier representation has the form

P(k,t)=exp —A|k|“t), (1)

where A and u are positive quantities, <u<2. Such distributions are called e
distributions. A more detailed discussion ofvyehops is given in Ref. 2.

In the present letter it will be shown that théwyedistribution in an electric field can
be represented in the form

P(k,t;E)=exp —Alk|“t+ikVt). (2
Then the drift velocity is a nonlinear function of the electric field:
V~E#D, 3

It should be emphasized that this nonlinearity occurs in arbitrarily weak fields and is a
consequence of the unusual character of the diffusion. In other words, Ohm(kriear
response to a fieJds a consequence of the ordinary character of diffusion. For diffusion
of a different character Ohm’s law may not apply at all. This result can be elucidated as
follows. It is easy to obtain from Egdl) and (2) a continuity for diffusion along
self-similar clusters in an electric field

[al at+ (Alk|*+ikV)IN(k,t)=0. (4)

0021-3640/98/67(7)/4/$15.00 545 © 1998 American Institute of Physics
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HereN(k,t) is the density of diffusing particles in the Fourier representation, the current
has diffusion and field components, and the field curdealNV has the standard form.

Next, we employ the well-known Einstein arguments. In equilibrium the diffusion
currentJ, is compensated by the field curreht, and the distribution function must have
the Boltzmann form

Jqt+Ji=0, N=exp —U/KT), 5)
whereU is the potential energy. From Edg) and(5), using the definition for a deriva-
tive of fractional order in the form of a series

©

|K|#= lim (A%+ e)*= >, CH(Al€"),
n=0

e—0
we obtain a general expression for the drift velocity

V=expU/KT)lim(A?+ e)*~ 24V exp(—U/KT). (6)

e—0

In a uniform electric fieldJ = —gEx the result(3) obtains.

2. Let us now examine the one-dimensional discrete analog wf heps® Let the
probability that a particle occupies tihéh site aftem steps beP, (1) and letf(l) be the
probability distribution of hops over lengths:

o

Pooa()= 2 f(1=m)Py(m). (7)

Let f(I) be given by

f<|>=n20 a (8 _pnt 8 pn), 8)

whered,, , is the Kronecker delta. Then the structure function for such a random walk is

x=f f(|)exp(i|<|)o||=n§0 a "cogkb"). (9)

Note that the structure function satisfies the functional relation
N(k)=an(kb).

Therefore ask—0 it must exhibit power-law behavior with exponept=In &/n b.
Nonanalytic behavior of the fork|# in the limit k— 0 with exponenju can be obtained

by a Mellin transform or by the Poisson formula for summing series. See Ref. 3 for a
more detailed discussion.

Let us now introduce anisotropy into the random walk along self-similar clusters. By
virtue of the specific nature of g hops a particle can be displaced in one hop over an
arbitrary distancé". For this reason a small anisotropy+4 %), wherea=qESkT, for
a displacement over a short distareéurns out to be exponentially large at large dis-
tancesh". Since at each step a diffusing particle leaves a site, the sum of the probabilities
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W, andW_ of motion parallel and antiparallel, respectively, to the field must equal 1:
W, +W_=1. Hence we obtain an expression for the probabilities of motion parallel and
antiparallel to the field:

W.=(1xa)"/[(1+ )" +(1—a)""].

Therefore the structure functiaa(k;E) in the case of diffusion in an electric field by
means of Lgy hops equals

)\(k;E)zzo a "[cogkb™ +i sin(kb") (W, —W_)]. (10)

Just as in the case of ordinary diffusion, for snikat 0 the second term contains the drift
velocity

0

V=i\(K;E)/dt]y o= ZO (b/a)™[(1+a)*" = (1—a)*"J[(1+ a)?"+(1— a)?"]}

©

= (b/a)"tanH ab"), (11)
n=0
where tanhy) is the hyperbolic tangent. To calculate the velocity we employ the Poisson
formula

EO f(n)=1/2f(0) + Jmf(t)dt+22 f(t)cog 2mt). (12)
ne 0 m=1

In our casef(t)=(b/a)'tanh@b'). Making the two substitutiongd’=t Inb and z
=expt’, we obtain f(z)=z *tanh@z). Therefore V(E)=a/2+ a1
X[Zh-_..J1 tanh@)z” 'mdz+ fgtanh@)z *mdz], where the exponent,= u+27mi/ln b.

It is easy to see that for small the second term in brackets is small compared to the first
term. Therefore in arbitrarily weak electric fields we obtain for the velocity the nonlinear
(in the electric field function (3).

3. Let us now discuss the results obtained. Both the nonanalytic behavior of the
structure function for smalk—0 and the nonlinear electric-field dependence of the
velocity in arbitrarily weak fields are asymptotic. A dependence of the fdrgh was
predicted earlier in a phenomenological description of anomalous diffusion on percola-
tion clusters! However, an attempt to observe this nonlinearity by numerical simulation
of drift on clusters was unsuccessfince in the desired range of fields the electric field
itself induces traps. These traps are segments of percolation paths directed antiparallel to
the electric field. For this reason, the question of the nonlinear dependence of the velocity
on the electric field as a consequence of the anomalous character of the diffusion has
remained open, as has the question of the domain of applicability of the phenomenologi-
cal approach. In the present letter the nonlinear electric-field dependence of the velocity
was established for a model of diffusion by means ofy bops.
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