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Abstract—We have studied the conditions for the formation of a pulsed beam of runaway electrons in a diode
filled with air at atmospheric pressure, whereby the current and voltage pulses in the system were measured
with a subnanosecond time resolution. It is experimentally demonstrated for the first time that the electron beam
appears on the leading front of the voltage pulse at a relatively small voltage on the discharge gap. At atmo-
spheric pressure, a full width at half maximum of the current pulse does not exceed 0.3 ns. © 2003 MAIK
“Nauka/Interperiodica”.
Introduction. Previously, we demonstrated that the
use of high-voltage pulse generators with nanosecond
front widths for discharge excitation provides for a sig-
nificant increase in the runaway electron beam current
in a gas diode filled with helium [1] or molecular gases
(such as air, nitrogen, or CO2–N2–He mixtures) [2]. It
was shown that electron beams with amplitudes reach-
ing tens and hundreds of amperes can form at an aver-
age value of the E/p ratio as small as ~0.1 kV/(cm Torr),
where E is the electric field strength and p is the gas
pressure [1, 2]. This value is significantly below a crit-
ical level for the electron runaway effect [3].

The formation of runaway electron beams and X-ray
radiation pulses in gas-filled diodes has been exten-
sively studied (see, e.g., monograph [3], review [4], and
references in [1–4]). However, the time resolution of
detecting instrumentation used in these investigations
was never better than 1 ns, which allowed neither detec-
tion of the onset of the runaway electron beam forma-
tion at elevated gas pressures nor determination of the
current pulse duration. The lack of such data compli-
cates understanding of the physical pattern of the phe-
nomenon and the selection of conditions making the
electron runaway effect most pronounced.

The aim of our experiments was to study the run-
away electron beam formation in an air-filled diode at
atmospheric pressure and small average E/p values,
using detection equipment providing for subnanosec-
ond time resolution.

Experimental. The experiments were performed
with nanosecond pulse generators of the RADAN type
[5, 6]. The first generator (RADAN-303 [5]) possessed
an output wave impedance of 45 Ω and produced volt-
age pulses with a full width at half maximum (FWHM)
of ~5 ns, a front width of ~1 ns, and an amplitude from
1063-7850/03/2911- $24.00 © 20879
50 to 170 kV amplitude in a matched load (in the open
circuit regime, the amplitude reached 340 kV). With
this generator, the voltage applied to the discharge gap
could be smoothly controlled. Another generator
(RADAN-220 [6]) possessed an output wave imped-
ance of 20 Ω and produced in the discharge gap a volt-
age pulse with an amplitude of up to ~220 kV (matched
mode), a FWHM of ~2 ns, and a front width of ~0.3 ns.
This generator was used in our previous experiments
for obtaining electron beams in gas-filled diodes [2].

Figure 1 presents a schematic diagram of the gas-
filled diode and indicates the position of a capacitive
voltage divider. The cathode represented a tube with a
diameter of 6 mm, made of a 50-µm-thick steel foil.
The cathode–anode spacing in this system could be set
within 13–20 mm. The electron beam was extracted
from the diode via a 40-µm-thick AlBe foil, a 10-µm
thick Al foil, or a grid with a geometric transparency
of 0.5. Using a grid in the output window allowed
visual observation of a discharge operating in the gas-
filled diode.

The beam current was measured using a copper disk
collector with a diameter of 49 mm, spaced by 10 mm
from the output foil. The collector was loaded with a
coaxial cable or with a cable and a low-ohmic shunt. In
some experiments, the current was collected on small-
area electrodes loaded with coaxial cables or on a
graphite electrode connected to a strip line or a Faraday
cup. The Faraday cup design allowed the space between
the output foil and measuring electrode to be differen-
tially pumped. The electron energy distribution was
determined using the foil technique.

The measuring electrodes were connected to an
oscillograph with wideband coaxial cables and attenu-
ators of the 142-NM type (Barth Electronics) with a
003 MAIK “Nauka/Interperiodica”
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bandwidth of 30 GHz (at a –3 dB level). This allowed
us to measure pulses with a front width of 0.1 ns. The
detection circuit was tested using a low-voltage gener-
ator of pulses with a front width of 70 ps and a 6-GHz
stroboscopic oscillograph of the TDS-820 type. At a
100-ps pulse front width, a decrease in the voltage
pulse amplitude did not exceed 20%, while the ampli-
tude of pulses with a 400-ps front width decreased by
no more than 5%. Signals from the capacitive voltage
divider and the electron beam collectors were measured
using a digital oscillograph of the TDS-684B type
(1 GHz and 5 Gs/s, which corresponds to 5 points/ns).

Results and discussion. Measurements of the beam
current behind the foil or grid were performed for vari-
ous anode–cathode distances and foil thicknesses in the
diode driven by each of the two pulse generators. In the
experiments with RADAN-303, it was possible to mon-
itor the beam current and voltage pulses simulta-
neously. Figure 2 shows oscillograms of the electron
beam current in the regime of maximum amplitude
and oscillograms of the voltage pulses measured on
the discharge gap and on the matched load (the latter
is compared to the results of calculations using code
KARAT [7]).

As can be seen from Fig. 2, the FWHM of the beam
current pulse does not exceed ~0.4 ns (curves 1 and 3)
and decreases to ~0.3 ns (curve 2) for the measurements
using small-area electrodes (the latter value corre-
sponds to the limiting resolution of a TDS-684B oscil-
lograph). The maximum values of the beam current
amplitude behind the 40-µm-thick AlBe foil was ~75 A
for RADAN-220 (Fig. 2, curve 1) and ~35 A for
RADAN-303 (Fig. 2, curve 3). A comparison of the
data obtained with RADAN-220 to the results reported
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Fig. 1. A schematic diagram of the high-voltage generator
output and a gas-filled diode: (1) cathode; (2) output win-
dow with foil or grid; (3) gas-filled diode; (4) insulators;
(5) generator electrode; (6) capacitive voltage divider.
TEC
previously [2] shows that increasing time resolution of
the detection system has led to an increase in the cur-
rent pulse amplitude and a decrease in the pulse width,
while a product of the pulse amplitude by the pulse
width remained virtually the same. The behavior of the
runaway electron beam current amplitude depending
on the experimental conditions was also the same as
that observed in [1, 2]. The minimum electron beam
current pulse width observed in the new experiments
was ~0.3 ns (Fig. 2, curve 2).

The high-resolution measurements showed that the
electron beam appears on the leading front of the volt-
age pulse and terminates on a plateau of this pulse. The
average value of the E/p ratio at the moment of the elec-
tron beam formation on the voltage pulse front is
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Fig. 2. Oscillograms of (1–3) the electron beam current
pulses behind the foil and (4–6) the voltage pulses (4) on the
gas diode and (5, 6) on the matched load (calculation and
experiment, respectively). Time scale: 1 ns/div (1–4);
2 ns/div (5, 6). Gas pressure in the diode: p = 1 bar. Cath-
ode–anode gap width: 16 mm (1, 2); 17 mm (3, 4). Genera-
tor: RADAN-220 (1, 2); RADAN-303 (3, 4, 6). Current
amplitude scale: 20 A/div (1); 10 A/div (2, 3). Voltage
amplitude scale: 45 kV/div (4–6).
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~3 times lower than the value of this parameter upon
termination of the electron beam current pulse. Termi-
nation of the current pulse at a high voltage on the dis-
charge gap is probably explained by shunting of the
anode–cathode gap by a plasma propagating from the
cathode. As a result, the field distribution in the gap
becomes more uniform and the critical E/p values
(required for the electron runaway and the beam extrac-
tion through the foil) are not reached. An average elec-
tron energy in the beam measured for the RADAN-303
generator and a 40-µm-thick AlBe foil was ~60 keV,
which amounts to about 60% of the maximum voltage
applied to the discharge gap. The above results confirm
the assumption that the runaway electron beam is
formed, on reaching the critical field strength, in the
region between the moving plasma boundary and the
anode [2].

Conclusion. Thus, we have studied the runaway
electron beam formation in an air-filled diode at atmo-
spheric pressure and low average values of the E/p
ratio. The results of the measurements performed with
a subnanosecond time resolution showed that the elec-
tron beam appears on the leading front of the voltage
pulse (at a small delay of ~0.5 ns) and has a small width
(FWHM ~ 0.3 ns). The runaway electron beam pulse
terminates at a high value of the E/p ratio (several times
that corresponding to the appearance of the electron
beam behind the foil), which is related to leveling of the
electric field strength distribution in the anode–cathode
gap shunted by the plasma propagating from the
cathode.
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 11      20
The electron beam formation in a gas at high pres-
sures plays an important role in the pulsed breakdown
of gas diodes and in the formation of pulsed volume
discharges. In order to monitor this phenomenon in
more detail, it would be of interest to use a detection
system with even better time resolution (to tens of pico-
seconds) and study the runaway electron beam forma-
tion at still higher pressures (several tens of bars).
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Abstract—We have studied the photoluminescence spectra and the luminescence magnetic circular polariza-
tion (LMCP) spectra in the region of the 4f–4f radiative transition 5D4  7F6 in the rare earth Tb3+ ion in a
Y3Al5O12 garnet matrix. A comparison of the experimental and theoretically calculated LMCP spectra allowed
parameters of the odd crystal field component to be determined that removes the prohibition with respect to
parity from the 4f–4f transitions in Tb3+ ion in the garnet structure. The energy spectra and wave functions of
5D4 and 7F6 multiplets of Tb3+ ion in a crystal field with the D2 symmetry have been calculated. © 2003 MAIK
“Nauka/Interperiodica”.
The considerable interest in the optical investiga-
tions pertaining to 4f–4f transitions in rare earth (RE)
ions in various compounds [1, 2] is related to their pos-
sible use as active media in visible-range lasers operat-
ing in both up-conversion [3] and traditional [4] sys-
tems of optical pumping. For most RE ions in various
matrices (including paramagnetic garnets), the odd
crystal field component, responsible for the admixture
of excited 4f (n – 1)5d (or 5g, etc.) configurations to the
ground state configuration 4f (n) and for the removal of
parity prohibition for some practically important 4f–4f
transitions, is almost unknown (in contrast to the well-
studied component responsible for the Stark splitting of
multiplets in the spectra of RE ions [5, 6]). Some
parameters of the odd crystal field component in gar-
nets were calculated for Nd3+ ions within the frame-
work of the charge exchange model [7] and determined
for Dy3+ [8] and Yb3+ [9] from a comparison between
calculated intensity distributions and experimental
spectra. However, this problem has not even been for-
mulated for Tb3+ ion in garnets (and in other matrices),
despite the importance of such data for description of
the special features of optics of the 4f–4f transitions.

We report on the first attempt to establish a quanti-
tative relationship between the coefficients of expan-
sion of the odd component of the crystal field potential
in odd spherical harmonics (Btp) and the 4f–4f transition
intensities Ξ(t, λ) [7, 9] by comparing the theoretical
spectra of the magnetic circular polarization of lumi-
nescence (LMCP) calculated for Tb3+ ions in an
Y3Al5O12 garnet (YAG) to the experimental data.1

1 It is well known that λ = 2, 4, 6 for RE ions (l = 3), while the indi-
ces of expansion with respect to spherical harmonics in the sym-
metry group D2 for the odd crystal field component are t = 3, 5, 7
and p = 2, 4, 6 (for t > p) [8, 9].
1063-7850/03/2911- $24.00 © 20882
Obvious advantages of this approach to determining the
odd crystal field component parameters are relatively
simple modeling and calculation of the LMCP spectra,
related to a significant reduction in the number of pos-
sible optical transitions allowed by the selection rules
for RE compounds in a magnetic field, in contrast to the
case of their optical spectra.

The LMCP and photoluminescence (PL) spectra of
a Tb0.2Y2.8Al5O12 garnet were measured along the [001]
direction in the region of the radiative transition
5D4  7F6 (a blue fluorescence band) at ~20400 cm–1

with a spectral resolution of ≈2 cm–1. The LMCP and
PL measurements were performed at T = 90 and 78 K,
respectively. The luminescence was excited and
observed in the transmission mode. Unpolarized photo-
excitation was produced by a mercury lamp with a UV
filter. The sample was magnetized in a longitudinal (rel-
ative to the direction of light propagation) external
magnetic field H = 5 kOe (H || [001]). A change in the
circular polarization of secondary emission in the
applied magnetic field, as expressed by the LMCP fac-

tor P =  (where I± are the intensities of clock-

wise- and counterclockwise-polarized emission com-
ponents), was studied using a high-sensitivity tech-
nique based on modulation of the secondary emission
using a photoelastic light modulator [10, 11]. The error
of the LMCP determination was ~2–3% at the center of
the emission band and increased to ~5% at the band
edge.

Figure 1 shows the LMCP and PL spectra of a
Tb0.2Y2.8Al5O12 garnet measured at T = 90 and 78 K,
respectively. A comparison of these spectra shows that
the P(ν) spectrum (ν is the wavenumber in cm–1) in the

I+ I––
I+ I–+
---------------
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region of PL lines 3 and 4 exhibits linear variation
within the corresponding bands and crosses zero at
their centers. A more complicated LMCP structure in
the region of closely spaced PL lines 6 and 7 represents
the superposition of sloped P(ν) dependences in this
energy interval. A sharp drop in the PL line width
observed when decreasing the temperature from 300 to
78 K is correlated with a significant increase in the
slope of LMCP for these lines at T = 90 K.

The aforementioned features in the behavior of the
LMCP spectra in the region of the radiative transition
P(ν) are inherent in the so called diamagnetic contribu-
tion (A term [12]) characterized by the linear variation
of the P(ν) value within an emission line (with the sign
reversal at the center). The slope is proportional to the

“effective” Zeeman splitting ∆  of the degenerate
(doublet [12]) or quasidegenerate (quasidoublet [13])
states combined in the 4f–4f radiative transition.2 When
the line width decreases, the slope grows in proportion
to 1/Γ2, where 2Γ is the line width determined for I =

 (I0 being the line intensity at the center) [12].

Taking a doubled product of the LMCP slope for
line 7 and squared halfwidth (Γ2) determined from the
experimental data at T = 90 K (Fig. 1), we determine the

effective Zeeman splitting ∆  = 1.48 cm–1 (H =
5 kOe) of the quantum states of 5D4 and 7F6 multiplets
of Tb3+ ion in the garnet, which are responsible for the
A term of LMCP on this line (2Γ ≅  9.5 cm–1).

For interpreting the results of the magnetooptical
and optical study of the radiative transition 5D4  7F6,
we have numerically calculated the wave functions and
energies of the Stark sublevels of 5D4 and 7F6 multiplets
of Tb3+ ion occurring in one of the nonequivalent posi-
tions in the crystal structure of YAG with the symmetry
group D2. The calculation was performed using the
complete crystal field Hamiltonian

(1)

where Bkq are the crystal field parameters (nine of
which are nonzero for the D2 symmetry: k = 2, 4, 6; q =

0, 2, 4, 6);  are irreducible tensor operators [15]; µB

is the Bohr magneton; g0 = 1.5 is the Lande factor for
5D4 and 7F6 multiplets; and J is the angular momentum
operator.

The calculated Stark energy sublevels of multiplets
and the corresponding wavefunctions (written in the

2 The “effective” Zeeman splitting of a doublet (or quasidoublet) is
determined by a product of the magnetic moment µg and the
applied field strength H [14].

EZ
eff

I0

2.72
----------

EZ
eff

ĤCF Bkq Ck
q Ck

q–+( )
k q,
∑ g0µBHJ,+=

Ck
q
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simple |J, MJ〉  basis) were classified with respect to
symmetry using irreducible representations Γi (i = 1, 2,
3, 4) of the D2 symmetry group [6, 14] (orientation of
the crystal field symmetry axes was analogous to that
adopted in [13, 15]). The initial data for the numerical
calculations were represented by a set of crystal field
parameters Bkq [5, 6] and the results of optical investi-
gations of terbium yttrium garnets [15].

Reliable assignment of the observed A type features
in the LMCP spectra (Fig. 1) to the radiative transitions
between Stark sublevels of the excited 5D4 and ground
7F6 multiplets of the 4f (9) configuration of Tb3+ ion in
YAG (Fig. 2) can be performed by considering the sym-
metry selection rules for the components of the dipole
moment of optical transitions determining the magni-
tude (and sign) of the A term of LMCP. Indeed, the
“diamagnetic” contribution to the LMCP of a non-
Kramers RE ion (or the A term) is related to the appear-
ance of allowed (in the electric dipole approximation)

 I+ – I– 
I+ + I–

P =

20450 20284
ν, cm–1

12

3

4
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6

7

0.10

0.05

0

–0.05

–0.10

–0.15

Fig. 1. LMCP spectrum (solid curve) for the radiative tran-
sition 5D4  7F6 in Tb0.2Y2.8Al5O12 garnet measured at
T = 90 K in a magnetic field of H = 5 kOe parallel to [001]
axis. Dashed curve shows the PL spectrum of Tb3+ in the
same garnet measured at T = 78 K.
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radiative transitions of the “isolated singlet–quasidou-
blet” type, which can be expressed as [13]

(2)

in the approximation of a Gaussian emission contour

I = I0exp .

The A'/D2 ratio determining the magnitude and sign
of the A term of LMCP depends on the magnetic
moment µg of the quasidoublet. At the same time, this
ratio is proportional to the product of matrix elements
of the radiative transitions of the “isolated singlet–
quasidoublet” type: electric-dipole elements for the
transitions from Stark singlet to quasidoublet states and
magnetic-dipole elements for the transitions between

PA 1
2
---µBH

ν ν0–( )
Γ2

------------------- A'
D2
------ 

 =

ν ν0–
Γ

-------------- 
 

2

10

Nd
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É3 (213)
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É4 (1.0)
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gy = 6.81

gx = 8.7

gz = 17.21

gx = 15.51

Sm Gd Dy Er Yb

Fig. 2. A scheme of the radiative transitions of the “singlet
(quasidoublet)–quasidoublet” type contributing to the
LMCP spectrum of a paramagnetic Tb0.2Y2.8Al5O12 garnet

measured on the radiative transition 5D4  7F6 . Vertical
arrows indicate allowed radiative transitions; gx , gy , gz are
the calculated components of the g tensor of quasidoublet rel-
ative to the local system of coordinates of a RE ion in the
YAG structure. The energies of the Stark sublevels (in cm–1)
are measured from the lowest (ground) state in the 7F6 mul-
tiplet. The inset shows a plot of the ratio of the odd crystal
field coefficients B52/B54 versus the RE ion position in the
lanthanide series, constructed using our results and data
from [7–9].
TE
quasidoublet states mixed by the external field H.3

Using the known symmetry selection rules [13, 15] and
the energies of the Stark sublevels of 5D4 and 4F6 mul-
tiplets calculated in this study, we obtain a scheme of
radiative 4f–4f transitions responsible for the features
observed in the LMCP spectrum of the Tb0.2Y2.8Al5O12
garnet in the energy interval studied (Fig. 2).

It is important to note that modeling of the LMCP
spectra must include, besides taking into account the
selection rules, summing of the contributions from RE
ions occurring in various nonequivalent positions
(c-sites) in the RE sublattice of the garnet on the pas-
sage from a local to crystal coordinate system. In our
case, the y and z axes of the local coordinate system of
the RE ion coincide with crystallographic directions of
the [110] type, while the x axis is parallel to directions
of the [100] type in the garnet crystal [13, 15]. In a crys-
tal magnetized along the [001] axis, the acting (i.e.,
splitting) magnetic fields in the quasidoublets charac-
terized by gx , gy , and gz components of the g tensor
(describing anisotropy of the Zeeman splitting in RE

garnets [14]) are  = H,  = H/ .

According to the results of numerical calculations,
the effective Zeeman splitting of the 7F6(Γ1, Γ3) quasi-

doublet at 212 cm–1, equal to ∆  = 1.43 cm–1 in a field
of H = 5 kOe (H || [001]), is determined by the Ising
mechanism (sharply anisotropic [14]) of magnetization
of the RE ion with a magnetic moment of µg = (1/2)gzµB

(gz = 17, 21; gx , gy ≤ 0.5) oriented along the z axis of the
local system of coordinates at the c-site. It should be
noted that the Ising-like behavior of the g tensor in the
given state is related to a considerable extent to the fact
that the wave functions of the quasidoublet can be
described with a good approximation by the “pure”
|J, MJ〉  states: |Γ1〉  = –0.672(|6, +6〉  + |6, –6〉) +
0.129(|6, +4〉  + |6, –4〉) + 0.083(|6, +2〉  + |6, –2〉) and
|Γ3〉  = 0.696(|6, +6〉  – |6, –6〉) – 0.076(|6, +4〉  – |6, −4〉) –
0.0.38(|6, +2〉  – |6, –2〉). A good conformity between

theoretical and experimental values of ∆  for the
7F6(Γ1, Γ3) quasidoublet confirms correct assignment of
the LMCP features on line 7 to the radiative transition
5D4(Γ4)  7F6(Γ1, Γ3).

At the same time, direct calculation of the A'/D2
ratio performed for the same transition by applying a

3 According to [13],

(3)

where  is the operator of the z-projection of the magnetic

moment of a quasidoublet of the RE ion;  and  are the
components of the dipole moment operator of the ion; |j 〉 , |k 〉  are
the wave functions of the Stark singlets forming a quasidoublet in
the 7F6 multiplet; and |a 〉  is the wave function of the Stark singlet

of the excited 5D4 multiplet.

A'/D2 2Im j µ̂z k〈 〉 a P̂x j〈 〉 k P̂y a〈 〉{ } ,∼

µ̂z

P̂x P̂y

Hact
X Hact

Y Z, 2

EZ
eff

EZ
eff
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theoretical approach developed in [13] (based on the
Jadd–Ofelt theory) to the wave function calculated in
our study for the Stark singlet 5D4(Γ4) (|Γ4〉 =
0.637(|4, +1〉  + |4, –1〉) – 0.302(|4, +3〉  + |4, –3〉))
showed that agreement with the experiment can be
obtained provided that the parameters of the odd crystal
field component obey the following relations:
B32Ξ(3, 4)/B52Ξ(5.6) = –1.26 and B54/B52 = 0.852. The
matrix elements of the 4f–4f transitions entering into
the expression for A'/D2 (see formula (3)) were calcu-
lated taking into account a dominating contribution due
the Jadd mechanism, whereby the odd crystal field
components produce admixing of the states of the
excited 4f n – 15d (l' = 2) configuration to the states of the
ground 4f n (l = 3) configuration of the Tb3+ ion after
removal of the parity prohibition from the 4f–4f tran-
sitions in the first order of the perturbation theory
(see [16]).4 

The obtained relations between the parameters of
the odd crystal field component in Tb0.2Y2.8Al5O12 gar-
net allow us to explain the distribution of intensities
observed for the emission lines 3 and 7 at T = 78 K. The
calculation of the square matrix elements for the transi-
tions 5D4(Γ1, Γ4)  7F6(Γ1, Γ3) and 5D4(Γ4) 
7F6(Γ1, Γ3) for lines 3 and 7, respectively, using the
wave function calculated in our study for the quasidou-
blet 5D4(Γ1, Γ4) (|Γ4〉 = –0.643(|4, +3〉  + |4, –3〉) –
0.305(|4, +1〉  + |4, –1〉) and |Γ1〉 = 0.095(|4, +4〉  +
|4, −4〉) + 0.696(|4, +2〉  + |4, –2〉) + 0.114|0〉) showed
that their ratio at T = 78 K is 4.1. The experimental ratio
of the oscillator strength (or areas) of the emission lines
3 and 7 at the same temperature is close to 5.

Thus, the ratios of the parameters of the odd crystal
field component provide for a consistent explanation of
the features of optical and magnetooptical spectra of
Tb3+ ion in YAG and confirm a certain regularity in
behavior in the sequence of RE elements. Indeed, a plot
of the ratio of the odd crystal field coefficients B52/B54
versus the ion position in the lanthanide series (involv-
ing data from [7–9]) shows that the ratio exhibits a
maximum at the center of the lanthanide series (Fig. 2).
Therefore, the fact that the orthorhombic component of
the crystal potential B52 dominates over the cubic com-

4 The spin prohibition of the transition 5D4  7F6 is removed in

the second-order theory by the spin–orbit coupling mixing 5D4

multiplet with the states of the 7D term of the excited configura-
tion 4f (n – 1)5d of Tb3+ ion [14, 16].
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ponent B54 for Tb3+ and Dy3+ ions explains the Ising-
like behavior of these ions (in contrast to the behavior
of Nd3+ and Yb3+) in the YAG matrix.

The above data can be used for calculating the rela-
tive intensities of the Stark components of the emission
bands related to the radiative transitions 5D4  7FJ
(J = 6, 5), which are of special interest for the develop-
ment of up-conversion lasers on terbium–yttrium alu-
minum garnets.
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Semiconductor Converters of Continuous Laser Radiation
into a Pulsed Beam
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Abstract—We consider the possibility of creating a semiconductor device converting continuous laser radi-
ation into a sequence of pulses in the visible and infrared wavelength range. © 2003 MAIK “Nauka/Interpe-
riodica”.
We propose a semiconductor device capable of con-
verting continuous laser radiation into a sequence of
pulses in the visible and IR range. The converter com-
prises a metal–gaseous dielectric–insulating electroop-
tical semiconductor crystal structure [1] placed
between crossed polarizers. The structure, biased with
a dc voltage V0, is illuminated with a thin continuous
1063-7850/03/2911- $24.00 © 20886
beam of light partly absorbed in the crystal. The light is
incident parallel to the electric field direction in the
structure. At the converter output, we obtain a sequence
of light pulses at a repetition rate determined by the
incident light intensity. It was demonstrated [2] that the
voltage V0 applied to the structure is divided between
the insulating electrooptical crystal and the gaseous
λ = 0.63 µm
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Fig. 1. (a) A schematic diagram illustrating experiments with an optical pulse converter based on a metal–gaseous dielectric–semi-
conductor structure: (1) insulating electrooptical bismuth silicate crystal (d = 0.15 cm); (2) gaseous dielectric layer (d0 = 10–2 cm);
(3) transparent electrodes; (4) crossed polarizers; (5) optical filter blocking radiation with λ = 0.54 µm; (6) photodetector; (7) dou-
ble-beam oscillograph; (8) prism. (b) Discharge current pulses measured in the external circuit of the converter structure illuminated
only by the light with λ = 0.63 µm (W0 = 9 × 10–4 W). (c) Optical pulses measured at the output of the converter under the same
conditions. Bias voltage V0 = 1100 V.
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Fig. 2. Optical pulses observed at the output of the bismuth silicate crystal converter simultaneously illuminated by two continuous
thin light beams with λ = 0.63 µm and 0.54 µm. The power of the radiation with λ = 0.54 µm is varied (mW): (a) 0; (b) 0.05; (c) 0.12;
(d) 0.2; (e) 0.4; (f) 2.0. The light beam with λ = 0.63 µm has a constant power of W0 = 0.9 mW. The structure is biased to V0 = 1500 V.
dielectric layer according to their capacitances. The
value of V0 is selected so that the electric field strength
in the gas is somewhat lower than the critical value for
the gas discharge (Ecr).

The light beam passing through the structure is
absorbed in the electrooptical crystal and, as a result, an
electric charge is accumulated at the crystal–gas inter-
face. This charging leads to a redistribution of the
applied voltage between the crystal and the dielectric
gap: as the charge is accumulated, the electric field
strength in the gap increases and reaches a critical level
(Ecr). Then, the conductivity of the gaseous dielectric
layer increases by many orders of magnitude and the
accumulated charge leaks from the structure. Upon dis-
charge, the electric field strength in the structure
restores its initial distribution and the cyclic process is
repeated [1–4].

When the structure is irradiated with a thin light
beam (with a diameter d < 5 × 10–2 cm), the cyclic
redistribution of the electric field strength takes place
immediately under the illuminated spot on the surface.
As a result, the intensity of the light flux transmitted
through the crystal is modulated due to the longitudinal
Pockels effect. The output light flux represents a
sequence of pulses following one another at a repetition
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 11      20
rate determined by the incident flux intensity. If such a
converter is illuminated by two collimated beams, one
of which (e.g., the infrared) is not absorbed in the elec-
trooptical crystal, the output infrared radiation flux will
also be pulsed at a frequency determined by the inten-
sity of the absorbed light beam.

Figure 1a shows a schematic diagram of the con-
verter based on a bismuth silicate crystal illuminated by
two continuous, coinciding thin light beams (with d <
5 × 10–2 cm) representing a weakly absorbed radiation
with λ = 0.63 µm and a strongly absorbed radiation
with λ = 0.54 µm, both beams being parallel to the elec-
tric field direction.

Figure 1b presents the magnitude and shape of the
discharge current pulses measured in the external cir-
cuit of the structure illuminated only by the light with
λ = 0.63 µm (W0 = 9 × 10–4 W). Figure 1c shows the
magnitude and shape of the optical pulses measured at
the converter output by a photodetector and displayed
by a double-beam oscillograph. 

As can be seen by comparing Figs. 1b and 1c, the
leading fronts of these pulses coincide in time, while
the duration of the discharge current pulses (Fig. 1b) is
significantly shorter than that of the optical pulses
(Fig. 1c). This is explained by the fact that the duration
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of the current pulses (appearing when the electric field
strength in the gaseous dielectric layer reaches the crit-
ical level Ecr) is determined by the time of charge leak-
age from the crystal during the gas discharge. In con-
trast, the optical pulse duration is determined by the
time of electric charge accumulation in the crystal up to
a critical level.

Figure 2 shows the pattern of optical pulses
observed at the output of the converter simultaneously
illuminated by two continuous, coinciding thin light
beams with λ = 0.63 µm and 0.54 µm. At a constant
power of the former radiation (λ = 0.63 µm, W0 =
0.9 mW, V0 = 1500 V), the frequency of optical pulses
with λ = 0.63 µm at the converter output is determined
by the power of light flux with λ = 0.54 µm. As the
power of the latter flux (λ = 0.54 µm) is controlled
within W0 = 0–2 mW, the repetition rate of the pulses
with λ = 0.63 µm varies within f = 6–300 Hz. The mod-
ulation depth decreases with increasing repetition rate,
which is related to the delayed charge leakage upon gas
discharge. For the constant parameters of light beams,
the repetition rate of the optical pulses increases with
TEC
the voltage V0 applied to the structure. Using this mod-
ulator, it is possible to convert high-power fluxes of
continuous IR radiation (not absorbed in the converter)
into pulsed IR radiation by using a low-power beam of
continuous radiation that is absorbed in the electroopti-
cal crystal.
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Abstract—Mechanical activation and fine comminution of hexagonal oxide ferrimagnets by milling to a
nanocrystalline state (ultradisperse powder), followed by sintering, leads to significant changes in the phase dia-
gram, the temperature of synthesis, and the magnetic properties as compared to those of the materials obtained
by traditional ceramic technology. The final material structure is formed through “chemical assembly”—
sequential consolidation of nanodimensional particles (structure-forming blocks)—rather than through the for-
mation of low-temperature phases and their decomposition with increasing temperature. © 2003 MAIK
“Nauka/Interperiodica”.
When a solid is comminuted so that the dimensions
of structural elements are reduced to a level on the
order of tens of nanometers, the solid passes to a special
state called nanocrystalline, with both structure and
properties differing from those in the usual macro-
scopic state of the same material. Since the dimensions
of structural elements in this state becomes comparable
with the basic geometric characteristics of substances
and the characteristic spatial parameters of physical
processes (the dimensions of electrical and magnetic
domains, electron mean free path, etc.), some quantum-
mechanical effects are manifested that significantly
change the atomic structure and modify the physical
properties of the material.

An effective method for converting solids into the
nanocrystalline state is offered by fine comminution
(ultradispersion) and mechanical activation of solids in
high-energy-density devices such as planetary ball
mills. Using this method, it is possible to finely disperse
a crystalline substance so as to obtain substructural
blocks in the form of nanodimensional particles. We
1063-7850/03/2911- $24.00 © 20889
suggest that, by changing external conditions, it is pos-
sible to build structures of various types from these
blocks by means of “chemical assembly,” a process not
requiring overcoming high potential barriers (or rup-
ture of strong chemical bonds) encountered in the
nucleation of new phases [1]. The synthesis through
chemical assembly must be especially clearly mani-
fested in the synthesis of polytype materials differing
only by the sequence of structure-forming blocks.
Examples of such materials are offered by hexagonal
oxide ferrimagnets (hexaferrites) with the structural
types and crystal structures presented in the table.

This work was aimed at studying the effect of fine
dispersion and mechanical activation on the character of
phase diagrams of hexaferrites (I) BaCo0.7Zn1.3Fe16O27
(CoZn–W) and (II) Ba4Co2Fe36O60 (Co2–U) which can
be used as electromagnetic radiation absorbers.

Hexaferrites I and II belong to the class of com-
pounds in which the composition is determined by the
phase diagram of the ternary system MeO–BaO–Fe2O3.
This system features the formation of a series of poly-
Compositions and structures of hexaferrites

Chemical composition Structural type Crystal structure C, nm

BaO · 6Fe2O3 M RSR'S' 2.32

BaO · 2MeO · 8Fe2O3 W(MS) RSSR'S'S' 3.28

2BaO · 2MeO · 6Fe2O3 Y TST'S'T''S'' 4.35

3BaO · 2MeO · 12Fe2O3 Z(MY) RSTSR'S'T'S' 5.23

2BaO · 2MeO · 14Fe2O3 X(MMS) RSR'S'S'RSR'S'S'RSR'S'S' 8.43

4BaO · 2MeO · 18Fe2O3 U(MMY) (RSR'S'T'S') 11.43
003 MAIK “Nauka/Interperiodica”
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Temperature variation of the phase composition of hexaferrites (a, b) BaCo0.7Zn1.3Fe16O27 (CoZn–W) and (c, d) Ba4Co2Fe36O60
(Co2–U) synthesized (a, c) according to the traditional ceramic technology and (b, d) after ultradispersion and mechanical acti-
vation.

UDP
type ternary oxides with the crystal structures repre-
senting various combinations of three blocks—the
spinel block S (comprising two layers of anions) and
two hexagonal blocks, R and T (comprising three and
four layers, respectively, of hexagonal close-packed
anions partly replaced with large divalent barium cat-
ions) (see table).

A special feature of this class of ferrimagnetic mate-
rials is the perfect cleavage at the basal planes of crys-
tals grains, whereby individual particles of a powdered
material have the shape of a flat hexagonal prism with
lateral dimensions significantly exceeding the thick-
ness. As a result, the role of a structurally inhomoge-
neous surface and a near-surface layer in such a mate-
rial after fine dispersion and mechanical activation sig-
nificantly increases in comparison to the role of the
volume. This must lead to a considerable change in
magnetic properties, primarily in the effective magnetic
anisotropy.

The phase composition of the synthesized oxide fer-
rimagnets was determined by X-ray diffraction using
FeKα radiation. The magnetic properties were studied
using an automated complex for measuring characteris-
tics in a pulsed magnetic field. The measurements were
performed with the field strength varying from 0.01 to
10 T in the range of temperatures from 80 to 600°C [2].

In the initial state after preliminary sintering for 6 h
at 1100°C, ferrite I comprises a mixture of phases W,
M, and about 20 vol % of the sum of phase S and bar-
ium orthoferrite (BaFe3O4), while ferrite II consists of
TE
phases Y (25 vol %), M (40 vol %), S (30 vol %), and
the nuclei of phase U (<5 vol %).

Ultradispersion and mechanical activation of the
preliminarily sintered hexaferrites with the composi-
tions indicated above were performed in a planetary
ball mill. The weight ratio of balls to powder was 20 : 1
and the processing duration was 20 min. This treatment
resulted in the formation of an ultradisperse powder
(UDP) consisting of clusters with the characteristic
average size of about 0.85 and 0.55 nm.

Figure 1 compares the phase diagrams of hexafer-
rites with the W and U structures synthesized according
to the traditional ceramic technology and using the
UDP obtained by ultradispersion and mechanical activa-
tion upon preliminary sintering. In contrast to ferrite I
with the W structure obtained by sintering at 1320°C
after 1-h mixing in a vibration mill (Fig. 1a), the W
structure of this ferrite in the latter case forms predom-
inantly from nanodimensional clusters of the UDP
(Fig. 1b). In this case, the optimum synthesis tempera-
ture is 100–120°C lower than that according to the tra-
ditional ceramic technology.

In ferrite II synthesized by the traditional ceramic
technology, the U type structure is stable within a rather
narrow temperature interval (1150 ± 15°C) and decom-
poses on further heating with the formation of Z and X
phases (Fig. 1c). After mechanical activation and com-
minution into the UDP state, the main phase formed
from ferrite II under the same conditions is a high-tem-
perature phase of the X type not containing hexagonal
T blocks (Fig. 1d). Thus, the ultimate dispersion and
CHNICAL PHYSICS LETTERS      Vol. 29      No. 11      2003
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mechanical activation significantly reduce the sintering
temperature and allow the process of phase formation
in hexaferrites to be controlled.

It should be noted that phases with the structure W
for ferrite I and U for ferrite II obtained by the tradi-
tional technology usually appear through the formation
of low-temperature phases and their subsequent
decomposition on heating (see Figs. 1a and 1c) [3].
According to the idea of academician Kabanov [4],
converting the ferrites into a UDP state consisting of
nanodimensional clusters “allows nanoparticles to par-
ticipate in the thermal motion and provides for the pos-
sibility of their self-assembly into superstructures by
eventually finding the thermodynamic optimum.”

The process of mechanical activation and ultradis-
persion also significantly modifies the magnetic charac-
teristics of hexaferrites. In particular, the saturation
magnetization somewhat lowers, the region of spin-ori-
entational phase transformations smears, and the mag-
netic anisotropy field in the easy axis state decreases [5].

In conclusion, we have demonstrated for the first
time that ultradispersion and mechanical activation of
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 11      20
hexagonal oxide ferrimagnets by milling to a nanocrys-
talline state leads, in the course of subsequent sintering,
to significant changes in the phase diagram, the temper-
ature of synthesis, and the magnetic properties as com-
pared to those of the materials obtained by traditional
ceramic technology. This opens new possibilities for
the creation of novel radioabsorbing materials with
desired magnetic properties.
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Electrooptical Behavior of Twist Nematic Liquid Crystal Layers
in the Regime of Electroconvection: The Role of Defects
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Abstract—We have studied the sequence of orientational phase transitions in twist nematic liquid crystal layers
in the regime of electroconvection with allowance of the nucleation of structural defects influencing these trans-
formations. Quantitative characteristics determining the degree of defectness of the modulated structures are
established. © 2003 MAIK “Nauka/Interperiodica”.
Investigations of the behavior of defects in liquid
crystals (LCs) are mostly restricted to the cases of pla-
nar orientation of the LC director n [1, 2]. From the
standpoint of practical applications, LC systems featur-
ing twist (or supertwist) orientation of the director are
much more promising. For example, the slope and con-
trast of the electrooptical curve in twist nematic liquid
crystals (NLCs) significantly depend on the twist angle,
reaching maximum values at 90° [3]. Of course, it
would be very interesting for both basic science and
practical applications to study the modulated NLC
structures free of defects. However, real ordered systems
are by no means as ideal, which is related to defects that
are always present in the roll structures and influence the
electrooptical characteristics of NLC layers.

In this context, we have studied the transition from
one-dimensional (1D) to 2D domain structure in a π/2
twist NLC during electroconvection in an alternating
electric field and determined the quantitative character-
istics reflecting the degree of defectness of the periodic
structures under consideration. The influence of defects
in the domain structure on the above transitions has
been studied and analyzed.

The investigation was performed for a model NLC
system based on 4-π-methoxybenzilidene-n-butyl-
aniline (MBBA). The MBBA film was placed between
glass plates bearing transparent SnO2 electrodes. The
plates were preliminarily rubbed in one direction (in
order to induce a homogeneous planar orientation of
the NLC director) and then rotated relative to each
other by π/2 to produce a π/2 twist configuration of the
director field. The NLC layer thickness was d = 20 µm
and the linear cell dimensions were 16 × 12 mm. The
cell was biased by an ac voltage with an amplitude U and
a frequency of f = 30 Hz. The thresholds of the domain
structure formation, the types of defects, and the spatial
and temporal characteristics of these defects were deter-
mined by optical diffraction and by direct analysis of the
video images obtained in a polarization microscope.
1063-7850/03/2911- $24.00 © 20892
As the amplitude of the applied alternating electric
field strength in the twist NLC increases above a thresh-
old level (the corresponding critical voltage being Uc =
5.6 V), the sample exhibits the following sequence of
structural transformations (Fig. 1): linear (1D) domains
(Williams’ domains)  modulated rolls  2D
domain structure (in the NLC layer plane)  turbu-
lent regime (dynamical light scattering mode). The lin-
ear domains in twist NLCs are aligned perpendicularly
to the director orientation in the middle of the unper-
turbed layer. When the voltage is increased so that ε =
(U – Uc)/Uc = 1.8 (Fig. 1), the system becomes modu-
lated along the axis of rolls. The amplitude of the defor-
mation of rolls increases with the voltage unless a 2D
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Fig. 1. A plot of the reduced wave vectors versus control
parameter ε (q0 = 2π/d, d is the NLC layer thickness). The
insets show the characteristic patterns of wave instabilities
in the corresponding ε regions: (I) linear domains; (II) tran-
sition state; (III) 2D grid pattern.
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grid pattern is formed in the X0Y plane [4]. In contrast to
a planar NLC layer featuring only a tangential compo-
nent of the convective flow velocity in the rolls, the twist
NLCs possess an additional axial velocity component
whose direction changes from one roll to another [4].

The results of the Fourier analysis of the micro-
scopic images showed that, upon the transition from
linear to 2D domain structure, the perpendicular com-
ponent of the wave vector q⊥  (perpendicular to the
director in the middle of the layer and, hence, parallel
to the rolls) exhibits virtually no variation with increas-
ing applied voltage (unlike the component q|| parallel to
the director), which is evidence of stability of the trans-
verse spatial mode. The dependence of the wave vec-
tors in the 1D and 2D domain structures on the applied
voltage is shown in Fig. 1.

The stability of the 2D structure depends to a con-
siderable extent on the presence of defects. These
defects are essentially the edge dislocations of the 1D
roll structure (see the inset in Fig. 2). Similar to the case
of planar nematics [5], defects in the twist NLCs exhibit
two types of motions—climb and glide (parallel and per-
pendicular to the roll axis, respectively). The rolls on one
side of the defect are compressed and those on the other
side are stretched in the direction perpendicular to the
roll axis. The effective period of rolls on one side is
smaller than that on the other, so that the defects move
predominantly along the rolls. The glide motion is
observed for the interaction of defects possessing oppo-
site signs. As the applied voltage increases, the density of
defects remains unchanged until the onset of the 1D–2D
transition (Fig. 2a). After the formation of a 2D structure,
the density of defects as a function of the applied voltage
tends to saturation. This behavior is related to the fact
that the density of the elastic distortion energy of the
defect becomes comparable with the energy of deforma-

tion of the 2D structure (F ~ ). Thus, an increase in the
number of defects corresponds to the growth of fluctua-
tions, while the saturation of the density of defects
reflects the formation of a stationary 1D and 2D domain
structure (see the transition region in Fig. 1).

Figure 2b shows the dependence of the average
effective defect length on the voltage. The formation of
the 1D domain structure is accompanied by large scat-
ter of the effective defect size L (2λ ≤ L ≤ 30λ, where
λ = 2π/q|| is the period of the 1D lattice of rolls). At ε ~
1.3, the defects begin to divide with increasing fluctua-
tions and at ε ~ 1.8, the average defect length decreases
to a minimum value of L = 2λ. This coincides with the
region of transition states, determining the appearance
of the periodic deformations along the rolls, although
the wave vector q⊥  (but not q||) remains virtually
unchanged with increasing parameter ε.

In conclusion, we have demonstrated that the sym-
metry of twist NLCs and the sequence of structural
transitions in these LCs are significantly different from
those in the case of planar NLC configuration. This is

q⊥
2
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related to the twist of the NLC director field. It is estab-
lished that the 1D–2D transition is accompanied by an
increase in the density of defects in the initial roll struc-
ture. The transition is characterized by a certain region
∆U of applied voltages (smeared transition). This is
probably related to an additional elastic deformation of
the director field in the vicinity of defects; a high den-
sity of such defects leads to a decrease in the critical
voltage for the transition.
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Abstract—A new type of acoustooptical processor (AOP) for the investigation of pulsar radio emission is pro-
posed that provides for the compensation of signal dispersion in a broad frequency range. The AOP is based on
an acoustooptical spectrum analyzer with a CCD photodetector operating in a special shift-and-add mode,
which allows spectral components of the input signal to be added with a controlled time delay immediately in
the CCD photodetector. The proposed AOP was successfully used on an RT-64 radio telescope (Kalyazin Radio
Astronomy Observatory) for the observation of pulsars at 1.4 GHz in a bandwidth of 45 MHz. © 2003 MAIK
“Nauka/Interperiodica”.
Introduction. Both astrophysics and observational
radio astronomy study pulsars, which represent neutron
stars with high and very stable rotation velocities.
Important information about physical processes in pul-
sars is provided by investigations of the pulsed radio
emission from these objects. This emission is observed
in a wide frequency range (from 100 MHz to 10 GHz)
with a repetition period TR from several milliseconds to
several seconds.

The radio emission of pulsars has a number of pecu-
liarities, the main one being strong dispersion in inter-
stellar medium [1]. Because of this dispersion, a short
pulse of radio emission exhibits frequency drift within
a bandwidth ∆f around a central frequency f. The drift
from high to low frequencies proceeds at a rate of

(1)

where DM is the pulsar dispersion measure [pk/cm3]
and f is the frequency [MHz]. This leads to a broaden-
ing of the pulse at the receiver output and the loss of
information about fine temporal structure of the input
signal. Therefore, dispersion does not allow the
receiver bandwidth to be expanded for gaining sensitiv-
ity, limiting it by the value δfin = αDMδt, where δt is the
required time resolution. This limitation can be removed
by summing a large number of narrowband signals upon
compensation for the dispersion delay in each channel,
that is, by including a special device—a dispersion com-
pensator—into the receiver of pulsar radiation.

There are several known types of dispersion com-
pensators, the most widely used being the incoherent
postdetector dispersion compensator based on a multi-
channel filter bank. In this device, the output signals sn

in all N channels of the multichannel filter bank are

αDM
f 3

8.3 103DM×
--------------------------------     [MHz/s],=                        
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simultaneously detected to form an sn, k data array
(where n is the channel number and k is the time count
number) and then added according to an algorithm (2)
that eliminates the dispersion and increases the signal-

to-noise (S/N) ratio by a factor of :

(2)

where ∆ is the time shift depending on the pulsar dis-
persion measure.

In order to provide for a significant gain in the S/N
ratio with increasing receiver bandwidth, it is necessary
to use a filter bank with a large number of channels,
which presents a considerable technical problem. As is
known, the problem of forming a large number of
equivalent frequency channels with a resolution δf ≥
100 kHz can be rather simply solved with the aid of
acoustooptical spectrum analyzers (AOSs) widely used
for spectral investigations in radio astronomy [2]. An
AOS has been used as a multichannel filter bank for
pulsar observations [3].

We propose an AOP of the new type, capable of sim-
ply and effectively eliminating the negative effect of
dispersion during processing of a wideband signal. In the
new device, the spectral components are added with con-
trolled delay immediately in a CCD photodetector [4].

Acoustooptical processor for pulsar signals. Fig-
ure 1 shows a scheme of the proposed AOP. This sys-
tem, while generally corresponds to the conventional
AOS scheme, employs a CCD photodetector operating
in a special regime. As can be seen from Fig. 1, the
input radio signal s(t) to be processed is fed (upon
amplification and transformation to an intermediate fre-
quency) into an acoustooptical modulator (AOM). The
AOM and a Fourier lens perform Fourier transforma-

N

sΣ k( ) sn k ∆n+, ,
n 1=

N

∑=
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tion of the input signal, forming an optical intensity dis-
tribution I(x, t) in the output focal plane. The spatial
coordinate x is linearly related to the frequency f of the
radio signal. The distribution I(x, t) reflects the power
spectrum S(f) of the input signal s(t) within a sliding
time window of duration TA (TA is the time aperture of
the AOM). In usual AOSs, the distribution I(x, t) is
detected and accumulated with an N-element CCD
photodetector. Upon elapse of a preset accumulation
time TI , the distribution is subjected to readout in the
form of a sequence of counts sn ~ S( fn), digitized, and
fed into a digital processor. The time TI determines tem-
poral resolution of the AOS.

In the proposed AOP, the CCD photodetector oper-
ates in a shift-and-add mode, which is ensured by a spe-
cial controller (control signal generator). Under the
action of signals (Fph) generated by the controller, ele-
ments of the CCD photodetector are electronically trans-
ferred over the aperture from one to another edge like on
a conveyor. During this transfer of charge packets, each
element simultaneously performs detection and accumu-
lation (adding) of signals from various frequency chan-
nels with the corresponding delay δt, by scanning over
these channels one by one. Thus, the addition according
to (2) is performed on a real time scale inside the CCD
photodetector in an analog form (as charged packets)
prior to readout. Amplified and digitized, the output sig-
nal UΣ(k) is fed to the registration system.

The velocity V of the motion of elements in the pho-
todetector is determined by the control system, V = lFph

(where Fph is the control frequency, and l is the element
to element spacing). This velocity can be matched with
high precision to the frequency drift (1) in the received
radio signal, VDM = KαDM, where K is a constant deter-
mined by the optical scheme of the processor. The out-
put signal of the CCD photodetector contains a compo-
nent corresponding with the envelope of the pulsar sig-
nal, which is compressed as compared to the output
signal of a usual wideband receiver. The dispersion
compensation in the AOP is accomplished on the real
time scale immediately in the CCD photodetector, so
that the AOP performs the function of the dispersion
compensator.

The proposed AOP has a number of advantages. The
addition according to (2) is performed in the CCD pho-
todetector, which increases the S/N ratio and decreases
the rate of readout N times as compared to that in the
AOS [3]. Another advantageous distinctive feature of the
new AOP is simplicity of readjustment required for the
observation of pulsars with various dispersion measures:
this readjustment is performed electronically, by simply
tuning the control signal frequency Fph.

We have designed and constructed a working proto-
type of the AOP performing the function of a dispersion
compensator. The setup employed a He–Ne laser
(LGN-207A), an AOM based on a [110]-cut TeO2 crys-
tal with a time aperture of TA ≈ 15 µs, and a linear CCD
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 11      20
                                                                                           

photodetector (Sony ILX-703A) comprising 2048 ele-
ments (14 × 14 µm). The AOP was characterized by a
central frequency of f0 = 150 MHz, a working fre-
quency band ∆fA = 80 MHz, and a frequency channel
step of about 82 kHz. Upon changing the master fre-
quency FT , the CCD photodetector provided readjust-
ment of the AOP for the observation of pulsars with dis-
persion measures from 15 to 1000 pk/cm3.

Pulsar observations on a radio telescope with
AOP. The AOP prototype was installed in a pulsar
receiver complex of an RT-64 radio telescope with an
antenna diameter of 64 m (Kalyazin Radio Astronomy
Observatory, Lebedev Physical Institute of the Russian
Academy of Sciences). Pulsar observations were per-
formed with two receivers operating in the frequency
ranges of 600 MHz and 1.4 GHz.

The structure of the receiver complex is schemati-
cally depicted in Fig. 2. The 600 MHz tract included a

4

5

6

FphVDM

V

2 3

1

S(t)

UΣ(k)

Fig. 1. Schematic diagram of the acoustooptical processor
(AOP): (1) laser and beam-forming system; (2) acoustoop-
tical modulator (AOM); (3) Fourier lens; (4) CCD photode-
tector; (5) controller (control signal generator); (6) video
amplifier and analog-to-digital converter.
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Fig. 2. Schematic diagram of the receiver complex of RT-64
radio telescope for pulsar observations at 0.6 and 1.4 GHz:
(1) 608–614 MHz receiver; (2) 160-channel filter bank;
(3) buffer digital storage (160 × 256); (4) filter dispersion
compensator unit; (5) computer; (6) 1.41–1.76 GHz
receiver; (7) programmable TR synthesizer; (8) acoustoopti-
cal processor (AOP); (9) buffer digital storage (4096);
(10) CCD photodetector; (11) AOP–dispersion compensa-
tor unit; (12) tunable generator.
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standard 160-filter postdetector dispersion compensa-
tor (FIAN AS-600/160) containing 2 × 80 channels
(40-kHz filters) with a total bandwidth of 6.4 MHz [5].
The 1.4 GHz tract incorporated the proposed dispersion
compensator with the parameters described above. The
input signal was fed to the AOP after being converted
into an intermediate frequency of fIF = 175 MHz.
Because of a difference between the central AOP fre-
quency (f0 = 150 MHz) and the intermediate frequency
fIF , the bandwidth of the 1.4 GHz tract was 45 MHz.

Most pulsars are characterized by small power flux
densities at 1.4 GHz (on the order of 10–28 W/(m2 Hz)),
which requires additional signal accumulation over large
numbers (up to 105 and above) of periods in order to pro-
vide for S/N > 1. For this reason, dispersion compensa-
tors in both tracts included digital buffer storage per-
forming preliminary accumulation of the sn, k and sΣ(k)
signals (subsequent accumulation is performed by a
computer). Operation of the digital buffer storage in both
dispersion compensators was synchronized by “Pulsar
Period TP” pulses. A special synchronization system cal-
culated expected moments of the pulsar signal arrival
with allowance of the Earth’s rotation and other factors.

The proposed dispersion compensator provided for
successful observations in the 1.4 GHz range for a num-
ber of pulsars in a range of TR from seconds to millisec-

(a) (b)

Fig. 3. PSR 1713+07 pulsar signal profiles at 1.4 GHz
obtained using (a) 64-m radio telescope (RT-64, Kalyazin)
and (b) 300-m radio telescope (Aresibo) [6].
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Fig. 4. Dispersion delay of PSR 0329+54 pulsar signals
measured simultaneously at two frequencies on an RT-64
radio telescope (Kalyazin).
TE
onds. Simultaneously and synchronously, the observa-
tions were also performed in the 600 MHz tract using a
standard 160-channel complex FIAN AS-600/160.

Figure 3a shows the profile of a signal from a milli-
second pulsar PSR 1713+07 obtained in the 1.4 GHz
range with RT-64. For the comparison, Fig. 3b shows
an analogous profile obtained with a 300-m radio tele-
scope in Aresibo [6].

Figure 4 presents the results of synchronous obser-
vations of pulsar PSR 0329+54 with DM = 26.8 pk/cm3

in two frequency ranges with the central frequencies
f1 = 1425 MHz and f2 = 600 MHz. Note a delay of
254 ms in the signal arrival time, which is related to dis-
persion in the interstellar medium. The calculated value

of delay ∆tDM = 4.15 × 103 DM amounts to

254.2 ms. Synchronous observations of pulsars at two
frequencies on RT-64 open the possibility of studying
frequency fluctuations of the dispersion measure. This
is important, for example, for timing pulsars in the cre-
ation of a global pulsar time scale.

Thus, we have developed a broadband acoustoopti-
cal dispersion compensator of the new type for the reg-
istration of pulsar radio emission signals with real-time
compensation for the signal dispersion and demon-
strated possibilities of the prototype system in opera-
tion with an RT-64 radio telescope. 

Good prospects for the use of acoustooptical meth-
ods in pulsar signal processing are related to expansion
of the bandwidth and to the use of AOP with a two-
channel acoustooptical modulator which makes possi-
ble joint Fourier transforms of two radio signals with
orthogonal polarizations (received by the radio tele-
scope antenna). This allows phase relations between the
two signals to be determined and their polarization
characteristics to be studied, which is very important
for the physics of pulsars.
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Abstract—Using one- or two-layer films of transition metals, it is possible to determine the atomic hydrogen
flux density under reduced gas pressure conditions (10–1–10–3 Pa). The method consists in monitoring a change
in the film resistance caused by selective dissolution of atomic hydrogen in the metal during exposure of the
film in a mixed atomic-molecular flow, followed by determining a characteristic time τ required for the hydro-
gen concentration in the film to reach 63% of the maximum possible level. The hydrogen flux density is then
calculated within the framework of a simple mathematical model of the film saturation with hydrogen described
by a relaxation law. The proposed method is characterized by a high selective sensitivity to atomic hydrogen.
The atomic hydrogen flux density in a mixed atomic-molecular flow can be determined in a range from 5 × 1013

to 1016 cm–2 s–1. © 2003 MAIK “Nauka/Interperiodica”.
The micro- and nanoelectronic technologies exten-
sively implement the methods of treating semiconduc-
tors with the flows of neutral chemically active parti-
cles, in particular, atomic hydrogen [1, 2]. The fluxes of
atomic hydrogen are characterized with the aid of
chemical sensors and by physical techniques such as
calorimetry, mass spectroscopy, and optical and laser
spectroscopy [3–8]. The existing methods and available
instruments are still far from being perfect. For this rea-
son, development of new detectors of atomic hydrogen
based on alternative physical principles is of consider-
able interest.

As is known, hydrogen dissolved in transition met-
als increases resistivity of the material [9–11]. This prin-
ciple is used in molecular hydrogen sensors based on
palladium operating at atmospheric pressure [12, 13].
Taking into account that hydrogen atoms penetrate into
transition metals at a much higher probability than do
molecules [11], we suggested that an analogous princi-
ple can be used for measuring the flux density of atomic
hydrogen at a reduced gas pressure (10–1–10–3 Pa).
Below we report on the first investigation of the possi-
bility of using thin films of transition metals for the
measurement of atomic hydrogen flux density.

The experiments were performed on samples depos-
ited onto polished ceramic plates with dimensions
2.5 × 30 mm. Connecting leads were brazed to the con-
tact areas at the plate ends, formed by sequential dep-
osition of Cr and Ni films. Then, the whole sample sur-
face was covered with a thin vanadium film by thermal
deposition in vacuum, after which (without admitting
air) the thin-film samples were hydrogenated by expo-
sure to a mixed flow of atomic and molecular hydro-
1063-7850/03/2911- $24.00 © 20897
gen. The residual gas pressure in the vacuum chamber
was (1−4) × 10–4 Pa. The flow of neutral particles was
formed by a source of atomic hydrogen based on a
low-pressure gas arc discharge phase [14]. The dis-
charge current, voltage, and gas flow rate were 2 A,
180 V, and 10 sccm, respectively. In the course of the
experiment, the increment of vanadium film resistance
∆R = R – R0 was measured as a function of hydrogena-
tion time t.

It was found that the exposure of a vacuum-depos-
ited V film in a flow of molecular hydrogen (flow rate,
10 sccm; hydrogen pressure, 10–2 Pa; time, 30 min)
does not lead to a change in the sample resistance.
However, a different result was observed when an anal-
ogous thin-film sample was exposed to a mixed flow of
atomic and molecular hydrogen at the same flow rate.
Figure 1 (curve 1) shows the typical curve of ∆R(t)/R0
obtained in such experiment. As a result of the hydro-
genation, the film resistance increases by ≅ 60%. The
same figure (curve 1) shows the rate of variation of the
relative increment, d[∆R(t)/R0]/dt, in which a clear min-
imum is observed at t1 = 3 min. The results of the exper-
iments showed that both the initial growth rate of the
resistance and the position of minimum depend on the
atomic hydrogen flux density. As the flux density
grows, the d[∆R(t)/R0]/dt value at t  0 increases,
while t1 decreases.

Thus, the exposure of thin vanadium films in a
mixed atomic-molecular hydrogen flow leads to selec-
tive dissolution of atomic hydrogen in the metal, with
the time of attaining minimum on the d[∆R(t)/R0]/dt
curve depending on the incident atomic flux density.
The existence of such regularities allows the density of
003 MAIK “Nauka/Interperiodica”
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the atomic hydrogen flux incident onto the film surface
to be calculated. For this purpose, it is necessary to
establish the law governing a change in the hydrogen
concentration in the film in the course of hydrogenation
and find a relation between the hydrogen concentration
in the metal and the ∆R(t)/R0 value.

As is known from published data [10], a minimum
in the dependence of the film resistivity on the hydro-
genation time corresponds to the formation of a
β-VH0.5 phase in the vanadium film. Therefore, we may
suggest that the minimum observed in the curve of
d[∆R(t)/R0]/dt = f(t) also corresponds to termination of
the formation of this vanadium hydride phase in the
film. Then, only a monoclinic crystalline β phase of
VH0.5 with a hydrogen content of 33 at. % is present in
the film at t = t1 [9]. This assumption was confirmed by
the results of preliminarily experiments involving
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Fig. 2. Plots of (1) the normalized resistance increment
δR(t) and (2) the normalized hydrogen concentration δH(t)
versus the hydrogenation time t for a thin vanadium film.
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Fig. 1. Plots of (1) the relative resistance increment and
(2) the rate of its variation versus the hydrogenation time t
for a thin vanadium film.
TE
determination of the content of hydrogen in the vana-
dium films [15].

Let us consider the kinetics of saturation of a thin
metal film with hydrogen. From simple considerations,
it is clear that the rate of hydrogen dissolution in the
film must decrease as the gas concentration in the metal
approaches a certain limiting value NS. We assume that
(i) each hydrogen atom incident onto the vanadium sur-
face penetrates into the film to occupy an interstitial
position, (ii) the hydrogen concentration H has no gra-
dient across the film thickness h (hydrogen is uniformly
distributed in the film); (iii) the film contains no sinks
and traps for atomic hydrogen; and (iv) the metal film–
substrate boundary is impermeable for hydrogen atoms
and is not a sink for these atoms.

Under these conditions, the kinetic of hydrogen dis-
solution can be described by the following relation:

(1)

where J is the flux density of atomic hydrogen incident
onto the film surface; NP is the density of interstitial
sites in the metal lattice, which can be occupied by
hydrogen atoms under given thermodynamic condi-
tions; and ϕ and γ are coefficients characterizing the
rates of processes involved in the hydrogen dissolution.
The first term in the right-hand part of Eq. (1) described
an increment in the hydrogen concentration H per unit
time, which is proportional to the incident flux J and the
number of unoccupied interstitial sites. The second and
third terms describe the loss of atomic hydrogen from
the film as a result of recombination with the formation
of hydrogen molecules. This recombination takes place
between hydrogen atoms on the surface and ether inci-
dent atoms (Rideal–Eley mechanism, second term) or
atoms emerging from the bulk (Langmuir–Hinshel-
wood mechanism, third term).

Holding the metal samples in vacuum after termina-
tion of the hydrogenation cycle showed that the flux of
hydrogen escaping from film to vacuum by the Lang-
muir–Hinshelwood mechanism is insignificant as com-
pared to the incident flux during hydrogenation, so that
the former flux can be ignored. Then, a solution to
Eq. (1) under the initial condition that H(0) = 0 is

(2)

where NS = NP/(1 + ϕ) and 1/τ = [(1 + ϕ)/(hNP)]J. The
characteristic time τ has the meaning of a hydrogena-
tion time required for the hydrogen concentration in the
film to reach 63% of the maximum possible level.

Figure 2 compares the experimental plot of δR(t)
(curve 1) to a theoretical curve of δH(t) (curve 2),
where δR(t) = ∆R(t)/(RS – R0) is the normalized resis-
tance increment (RS is the saturation resistance) and
δH(t) = H(t)/NS ≅  1 – exp(–t/τ) is the normalized hydro-
gen concentration. As can be seen, the theoretical curve

dH/dt J / hNP( ) NP H–( ) ϕ J /hNP( )H γH2,––=

H t( ) NS 1 t/τ–( )exp–[ ] ,=
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coincides with the experimental plot in the initial and
final portions, that is, in the regions of existence of vir-
tually pure α and β phases for which the increment of
resistance is due to an increase in the scattering of con-
duction electrons on hydrogen atoms. A difference
between the two curves in the intermediate region
reflects the formation of vanadium hydride VH0.5 in the
film, which is accompanied by nonmonotonic variation
of the resistance.

Assuming that the concentration of hydrogen at the
time t1 = 3 min (Fig. 1) reaches 33 at. % (corresponding
to the VH0.5 phase composition), we readily calculate
that the limiting hydrogen concentration attained in the
experiment is NS ≅  42 at. % (corresponding to VH0.74).
At room temperature, this corresponds to a transition
from monoclinic β phase to tetragonal β' phase [9]. It
should be noted that the same limit was attained in the
experiments reported in [16]. This result suggests that
the limiting concentration NS under the given experi-
mental conditions is determined by the complete satu-
ration of interstitial sites, rather than by the balance
between incident and escaping hydrogen fluxes. From
this it follows that our experiments correspond to ϕ ! 1
and NS = NP , so that the working relation for determin-
ing the atomic hydrogen flux density is

(3)

In the right-hand part of this relation, all quantities
are known except the characteristic time τ (NP = 5.28 ×
1022 cm–3). Using relation (2), the characteristic time
can be expressed via hydrogen concentration as

(4)

An analysis of relations (2) and (4) shows that τ can be
determined from the experimentally measured resis-
tance kinetics ∆R(t) by one of the following methods:

(a) 

(b) 

(c) 

where dR/dt|t → 0 is the initial slope of the ∆R(t) curve,
t is an arbitrary current time, and δH(δR) is the depen-
dence of the normalized hydrogen concentration on the
normalized resistance increment constructed using the
data measured at every experimental point. The first
method is intended for determining fluxes with a den-
sity of 5 × 1014 cm–2 s–1 and above. In this case, the
hydrogenation time necessary for determining t1 does
not exceed 10 min (for technologically convenient
thicknesses of vanadium films). The second method is
recommended for determining hydrogen fluxes of
lower density, because the first method would require

J NPh/τ .=

τ t 1 H/NS–( ).ln–=

τ 0.902t1,=

τ 1.6R0/ dR/dt t 0→( ),=

τ t/ 1 δH δR t( )( )–[ ]ln ,–=
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an unacceptably long period of time. The third method
can be used for determining fluxes of any density, pro-
vided that the measurements are performed using a
series of thin-film sensors with identical parameters
(e.g., manufactured in the same batch). In this case, one
sensor is used for constructing a calibration plot of
δH(δR) which is employed in what follows for all sen-
sors of the given batch. The duration of measurements
t1 can be arbitrary, falling within the interval of normal-
ized resistance increments δR < 0.9 (operation in the
region of saturation involves large uncertainties).

Using the first method, we determine that the exper-
imental data presented in Fig. 1 correspond to a sample
exposed to the atomic hydrogen flux with a density of
J = 3.3 × 1015 cm–2 s–1.

The main disadvantage of the proposed method of
determining the atomic hydrogen flux density is the
need to combine the process of hydrogen-sensitive film
deposition and the procedure hydrogen flux density
measurement in a single vacuum system operation
cycle. This is necessary in order to ensure 100% proba-
bility for the atomic hydrogen penetration into the
metal film, which takes place only for the unoxidized
vanadium surface. The results of our additional investi-
gations showed that multilayer compositions based on
transition metal films with palladium as the outermost
layer can be exposed to air for a long time without los-
ing sensitivity. If the palladium film thickness is signif-
icantly smaller than that of vanadium, the hydrogen-
absorbing properties of the two-layer system are close
to those of a single layer vanadium film and the t1 point
on the d[∆R(t)/R0]/dt = f(t) curve is readily determined.

In conclusion, we have demonstrated that it is possi-
ble to measure the atomic hydrogen flux density using
thin-film resistive sensors. The results of our experi-
ments show that such sensors are characterized by suf-
ficiently high precision and selectivity, and allow the
atomic hydrogen flux densities to be determined in a
range from 5 × 1013 to 1016 cm–2 s–1.
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Abstract—We have measured the spectra of diffuse reflection and the total and collimated transmission of the
mucous membrane of the stomach in the normal state by the methods of integrating spheres and single scatter-
ing in a wavelength range from 350 to 750 nm. The optical characteristics of this biological tissue were deter-
mined by solving the inverse scattering problem using the Kubelka–Munk three-flux model and the diffusion
method. A comparative analysis of the results is presented. © 2003 MAIK “Nauka/Interperiodica”.
Determination of the optical characteristics (absorp-
tion coefficient µa, scattering coefficient µs, and anisot-
ropy factor g) of biological media is a very difficult
task. The difficulties are caused by the complex struc-
ture of biological tissues and by a complicated process
of the photon–medium interaction, since biological tis-
sues represent inhomogeneously absorbing and multi-
ply scattering media [1, 2]. Modern methods developed
for determining the optical parameters of biological
media are based on the solution of the inverse scattering
problem within the framework of various theoretical
models describing the propagation of light in such sys-
tems, including the Monte Carlo method [2, 3], diffu-
sion approximation [4–6], and the Kubelka–Munk flux
models [2, 7–9].

This paper is devoted to determining the optical
parameters (µa, µs, g) of biological tissues using the
Kubelka–Munk three-flux model. For this purpose, we
have studied the spectra of collimated transmission
(TC = FC(z)/FC0), total transmission (Td = F+(z)/FC0),
and diffuse reflection from the front (Rd1 = F0–/FC0) and
rear (Rd2 = F–/FC0) boundaries of the mucous mem-
brane taken from the antral part of the stomach. Here,
FC0 is the incident light flux; FC(z) and F+(z) are the
transmitted collimated and diffuse fluxes, respectively;
F0–(z) and F–(z) are the diffuse fluxes reflected from the
front and rear boundaries of the tissue; and z is the tis-
sue sample thickness. The calculated values of Td, Rd2,
and TC were also used to determine the optical charac-
teristics of the material within the framework of the dif-
fusion approximation as described in [5].

The experiments were performed with natural tissue
slices cut from the mucous membrane of the antral part
of the stomach in the normal state. The samples with an
area of ~1 cm2 and a thickness of ~600 or ~75 µm were
prepared using a cryostat microtome. The sections wet-
ted with a drop of physiological solution were placed
1063-7850/03/2911- $24.00 © 20901
between object and cover glasses. In order to prevent
drying of the sample, the edge gap was sealed with a
special glue.

The optical measurements were performed using a
halogen lamp (KGM-100) as a light source and a grat-
ing monochromator with a reciprocal dispersion of
3.2 nm/mm capable of linearly scanning over the spec-
trum in a wavelength range from 300 to 800 nm. The
incident light beam was intensity-modulated by a chop-
per at a frequency of ~150 Hz, passed through a colli-
mator and a diaphragm, and struck the sample to make
a spot with a diameter of ~2 mm. The measurements of
Td and Rd1, 2 were performed using an integrating sphere
with a diameter of 10 cm and port areas of ~1.5 cm2.
The signal was detected by a photomultiplier and fed
via a lock-in amplifier and an interface to a computer.
In the measurements of TC, the integrating sphere was
replaced with two diaphragms, one placed immediately
behind the sample and the other in front of the photode-
tector. The error of spectral measurements was ~10%.

The experimental spectra (Td, Rd1, 2, TC) were cor-
rected to allow for the specular reflection at the air–
glass–tissue boundary as described in [6]:

Here, J and Jcorr are the experimentally measured and
corrected intensities, respectively, corresponding to the

spectra (Td, Rd1, 2, TC); r =  ≈ 0.0501 is the

coefficient of specular reflection at the air–glass–tissue
boundary; and rg ~ 0.0465 and rt ~ 0.004 are the coeffi-
cients of specular reflection at the air–glass and glass–
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tissue interfaces, respectively [6]. The final values of
the diffuse reflection and total transmission coefficients
were calculated by the formulas [5, 6]

where RS1, 2 and TS are the diffuse reflection and trans-
mission signals from the samples, respectively; R100
and T100 are the analogous values for the object and
cover glasses; and R0 and T0 are the signals from the
integrating sphere with both ports open (R0) and with
the output port closed (T0).

The method of determining the optical characteris-
tics of biological tissues within the framework of the
Kubelka–Munk three-flux model is described in suffi-
cient detail in [7]. According to this, the distribution of
light in the medium is described by difference-differen-
tial equations for three fluxes:

(1)

Rd1 2,
RS1 2, R0–
R100 R0–
-----------------------, Td

TS T0–
T100 T0–
---------------------,= =

dFC

dz
---------- µa µs+( )FC z( );–=

dF+

dz
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3
4
--- µa µs 1 g–( )+( )+ 

  F+ z( )–=

+
3
4
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Fig. 1. Optical spectra of the mucous membrane of the
antral part of the stomach in the normal state: (1) total trans-
mission Td; (2) diffuse reflection Rd2; (3) collimated trans-
mission TC.
TE
The boundary conditions for Eqs. (1) are formulated as

(2)

where Fd+ is the diffuse flux at the rear boundary of the
tissue, rsp.c ~ 0.004 is the Fresnel reflection coefficient
[6], rid ≈ 0.25 is the coefficient of internal reflection
from both boundaries of the tissue (determined by the
formula rid ≈ –1.44n–2 + 0.71n–1 + 0.668 + 0.0636n [4]
with n ≈ 1.135 being the refractive index of the tissue–
glass interface [6]).

Solving Eqs. (1) with the boundary conditions (2),
we obtain three expressions relating fluxes in the
medium at the front and rear boundaries of the object,
in which the unknown quantities (µa, µs, g) are func-
tions of the fluxes. The final solution can be obtained by
numerically solving the inverse problem for the system
of Eqs. (1)–(2); in this study, this procedure was per-
formed using the Newton method [10].

Figure 1 presents the spectra of total transmission,
diffuse reflection, and collimated transmission mea-
sured in the spectral range from 350 to 700 nm using a
sample of the mucous membrane from the antral part of
the stomach. As can be seen, all three quantities show
characteristic minima in the regions of 400–425, ~550,
and ~580 nm and exhibit an increase in the longwave
region. Figure 2 shows the optical characteristics
(µa, µs, g) of the sample tissue calculated using the
Kubelka–Munk three-flux model. As can be seen from
these curves, µs significantly decreases and g varies
rather insignificantly with increasing wavelength. This
behavior is evidence of an increase in the contribution
of µ to the total scattering at a decrease in the Rayleigh

FC 0( ) = 1 rsp s,–( )FC0; F+ 0( ) = 1 rsp c,–( )RC0 ridF0–;+

F+ d( ) 1 rsp c,–( )Fd+ ridF+ d( ),+=
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Fig. 2. Optical characteristics of the mucous membrane of
the antral part of the stomach calculated using the Kubelka–
Munk three-flux model: (1) absorption coefficient µa;
(2) scattering coefficient µs; (3) anisotropy factor g.
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scattering from cell elements (mitochondria, lysos-
omes, Golgi apparatus, nucleus, etc.) and submolecular
aggregates [1, 2, 5]. The shape of the µa contour is
determined to considerable extent by the absorption of
oxy- and deoxyhemoglobin (~350, 422, 545, and
577 nm) [11] and by the absorption of flavin and por-
phyrin groups (~390–420 nm) [12].

Using the values of Td, Rd2, and TC, we have also cal-
culated the optical characteristics (µa, µs, g) of the tis-
sue within the framework of the diffusion model. The
results of calculations by the two models are compared
in the table. For some wavelengths (350–550 nm), the
value of µa calculated using the diffusion model is
somewhat overstated as compared to the results of the
three-flux model calculation, which can be explained
by differences in the model of light propagation in the
biological tissue. Determining the optical characteris-
tics within the framework of the three-flux model
requires the knowledge of the collimated and diffuse

The values of optical characteristics (µa, µs, g) calculated
using the three-flux method and the diffusion model (data in
parentheses) for various wavelengths

 Wavelength 
λ, nm

Absorption 
coefficient
µa, mm–1

Scattering 
coefficient
µs , mm–1

Anisotropy 
factor g

350 1.27 (1.48) 58.38 (58.16) 0.94 (0.93)

400 1.9 (2.55) 57.11 (56.46) 0.93 (0.93)

450 0.94 (1.28) 49.39 (49.1) 0.95 (0.94)

500 0.47 (0.64) 42.16 (42.0) 0.96 (0.95)

550 0.525 (0.59) 38.98 (38.91) 0.95 (0.95)

600 0.48 (0.51) 33.95 (33.92) 0.95 (0.96)

650 0.23 (0.25) 28.83 (28.81) 0.95 (0.96)

700 0.16 (0.17) 24.3 (24.29) 0.945 (0.96)

750 0.13 (0.14) 21.91 (21.89) 0.95 (0.95)
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 11      20
transmission together with the diffuse reflection from
the rear and front boundaries of the object, whereas the
diffuse model only makes use of the former three coef-
ficients.

To summarize, the results of our investigation show
that the optical characteristics of a biological tissue
determined using the Kubelka–Munk three-flux model
provide a sufficiently adequate description of the object
and can be used in biomedical research and spectros-
copy—for example, for evaluating the degree of distor-
tions in autofluorescence.
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Abstract—A prototype of the IR radiation modulator operating at T = 303 K, using the giant magnetotransmis-
sion effect in a La0.82Na0.18MnO3 + δ lanthanum manganite film, has been constructed and the optical character-
istics of the setup have been measured. In a wavelength range from 1.4 to 11 µm, the IR modulation depth varies
from 3.5 to 6.5%. The possibilities of increasing the modulation depth are considered. © 2003 MAIK
“Nauka/Interperiodica”.
The effects of giant magnetotransmission (MT) and
significant temperature-induced variation of the inten-
sity of IR radiation transmitted through a manganite
crystal near the Curie temperature (TC), discovered in
our recent investigations [1–4], showed that we are
dealing with a new group of materials for the IR range
whose optical properties can be controlled by the mag-
netic field and/or temperature. The effects were
observed in manganite-based single crystals and epi-
taxial films of various compositions. The MT magni-
tude reached several tens of percent, which promised
wide applications in optoelectronics, including the cre-
ation of magnetic-field-controlled modulators for IR
radiation.

Previously, we reported on a strong variation of the
IR absorption in a magnetic field (magnetoabsorption)
observed in a magnetic semiconducting spinel of the
composition HgCr2Se4 [5]. The magnetoabsorption (or
magnetotransmission) in HgCr2Se4 was explained by
peculiarities of the energy band structure related to the
interaction of free charge carriers with localized mag-
netic moments of Cr3+ ions. The maximum effect was
observed in n-HgCr2Se4 at T = TC and in p-HgCr2Se4
T < TC . The Curie temperature of HgCr2Se4 and, hence,
the working temperature of the modulator was rather
low (TC = 115 K). As is known, the TC of manganites
can vary, depending on the doping, in a temperature
range from 80 to 360 K. Therefore, a modulator
employing the MT effect can, in principle, operate at
room temperature. Below, we describe an IR radiation
modulator employing the giant magnetotransmission
effect in a La0.82Na0.18MnO3 + δ manganite film, capable
of operating in the vicinity of room temperature.
1063-7850/03/2911- $24.00 © 20904
The magnetooptical element of the modulator was
made of a 300-nm-thick epitaxial film of
La0.82Na0.18MnO3 + δ with a perovskite structure grown
by metalorganic chemical vapor deposition (MOCVD)
on a single crystal (001)LaAlO3 substrate with a per-
ovskite structure, maintained at a temperature of
750°C. In order to prevent the loss of Na and increase
the dopant activity, the synthesis included a stage of
annealing for 6 h at 750°C in air in powder with a net
composition of La0.3Na0.7MnO3 prepared by chemical
homogenization from nitrate solutions. Investigation of
the film by the methods of high-resolution transmission
electron microscopy, scanning electron microscopy
with electron-probe microanalysis, and X-ray diffrac-
tion with both ϕ and ω scanning of the diffraction
reflections from film and substrate showed that the
material is single-phase and possesses a highly perfect
structure. The perovskite structure of the film is charac-

terized by a rhombohedral distortion (R c symmetry
group) typical of the bulk materials with compositions
La1 − xNaxMnO3 + δ [6]. The surface of the film showed
no evidence of foreign phases or other defects.

The choice of the La0.82Na0.18MnO3 + δ film as a
material for the magnetooptical element was related to
the high Curie temperature of this material, TC = 303 K,
which is close to room temperature. The Curie temper-
ature was checked by determining the position of min-
imum in the first derivative of the temperature depen-
dence of the transverse Kerr effect (TKE, an analog of
the temperature dependence of the magnetization). A
sharp growth in the TKE signal amplitude in the vicin-
ity of TC and a large value of TKE in a small field (H ~

3
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3.5 kOe) at T ~ 100 K (see the inset in Fig. 1) are char-
acteristic of ferromagnets. The character of the IR
absorption variation in the vicinity of TC and in an
external magnetic field is clearly demonstrated by the
temperature dependence of the transmitted radiation
intensity measured at a wavelength of λ = 8.8 µm
(Fig. 1). A significant increase in the transmission at
T > 200 K is related to the metal–insulator transition in
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Fig. 1. The temperature dependence of the IR radiation
intensity (λ = 8.8 µm) transmitted through a
La0.82Na0.18MnO3 + δ film (1) without applied magnetic
field and (2) with a constant magnetic field of 8 kOe. The
inset shows the temperature dependence of the transverse
Kerr effect measured at an energy of 2.8 eV in a field of
3.5 kOe.
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Fig. 2. Temperature dependences of (1) magnetotransmis-
sion and (2) modulation depth for the modulator based on a
La0.82Na0.18MnO3 + δ film (H = 8 kOe, λ = 8.8 µm). The
inset shows the field dependence of the modulation depth at
303 K in a constant (solid curve) and alternating (points)
magnetic field at λ = 8.8 µm.
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the film material. The application of a magnetic field
(8 kOe) leads to a decrease in the film transmission
(Fig. 1, curve 2). A relative change in the optical trans-
mission under the action of a magnetic field (magne-
totransmission) is determined as MT = (Y0 – YH)/Y0,
where Y0 and YH are the intensities of radiation trans-
mitted through the magnetooptical element without and
with the applied magnetic field, respectively. The abso-
lute value of MT for the film in the vicinity of TC (T =
303–307 K) reaches ~9% (Fig. 2).

Figure 3 presents the MT spectrum of a
La0.82Na0.18MnO3 + δ film measured at T = TC in a mag-
netic field of 8 kOe. As can be seen, the film exhibits a
large MT in a broad IR wavelength range from 1.4 to
11 µm. The spectral variation of the MT effect, with
local maxima at λ ~ 1.7 and 6.5 µm, and the growth at
λ > 8 µm are probably related to the magnetic-field-
induced changes in the contributions to absorption due
to delocalized and localized charge carriers [7].

The main working characteristic of an optical mod-
ulator is the modulation depth m defined as

where Ymax and Ymin are the maximum and minimum
intensities of radiation transmitted through the magne-
tooptical element [8]. The temperature and spectral
dependences of m for the La0.82Na0.18MnO3 + δ film are
similar to the corresponding dependences of MT (cf.
Figs. 2 and 3). The modulation depth reaches a maxi-
mum of ~4.5% at 303 K, that is, in the vicinity of room
temperature. Investigation of the optical properties of
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Fig. 3. The spectra of (1) magnetotransmission and
(2) modulation depth for the modulator based on a
La0.82Na0.18MnO3 + δ film (H = 8 kOe, T = 303 K).
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lanthanum manganites with various compositions
showed that it is possible to provide for a significant
increase in the modulation depth m of the proposed IR
modulator. For example, the m value of a
La0.7Ca0.3MnO3 film was ~15% for MT ~ 30% at a tem-
perature close to 0°C [3], while the m value of a
La0.35Pr0.35Ca0.3MnO3 film reached ~25% for MT ~
50% at T = 175 K [2].

The MT in manganites is an even effect with respect
to the field strength. This is manifested by the fact that
the modulated signal frequency is two times that of the
source of the alternating magnetic field. The field
dependence of m shows that there is a wide interval of
magnetic fields in which the modulation depth exhibits
linear variation (see the inset in Fig. 2). Since the MT
value weakly depends of the magnetic field direction
(parallel or perpendicular to the film plane), it is possi-
ble to use various geometries of the mutual arrange-
ment of the field source and the magnetooptical ele-
ment in the modulator.

Measurements of the field dependence of the modu-
lation depth in alternating magnetic fields with a fre-
quency of up to 1 kHz (see points in the inset in Fig. 2)
gave the same values of m as those obtained in the con-
stant magnetic field (solid curve in the inset in Fig. 2).
The modulation amplitude was measured using a
GdHgTe photodetector equipped with an active high-
frequency filter with a cutoff frequency of 100 Hz. The
operation speed of an optical modulator employing the
magnetotransmission effect in lanthanum manganites is
determined by rate of magnetization reversal processes.
Data on the electromagnetic wave transmission in the
manganites La0.67Pb0.33MnO3 (TC = 347 K) and
La0.60Y0.07 Ba0.33MnO3 (TC = 319 K) showed that, at T =
300 K and a constant magnetic field of 3 kOe, an
increase in the electromagnetic field frequency up to
10 MHz does not lead to a decrease in magnetoresis-
tance [9]. The rate of manganite remagnetization in an
alternating magnetic field is determined by the skin
layer thickness δ = (2ρ/ωµ)1/2, where ρ is the resistivity
of the magnetooptical element, ω is the field frequency,
and µ is the magnetic permeability of the magnetoopti-
cal element. For δ > d = 300 nm, the remagnetization
frequency of the La0.82Na0.18MnO3 + δ manganite film at
T = 303 K can reach ~109 Hz for µ ≤ 5 [9] and ρ =
TEC
10−4 Ω m. However, there are technical limitations of
the modulator operation speed, related to the frequency
characteristics of the source of an alternating magnetic
field. The source employed in our system allowed the
IR radiation to be modulated at frequencies up to sev-
eral kilohertz.

The proposed IR radiation modulator based on the
MT effect in manganites is a very simple optical device
comprising a magnetooptical element (manganite film)
and a magnetic field source.
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Abstract—Investigation of the spectrum of oscillations of a 180° domain wall (DW) freely moving in a uniax-
ial ferromagnet shows that the one-dimensional structure becomes unstable with respect to surface distortions
in the region of negative effective mass (negative differential mobility). The upper critical value of the pertur-
bation wave vector, above which the DW corrugation is not developed and the wave vector of a perturbation
mode with the maximum increment are determined. © 2003 MAIK “Nauka/Interperiodica”.
Development of the information technologies
accounts for the interest in investigations of the soliton
dynamics in magnetic media. The simplest one-dimen-
sional (1D) object of this kind in uniaxial ferromagnets
is a kink representing a 180° domain wall (DW). On the
whole, the dynamics of such DWs is rather exhaus-
tively studied (see the Walker solution of 1956 for a
DW in an external magnetic field [1] and the Schloe-
mann solution for freely moving DWs [2, 3]). The sta-
bility of solutions of the nonlinear Landau–Lifshits
equations with respect to development of a corrugation
type instability (transverse distortions of the DW sur-
face) has been studied in less detail, although such cor-
rugated DWs are rather frequently observed in experi-
ments. Examples, even restricted to the case of so-
called films with a transverse uniaxial magnetic anisot-
ropy, are offered (see [4]) by static distortions of the cir-
cular cross section of magnetic bubbles, bending distor-
tions of a plane DW according to Schloemann, dynamic
gyrotropic inflection of a DW surface under the action
of a moving Bloch line, etc. It should be noted that,
judging by these and other experimental data (for plane
DWs, see, e.g., [5, 6]), there is no common mechanism
responsible for the DW corrugation.

This study addresses the simplest case of corruga-
tion arising on the surface of a one-dimensional 180°
DW freely moving in a uniaxial ferromagnet. In other
words, we will consider the instability of the Walker
solution in the Schloemann form [2, 3]. Doubts con-
cerning the stability of this solution are related to a
region with a negative differential mobility of DWs (in
terms of [1]) or with a negative effective mass (in terms
of [2, 3]). According to the qualitative arguments [7],
the 1D motion of DWs in such regions can be unstable
with respect to corrugation. This problem was specially
studied on a spectral level [8, 9] and it was demon-
strated [9] that DWs actually exhibit a corrugation-type
instability in the region of negative mobility. Unfortu-
1063-7850/03/2911- $24.00 © 20907
nately, the spectrum presented in [9] is restricted to the
case of a linear spatial dispersion with respect to the 2D
perturbation wave vector k|| localized on the DW sur-
face.

In this study, the spectrum of localized oscillations
is derived from the spectral equations of stability under
not as strong limitations on k|| as in [9]. This approach
will allow us to determine the wavenumber k||M corre-
sponding to a mode with the maximum increment in the
region of instability and, hence, determining the period
of corrugation. In addition, it will be demonstrated that
there is another critical value of k|| = k||b (>k||M), above
which the DWs remain stable with respect to corru-
gation.

Consider a 180° DW in the x0z plane, freely moving
in a uniaxial ferromagnet in the positive direction of the
0y axis (the easy axis is assumed to be collinear with the
0z axis). The corresponding 1D problem solution is
well known [2, 3] and can be written as

(1)

Here θ0(y) and ϕ0 = const are the polar and azimuthal
angles of the magnetization vector M, respectively,
measured from the 0z and 0x axes (lying in the DW
plane); the y coordinate is measured in units of the
Bloch DW width ∆ = (A/K)1/2, where A is the exchange
stiffness and K is the uniaxial anisotropy constant; the
time is measured in the units of (γHa)–1, where Ha =
2K/M is the uniaxial anisotropy field; Q = Ha/4πM is
the so-called quality factor of the material; and ϕM(Q)
is the value corresponding to the maximum DW veloc-

θ0sin y( ) 1/ y Vt–( )/∆ ϕ0( )[ ] ,cosh=

∆ ϕ0( ) 1 ϕ0/Qsin
2

+( )
1/2–

,=

ϕMsin
2

Q 1 1/Q+( )1/2 1–( ),=

V ∆ ϕ0( ) ϕ0 ϕ0/Q.cossin=
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ity. Plots of the DW velocity V(ϕ0) (in the units of Vw =
2πγM∆) for three typical values of Q are presented in
the figure, where the regions of stability (see below) are
indicated by thick solid lines. The quantity ϕ0 has the
meaning of the momentum of a DW whose Hamilto-
nian H = ∆(ϕ0)–1 is a periodic function of this momen-
tum [10] (in what follows, the consideration can be
restricted to the interval 0 < ϕ0 < π/2). In the descending
branches of V(ϕ0) (see figure), the effective mass m of
the DW is negative (V = ∂H/∂ϕ0 and 1/m = ∂V/∂ϕ0 < 0).

Equations describing the case of small oscillations
can be obtained by passing to a local coordinate system
moving at the velocity V with the DW along the 0y axis.
The axes of the new system in the base plane x0y are
rotated by the angle ϕ0, so that the new 0x axis coin-
cides with the plane in which the spins are rotated by
180°. For small amplitudes of magnetization

(~exp(−iωt + i ρ), where ρ = (x, z) are the coordinates
in the DW plane) occurring in the plane of spin rotation
(m||) and that perpendicular to this plane (m⊥ ), we obtain
the equations

(2)

which coincide to within the notation with the results

obtained in [9, 11]. Here,  =  = –d2/dy2 + 1 –

2/ ,  = ±d/dy –  are operators, and the
local coordinate y implies (y – Vt)∆(ϕ0);  = ω∆(ϕ0)2,

 = k||∆(ϕ0),  = V∆(ϕ0), and  = Q−1(ϕ0)cos2ϕ0

(see formulas in (1)).

The main difficulty encountered in solving Eqs. (2)
is related to taking into account the terms proportional

to ~  (the static case of (2) with  = 0 is well known,

k̃ ||

iω̃m⊥ Ṽ L̂
+
m⊥ L̂ k̃ ||

2
+( )m||+ + 0,=

iω̃m||– Ṽ L̂
–
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TEC
see Winter (1961)). It would be natural to employ the

perturbation theory with respect to , expanding
Eqs. (2) in terms of the complete orthonormalized basis

set of operator . The spectrum of this operator con-
sists of two parts: (i) a translation mode χtr(y) =

1/( ), χtr(y) = χtr(y) = 0 localized on the
DW and (ii) a precession mode χpr(y, k) =

exp(iky)/ , χpr(y, k) = (1 + k2)χpr(y, k),
localized primarily in the domains. According to
Eqs. (2), the corresponding resonance frequencies are

(i) ( )2 = (  + ) (translation level) and

(ii) ( , k)2 = (1 + k2 + )(1 +  + k2 + ) >

( )2 (precession level).

The corrugation instability is determined on the
translation level and the corresponding frequency cor-

rections to ( ) have to be calculated. The pertur-
bation theory employed here is analogous to the
scheme used in [11], where the calculations were

restricted to the first order in . Since this approxima-
tion corresponds, as demonstrated in [11] and con-
firmed by our calculations, to the first-order correction

( ) = 0, the refined calculation should include the
second-order terms. The contribution of the diagonal
term (ϕ0) depending on the DW velocity is taken
into account to within the corresponding order of the
perturbation theory. The results are as follows:

(3.1)

(3.2)

(3.3)

where 〈…〉  denotes the operation of determining the
matrix element (integrating with respect to y1 between

infinite limits), so that |〈χpr(y1, k)| |χtr(y1)〉|2 =

(π/4)(1 + k2)/ .
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In the lowest order with respect to , Eqs. (3.2) and
(3.3) yield (note that I(0) = 1 independently of (ϕ0))
an expression

(4)

which coincides in the vicinity of the DW velocity
maximum (where ϕ0 = ϕM) with the results of [9]. This
expression shows that, in the region where
∂V(ϕ0)/∂ϕ0 < 0 (negative effective mass), the DW
becomes unstable with respect to the surface perturba-

tions with  ≠ 0. However, in contrast to [9], the com-
plete expressions (3.2) and (3.3) allow some additional
features of the corrugation instability to be determined.

Expansion of the I( ) integral into series in 

shows that the terms on the order of  in (3.2) are
always positive. With allowance for (4), this fact indi-
cates that there exists a certain value k|| = k||M for which
the increment of the corrugation instability reaches max-
imum and, hence, determines the most probable value of
the steady-state corrugation period. At the same time,

since Ωtr(  = 0)2 = 0 and Ωtr(   ∞)2 ~  (for

I(   ∞)  const), we may conclude that there is
another critical value of k|| = k||b (besides k|| = 0), at

which Ωtr( )2 = 0 and above which Ωtr( )2 is always
positive (i.e., the corrugation disappears). The figure
presents three pairs of the k||M(ϕ0) and k||b(ϕ0) curves
(numerically calculated for Q = 0.2, 1, and 10) originat-
ing from the points ϕM(Q) on the abscissa axis (for a
given Q, k||b(ϕ0) is situated above k||M(ϕ0)). 

k̃ ||

ω̃ms

ωtr k̃ || 0( )2
k̃ ||

2 ω̃ms Ṽ
2

–( )=

=  k̃ ||
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4

k̃ ||

k̃ ||b k̃ ||
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As for the applicability of the perturbation theory, it
is known that this requires the first-order correction in
Eq. (3.1) to be small. In the case of Q @ 1, this correc-
tion can be shown to always be small (~1/Q). The case
of Q ! 1 is more problematic: except for separate
regions, the smallness of the first-order correction
depends on the smallness of k||.
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Abstract—The magnitude of the strain-induced magnetization (∆Bσ effect) of a Fe81.5B13.5Si3C2 amorphous
ferromagnetic alloy was studied as a function of the applied magnetic field, the frequency of alternating elastic
stress, and the thermomagnetic treatment temperature. It is shown that processes involved in the strain-induced
magnetization of the alloy studied are determined by the frequency of alternating elastic stress and the thermo-
magnetic treatment temperature. © 2003 MAIK “Nauka/Interperiodica”.
As is known, the application of alternating elastic
stresses to iron-based amorphous ferromagnetic alloys
leads to the so-called strain-induced magnetization of
samples (∆Bσ effect). The magnitude of this effect
depends on the induced uniaxial anisotropy, initial per-
meability, etc. [1, 2]. From the standpoint of practical
applications, one of the most promising amorphous fer-
romagnetic materials is a high-magnetostriction alloy
of the Fe81.5B13.5Si3C2 type obtained by rapid quenching
of the melt [3].

This study was aimed at determining the depen-
dence of the ∆Bσ effect in the Fe81.5B13.5Si3C2 alloy on
the thermomagnetic treatment temperature, the applied
magnetic field strength H, and the frequency f of alter-
nating elastic stresses.

Samples in the form of 50-mm-long strips with a
width of 1 mm and a thickness of 25 µm were cut from
the amorphous alloy ribbons along the rolling direction.
Prior to measurements, the samples were subjected to a
thermomagnetic treatment (TMT) in order to relieve
residual stresses and induce a uniaxial anisotropy. The
TMT was performed for 20 min in the temperature
range T = 360–450°C in a vacuum of 10–6 Torr. A mag-
netic field of 40 kA/m was applied in the sample plane
perpendicular to the long axis. The TMT temperature
interval was chosen to correspond to the maximum
magnetoelastic characteristics of the Fe81.5B13.5Si3C2
alloy [4].

A sample with measuring induction coil was fixed
with one end in a sample holder, while the other end
was connected with a hard filament to a piezoelectric
crystal producing alternating elastic stresses with an
amplitude of σ ≈ 5 × 106 Pa in a range of frequencies
from 5 to 100 kHz. The piezoelectric transducer was
powered from a sinusoidal current generator. The sam-
ple was placed in a system of Helmholtz coils creating
a constant magnetic field with the strength variable
from H = 0 to 2250 A/m.
1063-7850/03/2911- $24.00 © 20910
In order to measure the sample response signal, the
induction coil was connected to a lock-in amplifier
tuned to the same frequency as the master generator.
The strain-induced magnetization was measured by a
change in the induction determined as [5]

(1)

where f is the oscillation frequency of the piezoelectric
transducer, ω is the number of turns of the induction
coil, S is the area of the sample cross section, and U is
the amplitude of the signal measured at the coil output.

The ∆Bσ value is virtually independent of the TMT
temperature in the interval from 360–450°C and
amounts to (6–7.5) × 10–2 T. In the frequency interval
f = 5–25 kHz, the ∆Bσ value decreases with increasing
field strength H, this behavior being typical of all sam-
ples irrespective of the TMT temperature. In the inter-
val of frequencies from 40 to 60 kHz, the character of
the ∆Bσ(H) function changes (Figs. 1 and 2) and the
curve exhibits a maximum. As the TMT temperature
varies from 380 to 430°C, the maximum on the ∆Bσ(H)
curve measured at 40 kHz shifts to higher fields H,
while that on the curve corresponding to f ≈ 60 kHz
shifts to lower H. For the samples treated at T = 450°C,
the ∆Bσ(H) curve measured at f ≈ 80 kHz exhibits a
maximum for H ≈ 2000 A/m, in which the ∆Bσ effect
reaches ≈3.5 × 10–2 T.

The TMT of the amorphous alloy samples leads to
the appearance of an easy magnetization axis perpen-
dicular to the long axis of the stripe. The magnitude of
the ∆Bσ effect under the action of stress σ in the mag-
netic field H can be expressed as

(2)

where B(H, σ) = H/(2K – 3λSσ), B(H, σ = 0) =

∆Bσ
U

4 fωS
-------------,=

∆Bσ H σ,( ) B H σ,( ) B H σ, 0=( ),–=
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2
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H/2K, BS is the saturation induction, K is the con-
stant of the induced uniaxial anisotropy, and λS is the
magnetostriction constant. A change in the magnetic
induction under the action of stress σ is

(3)

According to formula (3), the ∆Bσ value monotoni-
cally increases with the field strength H. It should be
noted that Eq. (2) is valid under the condition 2K >
3λSσ. For σ > 2K/3λ, Eq. (2) becomes inapplicable
because even a small field H (below the induced anisot-
ropy field) leads to saturation of the sample. Here, the
∆Bσ effect obeys the relation

(4)

According to formula (4), the value of ∆Bσ must exhibit
a monotonic decrease with increasing H. For the stress
applied during our measurements (σ ≈ 5 × 106 Pa) and
λS ≈ 3 × 10–5, we obtain 3λSσ/2 ≈ 225 J/m3, which is
close to the value of K ~ 170–250 J/m3. Therefore, the
rotation of magnetization in the presence of such
stresses terminates even in small fields H, while further
increase of the applied field strength will lead to a
decrease in ∆Bσ.

BS
2

∆Bσ 3λSσBS
2H/ 2K 2K 3λSσ–( )( ).=
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Fig. 1. Plots of the magnetic induction increment ∆Bσ ver-
sus magnetic field strength H measured at f = 60 (1), 10 (2),
90 (3), and 40 kHz (4) for the Fe81.5B13.5Si3C2 amorphous
ferromagnetic alloy after a TMT at T = 380°C.
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Let us consider the factors that may account for the
appearance of maxima in ∆Bσ(H) measured at f ≈
40−60 kHz. The strain-induced magnetization in high-
magnetostriction ferromagnets involves, besides the
magnetization rotation, the motion of non-180° domain
walls [1, 6]. In the iron-based amorphous ferromagnetic
alloys with induced uniaxial anisotropy, there are two
possible types of non-180° domain walls [7]. The first
type is related to the formation of terminal domains
with reverse magnetization in the main band domains.
Upon application of the stress σ and a magnetic field
with strength H above the coercive force of the domain
walls, the terminal domains begin to grow by mecha-
nism of displacement. We may suggest that the dis-
placement of such domain walls is the main factor con-
tributing to the ∆Bσ value at f = 40–50 kHz.

At higher frequencies f, the domain boundaries can-
not timely change their positions because of inertia and
the contribution to ∆Bσ related to the aforementioned
wall displacement decreases. Non-180° domain walls
of another type occur in the regions of internal com-
pressive stresses, where a local anisotropy caused by
the applied stress is higher than the anisotropy induced
by the TMT. This accounts for a high natural oscillation
frequency in these regions. The maximum of ∆Bσ(H),
observed in the fields greater than the induced uniaxial
anisotropy field at f ≈ 60 kHz, can be related to the dis-
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Fig. 2. Plots of the magnetic induction increment ∆Bσ ver-
sus magnetic field strength H measured at f = 60 (1), 10 (2),
and 40 kHz (3) for the Fe81.5B13.5Si3C2 amorphous ferro-
magnetic alloy after a TMT at T = 430°C.
03



912 GAVRILYUK et al.
placement of such domain walls. This assumption is
confirmed by a shift of the ∆Bσ maximum at f ≈ 60 kHz
toward lower H when the TMT temperature is
increased from 360 to 430°C. This behavior can be
explained by relaxation of the internal compressive
stresses in the amorphous alloy. It can be also sug-
gested [8] that, when the frequency f increases above
60–70 kHz, the inertial domain walls occurring in the
regions of compressive stresses cannot rearrange in
response to σ and their contribution to the ∆Bσ value
decreases.

In conclusion, various mechanisms of the strain-
induced magnetization differently depend on the
applied magnetic field strength, the frequency of alter-
nating elastic stresses, and the TMT temperature of the
iron-based amorphous ferromagnetic alloy studied.
When the applied elastic stress is close to or greater
than σ = 2K/3λS , the main mechanisms contributing to
the ∆Bσ effect are related to the displacement of non-
180° domain walls.
TE
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Abstract—The differential conductivity of nanodimensional normal metal–superconductor (NS) point
diffusion junctions has been calculated with allowance for partial breakage of the superconducting state by the
intrinsic current in the superconducting electrode and for the Andreev reflection at the adaptive N'S inter-
face. Dependence of the excess current and the differential conductivity on the applied voltage are consid-
ered. © 2003 MAIK “Nauka/Interperiodica”.
The point junction spectroscopy employing the
Andreev reflection [1] is based on the transformation of
quasiparticles into Cooper pairs that takes place over a
distance on the order of the coherence length ξ at the
boundary between a normal metal (N) and a supercon-
ductor (S) [2]. The NS junction is characterized by the
direct (nontunneling) conductivity and is considered as
a point contact if its radius r0 is much smaller than the
coherence length ξ in the superconductor and the elec-
tron mean free path lN in the metal (r0 ! ξ, lN). The
electron transfer phenomena in the NS junctions were
originally described by Artemenko et al. [3], Zaitsev
[4], and by the Blonder–Tinkham–Klapwjik (BTK)
theory [5].

The condition that r0 ! ξ, lN implies applicability of
the ballistic approach. The conductivity of the NS junc-
tion was originally calculated by Sharvin [6]. The the-
ory of diffusion NS junctions with r0 ≤ lN was devel-
oped in [3], where it was demonstrated for the first time
that GNS = GNN. In contrast, the ratio of conductivities
inside and outside the gap is GNS/GNN = 2 [5]. The
results of microjunction investigations for the materi-
als with small mean free paths lN give a smaller value
for the GNS/GNN conductivity ratio [7]. According to
the results of recent measurements, the typical dimen-
sions of diffusion contacts are estimated at r0 =
5−60 nm [8, 9]. In connection with development of the
technology of reproducible nanodimensional point
contacts [10], it is important to elaborate a theory for
the materials with small mean free path lengths lN (dif-
fusion regime).

As soon as the contact radius becomes comparable
with the coherence length ξ, nonequilibrium phenom-
ena arise in the NS junctions. This leads to suppression
1063-7850/03/2911- $24.00 © 20913
of the order parameter as a result of (i) nonequilibrium
distribution of the high-energy electrons and phonons,
(ii) penetration of the magnetic vortices, generated by
the intrinsic current, into the junction, and (iii) heating
of the contact region. A number of interesting peculiar-
ities in the current–voltage characteristics of Ag/Ta
junctions were reported by Hahn [11]. In order to
explain these experimental results, a nonequilibrium
theory of point junctions of the NcN'S type was devel-
oped in [12]. According to this theory, phonons appear-
ing in the junctions featuring the injection of high-
energy quasiparticles lead to the formation of a non-
equilibrium region. The radius of this region increases
with the applied voltage. However, this theory did not
provide an explicit expression for the excess current.
Another variant of a model for the NcN'S junctions in
cuprate superconductors with allowance for the differ-
ent order parameters in the junction region and in the
superconductor volume was proposed in [13]. The pos-
sible heating of the junction region at high applied volt-
ages was considered in [14].

Let us consider a model of the NS junction repre-
senting a contact between two metal electrodes sepa-
rated by an impermeable screen with a circular contact

region of radius r0 and an area of 4π  (Fig. 1). The
right-hand part of the junction represents a supercon-
ductor with isotopic pairing. It is natural to expect for
nanodimensional contacts that (even at a moderate
applied voltage) the superconducting state in the right-
hand electrode will be broken by the intrinsic current
(which exceeds the depairing current j0). Let us assume
that the front of superconductivity violation in the
right-hand electrode propagates as a sphere with the

r0
2
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radius r1 (adaptive N'S interface) and is determined by
the current I passing through the junction (Fig. 1).
Analogous model for the Josephson point contact
developed in [15] is commonly referred to as the spher-
ical spreading model. This variant represents a limiting
case of the hyperbolic contact for ∆z  0 [16].

For small applied voltages, V < Vc = ∆/e (where ∆ is
the energy gap of the superconductor), the voltage drop
in the left-hand part of the junction is V1 = R1I, where
R1 is the resistance calculated as described below.
When the current density in the junction reaches the
depairing threshold j0 [17], the total current is I0 =

4π j0 and the radius of the adaptive interface for I > I0

is determined as r = (I/4πj0)1/2. In the right-hand part,
the voltage drop is calculated as V2 = R2I, where R2 is
the resistance of this part upon a partial loss of super-
conductivity. According to the Ohm law,

(1)

where ρ2 is the resistivity of the right-hand electrode in
the normal state. An analogous expression for the left-

hand electrode with r1  ∞ yields R1 = . For the

total voltage drop V = V1 + V2, we obtain

(2)

where RM = (ρ1 + ρ2)(1 + Z2)/2πr0 is the so-called Max-
well resistance (Z is a dimensionless parameter charac-
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Fig. 1. (a) A schematic diagram of the normal metal–super-
conductor (NS) contact (hyperbolic bridge; dashed curve
shows the propagating N'S interface); (b) a 2D diagram of
the spherical spreading model.
TE
terizing the amplitude of the δ-like potential at the
interface). Equation (2) can be rewritten as

(3)

where i = I/I0, v  = V/Vc , and Vc = R1I0(1 + Z2). As can
be seen from formula (3), an excess current related to
the superconductivity breakage in the right-hand part
exists even in the absence of the Andreev reflection.
Accordingly, the differential conductivity is

(4)

With allowance of the Andreev reflection at the N'S
interface [5], formula (4) can be rewritten as follows
(assuming that the barrier height at this interface is
zero):

(5)

Here, the last term in square brackets reflects the
Andreev reflection [5]. As can be seen from formula (5),
the Andreev term decays for v  @ 1 as v –2 and the con-
ductivity is determined by the non-Andreev contribu-
tion. Therefore, the differential conductivity for v  @ 1
depends primarily on the ratio of resistivities κ = ρ1/ρ2.

It was shown [5] that the excess current on the N'S
interface for Z = 0 is given by the formula
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where A(E) is the probability of the Andreev reflection.
In the general case, an expression for the excess current
is as follows:

(6)

Figure 2 shows the current–voltage characteristics
calculated for various barrier heights Z at κ ≈ 1. As can
be seen, the dependence of current on the voltage in the
tunneling junctions with Z = 50 rapidly acquires an
ohmic character, while the contacts with direct conduc-
tivity (small Z) are characterized by a linear relation-
ship of the type I(V) = GNNV + Iexc(V). As the barrier
height grows, the excess current drops and completely
vanishes for the tunneling junction. The latter fact is
related to the Andreev reflection, which is present in the
junctions with direct conductivity but is absent in tun-
neling junctions. Experimental data confirming the
absence of excess current in the tunneling NS and SNS
junctions can be found in [10, 18].

In principle, the problem of description of the con-
ductivity in a contact of two metals with different
masses and free paths of the charge carriers and other
physical properties has not yet been solved. In the gen-
eral case, the conductivity of a microcontact of differ-
ent metals should be considered using the scheme of
Landauer or within the framework of the Boltzmann
approximation [19]. An attempt to calculate the excess
current in a periodic system with NS interfaces was
made in [20]. The theory is consistent with the experi-
ments reported in [21]. However, the question as to how
the conductivity of metals influences the current–volt-
age characteristic and the differential conductivity still
remains open. From this standpoint, it is of interest to
study a nonballistic NS junction with different elec-
trodes. In the proposed phenomenological model, the
difference between metals is characterized by the
parameter κ. This parameter strongly influences the
non-Andreev excess current. In the limiting case of
κ  ∞, only a contribution due to the Andreev reflec-
tion is retained, while for κ  0, the non-Andreev
excess current (in units of I0) is constant and approxi-
mately equal to 1. When κ  1, the excess current
exhibits a twofold increase only for very large voltages
(v  ≈ 14). As can be seen from formula (5) for κ  ∞,
the ratio of conductivities inside and outside the gap is
2, which is in agreement with predictions of the BTK
theory [5]; for κ ≈ 1, this ratio is below 2. Further
increase in the parameter κ leads to an increase in the
ratio of conductivities inside and outside the gap of the
nonballistic junction.

In conclusion, the current–voltage characteristic of
small-size NS junctions was calculated and it was dem-
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onstrated that the excess current consists of two contri-
butions: the Andreev contribution due to the adaptive
N'S interface and the non-Andreev contribution related
to breakage of the superconductivity by the intrinsic
current in the superconducting electrode. Generalized
formulas for the excess current and the differential con-
ductivity as functions of the applied voltage are
derived. It is shown that the ratio of conductivities
inside and outside the gap, GNS/GNN, is determined by
the parameter κ and can be either equal to 2 (in agree-
ment with the BTK theory) or smaller than 2.
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Abstract—The parameters of p–n–p structures based on polycrystalline cadmium telluride films exhibit non-
monotonic variation with increasing doses of γ radiation. It is established that this behavior is related to an
increase in the base thickness and to a nonmonotonic dose dependence of the minority carrier lifetime, which
is accompanied by recharge of the surface states and a by a change in the potential barrier height at the grain
boundaries. © 2003 MAIK “Nauka/Interperiodica”.
Investigations of the radiation-induced phenomena
in semiconductor devices are of considerable basic and
applied interest, including elucidation of the mecha-
nisms, determination of the results (as manifested by
modified electrical properties), and the search for meth-
ods to decrease the response to such a perturbative
action. The radiation-induced phenomena are fre-
quently related to the appearance of deep defects in
semiconductors.

Baruch [1] reported on a nonmonotonic variation of
the short-circuit current (Jsc) in Si- and Ge-based solar
cells irradiated to increasing doses D. Later, analogous
dependence of the current on the radiation dose (called
anomalous degradation) was observed by Yamaguchi
et al. [2–4] in silicon-based n+–p–p+ solar cell struc-
tures. The decrease and subsequent increase of Jsc

depending on D were referred to as the normal and
anomalous degradation processes, respectively. The
anomalous degradation was explained in terms of
expansion of the space charge region.

It should be noted that similar nonmonotonic depen-
dence of Jsc on the concentration of deep traps (Nt) was
revealed by theoretical investigation of a contribution
of the impurity photovoltaic effect to the efficiency of
solar energy conversion [5]. The increase in Jsc with Nt

was attributed to a growth in the rate of charge carrier
photoemission from the impurity level. Recently, it was
shown [6] that both phenomena are of the same nature,
being related to an increase in the minority carrier life-
time with a growing degree of compensation in the
semiconductor that can take place even in the absence
of the photoexcitation of impurities. Below we report
on the analogous phenomenon in the p–n–p structures
based on polycrystalline cadmium telluride, irradiated
by γ quanta.

The experiments were performed on CdTe-based
p−n–p structures of two types prepared as described
1063-7850/03/2911- $24.00 © 20917
in [7] with the base resistivities ρ = 104 and 105 Ω cm.
The emitter region contains 90% of gold and 10% of
antimony. The n-type conductivity of the high-ohmic
CdTe base is due to the presence of excess Cd atoms.
The samples were irradiated at T = 50°C with γ quanta
of E ≈ 1.2 MeV energy from a Co60 source at a rate of
1700 rad/s in a range of doses ≤1.6 × 1018 cm–2. The ini-
tial CdTe films possessed a columnar polycrystalline
structure with a grain size not smaller that the film
thickness.

Figure 1a shows the ratio of the collector currents of
irradiated (Jr) and unirradiated (J0) semiconductor
structures as a function of dose D. As can be seen, Jr/J0
decreases with increasing D in the region of small
doses. Then, the current ratio begins to increase, passes
through a maximum, and decreases again. The Jr value
in the structure possessing a higher resistivity of the
base exhibits the minimum at a lower dose than does
the sample with a smaller resistivity. This fact indicates
that dopants determining the conductivity type are
involved in the formation of deep recombination levels.

In order to elucidate the nature of the observed non-
monotonic variation, we have studied the dose depen-
dence of the minority carrier lifetime τp in the base. Fig-
ure 1b shows the plots of τp(D) determined from the
results of measurements of the limiting frequency f =
2.43Dp/(2πW2) and the gain β = 2Dpτp/W2 in the scheme
with common emitter (Dp is the hole diffusion coeffi-
cient in the base region, W is the base thickness). As can
be seen, the dose dependences of Jr and τp are corre-
lated, which is consistent with the explanation pro-
posed in [6]. Therefore, the minority carrier lifetime τp

is a factor determining the nonmonotonic character of
the collector current variation with the dose of γ radia-
tion in the region of small and medium doses. The val-
ues of τp in the samples with different resistivities are
different as well. These results confirm the above
003 MAIK “Nauka/Interperiodica”
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assumption concerning the participation of defects in
determining the conductivity type in the formation of
deep recombination levels.

It should be noted that an increase in the resistivity
of the p-type region on the irradiated side of the p–n–p
structure may lead to conversion of the conductivity
type from p to n, as reported for Si-based solar cells [4],
resulting in expansion of the base region. Therefore, a
decrease in Jr observed in the region of large doses
despite the increase in τp with monotonic increase of the
dose D can be related to the increase in base thickness.

The decrease of τp with an increase of D in the
region of small doses is probably related to the genera-
tion of radiation defects, which serve as effective
recombination centers. There are several reasons for the
subsequent growth in τp with increasing density of
defects: a growth of the degree of compensation in a
homogeneous semiconductor [6, 8], an increase in the
degree of inhomogeneity [9–11], a decrease in the con-
centration of recombination centers related to the
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Fig. 1. Plots of (a) the ratio of the collector currents of irra-
diated (Jr) and unirradiated (J0) CdTe-based p–n–p struc-
tures and (b) the minority carrier lifetime τp in the base ver-
sus the dose D of γ quanta for the samples with resistivities
ρ = 104 Ω cm (solid curve) and 105 Ω cm (dashed curve).
TE
recombination-stimulated transformation [12, 13], and
the reactions of defects [14]. The structure under con-
sideration is known to be saturated with various defects
and strongly inhomogeneous. The irradiation with γ
quanta leads to an increase both in the density of
defects and in the degree of inhomogeneity. From this
standpoint, it is difficult to give preference to any of the
aforementioned mechanisms leading to the increase in
τp . However, investigation of the dose dependence of
the resistivity ρ shows that ρ(D) is also a nonmonotonic
function. Therefore, it can be suggested that the
increase in the minority carrier lifetime is related to a
growth in the degree of compensation of the material.

In order to check for the possible base thickness
variation, we have studied the effect of γ radiation on
the capacitance–voltage characteristics C(V) of MOS
structures based on large-block p-CdTe films grown
using the technology described in [15]. The results of
these measurements showed that the C(V) curves of the
samples irradiated with γ quanta to a dose of D = 1.6 ×
1016 and 1.6 × 1017 cm–2 exhibit descending regions
(negative slope) for a negative bias voltage applied to
the upper metal electrode. By plotting the C(V) charac-
teristics in these regions as C–2 versus V, we obtained
straight lines and determined the concentrations of ion-

ized donor centers in n-CdTe as  = 3.8 × 1013 cm–3.
Extrapolated to the voltage axis, these plots determined
the contact potential difference Vk = 0.34 V between
n-CdTe and the ITO electrode. The base thickness esti-
mated from these experimental data for the samples
irradiated to D = 1.6 × 1016 and 1.6 × 1017 cm–2 was 1.3
and 2.9 µm, respectively. These results confirm the
hypothesis concerning expansion of the base region.

It should be noted that the C(V) characteristics con-
structed by the results of mathematical modeling for the
absorbed radiation doses D = 1.6 × 1016 and 1.6 ×
1017 cm–2 are shifted to the right from the experimental
curves, while the theoretical plot for D = 8 × 1017 cm–2

is on the left from the corresponding experimental C(V)
curve. These results indicate that the surface states of a
donor type predominate at the ITO–p-CdTe interface in
the former case, while the states of an acceptor type are
dominating in the latter case [16]. This result confirms
the assumption about the role of the growing degree of
compensation of the material, accompanied by
recharge of the surface states and a by a change in the
potential barrier height at the grain boundaries, as a fac-
tor responsible for an increase in the minority carrier
lifetime in irradiated samples.

As is known, γ radiation generates structural defects
of the Frenkel type capable of forming local levels. The
cation vacancies (VCd) and interstitial anions (Tei) can
form the acceptor levels, while the anion vacancies (VTe)
and interstitial cations (Cdi) form the donor levels [17].
Since the base of the p–n–p structure under consider-
ation is of the n-type, we can suggest that radiation

Nd
+
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defects responsible for the increase in τp , ρ, and Jr are
deep donors and can be represented by VTe.

It should be emphasized that a nonmonotonic
dependence of the collector current on the absorbed
radiation dose takes place only if the minority carrier
diffusion length Lp in the base region is shorter than the
base thickness W in the initial unirradiated sample and
Lp/W ~ 1 upon irradiation.

Thus, our investigation of the dose dependence of
the collector current Jr in CdTe-based p–n–p structures
irradiated with γ quanta showed that Jr exhibits a non-
monotonic variation with increasing dose D. It is estab-
lished that this behavior is caused by expansion of the
base region and by a nonmonotonic dose dependence of
the minority carrier lifetime, which is accompanied by
recharge of the surface states and a change in the poten-
tial barrier height at the grain boundaries.
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Abstract—We have studied the influence of moving domain walls (DWs) on the magnetoimpedance of a
cobalt-based amorphous microwire. A model describing the DW motion in the electric field of an alternating
current in the absence of a skin effect is proposed. When the current amplitude exceeds a certain threshold
value, the DW motion leads to the appearance of a second harmonic component in the frequency spectrum of
the sample response voltage. The second harmonic amplitude has been studied as a function of the external lon-
gitudinal magnetic field, the current frequency, and the angle of deviation of the microwire anisotropy axis from
the circular direction. The sensitivity of the second harmonic to the external magnetic field can be significantly
higher than that of the first harmonic. © 2003 MAIK “Nauka/Interperiodica”.
The interest in cobalt-based magnetically soft amor-
phous microwires is related to the unusual physical
properties of these materials and their promising appli-
cations. In particular, these wires exhibit the so-called
giant magnetoimpedance effect, whereby the imped-
ance of a sample strongly changes in an applied mag-
netic field (see, e.g., [1–4] and references therein). This
effect has attracted much attention in view of the possi-
bility of creating highly effective magnetic sensors
capable of detecting weak magnetic fields [1, 5, 6]. The
giant magnetoimpedance is observed at a sufficiently
small amplitude of the alternating current passing in the
sample, whereby the response signal is proportional to
the impedance of a microwire sample.

In recent years, the spectrum of harmonics of the
response signal was measured for higher amplitudes of
the current passing in microwires [7–13], in which case
a relation between the sample magnetization and the
current amplitude is nonlinear. Under these conditions,
the sensitivity of the second-harmonic signal to the
external magnetic field turns out to be much higher as
compared to the sensitivity of the first harmonic. The
behavior of the spectrum of voltage harmonics can be
qualitatively described within the framework of a
model assuming homogeneous rotation of the sample
magnetization vector in the field of the alternating cur-
rent [8–10, 13]. However, this approximation does not
take into account a domain structure of the amorphous
microwire that may significantly influence the fre-
quency spectrum of the response signal. Below, we
consider another possible mechanism accounting for a
nonlinear response, based on the motion of domain
boundaries along an amorphous microwire.
1063-7850/03/2911- $24.00 © 20920
The distribution of easy anisotropy axes in microw-
ires is determined by the stresses arising in the material
in the course of synthesis. The magnetic properties of
cobalt-based amorphous microwires are described
within the framework of a model assuming the presence
of two regions in the samples: a central region with the
anisotropy axis directed along the wire axis and a near-
surface region possessing a circular or helicoidal
anisotropy [1, 14–18]. In the case of weak longitudinal
magnetic fields, the near-surface region can acquire a
metastable domain structure comprising a sequence of
domains with alternating signs of the circular compo-
nent of the magnetization vector [14–16, 19–23]. Fol-
lowing [7], we will ignore the contribution to the
response signal from the central region with longitudi-
nal anisotropy and assume that the anisotropy axis in
the whole sample makes a constant angle ψ with the
circular direction.

Consider an amorphous microwire sample with a
length l and a diameter d exposed to a constant external
magnetic field He . Assume that the microwire is divided
into domains of equal length a, in which the circular
magnetization components have opposite signs. The
angles θj , describing deviation of the magnetization
vectors in the jth domain (j = 1, 2) from the circular
direction, are determined from the condition of mini-
mum free energy. This energy can be represented by a
sum of the energy of anisotropy and the Zeeman energy
in the longitudinal magnetic field [2, 24]:

(1)

where Ha is the anisotropy field.

Ha 2 θ j ψ–( ){ }sin 2He θ j,cos=
003 MAIK “Nauka/Interperiodica”
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The influence of the moving domain wall (DW) on
the impedance of an amorphous microwire will be con-
sidered using the following model. Let us assume that
the domain boundaries are immobile for small ampli-
tudes of alternating current. When the current I(t) =
I0sin(ωt) exceeds a certain threshold value Ith , the
domain boundaries start moving along the sample. The
motion of a domain boundary with a not too large
velocity under the action of the magnetic field of the
alternating current can be described by the following
equation (see, e.g., [25, 26]):

(2)

Here, β is the DW mobility proportional to the losses
for vortex currents [25] arising when the DW moves
along the sample; v  is the DW velocity; M is the satu-
ration magnetization, and Hϕ(t) is the magnetic field of
the current passing in the sample. In the case under con-
sideration, the DW mobility is [22]

(3)

where σ is the wire conductivity.
Let us restrict the consideration to low frequencies

for which the skin effect can be ignored. In this case, Hϕ
varies linearly in the wire cross section. For an analyti-
cal description of the DW motion, we replace Hϕ in
Eq. (2) by the value averaged over the wire cross sec-
tion [27]. Then the DW displacement can be expressed
as

(4)

A change in the voltage V between the sample ends
related to the DW motion is described by the expression

(5)

where z(t) is the DW coordinate (for small current
amplitudes, z(t) ≡ 0) and ζj are the contributions to the
surface impedance from the domains with opposite
directions of the circular magnetization components.

At low frequencies, the quantities ζj are given by the
formulas [2]

(6)

(7)

βv M θ1cos θ2cos–{ } Hϕ t( ).=

β 35σdM2 θ1 θ2–( )/2{ } /c2,sin
2

=

∆z t( )
8cI0

105σd2Mω
----------------------------

θ1cos θ2cos–

θ1 θ2–( )/2{ }sin
2

-------------------------------------------=

× 1 Ith/I0( )2– ωt( )cos–[ ] ,

I t( ) Ith.>

V 4I0l2/cda( ) a/2 z t( )–{ } Re ζ1 iωt–( )exp{ }[=

+ a/2 z t( )+{ } Re ζ2 iωt–( )exp{ } ] ,

ζ j c/πσd( ) 1 i πσd2ω/8c2( ) 1 µ j θ jsin
2

+( )–{ } ,=

µ j ωm
2 / ωmωα He/Ha( ) θ jsin 2 θ j ψ–( ){ }cos+[ ][=

ω2– iαωmω],–
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where ωm = 4πγM, ωa = γHa , γ is the gyromagnetic
ratio, and α is the damping constant in the Landau–Lif-
shits–Gilbert equation [26].

For small amplitudes of alternating current (I0 < Ith),
the DWs are immobile, the voltage between the sample
ends appears as a result of precession of the magnetic
moment about equilibrium position in the domains, and
the frequency spectrum of the response voltage con-
tains only the fundamental harmonic ω. When I0 > Ith , a
part of the wire exhibits remagnetization related to the
DW motion and the frequency spectrum acquires har-
monics with frequencies that are multiples of ω.
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1 2
3

0.756
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Fig. 1. Plots of the amplitude of (a) the first harmonic V1
and (b) the second harmonic V2 versus the longitudinal

external magnetic field He for ω/2π = 5 × 104 s–1 (dashed

curves) and 105 s–1 (solid curves) and ψ = 0.05π (1), 0.1π (2),
and 0.15π (3). The calculations were performed using
Eqs. (1), (4)–(7) with the following parameters: M = 600 G;
Ha = 2 Oe; l = 1 cm; d = 60 µm; a = 5 µm; σ = 1016 s–1;
α = 0.1; 4I0/cdHa = 0.75; 4Ith/cdHa = 0.05.
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Figure 1 shows the plots of the first and second har-
monics as functions of the longitudinal magnetic field
He calculated using Eqs. (1), (4)–(7) for two frequen-
cies of alternating current and various values of the
angle of deviation of the anisotropy axis from the circu-
lar direction. As can be seen from Fig. 1a, the first har-
monic amplitude V1 weakly depends on the longitudi-
nal field in the region of small He and the curves of
V1(He) are non-symmetric with respect to a change of
the field sign. The second harmonic amplitude V2 has a
much lower amplitude, but it exhibits a much stronger
dependence on He and the V2(He) curves are symmetric
with respect to a change of the field sign. Figure 1b
shows that the second harmonic amplitude increases
with the angle of deviation of the anisotropy axis from
the circular direction. At small frequencies, the second
harmonic amplitude increases with ω. As the frequency
grows further, the V2 value ceases to change because the
displacements of the domain boundaries during each
half-period are very small and such DW motions
weakly influence the response signal.

To summarize, we have considered one of the possi-
ble mechanisms accounting for the appearance of the
second harmonic in the frequency spectrum of the
response voltage measured on an amorphous microw-
ire, which is related to the motion of domain walls. The
second harmonic, appearing when the current ampli-
tude exceeds a certain threshold, is related to remagne-
tization of a part of the sample. In the region of low fre-
quencies, where the skin effect is absent, the sensitivity
of the second harmonic to the external magnetic field
can be significantly higher than that of the first har-
monic. For the typical values of parameters of a
microwire used for the calculations, the sensitivity of
the second harmonic to the external magnetic field is on
the order of 5 mV/Oe. Finally, it should be noted that
the motion of domain boundaries is possible when the
longitudinal magnetic field is below a certain threshold
level. In high longitudinal fields, a nonlinear response
is related to homogeneous remagnetization of the sam-
ple along the entire length [7–10, 13].
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Abstract—The transient chaos regime in a two-dimensional system with discrete time (Eno map) is consid-
ered. It is demonstrated that a time series corresponding to this regime differs from a chaotic series constructed
for close values of the control parameters by the presence of “nonregular” regions, the number of which
increases with the critical parameter. A possible mechanism of this effect is discussed. © 2003 MAIK
“Nauka/Interperiodica”.
The phenomenon of transient chaos accompanying
the crisis of a strange attractor [1] is rather frequently
encountered in dynamical systems of various natures.
In particular, such phenomena were observed in hydro-
dynamic experiments [2], radio circuits [3], chemical
reactions [4], optical bistable media [5], distributed sys-
tems of the type of an electron flow interacting with a
backward wave [6], and standard models of nonlinear
dynamics such as logistic maps [7], the Eno map [8],
and the Rössler system [9].

The transient chaos is essentially a regime, whereby
the distance between a strange attractor and the bound-
ary of its basin of attraction in the phase space
decreases until they touch each other at a critical value
of the control parameter (p = pc). At this point, the cha-
otic attractor exhibits a crisis (and ceases to exist at p >
pc), converting into an unstable chaotic manifold called
a chaotic saddle. Accordingly, the behavior of the given
system changes, the initial chaotic dynamics being
replaced by the transient chaos. In the initial stage of
this regime, the system behavior is virtually indistin-
guishable from chaotic, but then the system rapidly
passes to another stable state (attractor) that can be sta-
tionary, periodic, or chaotic as well.

A chaotic saddle replacing the chaotic attractor in
the phase space is of considerable basic interest. Some
properties of the chaotic saddle can be derived from an
analysis of the initial stage reflecting the transient chaos
regime in a large number of time series [9, 10]. An
alternative approach consists in constructing a long
artificial time series by matching the initial and end
parts of time series, linking them into one [11]. Finally,
trajectories existing for a long time in the vicinity of a
chaotic saddle can be constructed using the so-called
proper interior maximum (PIM) triple [12] and PIM
simplex [13] methods, or the method of step perturba-
tions [14]. The resulting long time series offers a good
1063-7850/03/2911- $24.00 © 20923
approximation of the chaotic trajectory belonging to
the given unstable chaotic manifold.

The aim of this study was to compare the chaotic
trajectories obtained for two close values of the control
parameter p, one corresponding to the chaotic attractor
(p < pc) and the other, to the chaotic saddle (p > pc).

The study was performed on an Eno map [15] of the
type

(1)

which is a standard model in nonlinear dynamics. For
the control parameters λ ≈ 4.21934 and b = –0.61, a
chaotic attractor based on the cycle of period 3 exhibits
a boundary crisis via a series of period doubling bifur-
cations, loses stability, and transforms into a chaotic
saddle. Simultaneously, a stable rest point, representing
an attractor, exists in the phase space of this system.

A time series corresponding to the chaotic attractor
was constructed for λ = 4.219 (Fig. 1a). An analogous
time series corresponding to the chaotic saddle
(λ = 4.22) was constructed by the method of step per-
turbations [14]. This procedure reduces to determining,
for an arbitrary point x in the vicinity of a chaotic sad-
dle, a time T(x) for which a phase trajectory starting
from this point reaches the attractor [16]. If the time
T(x) proves to be greater than a certain threshold value
T*, the point x is considered as belonging to an unstable
chaotic manifold. In order to construct a long time
series corresponding to the regime of transient chaos,
the initial dynamical system is iterated as follows:

(2)

xn 1+ λ xn 1 xn–( ) byn,+=

yn 1+ xn,=

xn 1+

= 
F xn( ) for T xn( ) T* step( ),>
F xn rn+( ) for T xn( ) T* rn  is perturbation ( ) , ≤




         
003 MAIK “Nauka/Interperiodica”



924 ASTAF’EV et al.
41004050400039503900385038003750 n

(a)
0.8
0.7
0.6
0.5
0.4
0.3
0.2

xn

41004050400039503900385038003750 n

(b)
0.8
0.7
0.6
0.5
0.4
0.3
0.2

xn

350300250200150100500 n

0.8
0.7
0.6
0.5
0.4
0.3
0.2

xn
(c)

Fig. 1. Fragments of time series for the Eno maps (1) with b = –0.61: (a) exhibiting a chaotic attractor (λ = 4.219); (b) featuring a
chaotic saddle (λ = 4.22); (c) escaping from the transient chaos regime (λ = 4.22). The time series (b) were constructed by the
method of step perturbations (arrows indicate the moments of discrete time n corresponding to the introduction of small perturba-
tions r).
                  
where F(x) is the operator of evolution of the initial
dynamical system, rn is a perturbation vector such that
T(xn + rn) > T*, and |rn| < δ = 10–7. Here, vector rn is a
random quantity but, in order to accelerate construction
of the time series, the probability density distribution
p(r) has to obey certain requirements (see [14]).

Thus, until the time required for an imaging point to
attain the attractor exceeds a certain preset (sufficiently
large) threshold T*, the point is considered to occur
near the chaotic saddle. The initial dynamical system,
representing the Eno map (1), was iterated according to
this procedure. As soon as the time of attaining the
attractor becomes equal to the threshold value, the point
on the trajectory is variously perturbed and the possible
perturbation rn is selected for which the time T(xn + rn)
required for the perturbed imaging point to attain the
attractor would exceed the threshold T*. Since the per-
turbation vector r is small (|rn| < δ = 10–7), the sequence
of xn offers a good approximation of the chaotic saddle.

According to the results of our investigations, a time
series corresponding to the regime of transient chaos
differs from a chaotic series only by the presence of
“outbursts” representing nonregular regions in which
TE
                   

the system dynamics differs from typical. The rest of
the time, the chaotic time series is virtually identical to
that of the transient chaos (Fig. 1). It should be noted
that the appearance of nonregular regions in the time
series of transient chaos is by no means related to the
small perturbations r introduced into the system
dynamics. In Fig. 1b, the moments of discrete time n
corresponding to the introduction of perturbations are
indicated by the arrows. As can be seen, the system
shows typical behavior for a rather long time after the
moment of perturbation and then features a nontypical
region in the time series. Moreover, by no means each
perturbation is followed by such a response.

As the critical parameter λ – λc increases, the num-
ber of nonregular regions grows, while regular regions
become shorter. This system behavior in the transient
chaos regime is much like intermittency [17, 18],
whereby a time series exhibits alternating laminar and
turbulent parts, or crisis-induced intermittency [19], in
which case several regions of a chaotic attractor merge
upon a crisis and the imaging point, having spent some
time in one region of the attractor, jumps to another
region of this attractor. The appearance of such nonreg-
CHNICAL PHYSICS LETTERS      Vol. 29      No. 11      2003
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Fig. 2. Schematic diagrams showing the positions of a sta-
ble point (j), unstable cycles of period 3 (m and d), and the
unstable (solid curves) and stable (dashed curves) mani-
folds of these cycles for the Eno map (1) with λ = 4.22 and
b = –0.61: (a) points (s) in a typical region of the time series
corresponding to the transient chaos regime; (b) points in
the untypical region (figures indicate the numbers of itera-
tion steps, beginning with the first, in which the imaging
point falls in the region of intersection of the stable and
unstable manifolds of the period-3 cycle, which accounts
for the appearance of the untypical region); (c) points in the
region where the system escapes from the transient chaos
regime (figures indicate the numbers of iteration steps,
beginning with the first, in which the imaging point falls in
the region of intersection of the stable and unstable mani-
folds of the period-3 cycle, which accounts for the escape).
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ular regions in the time series corresponding to the tran-
sient chaos regime is caused mostly by the same factors
as the escape of the imaging point from a chaotic saddle
region [20].

Figure 2 shows the structure of manifolds for two
unstable cycles of period 3, which coexist in the phase
space with an immobile stable point in a system with
the control parameters λ = 4.22 and b = –0.61. The
manifolds were mapped using the method described
in [21–23]. As can be seen, stable and unstable mani-
folds exhibit a rather complicated structure, intersect-
ing each other an infinite number of times. Figure 2a
shows a trajectory of the imaging point for the system
exhibiting typical behavior. Here, the points of a cha-
otic saddle are arranged along unstable manifolds of the
unstable cycles of period 3 and are confined within a
certain region.

A nontypical region in the time series begins at the
moment when the imaging point, moving in the vicin-
ity of the unstable manifold of the unstable cycle of
period 3, falls in the vicinity of the region of intersec-
tion of the unstable and stable manifolds of this cycle
(point 1 in Fig. 2b). Then, the imaging point begins to
visit regions in the (x, y) phase plane in which the stable
and unstable manifolds intersect, thus approaching the
unstable cycle of period 3. After entering the vicinity of
this cycle, the imaging point occurs for some time in
this region and then returns (along the unstable mani-
fold of the unstable cycle) to the chaotic saddle region
(Fig. 2b). The return of the imaging point to this region
corresponds to completion of a nontypical region in the
time series.

An analogous mechanism accounts for escape of the
system from the transient chaos regime (Fig. 2c). The
only difference consists in that the imaging point enters
the vicinity of the unstable cycle of period 3 from the
other side of a relatively stable manifold. Then, moving
along an unstable manifold of the unstable cycle for a
relatively short period of discrete time, the imaging
point reaches an attractor (in this example, an immobile
point). In this sense, the stable manifold of the unstable
cycle is essentially a boundary separating regions of a
fast transient process and transient chaos on the phase
plane. This is similar to the case of multistability, where
a stable manifold of the unstable cycle is a boundary of
the basins of attraction of the attractors [24, 25].

To summarize, we have demonstrated that time
series of a dynamical system with discrete time occur-
ring in the transient chaos regime contain regions of
nontypical behavior reflecting the approach of the
imaging point to an unstable cycle along a stable man-
ifold, followed by a return of the imaging point to the
chaotic saddle region.
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Abstract—The influence of the carbon cluster charge on their coagulation kinetics has been studied. The equa-
tions of kinetics have been solved and it is established that allowance for the cluster charging leads to an
increase in the rate of fullerene formation under otherwise equal conditions. In connection with this, the role of
minor impurities with a low ionization potential in carbon-containing plasma is discussed. © 2003 MAIK
“Nauka/Interperiodica”.
There are many models of fullerene formation [1]
which consider various precursor clusters and different
transformation pathways. However, most of these mod-
els do not take into account that all effective methods of
fullerene synthesis employ plasma technologies [2–4].
This implies that carbon clusters bear an electric charge
that certainly influences the process of fullerene forma-
tion. The effect of cluster charging has been demonstrated
experimentally [5] and described theoretically [6]. The
signs and values of charges on carbon clusters depend
on the plasma parameters, in particular, on the electron
density and temperature. In this context, we have stud-
ied the effect of electron density on the efficiency of
fullerene formation in carbon plasma.

The analysis is performed within the framework of
a semiempirical kinetic model of the growth of carbon
clusters. The main assumptions of this model are as fol-
lows. Every collision of two clusters, Ci and Ck , leads
with a certain probability Wik to the formation of a clus-
ter Ci + k . The reverse process is ignored, since the rate
of such fragmentation in the temperature range of clus-
ter growth is small because the binding energy is suffi-
ciently large [7]. The distribution of charges on clusters
at a given temperature and electron density is deter-
mined by the Saha equations [6]. The electron density
depends primarily on the presence of minor additives of
readily ionized metals in the plasma. The rate of colli-
sions between clusters is calculated according to the
classical theory. The effect of cluster charging on the
coagulation rate reduces to correcting the cross sections
for the Coulomb interaction [6].
1063-7850/03/2911- $24.00 © 20927
Equations describing the kinetics of cluster forma-
tion in a stationary flow are as follows:

(1)

Here ci = ni/NC(r) is the relative density of clusters of
the ith type (Ci), x is the dimensionless spatial coordi-
nate, and Iik is the dimensionless coagulation rate. The
latter quantity is given by the expression

(2)

where Ri is the effective size of clusters of the ith type,
D1 is the effective “diameter” of a monomer, qi is the
possible charge on the ith cluster, and Pi(qi) is the prob-
ability for the cluster to bear this charge. It is assumed
that clusters can be either neutral or singly ionized, or
can (in view of a large electron affinity) acquire a single
or double negative charge.

The probabilities of various charged states of Ci

clusters are given by the relations

(3)
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Fig. 1. Evolution of the cluster size distribution with increasing distance from the plasma source (see the text for explanations). The
inset shows variation of the average charge profile for small (C1–C4, curves 1) and large (C40, C50, and C60, curves 2) clusters.
where ce = ne/NC(r),  is the electron partition func-

tion for clusters with the charge q, and  is the ioniza-
tion energy of such clusters. In writing Eq. (3), it is
assumed that the ratio of vibrational and rotational par-
tition functions for clusters of the same type possessing
various charges is unity. The parameters of energy
structure, ionization energies, and electron affinities of
clusters necessary for the calculations were calculated
using a VASP program package [8].

It should be also noted that, in a quasi-one-dimen-
sional approximation, the dimensionless coordinate x is
related to the distance r from the arc source as dx =
NC(r)vC(r)σ11dr/U(r), where vC is the thermal velocity
of carbon atoms, σ11 is the gaskinetic cross section for
the collision of monomers, and U(r) is the mass flow
rate. Assuming the motion of a gas–plasma mixture to
be nearly adiabatic (T ~ ργ – 1) and representing a
change in the carbon concentration and flow velocity as
NC(r) = NC0(r0/r)δ and U(r) = U0(r0/r)β, respectively
(NC0 and U0 being the carbon concentration and jet
velocity at the exit from the discharge zone, respec-
tively, and r0 the electrode radius), we can write the
relation between r and x as

(4)

Here, L = U0/(NC0vC0σ11) is the particle pathlength
between two monomer collisions in the mass flow for
the initial plasma parameters and α = β + 1–δ(γ + 1)/2.
For β = δ = 1 and γ = 2, the distribution of gasdynamic
characteristics corresponds to that of a flat turbulent
jet [7, 9]. In this case, α = 1/2 and the quantities NC, U,
and T decrease in inverse proportion to the distance:
(NC, U, T) = (NC0, U0, T0)(r0/r).

Zi
q

Ei
q

r r0

1 αLx/r0+( )1/α , α 0,≠
Lx/r0( )exp , α 0.=




×=
TE
The relative densities of electrons (ce), impurity

atoms (cM), and impurity ions ( ) are described by
relations

(5)

where VR is the impurity recombination rate [10]. It
should be noted that the balance for electrons does not
take into account cluster charging. Use of the equilib-
rium approximation is related to the absence of reliable
information concerning the rates of ionization and
recombination processes in the system studied. Never-
theless, even this (not quite self-consistent) formulation
allows the effect of electric charge on the cluster coag-
ulation dynamics to be evaluated.

In numerically solving the equations of kinetics, the
dependence of Ri on the number of carbon atoms was
empirically set taking into account experimental data
on the cluster dimensions. This distribution function is
nonmonotonic, reflecting an increase in Ri in the region
of existence of chains and both flat and double rings
(10 ≤ i ≤ 40). The probability of coagulation was calcu-
lated according to the model [9], whereby Wik ~ NHea3

for small (i, k ≤ 2) clusters (a = 1.4 Å is the bond length
and NHe is the buffer gas (helium) concentration) and
Wik ≈ exp(–5800/kT) for the large ones. Following [7],
we reduced the probability of coagulation for selected
fullerenes (i = 60, 70, 74, etc.) and some other species
so as to reflect their stability.

Here, we present the results of solving Eqs. (1)–(5)
for the following values of flow parameters in a flat tur-
bulent jet: NC0 = 1016 cm–3; U0 = 104 cm/s; T0 = 5000 K;
r0 = 0.5 cm. The initial system was composed of carbon
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monomers and approximately corresponds to an equi-
librium composition at the given initial temperature.
Note that, for r ≥ 3 cm, the flow parameters are consid-
ered constant, their values decreasing to 1/6 of the ini-
tial values. The impurity metal was scandium, known to
possess a low ionization potential. Scandium additives
provided for the electron density Ne in the range from
108 to 1015 cm–3, depending on the molar fraction and
temperature.

Figure 1 shows evolution of the cluster size distribu-
tion for x = 8.9 (1), 14.1 (2), and 891 (3), corresponding
to the distances r = 0.54, 0.57, and 9.2 cm, respectively.
Solid curves represent the distributions calculated with
neglect of the charges on clusters, while dotted curves
are constructed with allowance for the effect of cluster
charging. In the initial stage, the rate of coagulation is
markedly higher for uncharged clusters, but eventually
the trend changes to the opposite. This behavior is
related to the dynamics of cluster charging. As can be
seen from the inset in Fig. 1, small clusters predomi-
nantly bear a positive charge (due to ionization). In the
course of jet expansion, the small clusters exhibit
recharging to acquire a negative charge at r > 0.75 cm.
The greater the cluster size, the later the moment of the
charge sign reversal. For this reason, the growth rate of
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Fig. 2. Profiles of the jet temperature T and the fullerene C60
yield calculated (1) without and (2) with allowance for clus-
ter charging.
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charged clusters exhibits a sharp increase within the
interval of r ≈ 0.8–1.25 cm.

Figure 2 illustrates the dynamics of variation of the
concentration of fullerene C60 in the two cases under
consideration and shows the jet temperature profile.
This analysis confirms the previous conclusion [6] that
there exists an optimum density of free electrons that
provides for the maximum yield of fullerenes (in this
example, ~109 cm–3). At the same time, these results
only outline general trends in the processes studied,
detailed description requiring a knowledge of cluster
charging kinetics. In conclusion, it should also be noted
that the absolute values of fullerene yield strongly
depend on the reactivity of clusters (Wik) and the pro-
files of hydrodynamic parameters of the gas–plasma
flow.
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Abstract—Elastic and inelastic electron scattering on magnesium and strontium atoms occurring in the ground
and metastable states was studied by electron spectroscopy in crossed beams. The electron energy loss peaks
due to the superelastic scattering on metastable magnesium and strontium (…nsnp3P0.2) atoms were observed
for the first time. This result is indicative of a high efficiency of the scattering process under consideration, com-
parable with the efficiency of elastic scattering and excitation of the lower atomic levels. © 2003 MAIK
“Nauka/Interperiodica”.
Introduction. The interaction of electrons with
atoms in metastable states differs in many respects from
the interaction with atoms in the ground state, which is
related to differences in the initial properties (excitation
energy, polarizability, dimensions) of atomic targets in
the two cases. In particular, it was established [1, 2] that
cross sections for excitation of the spectral transitions
from metastable states in magnesium and strontium
atoms are greater by at least two orders of magnitude
than the analogous values for transitions from the
ground state.

In this context, it was of interest to compare the
energy spectra of electrons scattered from atoms in the
ground and metastable states in the same experiment,
since the results would provide illustrative data on the
relative probability of excitation of the lower atomic
energy levels. In addition, there is still an open question
concerning the possible de-excitation (second order
collisions) of metastable states by electron impact.

Experimental setup. The investigation was per-
formed in the geometry of crossed electron and atomic
beams. The experimental setup comprised a collision
chamber with pumping facilities, the sources of elec-
trons and atoms, and an electron spectrometer includ-
ing the electron energy analyzer and a system measur-
ing the current of scattered electrons. In the experi-
ments with magnesium, the electron beam was
generated by a five-electrode electron gun, while the
beam scattered from strontium atoms was obtained
using a 90° cylindrical monochromator. Figure 1 pre-
sents a scheme used for recording the electron energy
loss spectra. The primary electron beam parameters
were as follows: electron energy, 10–15 eV; beam cur-
rent in the collision zone, ~25 and 2 µA; and the elec-
tron energy scatter, ~0.4 and 0.2 eV (for the electron
gun and monochromator, respectively).
1063-7850/03/2911- $24.00 © 20930
The beams of atoms in the ground state were
obtained using a thermal source of the effusion cell
type. The beams of metastable atoms were obtained
using a discharge technique described in detail
(together with the method for determining the density
of metastable atoms) elsewhere [3, 4].

The scattered electron energy analyzer is based on a
127° cylindrical capacitor with molybdenum elec-
trodes, the inner and outer radii being 32.7 and 37.5 cm,
respectively. The interelectrode potential was varied
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Fig. 1. Schematic diagram of the experimental arrangement
for measuring the energy loss spectra of electrons scattered
in crossed beam geometry: (K) cathode; (S1–S5) electron
gun electrodes; (F) electron detector; (A1–A7) electrodes of
127° cylindrical analyzer; (C1, C2) plates of correcting
capacitor; (B1, B2) plates of 127° cylindrical capacitor;
(1) atomic beam; (2) channeltron; (3) preamplifier and
broadband amplifier; (4) pulse count rate meter; (5) X–Y
recorder.
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within 2–5 V, while the correcting capacitor voltage
was 0–1 V.

The system for detecting scattered electrons oper-
ates in a pulse mode with continuous sweep and signal
recording in the analog form. This system included an
electron detector, a signal amplifier, a sweep generator,
and an X–Y recorder. Electrons were detected by a
channeltron of the VEU-6 type.

The electron spectrometer with parts of the detec-
tion scheme was mounted on a flange inside the colli-
sion chamber. Prior to measurements, the surface of
electrodes in the electron gun and energy analyzer was
subjected to prolonged heating and cleaning under high
vacuum conditions. The crossed beam experiments
were performed in a vacuum of ~3 × 10–7 Torr.

Method of investigation. A beam of species of the
element studied, containing atoms in the ground and
metastable states, intersected in the zone of collisions at
right angle to a primary electron beam. The scattered
electrons were detected by the channeltron (VEU-6) at
90° relative to the electron and atomic beams. The mea-
surements were performed in the energy loss mode,
whereby the incident electron energy is fixed and the
analyzer is sequentially tuned so as to transmit the
groups of electrons scattered with various energies. The
detection system operated as follows. Single electron
pulses from the output of VEU-6, amplified by a pream-
plifier and a broadband amplifier, were transferred to
the pulse count rate meter. The analog signal propor-
tional to the count rate was fed to the Y input of the
recorder. A sweep generator (based on a digit-to-analog
converter of the F4810/1 type) provided linear scanning
over the energy spectrum. The scan potential (varied
from 0 to 10 V) was applied simultaneously to the
entrance gap (A5) of the analyzer and the X input of the
recorder.

Using this technique, it is possible to record the
energy spectra of electrons scattered from atoms in
both the ground and metastable states. The primary
electron beam energy was calibrated to within ±0.1 eV
using the current–voltage characteristic. The energy
scale in the loss spectrum was calibrated (to within
±0.15 eV) relative to the peak of elastically scattered
electrons.

The proposed method was verified and the optimum
regime of spectrometer operation was selected in con-
trol experiments, whereby the energy loss spectra of
electrons scattered on magnesium and strontium atoms
in the ground state were compared with the published
data [5, 6] to show satisfactory agreement. The energy
resolution level achieved with the given spectrometer
(~0.4 eV for the electron gun and ~0.2 eV for the mono-
chromator) was sufficient to separate the deepest
excited levels of magnesium and strontium atoms.
Below we present the spectra measured using a primary
electron beam energy of 15 eV, which provided for the
best signal to noise ratio.
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 11      20
Results and discussion. Figure 2 shows the energy
spectra of electrons scattered from (a) magnesium and
(b) strontium atoms in the ground state and in metasta-
ble (n3P0.2) states, plotted as the current of scattered
electrons (in arbitrary units) versus the electron energy
loss (in electronvolts). Let us consider first the scatter-
ing on magnesium atoms in the ground state (Fig. 2a,
curve 1). The dominating zero-energy peak character-
ized the process of elastic scattering on atoms in the
ground 31S0 state. The region of positive losses contains
two peaks (~2.7 and ~4.3 eV) corresponding to excita-
tion of the lower triplet 33P and singlet 31P states,
respectively. Since the triplet structure of the 33P term
is very narrow (∆E ≈ 0.01 eV), peaks corresponding to
excitation of the triplet components are unresolved. In
the region of negative losses, the spectrum exhibits only
statistical variations of the background signal.

A different pattern is observed when the atomic
beam contains species in the metastable states (Fig. 2a,
curve 2). In the region of positive energy losses, the dif-
ference is manifested by broadening of the first peak
(~2.7 eV) caused by the contribution due to excitation
of the 43S1 level from metastable 33P0,2 states, in agree-
ment with the optical data [1]. No differences were
revealed between the peaks of elastic scattering in spec-
tra 1 and 2. In the region of negative losses, a well man-
ifested peak appeared at ~2.7 eV (having no analog in
spectrum 1). We attribute this feature to the process of
de-excitation of the metastable 33P0.2 states in magne-
sium atoms, leading to the formation of a fast electron
and an atom in the ground state (in literature, this pro-
cess is referred to as superelastic electron scattering).

Let us proceed to the results for strontium. It should
be noted that the useful signal for the scattering on
strontium is much higher compared to that for magne-
sium. The presence of a singlet metastable 41D2 state
required the energy resolution of the spectrometer to be
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Fig. 2. Energy loss spectra of electrons scattered on a beam
of (a) magnesium and (b) strontium atoms (1) in the ground
state and (2) in both ground and metastable states (primary
electron beam energy, 15 eV; scattering angle, 90°).
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increased, which was achieved using a 90° monochro-
mator as the electron beam source. Similar to the case
of magnesium, there are significant differences
between the spectra of electrons scattered on strontium
atoms in the ground and metastable states. The former
spectrum (Fig. 2b, curve 1) displays a dominating zero-
energy peak of elastic scattering on the ground 51S0

state. In the region of positive losses, the spectrum
exhibits an intense broad line peaked at ~2.5 eV. This
line corresponds to the excitation of several levels (43D,
41D, and 51P1, with the energy losses of ~2.2, 2.5, and
~2.7 eV, respectively). The resolution of our spectrom-
eter was insufficient to resolve these components. In the
region of ~3.8 eV, there is a well-manifested peak cor-
responding to excitation of the first singlet 61S0 level. A
peak due to excitation of the metastable triplet 53P lev-
els (with an energy loss of ~1.8 eV) is manifested only
by a weakly pronounced feature at a threshold of the
total loss contour.

The spectrum of electrons scattered on metastable
strontium atoms (Fig. 2b, curve 2) is qualitatively sim-
ilar to, but more complicated than the spectrum
described above for metastable magnesium atoms. For
the positive energy losses of ~1.8 and ~2.4 eV, the total
contour exhibits broadening reflecting the contributions
due to excitation of the 63S1 and 53D levels from meta-
stable 53P states. In the region of negative losses, a new
feature is observed at ~1.8 eV that was absent in spec-
trum 1. We assign this peak to the process of superelas-
tic scattering on metastable triplet 53P0.2 states of stron-
tium. The absence of a peak corresponding to the super-
elastic scattering of electrons on the 41D2 state is
explained by a small density of such atoms in the colli-
sion zone. Our experiments showed that the fraction of
TEC
metastable singlet 41D2 states in the atomic beam of
strontium is 40–50 times smaller than the fraction of
metastable triplet 53P0.2 states.

Conclusion. The energy spectra of electrons scat-
tered on metastable magnesium and strontium atoms
were obtained for the first time and compared to the
spectra of scattering on atoms in the ground state. The
comparative analysis revealed differences in the pro-
cess of excitation of the 43S1 magnesium and the 63S1

and 53D strontium levels for atoms in the ground and
metastable states. The effective superelastic scattering
of electrons on the metastable triplet states of magne-
sium and strontium atoms was observed for the first
time.
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Abstract—Structural data, thermal characteristics, and theoretically calculated binding energies are reported
for a graphite condensate obtained by carbon deposition from plasma. It is demonstrated that this condensate
can be effectively used in self-propagating high-temperature synthesis processes. © 2003 MAIK “Nauka/Inter-
periodica”.
Elementary carbon is available in a variety of forms
exhibiting different, sometimes opposite characteris-
tics. On the one hand, this material is extremely active,
being capable of forming ten times more compounds
than all other elements together, while, on the other
hand, carbon is absolutely inert with respect to some of
the most aggressive reactants.

It is a peculiarity of graphite that samples can signif-
icantly differ in their structure and properties, depend-
ing on the conditions of synthesis [1–5]. In the course
of thermal treatment, graphite exhibits an increase up to
3.44 Å in the spacing between layers, which are parallel
to each other but possess no mutual azimuthal orienta-
tion. This type of graphite is well known and called tur-
bostrate [5].

This paper reports on the results of our investigation
of a product of this kind that was synthesized as
reported previously and called thermolysis residue
1063-7850/03/2911- $24.00 © 20933
(TR) [6]. The TR was obtained in a plasmachemical
reactor described in detail elsewhere [7]. In this setup,
a carbon–helium plasma is generated by sputtering
spectral-purity carbon rods made of the graphite
referred to below as initial, possessing a hexagonal
structure with the crystal lattice parameters a = 2.462 Å
and c = 6.732 Å. A TR deposit was formed in the course
of rapid cooling and crystallization from carbon–
helium plasma and deposited on a relatively cold exter-
nal ring electrode of the reactor.

The results of our investigation showed that the
structure of this graphite condensate is determined by
the conditions of cooling of the ring electrode on which
deposition takes place. At an average temperature of
this electrode not exceeding 400°C, a deposit is formed
with the same lattice parameters as those of the initial
graphite. At higher temperatures, a carbon condensate
formed on the electrode contains both the initial graph-
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Fig. 1. X-ray diffraction patterns of (a) initial graphite with TR and (b) pure TR condensate showing sample peak (solid curves 1)
in comparison to the diffraction peak (dashed curve 2) of the initial graphite.
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ite and TR phases (Fig. 1). When the electrode temper-
ature is increased up to 800°C or above, the condensate
consists entirely of TR. In this material, the spacing
between graphite layers is increased by 0.06 Å (a =
2.462 Å and c = 6.852 Å) as compared to that in the ini-
tial graphite. These conclusions are based on the results
of X-ray diffraction measurements performed for pow-
der samples on a DRON-4 diffractometer. An increase
in the interlayer distance is usually explained by ran-
dom packing of graphite layers in the course of rapid
condensation of carbon from the plasma [5].

Electron-microscopic investigations performed
using a scanning electron microscope (SEM) of the
REMMA-202 type (Russia; magnification, ×300)
showed that the TR phase consists of sintered spheroi-
dal species with dimensions ranging from 0.3 to 10 µm.
We have finely comminuted a TR sample by grinding
and studied the material in a transmission electron
microscope (TEM) of the JEM-100C type (JEOL,
Japan). It was found that the TR phase contains, besides
graphite species, multiwall carbon nanotubes (Fig. 2).
Most of these nanotubes have lengths ranging from sev-
eral dozen up to several hundred and even thousands of
nanometers, with internal diameters from a few to sev-
eral dozen nanometers. The electron diffraction pat-
terns obtained from TR species and nanotubes coin-
cide, from which it follows that the spacing of graphite
layers in both TR graphite species and nanotubes is the
same (about 3.42 Å). Quantitative estimates showed
that the fraction of nanotubes is usually small, within
1–2%.

100 nm

Fig. 2. Electron-microscopic image of a carbon condense,
showing a multiwall nanotube and a turbostrate graphite
particle.

Experimental data on the particle size and combustion front
velocity in powdered titanium–carbon mixtures

Mixture
composition

Carbon particle
size, µm

Combustion front 
velocity, mm/s

Titanium–graphite 10 8

Titanium–soot 10–2 10

Titanium–TR 10 18
TEC
The binding energies of carbon for the TR and usual
graphite structures were calculated within the frame-
work of the density functional formalism using a VASP
program package [8]. The results showed that a differ-
ence between the energy per mole of carbon in the TR
phase and initial graphite amounts to 5.8 kJ, which
implies that 5.8 kJ/mol would be liberated upon the
transition from TR to the initial graphite. Therefore, TR
can be expected to exhibit a higher chemical activity
related to the greater potential energy stored in the TR
structure. This has to be manifested in a greater effi-
ciency of chemical reactions involving carbon in the TR
form.

We have studied the samples of initial graphite and
TR by means of differential thermal analysis on a
Q-1000 (MOM, Hungary) derivatograph, whereby the
samples were heated from 24 to 1000°C. It was estab-
lished that the initial graphite burns in the temperature
interval from 660 to 890°C, while the TR burns in the
interval from 570 to 850°C, the process being exother-
mal. The fact that the TR burns at lower temperatures is
evidence that the TR phase is actually more chemically
active than the initial graphite, in agreement with theo-
retical estimates.

The next check for chemical activity of the TR
phase was a practically important reaction of the forma-
tion of titanium carbide by method of self-propagating
high-temperature synthesis (SHS). The initial compo-
nents were titanium and TR powders (see table). For
comparison, the SHS process was also performed with
the carbon component in the form of initial graphite and
X-ray amorphous soot. The average size of titanium
particles was 100 µm. The initial mixture contained
titanium and carbon taken in a stoichiometric ratio, and
the initial charge was pressed to a density of about
0.5 g/cm3. The samples were placed into an SHS reac-
tor chamber evacuated to a residual pressure of 10–3 Pa.
The SHS reaction was initiated by heating the sample
end (occurring at an initial temperature of 24°C)
through contact with a red-hot graphite rod.

The SHS synthesis of titanium carbide using carbon
in the form of graphite and soot proceeded at a combus-
tion wave front propagation velocity corresponding to
the published data [9]. In the case of a reaction involv-
ing the TR, the combustion front velocity was about
twice as large as that for graphite and soot (see table).

In summary, the results of our investigations showed
that the thermolysis residue consists of spheroidal car-
bon species including turbostrate carbon and multiwall
carbon nanotubes. The distance between graphite
planes in both turbostrate graphite and nanotubes is
3.42 Å. Quantum-chemical estimates showed that the
energy difference per mole of carbon in the TR and ini-
tial graphite is 5.8 kJ, so that this amount of energy had
to be liberated upon the TR–graphite conversion. It was
demonstrated that the energy saturation of TR can be
effectively used, for example, in the SHS synthesis of
refractory carbides.
HNICAL PHYSICS LETTERS      Vol. 29      No. 11      2003
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Work on the synthesis and investigation of TR con-
densates with variable content of nanotubes is in
progress. We will also study the possibility of using
such materials in various applications, for example, as
sorbents for chromatography.
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Abstract—We have studied the electric conductivity and dielectric properties of composites comprising iron
nanoparticles dispersed in a low-density polyethylene matrix. The specific conductivity and dielectric constant
as functions of the differential mass fraction of iron nanoparticles in such composites occurring in the semicon-
ductor state are described by power relations with the average exponents (critical indices) t = s = 1.5 ± 0.3. The
regions of applicability, in which the percolation model provides adequate description of the electric conduc-
tivity and dielectric properties of the nanocomposites, are determined. © 2003 MAIK “Nauka/Interperiodica”.
It is known that the properties of disordered (ran-
domly inhomogeneous) media representing composites
containing metal nanoparticles (nanocomposites)
depend in a critical manner on the so-called percolation
concentration (volume fraction of a metal in the matrix)
or mass fraction p of the metal [1, 2]. According to this,
a volume cluster formed in the nanocomposite when
the percolation concentration p exceeds a certain criti-
cal value pc renders the polymer conducting. For small
metal concentrations (p < pc), the metal clusters are spa-
tially separated and the electric properties of the nano-
composite possess a semiconductor or dielectric char-
acter.

Among the transition metals employed in nanocom-
posites, an important position is occupied by iron.
However, the electric and dielectric properties of iron-
containing nanocomposites with p < pc are still insuffi-
ciently studied. This is related to the fact that the perco-
lation theory adequately describes the properties of
such disordered media only in the vicinity of the critical
percolation concentration pc [3]. Therefore, investiga-
tion of the electric and dielectric properties of iron-con-
taining nanocomposites in the entire range of p < pc is
of importance.

Below we present the results of an experimental
study of the electric conductivity and dielectric proper-
ties of composites comprising iron nanoparticles dis-
persed in a low-density polyethylene (LDPE) matrix.
These characteristics were determined as functions of
the differential mass fraction of iron in these compos-
ites. The regions of applicability, in which the percola-
tion model provides adequate description of the
observed experimental behavior of the conductivity and
the dielectric constant of the nanocomposites are deter-
mined.
1063-7850/03/2911- $24.00 © 20936
The iron-containing nanocomposites were synthe-
sized by thermal decomposition of unstable metalor-
ganic compounds such as iron pentacarbonyl, as
described in detail elsewhere [4]. The resulting Fe–
LDPE nanocomposites were in the form of powders
possessing gray or black color, depending on the metal
content. The samples of required geometry for the elec-
trical measurements were prepared by pressing pow-
ders in a mechanical press with an appropriate mold. In
addition, the nanocomposites can be obtained in the
form of 10- to 30-µm-thick films deposited onto any
(e.g., glass) substrate.

The size of metal nanoparticles in the composite, as
determined from the data of small-angle X-ray scatter-
ing, ranged within 4–15 nm. The electric conductivity
and dielectric constant were measured using a measur-
ing bridge of the E7-12 type at a frequency of 1 MHz.
It was assumed that the properties of nanocomposites
could be described using an equivalent scheme com-
prising ohmic conductivity and capacitive reactivity
connected in parallel. As is known, the results of dc and
ac measurements coincide in the case of a purely ohmic
sample resistance [5]. In the general case, the mecha-
nisms of dc and ac conductivity can be absolutely dif-
ferent.

The resistivity (conductivity) and dielectric constant
were determined using standard techniques, by measur-
ing the G0(p) and C0(p) and using the formula of a plane
capacitor. The distance between the capacitor plates
was varied from 0.4 to 1 mm. The capacitor plate area
was ~10 mm2. The mass fraction of iron in the samples
was varied from 0.01 to 0.3. As the mass fraction p
increases in this interval, the conductivity grows from
8 × 10–7 to 6 × 10–6 S/m, while the dielectric constant
(relative permittivity) increases from 2.5 to 5.5. The
loss tangent of the nanocomposite was within  .δtan
003 MAIK “Nauka/Interperiodica”
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10–2–10–1. For comparison, the conductivity, dielectric
constant, and loss tangent of pure LDPE are 10–15–
10−14 S/m, 2.5–2.8, and ~10–4, respectively [6].

According to the percolation theory, the macro-
scopic conductivity and dielectric constant of a com-
posite material obey the relations

(1)

where Gm is the conductivity of the metal component.
The exponents (critical indices) t and s are universal
parameters that allow one to determine the dispersion

G0 p( ) Gm ∆p( )t, ε p( ) ∆p s– , ∆p∼ ∼ p pc,–=
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A plot of the critical indices t and s (for the conductivity and
the dielectric constant, respectively) versus the differential
mass fraction of iron ∆p = p – pc in Fe–LDPE nanocompo-
sites.
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of conductivity and dielectric constant of the given
nanocomposite [7].

The values of critical indices t and s in various
regions of the differential mass fraction of iron in the
nanocomposite ∆p = p – pc are plotted in the figure.
These data were obtained through mathematical trans-
formation of the measured values of G0(p) and ε(p). For
a three-dimensional conductivity lattice (d = 3), the
experimental average values of the critical indices for
the conductivity and dielectric constant are equal (to
within an experimental uncertainty of 5%), t = s . 1.5,
and virtually coincide with results obtained by other
researchers [3, 7], except for the conductivity of nano-
composites with ∆p  0.5 (“dielectric” phase).

The results of our experimental investigation of the
electric conductivity and dielectric properties of iron-
containing nanocomposites based on an LDPE matrix
show the possibility of creating artificial media with
controlled electrical and dielectric properties and con-
firmed validity of the percolation theory.
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Abstract—The sputtering of clusters consisting of 13 and 75 copper atoms from a (0001) graphite surface bom-
barded by normally incident 200-eV Ar+ ions was studied by molecular dynamics method. The angular distri-
bution of sputtered copper atoms, their energies, and the sputtering yields are discussed. © 2003 MAIK
“Nauka/Interperiodica”.
We have simulated the sputtering of copper clusters
from a (0001) single crystal graphite surface bom-
barded by 200-eV Ar+ ions at normal incidence by
molecular dynamics method [1]. The targets comprised
two clusters consisting of 13 (13Cu) and 75 (75Cu)
copper atoms on single crystal substrates representing
four atomic layers, each containing 792 and 1500 car-
bon atoms, respectively. Both cluster–substrate systems
were created via relaxation of the initially lone, energy-
minimized copper clusters [2] on the free (0001) graph-
ite surface. After a 10-ps relaxation, the maximum
kinetic energy of Cu atoms in the clusters on the sub-
strate did not exceed 0.02 eV per atom.

Copper atoms were assumed to interact via the
many-body potential [3] directly matched at high inter-
action energies to the Born–Mayer potential [4]. The
interaction between carbon atoms was described by the
Tersoff potential [5] matched to the Ziegler–Biersack–
Littmark potential via a function defined in the interval
x0 < x < x1 in the form of a fifth-order polynomial,

with a0 = 119.909 eV, a1 = –619.745 eV/Å, a2 =
1988.96 eV/Å2, a3 = –4918.48 eV/Å3, a4 =
6931.1 eV/Å4, a5 = –3873.41 eV/Å5, x0 = 0.5 Å, and
x1 = 0.98 Å. A minimum distance between carbon
atoms in the (0001) plane was 1.46 Å, and the interpla-
nar spacing was 3.35 Å. The interaction between (0001)
atomic planes in the initial substrate was absent, since the
cutoff radius of the Tersoff potential is 2.1 Å [5]. The
interaction in Cu–C pairs was described by the Len-
nard-Jones potential [6] with a truncation radius of
3.75 Å. The periodic boundary conditions [1] and a dis-

Φ x( ) a0 ai x x0–( )i,
i 1=

5

∑+=
1063-7850/03/2911- $24.00 © 20938
sipative layer [7] with neglect of thermal oscillations
were set at the perimeter of graphite layers.

The equations of motion were solved by the Verlet
method [4]. The maximum integration step did not
exceed 4 fs. The development of each collision cascade
was followed for 2 ps. The energy conservation law in
each cascade simulated by molecular dynamics was
obeyed to within 1%. The total number of simulations
for each cluster was 500, with every new test run for the
initial cluster–substrate system. The initial coordinates
of Ar+ ions were selected by a random number genera-
tor, so that their maximum energy of interaction with at
least one Cu atom would be not less than 37 eV. In order
to determine a contribution from the cluster boundary
to the sputtering yield, additional series of 500 Ar+ ions
striking around both clusters were simulated, for which
the maximum energy of interaction with each Cu atom
did not exceed 37 eV, while not being less than 3.7 eV
with at least one of these atoms. Copper atoms sput-
tered from the cluster at a polar angle greater than 90°
(see below), but not reaching the model substrate by the
end of the simulated collision cascade, were considered
as particles mirror-reflected from the substrate surface.

The energy-minimized copper cluster on the free
graphite surface represented a multilayer atomic sys-
tem with virtually equal spacings between atomic lay-
ers parallel to the (0001) substrate plane. The chains of
Cu atoms forming most open directions in the atomic
structure of the 75Cu cluster were oriented along the

〈 〉  type substrate directions every 60° around the
normal to the surface.

Figure 1 shows the azimuthal distribution of the
probability of sputtering single Cu atoms from the
75Cu cluster on the graphite surface. The azimuthal
angle was measured from the [1000] direction counter-

1100
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clockwise in the (0001) plane on the graphite surface.
The sectors near 30°, 210°, 270°, and 330° exhibit char-
acteristic peaks in the sputtering probability. Mecha-
nisms responsible for these peaks are related to simi-
larly oriented atomic chains in the 75Cu cluster. The
peaks in the sputtering probability anticipated in the
vicinity of 90° and 150° were absent (Fig. 1), which is
related to a broken order in the atomic structure of the
model cluster surface in the corresponding regions.
Still somewhat unclear is the azimuthal shift by ~10° of
the main sputtering yield peaks relative to directions of

the 〈 〉  type. Azimuthal distribution of the copper
dimer sputtering was not studied. No preferred azi-
muthal distribution of sputtered copper atoms, analo-
gous to that for the 75Cu cluster, was observed for the
13Cu cluster.

The results of molecular dynamics simulations sug-
gest that ion bombardment of copper clusters on the
(0001) single crystal graphite surface may lead, under
certain conditions, to the appearance of preferred azi-

muthal sputtering directions close to 〈 〉 . This phe-
nomenon is apparently related to similar spatial orien-
tations of the atomic structures of the surface copper
clusters (this situation probably takes place in some
other materials as well).

It was found that sputtered Cu–Cu dimers account
for no more than 18% (75Cu) and 6% (13Cu) of the
total sputtering yield from copper clusters under the
conditions studied. The sputtering yields of copper in
the form of both single Cu atoms and Cu–Cu dimers
from 75Cu and 13Cu clusters amount to 1.92 and

1100

1100

θ, deg
0 120 240 360

0.01

0.02

0.03
η

Fig. 1. The azimuthal distribution of the probability of sput-
tering single Cu atoms from the 75Cu cluster on the (0001)
graphite surface.
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1.35 atoms per ion, respectively. The average relative
Ar+ ion energy losses in the clusters were 61% (75Cu)
and 50% (13Cu), which is consistent with a growth in
the sputtering yield observed with increasing linear size
of the clusters. An alternative calculation of the sputter-
ing yield of Cu clusters, taking into account only back-
scattered Ar+ ions and all sputtered Cu species, gives
the yields of 2.72 and 2.27 atoms per ion for 75Cu and
13Cu, respectively. For Cu atoms sputtered only via
cascades with backscattering of Ar+ ions, the corre-
sponding values are 2.5 and 1.9 atoms per ion.

Thus, calculation of the sputtering yield with
neglect of the Ar+ ions penetrating into the substrate,
but with allowance of the corresponding copper spe-
cies, leads to an uncertainty below 20%. Therefore, the
average sputtering yield from the clusters of copper (or
other heavy metals) on a graphite surface can be esti-
mated taking into account only the degree of surface
coverage of the bombarded surface and the intensity of
backscattered Ar+ ions. According to the results of sim-
ulations, the sputtering of graphite was insignificant
despite average ion energy losses in the substrate reach-
ing 25 and 40% of the initial energy (in the presence of
75Cu and 13Cu clusters, respectively).

Figure 2 shows the results of simulation of the polar
angular distribution of the probability of sputtering sin-
gle Cu atoms from copper clusters on the graphite sur-
face. The polar angle was measured relative to normal
to the substrate surface. As can be seen, the sputtering
yield from both clusters sharply increases for angles
above 60°, which is related to the fact that the side faces
of clusters are open for the cascade Cu atoms leaving

0 60 90

0.03

0.06

0.09

0.12

ϕ , deg

η

(13Cu) (75Cu)

30

Fig. 2. The polar angular distribution of the probability of
sputtering single Cu atoms from 75Cu and 13Cu clusters on
the (0001) graphite surface.
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the target. This is consistent with a sharp increase in the
average energy of sputtered Cu atoms emitted at polar
angles above 60°, suggesting that there are at least two
possible mechanisms of sputtering. The first is the typ-
ical cascade-recoil mechanism leading to the preferen-
tial sputtering of atoms with low and medium energies
(below 8 eV). Another, high-energy mechanism, is
responsible for the yield of atoms with energies up to
30 eV at large polar angles. A significant factor in this
process is the interaction of sputtered Cu atoms with
atoms of the substrate surface.
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Abstract—A method of taking into account the real feed radiation pattern for a Luneberg lens is proposed.
According to this, the field of a feed with the given radiation pattern is expanded into series in spherical har-
monics. Using this approach, it is possible to introduce the radiation patterns of real feeds into strict electrody-
namic solution for a Luneberg lens, thus significantly refining a mathematical model of the antenna. © 2003
MAIK “Nauka/Interperiodica”.
Microwave radio systems employ various antennas,
including those of the lens type. The Luneberg lens is
an antenna of this type, representing a spherical lens
with a graded radial index profile. Like any lens, this
antenna allows a special field distribution to be readily
created so as to ensure the radiation pattern with small
side lobes, the possibility of operating in a broad fre-
quency range without readjustment, and the absence of
radiation screening by the feed. The Luneberg lens pos-
sesses a central symmetry, which facilitates mechanical
scanning and (in case of several feeds) allows various
independent radiation patterns to be obtained. The main
application fields of such antennas are satellite commu-
nications and remote sounding.

The Luneberg lens is a rather complicated system
difficult to manufacture. For this reason, it is a common
practice to pass from continuous to stepped index pro-
file, that is, from the Luneberg lens to a multilayer
spherically stratified lens composed of homogeneous
dielectric layers. It has been established that a relatively
small number of layers is sufficient, provided that the
characteristics of the multilayer spherical lens are iden-
tical to those of the Luneberg lens [1, 2]. The required
number of layers is given by the relation [2]

where D is the antenna diameter.
Using presently available computational facilities, it

is possible to calculate the field generated by a multilayer
spherical lens-antenna proceeding from the rigorous
electrodynamic solution of the problem. Solutions of
such problems, approaches to these solutions, and
numerous results of numerical and physical experiments
can be found in extensive literature (see, e.g., [1–5].
However, in all these cases the lens is excited by elec-
tric or magnetic dipoles, by the Huygens source, or by

N int 4.34
D
λ
---- 

 
2

log 8.74– 
  ,≥
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a combination of these. As is known, the radiation pat-
tern of the whole antenna is determined to a consider-
able extent by the feed radiation pattern [2].

Previously [2], we have used a feed in the form of a
spherical surface with a given current distribution. This
system has a radiation pattern close to that of a real feed
such as, for example, a spherical horn. In this paper, we
propose a method of taking into account the radiation
pattern of any real feed. Detailed description of the
problem solution for a multilayer spherical lens with
homogeneous dielectric layers is quite lengthy. In view
of the short Letter format, we present only the main fea-
tures of this solution.

First, we expand the source field into a series in
spherical harmonics [6],

where
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Here, (r', ϑ ', ϕ') are the external current coordinates,

(kr') = jn(kr') are the spherical Bessel functions, and

(kr') = (kr') are the spherical Hankel functions.
Analogous relations are valid for the radial components
of the magnetic field.

Upon writing all relations and performing simple
but cumbersome transformations, we arrive at an
expression for the longitudinal component Er of the
electric field of a spherical radiating surface with a
radius of R (angle ϑ  is measured from the axis passing
through the origin and the center of the sphere spaced
from the origin by a distance b):

where

The currents on the surface are given by the relations
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where f(ϑ) is the amplitude-phase distribution of cur-
rents on the surface. Excluding In from the above for-
mula for the field, we obtain an expression for the radial
field component of the Huygens source field. The radial
field component for any other feed is described by the
same formula with the corresponding In .

The transverse field component for a feed spaced
a distance b from the origin and possessing the radia-
tion pattern F(ϑ) is given by the relation

and the longitudinal (axial) component is

Expanding Er into series in spherical harmonics [7],

and equating the formula for Er of the emitting surface
to Er of an arbitrary feed, we obtain the desired expres-
sion for In:
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Now it is necessary to satisfy the boundary condi-
tions for all spherical harmonics and express the trans-
verse field components via the longitudinal ones. The
transverse electric field component Eϑ of a multilayer
spherical lens-antenna composed of homogeneous
dielectric layers is given by the expression
Eϑ  = 
j0k
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where

and  are coefficients determined from the boundary
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Fig. 1. Comparison of the radiation patterns of the Luneberg
lens calculated for (1R) a feed in the form of an in-phase
emitting surface and (1L) according to the proposed
method. Dashed curves show the corresponding feed radia-
tion patterns.
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Fig. 2. Comparison of the radiation patterns of the Luneberg
lens calculated for the given feed radiation patterns (2R)
according to the proposed method (reproduced from
Fig. 1L) and (2L) using an approximated radiation pattern
of a real feed.
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conditions. Expressions for the other Cn values are writ-
ten similarly.

Application of the proposed method is illustrated in
Figs. 1 and 2 by comparing the radiation patterns of the
antenna and feed (normalized to the antenna field
Eϑ(ϕ = 0)). In these figures, ϑ1 = 180 – ϑ ; D/λ = 5 is the
lend diameter; b = 1.1D/2 is the distance to the feed;
N = 14 is the number of layers in the lens; and ε14 = 1.1
is the permittivity of the outer layer of the lens.

In Fig. 1, the right-hand part (1R) shows the radia-
tion pattern of the antenna with a feed in the form of a
cophase radiating surface with the amplitude distribu-
tion decaying to the edge (R = 0.6λ is the emitting sur-
face radius). The left-hand part (1L) is the radiation pat-
tern of the antenna with a feed whose radiation pattern
is obtained by approximating that of the emitting sur-
face with a polynomial of the fifth power (this polyno-
mial is substituted in the expression for In).

In Fig. 2, the right-hand part (2R) reproduces the
left-hand radiation pattern from Fig. 1 (1L). The left-
hand part (2L) is the radiation pattern of the antenna
with a feed whose radiation pattern coincides with that
of the of the emitting surface in the region of angles at
which the lens is viewed from the feed. In this region,
the radiation pattern of the emitter is approximated by
the function exp(–0.00067x1.85) (this function is substi-
tuted in the expression for In). The sidelobe level of the
feed radiation pattern at the lens edge (ϑ1 = 65°) is
−12 dB and the back radiation level is small (as in real
feeds). Thus, allowance for the feed radiation pattern of
a real feed most adequately reflects the pattern of phe-
nomena taking place in the lens.
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Abstract—An analysis based on the law of conservation of the z component of field and particle momentum
in a thin annular magnetized monoenergetic electron beam in a two-section drift tube composed of tube seg-
ments with different radii (R1 < R2) allowed the critical injected beam current to be determined for which a vir-
tual cathode, formed in the wider tube at the joint section, starts traveling through the narrower tube toward the
beam injection region. A region behind the traveling virtual cathode features a “squeezed” single-flux state of
the beam (corresponding to the “slow” left branch of the current characteristic, high charge density, but low
relativistic factor). When the injected current decreases below a critical transition level (Iin < ITr), the virtual
cathode returns to the initial position and restores the double-flux electron beam. This current is smaller than
(Ilim1 + Ilim2)/2, and, depending on R2, varies from the limiting transport current for the narrower section (Ilim1)
up to IF/2, where IF is the Fedosov current for this tube section. © 2003 MAIK “Nauka/Interperiodica”.
Consider a drift tube composed of two long tube
segments with different radii (Fig. 1, R1 < R2, R1 ! |z1 –
z12|, R2 ! |z2 – z12|) and let a thin annular monoenergetic
electron beam be injected from the left into the section
of smaller radius R1. The tube occurs at a potential of
the anode and is exposed to a strong magnetic field with
the strength vector H parallel to the system axis. The
magnetic field strength is so large that the Larmor
radius of electron is much smaller than the beam dia-
meter.

When such a beam, transported via the two-section
tube, is characterized by an injected beam current Iin

exceeding the limiting transport current for the tube of
greater radius (Ilim2), a virtual cathode (VC) is formed
in this tube at a distance on the order of R1 – Rb from the
joint cross section (z = z12). The VC reflects a part (Iback)
of the injected current, so that the transmitted (output)
current is given by the relation Iout = Iin – Iback. The pos-
sible values of these currents for the stationary states
with VC in an infinite homogeneous (smooth) tube
(R1 = R2) were determined previously [1]. The calcula-
tions showed that, when the injected beam current
exceeds a certain critical transition value (Iin ≥ ITr), the
VC (i.e., the plane of ϕVC = 0) shifts toward the beam
injection region (z = 0, left end of the narrow tube) leav-
ing the beam in a “squeezed” state behind (on the right).
According to [2], the critical current value is close to
(Ilim1 + Ilim2)/2, but the exact value of ITr is not yet deter-
mined.
1063-7850/03/2911- $24.00 © 20944
A solution to this problem can be found based on the
notion that, when the injected beam current increases
after VC formation, the flux F of the z component of the
field and particle momentum through the joint cross
section between the two drift tubes cannot exceed a cer-
tain value Fmax at which the electron beam in the narrow
tube occurs in the “squeezed” state.

Select a volume (with the boundary depicted by
dashed line in Fig. 1) such that the field and beam
parameters on the left and right boundaries can be con-
sidered independent of the coordinate z. The momen-
tum flux F through the joint cross section of the two
drift tubes for the stationary states of the two-section
system can be found from the law of conservation of the
field and particle momentum. This flux is determined as

CL

f1

f2

Iin Iback IoutR1 R2 Rb

F

z1 z12 z2 z

H

Fig. 1. The geometry of a two-section drift tube transporting
a thin annular electron beam: (R1, R2) the tube radii; (Rb)
the beam radius; (Iout, Iin, Iback) the output (transmitted)
current, the injected current, and the current of electrons
reflected from the VC; (f1, f2, F) the fluxes of z-component
of the field and particle momentum in the corresponding
cross sections of the calculation region indicated by the
dashed contour.
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a difference between the corresponding fluxes fi(γi, βi)
through the end sections [1, 2]:

(1)

(2)

where Γ = 1 + eU/mc2, U is the electrostatic (anode)
potential of the drift tube, γi is the relativistic beam fac-
tor in the corresponding section of the tube, and βi =
Ri/Rb.

In the two-section system for the annular electron
beam transport with VC, the output current is equal to
the limiting transport current in the tube of greater
radius Iout = Ilim2 [2]. Therefore, the flux F in the beam
transport regime without VC formation can be found by
varying the output current from zero to the limiting
transport current in the tube of greater radius and taking
into account that γ1 and γ2 must belong to the right-hand
branch of the current characteristic [1]. The values of γ1
are determined using the well-known relation

(3)

where I0 = mc3/e ≈ 17 kA, m is the electron mass, e is
the electron charge, and c is the speed of light in vac-
uum. The values of γ2 are obtained from the same rela-
tion with β = β2.

In the case of the electron beam transport with VC,
the output current is Iout = Ilim2 = const and the tube sec-
tion of smaller radius features two electron fluxes. The
charge density in this tube is proportional to the sum of
injected and reflected currents:

(4)

Apparently, the current can increase until Iin + Iback ≤
Ilim1 and the maximum injected current must obey the
condition

(5)

In calculating the momentum flux F, we should take
into account that the relativistic beam factor in the
wider section is constant (γ2 = Γ1/3), while the relativis-
tic factor in the section of smaller radius γ1 is deter-
mined from relation (3) with I = Ieff varying from Ilim2

to .

Figure 2 shows the plot of F versus injected beam
current (curve ABCD). As the current grows up to Ilim2
(point B), the flux through the joint cross section slowly
increases. Upon the VC formation, the output current
reaches maximum and ceases to change. Therefore, the
flux through the plane z = z2 also remains constant.
Thus, an increase in the flux of the z component of
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momentum on the left side (related to an increase in the
injected current) in the system with VC is compensated
only at the expense of increasing flux through the joint
cross section. This leads to a sharp increase in the slope
of the function F (segment BD). As can be seen from
Fig. 2, the flux calculated as described above reaches

maximum for  = (Ilim1 + Ilim2)/2 (point D).

However, the above calculation did not take into
account that, at a certain value of the injected current,
the VC shifts toward the beam injection region and a
beam in the “squeezed” state is formed behind the VC
(on the right) with a high charge density and a low rel-
ativistic factor γ1. In this state, the flux through the joint
cross section exhibits no increase because the beam in
the narrow section is in the “squeezed” state and its
electrostatic potential has a certain value independent
of the injected current. Thus, the flux F corresponding
to the “compressed” state formation over the entire nar-
row section is the maximum flux above which the VC
begins to shift.

Let us determine the flux F = Fm corresponding to
this state. By solving Eq. (3) for the relativistic factor in
the first tube at I = Iout = Ilim 2 and taking into account
that γ1 must belong to the left branch of the current
characteristic (1 ≤ γ1 ≤ Γ1/3) [1], we determine this rela-
tivistic factor and then calculate the corresponding Fm
(Fig. 2, segment CE) using formulas (1) and (2).

The point of intersection of the curves F = F(Iin) and
F = Fm (point C) corresponds to the critical transition
current ITr at which the VC begins to shift toward the
beam injection region leaving a “compressed” beam
behind. In the case when the VC occurs at the left end
of the narrower tube, further increase in the injected
current will no longer influence the flux F, which is

I in
max

A

B

C

D

E

1 2

0.6

0.4

0.2

0 Ilim2 ITr Imax
in

F(γ, β)

Iin, kA

Fmax

Fig. 2. A plot of the z-component of the field and particle
momentum F(γ, β) in the joint cross section of a two-step
drift tube versus injected current Iin (for Γ = 2, Rb = 0.35 cm,
R2 = 3 cm): (BC) the VC occurs near the joint cross section;
(CE) the VC occurs at the left end of the narrower tube, near
the beam injection region.
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determined by the “squeezed” state of the beam and
retains a constant value of F = Fm (Fig. 2, segment CE).

For a given anode voltage, the critical current is
determined by the transport channel geometry. Figure 3
shows the dependence of the VC transition current ITr
on the output current Iout , determined by the greater
tube radius R2. An analysis showed that the values of
these currents coincide with those determined for the
stationary states of a thin annular beam with VC in a
homogeneous tube at an output current equal to Iout [1].
As Iout  0 (R2  ∞), the VC transition current
tends to half of the Fedosov current (IF/2); for R2 
R1, this transition current tends to the limiting transport
current for the first tube (ITr  Ilim 1). Note that, as the
injected beam current decreases below the critical level
(Iin < ITr), the VC returns to the initial state at the joint
cross section (Fig. 2) and the two-flux electron beam
state in the narrow tube is restored.

In order to verify the above theoretical results, we
have simulated the transport of a thin annular electron
beam in a two-section drift tube by means of the elec-
tromagnetic PIC code KARAT [4]. In all calculations,
the smaller tube radius and the beam radius remained
fixed (R1 = 1 cm; Rb = 0.35 cm), while the greater tube
radius was varied from 2 to 10 cm. The results of these

3 2 1 0

1

2

Ilim1

Ilim1/2

IF/2

Ilim1
Iout, kA

2 4 8 256
R2/R1

ITr, kA

3

1

4

2

1

0

∞

Fig. 3. Plots of the VC transition current ITr versus output
current Iout or the R2/R1 ratio (for Γ = 2, R1 = 1 cm, Rb =
0.35 cm): (1) (Ilim1 + Ilim2)/2; (2) theoretical calculation;
black points show the results of calculations using PIC code
KARAT.
TEC
simulations confirmed that the VC is formed near the
joint cross section (z = z12) when the injected current
reaches the limiting transport current for the second
tube (Iin = Ilim 2) [2, 3]. The critical transition current ITr
obtained in this simulation (indicated by points in

Fig. 3) is always below  = (Ilim1 + Ilim 2)/2 (Fig. 3,
plot 1) and agrees well with the values obtained in the
analytical calculation (Fig. 3, plot 2). For R1 = R2, these
values coincide with the limiting current for the nar-

rower tube ITr =  = Ilim1.

These results allow us to predict the behavior of a
thin annular magnetized monoenergetic electron beam
with VC transported in a two-section tube channel,
depending on the injected beam current Iin . For the
injected currents Ilim 2 ≤ Iin < ITr, the VC occurs near the
joint cross section. When the injected current reaches
the critical value Iin = ITr, the VC begins to shift through
the tube of smaller radius toward the beam injection
region. In this state, Iin and Iback are equal to the corre-
sponding currents in the stationary state of the beam
with VC transported in a homogeneous drift tube with
R = R1 for the output current equal to the limiting trans-
port current in the second tube Ilim 2 . This is related to
the fact that the system geometry to the left of VC is
close to the geometry of an infinite homogeneous tube
considered previously [1], while the tube with R = R2
only determines the output current.

For Iin > ITr, the VC occurs at the entrance to the nar-
rower tube, close to the beam injection region. Irrespec-
tive of Iin , the output current Iout is constant, while the
beam to the right of the VC occurs in a “squeezed” sin-
gle-flux state which, according to [1], is a characteristic
feature of the stationary state of a beam with VC in a
homogeneous drift tube.
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One-Dimensional Diffuser 
Based on a Thick Layer of Dichromated Gelatin
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Abstract—A new diffuser capable of scattering light in one direction (one-dimensional diffuser) has been
developed and experimentally tested. The diffuser is formed in a thick layer of dichromated gelatin. The scat-
tering indicatrices of the diffuser measured in two mutually perpendicular directions are presented. It is dem-
onstrated that the indicatrix width in one direction is significantly greater than that in the perpendicular direc-
tion. However, no zero-order diffraction has been observed. The proposed one-dimensional diffuser exhibits
close scattering indicatrices for reading at a wavelength of 0.44 and 0.63 µm. © 2003 MAIK “Nauka/Interpe-
riodica”.
In solving some applied problems, in particular
those encountered in recording and reconstructing the
so-called pseudodeep holograms [1–3] and selecto-
grams [4, 5] and projecting three-dimensional (3D)
images by 3D-scene aspect method [6, 7], we have used
a 1D diffuser. One of the main requirements to this
device is the absence of light transmitted in the zeroth
order of diffraction. Previously, 1D diffusers were
obtained either by making a system of unidirectional
grooves on a glass plate or by recording a pattern of
special type speckles on photographic plates. However,
these methods do not always ensure suppression of the
zero-order diffraction in the transmitted light, and do
not fully meet the requirements with respect to homo-
geneity of scattering over the entire diffuser area.

Brui and Orlov [8] proposed a method of prepara-
tion and studied the scattering characteristics of a 1D
diffuser recorded on a standard holographic plate
(PFG-03S type) and fixed by a special photochemical
treatment. The diffuser was used for reconstructing
images by the aspect method, under conditions when
only a horizontal parallax was reproduced.

Below we report on a method of recording and
present the results of the studying scattering properties
of a 1D diffuser obtained in a thick layer of glycerin-
containing dichromated gelatin [9, 10]. The gelatin
layer thickness was varied from 80 to 150 µm. Glycerin
was added in order to maintain water content in the
layer on a certain level [11]. Owing to the presence of
water, a latent image is immediately developed in the
course of recording. Thus, the material works in real
time and allows the pattern to be monitored in the
course of recording. Data recording has a purely phase
character.

A 1D diffuser is recorded in a dichromated gelatin
layer using a pattern of speckles created by light scat-
1063-7850/03/2911- $24.00 © 20947
tered from a normal diffuser illuminated by a narrow
light beam formed by a cylindrical lens. The beam was
additionally filtered by a slit diaphragm situated in the
diffuser plane. The speckle pattern was recorded using
the light of a He–Cd laser operating at a wavelength of
0.44 µm (within the dichromated gelatin sensitivity
region).

For measuring the scattering indicatrix, the 1D dif-
fuser was probed with a collimated laser beam. Radia-
tion scattered from the 1D diffuser was focused by a
lens on the exit window of a photodetector situated in
the focal plane. The photodetector was moved along a
circle centered at the lens. Figures 1 and 2 show the
scattering indicatrices of one of a series of diffusers,
measured in the horizontal and vertical planes. The
measurements were performed using the radiation of
He–Cd and He–Ne lasers (as indicated in Figs. 1 and 2).

Let us consider the results in some detail. According
to Figs. 1 and 2, the indicatrices of volume speckle pat-
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–8 0 2 4 6 8–6 –4 –2
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Fig. 1. Scattering indicatrices of a 1D diffuser in the hori-
zontal plane measured using He–Cd and He–Ne lasers.
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terns recorded in a thick (~100 µm) layer differ from the
analogous curves observed for thin (~7 µm) layers [8] in
that the former exhibit virtually no zero-order diffrac-
tion (i.e., no intense peaks in the region of zero fre-
quency). This makes the former 1D diffuser more suit-
able for use as directional screens for projecting 2D
images.

The width of the indicatrix (defined as the full width
at half maximum, FWHM) in the horizontal plane is
several dozen times greater than that in the perpendicu-
lar direction. The light line has dimensions 10 and
0.5 mm and is situated 240 mm from the dichromated
gelatin layer. The angular dimensions in the horizontal
and vertical directions for the line viewed from the cen-
ter of the recording medium amount to 2.5° and 6.8′,
respectively. The angular dimensions reproduced by
the 1D diffuser, determined as the scattering indicatrix
FWHM in the horizontal and vertical directions, are 4°
and 15′, respectively. Thus, there is an almost twofold
magnification of the angular size.

The fact that the shape of the scattering indicatrix of
the volume speckle patterns is weakly dependent on the
reading wavelength allows the use of such diffusers for
projecting color images. The 1D diffusers possessing a

θ, min

J, a.u.
1.0

0.5

0

He–Ne

He–Cd

–40 –20 –10 400 10 20

Fig. 2. Scattering indicatrices of a 1D diffuser in the vertical
plane measured using He–Cd and He–Ne lasers.
TE
scattering indicatrix with FWHM ~ 4° in the horizontal
plane can be considered unidirectional. This property
can be useful, for example, in solving problems with
recording data on media of the thick dichromated gela-
tin type characterized by low sensitivity and the diffrac-
tion efficiency decreasing with an increase in spatial
frequency [10]. In particular, such 1D diffusers can be
useful for recording unsupported selectograms. The
method proposed for recording a 1D diffuser in a thick
layer of dichromated gelatin can also be successfully
used for recording 2D directional diffusers.
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Wavy Surface Nanostructures Formed
in Amorphous Silicon Films by Sputtering with Nitrogen Ions
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Abstract—Wavy nanostructures are formed on the ion-bombarded surface of single-crystal and amorphous sil-
icon films prepared by various methods. The period and depth of this structure have been determined as func-
tions of the angle of incidence and the energy of nitrogen ions used for the surface sputtering. A comparative
analysis of SEM images of the wavy surface nanostructures on various silicon films has been performed using
a two-dimensional Fourier transform. The films of amorphous silicon obtained by electron beam deposition and
magnetron sputtering techniques are closest to single-crystal silicon films with respect to the wavy surface
nanostructure formation. © 2003 MAIK “Nauka/Interperiodica”.
As is known, ion bombardment of the surface of var-
ious materials at oblique angles leads to spontaneous
formation of a wavy surface relief (wavy nanostructure)
on the target surface, in which the waves are oriented
perpendicularly to the ion bombardment direction.
Originally, such a wavy relief on the solid surface was
observed for glass targets bombarded with ionized air
molecules, the ion beam being composed predomi-
nantly of nitrogen ions [1]. Among various ion–semi-

conductor couples, the –Si system is distinguished
by a planar character, minimum spatial period (wave-
length) λ (~20 nm), small depths of formation (DF), and
constancy of both wavelength and amplitude of the
wavy structure formed upon ion sputtering to a depth
exceeding DF [2]. Further investigation of the wavy sur-
face nanostructures formed on the surface of amor-
phous silicon (a-Si) in comparison to those on single
crystal silicon (c-Si) is of interest, because replacing
crystalline silicon with amorphous silicon may lead to
a considerable expansion of the application field of
such films with nanostructures.

We have studied the films of amorphous silicon pre-
pared by various standard techniques [3], including
magnetron sputtering of a silicon target (these samples

N2
+

1063-7850/03/2911- $24.00 © 20949
denoted by a-SiM), electron beam deposition (a-SiE),
chemical vapor deposition at low pressures (a-SiV), and
low-frequency discharge in silane (a-Si:H). The a-Si
film thicknesses (D) and the temperatures of substrates
(made of thermally oxidized c-Si) are indicated in the
table. For a-SiM and a-Si:H films, the parameters of
deposition can be found elsewhere [4, 5]. The wavy
nanostructures on the surface of samples were formed
and studied in a high-vacuum setup equipped with an
ion gun of the duoplasmatron type.

The process of the surface nanostructure formation
is characterized by two sputtering depths: Dm, corre-
sponding to the appearance of a small-amplitude relief
with a wave sloping angle about 5° relative to the initial
surface plane; and DF, corresponding to the formation
of a stable relief with a saturated value of the amplitude
and a wave sloping angle of about 30°. In our experi-
ments, the sample surface morphology before and after
ion bombardment was studied using a scanning elec-
tron microscope (SEM). By means of two-dimensional
Fourier transform of SEM images of the wavy surface
nanostructures, it is possible to determine the most
probable values of the wavelength λ and the corre-
sponding distribution width ∆λ (defined as full width at
half maximum, FWHM).
The parameters of amorphous silicon films and wavy surface nanostructures

D, nm T, °C Dm, nm DF, nm λ, nm ∆λ, nm λ/∆λ

c-Si 125 205 122 87 1.40

a-SiE 480 35 120 160 131 90 1.46

a-SiM 270 120 130 185 128 80 1.59

a-SiV 400 560 110 160 131 110 1.19

a-Si:H 380 220 40 110 152 175 0.87
003 MAIK “Nauka/Interperiodica”
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The results of determination of the Dm, DF, λ, and
∆λ values are summarized in the table. These data refer
to the surface nanostructures formed by sputtering with

 ions at an ion beam energy of E = 8 keV and an inci-
dence angle of θ = 45° relative to the sample surface
normal. The λ and ∆λ values were determined for the
structures formed upon sputtering to a depth of DF. The
λ/∆λ ratio exhibits correlation with the degree of order
of the surface nanostructures observed in SEM images.
As can be seen from data in the table, amorphous sili-
con films of the a-SiE and a-SiM types are closest to sin-
gle crystal layers c-Si with respect to the wavy surface
nanostructure formation, while a-Si:H films are charac-
terized by accelerated formation of the nanostructure
and most significantly differ from c-Si layers in this
respect.

The dynamics of the surface nanostructure forma-
tion depends on the initial topography of the material
surface (before the onset of sputtering) [6], this depen-
dence being reflected by the Dm and DF values for a-Si
films. An analysis of SEM images of the initial surface
revealed the following features in the sample morphol-
ogy. The surface of a-SiM contained separate inhomo-
geneities with a diameter of about 100 nm, spaced by
more than 10 µm. The surface of a-SiE exhibited topo-
graphic inhomogeneities with an average size of 20–
30 nm. SEM images of the cleaved samples showed the
height of these inhomogeneities to be about 2–3 nm.
Close topography was observed for a-SiV. In the case of
a-Si:H, SEM images revealed large spherical inhomo-
geneities with diameters ranging within 10–200 nm and
heights within 3–100 nm.

Figures 1 and 2 show the plots of λ and DF versus
the ion beam incidence angle θ for c-Si and a-Si:H films
bombarded with 8-keV nitrogen ions, representing the
two types of the samples most distinct from the stand-
point of the wavy nanostructure formation. As can be
seen, the two plots exhibit analogous behavior in both

N2
+
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Fig. 1. Plots of the nanostructure period λ versus ion beam
incidence angle for c-Si and a-Si:H samples bombarded
with 8-keV nitrogen ions.
TE
figures. For a-Si:H versus c-Si, the maximum excess in
λ is 30%, while the maximum decrease in DF reaches
50%. For ion beam energies in the interval E = 3–9 keV
at an incidence angle of θ = 45°, the wavelength λ is a
linear function of the energy: for a-Si:H, λ[nm] =
14.6E[keV] + 28.7; for c-Si, λ[nm] = 14.1E[keV] + 16.9.

In conclusion, the films of amorphous silicon
obtained by magnetron sputtering or electron beam
evaporation of silicon targets can develop wavy nano-
structures under the action of ion bombardment, the
quality of these structures being comparable with that
of the analogous wavy relief formed on single crystal
silicon. The presence of a certain roughness on the film
surface accelerates the formation of surface nanostruc-
tures without decreasing their quality.
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Wavy Nanorelief Transferred to the Surface
of Various Materials
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Abstract—A wavy nanorelief is formed on the ion-bombarded surface of amorphous silicon. The nanorelief
can be transferred from these films to the surface of various materials (glass, polyimide, fianite, and GaAs) by
means of ion sputtering. The transferred nanorelief geometry is retained to within a depth equal to the initial
relief amplitude in amorphous silicon. In the course of subsequent sputtering, evolution of the nanorelief ampli-
tude is determined by various processes accompanying ion bombardment, rather than by the sputtering alone
as characterized by the sputtering yield. © 2003 MAIK “Nauka/Interperiodica”.
Sputtering of the surface of single crystal silicon
(c-Si) bombarded with 1–10 keV ions leads to the for-
mation of an anisotropic periodic microrelief on the tar-
get surface [1]. The structure morphology significantly
depends on the ion beam type. In particular, a wavy

nanorelief formed in the –c-Si system is character-
ized by a small depth of formation (DF), minimum spa-
tial period (λ = 20 nm), and stability of the highly pla-
nar nanorelief formed upon sputtering to a depth
exceeding DF [2–4].

We have established that the character of variation
of the DF and λ values depending on the ion energy and
incidence angle θ for the amorphous silicon (a-Si) tar-
gets bombarded with nitrogen ions is analogous to the
behavior observed in c-Si. For θ = 45°–55° (relative to
the normal to the target surface), the morphologies of
the surface nanorelief formed on c-Si and a-Si are very
close. This circumstance allows c-Si to be replaced by
a-Si in applications involving the formation of a nan-
orelief as the element of a nanostructure. Since the lay-
ers of a-Si can be deposited onto various materials, it
was of interest to study the possibility of transferring
the nanorelief pattern from a silicon film to the sub-
strate surface.

In our experiments, the films of a-Si with a thickness
of 0.3 µm were deposited by magnetron sputtering of a
silicon target onto various substrates including SiO2
(0.5 µm)/Si, polyimide (0.6 µm)/glass, Y–Zr–O (fian-
ite) crystal (0.16 µm)/Si, Corning glass, and GaAs [5].
According to the Auger electron spectroscopy data, the
content of oxygen in the a-Si deposits did not exceed
0.7 at. %. The samples were bombarded with a beam of

 ions at E = 8 keV and θ = 45°. Under these condi-
tions, a wavy nanorelief with λ = 128 nm is formed at
DF = 185 nm. Owing to the nanorelief stability, this
morphology is retained during sputtering of the a-Si

N2
+

N2
+
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layer down to the substrate. Measurements of the rela-
tive sputtering yields Y for the above systems in the
absence of wavy relief on the a-Si surface (E = 8 keV,
θ = 38°) gave the following ratios: Y(fianite)/Y(a-Si) =
0.7; Y(glass)/Y(a-Si) = 1.1; Y(SiO2))/Y(a-Si) = 1.3;
Y(polyimide)/Y(a-Si) = 1.6; Y(GaAs)/Y(a-Si) = 3.8.

The sample surface morphology in various stages of
ion bombardment was studied using a scanning elec-
tron microscope (SEM). Figure 1 shows the typical
nanorelief formed on the surface of polyimide and
Fig. 2 shows the pattern observed on the glass surface
after sputtering off the a-Si layer down to the interface.

All the materials studied, sputtered from the inter-
face with a-Si down to a depth within the spatial wave-
length amplitude (~30 nm), exhibited virtually exact
transfer of the nanorelief morphology from a-Si to sub-

LEO 430 SEM Width = 4 mm 100 nm

Fig. 1. A wavy nanorelief transferred to the surface of poly-
imide.
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strate. Both the wavelength and geometry of the nan-
orelief are retained. Further sputtering gives rise to
changes in the surface pattern morphology, the degree
of which depends on the particular material. In fianite,
the wave amplitude decreases without changing λ and
is weakly pronounced upon sputtering down to the fian-
ite/c-Si interface. Thus, the nanorelief exhibits smooth-
ening in depth of the fianite layer, which is explained by
a lower sputtering yield of this crystal compared to that
of a-Si.

From the standpoint of the sputtering yield match-
ing, a sufficiently optimistic situation can be expected
in the a-Si/glass system. Indeed, SEM patterns showed
the absence of any significant changes in the wavy nan-
orelief morphology even upon sputtering of the glass
down do a depth of about 0.32 µm. Analogous behavior
was observed during sputtering of a SiO2 layer in the
SiO2/Si system, where changes in the nanorelief mor-
phology appear and the λ value increases only at a
depth of 0.30 µm.

A rather unexpected result was obtained in the case
of polyimide. Despite an increase in the relative sput-
tering yield as compared to that for silicon oxide, the
nanorelief morphology exhibits very weak evolution
and becomes significant only upon sputtering polyim-
ide down to a depth of 0.5–0.6 µm, without detectable
changes in λ. Thus, polyimide has proved to be the

LEO 430 SEM Width = 4 mm 100 nm

Fig. 2. A wavy nanorelief transferred to the surface of glass.
TE
most favorable material for the nanorelief transfer in
the group of materials studied.

In contrast to the –GaAs system [6], the sputter-

ing of GaAs with  ions at E = 8 keV and θ = 45° did
not lead to wavy relief formation. During the nanorelief
transfer from a-Si to GaAs, the surface wave amplitude
exhibited a decrease without change in λ. In this sys-
tem, the wavy nanorelief was retained during sputtering
to a depth of about 1 µm. In contrast to expectations,
intense sputtering did not accelerate evolution of the
relief.

Thus, the possibility of obtaining a wavy nanorelief
is no longer restricted to silicon. This morphology can
be created on the surface of various materials by means
of nanorelief transfer from an a-Si layer to a substrate
during ion sputtering. The nanorelief is transferred
without changes in shape upon sputtering down to a
depth on the order of amplitude. Further evolution of
the nanorelief amplitude is determined, besides pure
sputtering effect, by some other factors accompanying
ion bombardment (e.g., bombardment-enhanced sur-
face diffusion).
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Abstract—Optical characteristics (R, T, A) of thin aluminum films with thicknesses from 1.7 to 15 nm were
studied at a wavelength of 8 mm with allowance for a substrate material. The absorption exhibits a maximum
for a film thickness of 2.5 nm. The experimental data are interpreted taking into account the dependence of elec-
tric conductivity on film thickness. © 2003 MAIK “Nauka/Interperiodica”.
Unusual properties of ultrathin metal films interact-
ing with electromagnetic radiation have been known
for a long time. Special effects are observed when radi-
ation is transmitted through thin metal films with thick-
nesses below the skin layer depth. Although the electric
field is virtually not attenuated in such a film because of
extremely small metal thickness, the film is strongly
reflecting and exhibits an absorption maximum. This
behavior can be explained by manifestations of the
anomalous skin effect [1]. If the film thickness is com-
parable with the mean free path of electrons l0 in a thick
metal layer, the pathlength is determined predomi-
nantly by reflections from the boundaries, rather than
by interactions with the crystal lattice. Detailed theoret-
ical description of the optical properties of metal films
for the normal incidence of radiation in the SHF and
radio wavelength range was given by Kaplan [2]. It was
demonstrated that the optical characteristics of the
films with thicknesses much smaller than the skin layer
depth are independent of the radiation frequency.

We have studied the coefficients of reflection, trans-
mission, and absorption of thin aluminum films
exposed to radiation with a wavelength of 8 mm.

The experiments were performed with thin alumi-
num films prepared by thermal deposition in vacuum.
This technique allows the deposit thickness to be
readily controlled and ensures good quality of the films
and reproducibility of their properties. The films were
deposited onto polished quartz glass substrates with a
thickness of 2.3 mm. The metal for deposition was
selected for the following reasons: aluminum films are
characterized by a very strong adhesion to glass, are
sufficiently hard, and possess high corrosion resistance
due to the presence of a spontaneously formed protec-
tive film of aluminum oxide (this is especially impor-
tant in cases of contact with water [3]). Homogeneity of
the film thickness over the glass substrate surface was
ensured by using a point evaporator situated a large dis-
tance from the substrate. The film thickness scatter over
1063-7850/03/2911- $24.00 © 20953
the sample area did not exceed 5%. The film thick-
nesses were determined to within 0.5 nm by a Talystep
profilometer.

A scheme used to measure the characteristics of the
films was based on a panoramic VSWR meter of the
R2-65 type and allowed simultaneous determination of
the reflection and transmission coefficient. The reflec-
tion coefficient was calibrated by measuring the reflec-
tion from a metal plate placed on the position of the alu-
minum film. The absorption coefficient was calculated
by the formula

(1)

where R = P2/P1 is the reflection coefficient, T = P3/P1
is the transmission coefficient, and P1, P2, P3 are the
powers of incident, reflected, and transmitted waves,
respectively.

Figure 1 shows a model of the three-layer structure
studied. The experiments were performed in two modes
of the SHF radiation incidence onto the aluminum film
surface (from glass and from air). Figure 2 shows the
results of measurements of the reflection, transmission,
and absorption of aluminum films depending on their
thicknesses d varied from 1.7 to 15 nm. Manufacturing
films with thicknesses below 1.5 nm encountered con-
siderable technical difficulties and the results of mea-
surements for such films exhibited large scatter. For a
film thickness of 15 nm and above, the reflection and
transmission coefficients virtually ceased to change. As
the film thickness was increased in the interval studied,
the reflection coefficient exhibited monotonic growth,
nearly approaching unity. Accordingly, the transmis-
sion coefficient was almost zero at a film thickness of
6–8 nm.

As can be seen from Fig. 2, the transmission coeffi-
cients are virtually the same for the radiation incident
onto the film from air (Fig. 2a) and from glass (Fig. 2b).
The coefficient of absorption exhibits a maximum in

A 1 R– T ,–=
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SHF
n1 n3

d

Fig. 1. The model of a three-layer structure exposed to SHF
radiation (n1 and n3 are the refractive indices of glass and air
and d is the metal film thickness).
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Fig. 2. Experimental (symbols) and theoretical (solid
curves) plots of the optical coefficients of thin aluminum
films versus film thickness with allowance for the given
substrate material: (a) SHF radiation is incident onto the
metal film surface in a three-layer structure of air (n1 = 1),
film, and glass (n3 = 1.5); (b) SHF radiation is incident onto
the metal film from glass in a three-layer structure of glass
(n1 = 1.5), film, and air (n3 = 1).
TE
the region of film thickness of about 2–3 nm, the max-
imum A value measured for the radiation incident glass
(Am = 0.49) exceeding the analogous value for the inci-
dence from air (Am = 0.34). The error of the determina-
tion of optical characteristics in our experiments did not
exceed 5–7%.

A theoretical analysis of the behavior of optical
coefficients determined for the normal incidence of a
plane wave onto the three-layer structure studied
(Fig. 1) leads to the following relations:

(2)

where d is the film thickness, b = c/2πσ, and σ is the
metal conductivity. With allowance for the size effects
(for d ≤ l0), the conductivity of a continuous metal film
as a function of the film thickness (for d ~ 10 nm) is
described by the expression [4]

(3)

Here, σ0 is the bulk metal conductivity and l0 is the
mean free path of electrons in a thick metal layer. For
aluminum, σ0 = 3.54 × 107 S/m and l0 = 15 nm (at room
temperature).

Figure 2 (solid curves) shows the values of R, T, and
A calculated using formulas (2) and (3) as functions of
the film thickness for the two orientations relative to the
radiation source. Note that the absorption coefficient of
aluminum films exhibits a maximum at a film thickness
of 1.3 nm and the maximum absorption for the radia-
tion incident from glass is greater by a factor of n3/n1 =
1.5 than that for the radiation incident from air.

As can be seen from Fig. 2, the experimental and
theoretical results are in good agreement, beginning
with a film thickness of 3 nm. At smaller film thick-
nesses, the experimental values are also qualitatively
consistent with the theory. Both theory and experiment
show a maximum in the dependence of the absorption
coefficient on film thickness. The experimental ratio of
maximum values of the absorption coefficient for the
radiation incident from the glass substrate and from air
is 1.44, which is close to the theoretical value. How-
ever, the maximum absorption was experimentally
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observed at a film thickness of 2.5 nm, which is about
two times greater than the theoretical value.

The experimental behavior of the optical character-
istics can be explained as follows. A continuous film of
aluminum is formed beginning with a deposit thickness
of about 3 nm. Below this value, the film is inhomoge-
neous and exhibits the properties of an “island” struc-
ture. This circumstance significantly influences the
conductivity, so that σ(d) may differ from the value (3)
predicted by the theory. In addition, the aluminum film
surface is always covered by a metal oxide film. In the
case of Al2O3, the oxide thickness may reach 1–2 nm.
This oxide will affect the overall film conductivity. A
decrease in conductivity probably accounts for a shift
of the absorption maximum toward greater film thick-
nesses.
TECHNICAL PHYSICS LETTERS      Vol. 29      No. 11      20
Acknowledgments. This study was supported by
the Russian Foundation for Basic Research, project
no. 01-02-17344.

REFERENCES
1. G. E. H. Reuter and E. H. Sondheimer, Proc. R. Soc.

London, Ser. A 195, 336 (1948).
2. A. E. Kaplan, Radiotekh. Élektron. (Moscow) 9, 1781

(1964).
3. V. G. Andreev, V. A. Vdovin, and A. A. Karabutov, Izv.

Ross. Akad. Nauk, Ser. Fiz. 66, 1750 (2002).
4. G. V. Rosenberg, Optics of Thin Coatings (Fizmatgiz,

Moscow, 1958).

Translated by P. Pozdeev
03



  

Technical Physics Letters, Vol. 29, No. 11, 2003, pp. 956–958. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 29, No. 22, 2003, pp. 74–79.
Original Russian Text Copyright © 2003 by Ktitorov.

                                                                                 
Determination of the Relaxation Time Distribution Function 
from Dielectric Losses

S. A. Ktitorov
Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg, 194021 Russia

e-mail: ktitorov@mail.ioffe.ru
Received June 2, 2003

Abstract—Conditions for reconstructing the relaxation time distribution function from the frequency depen-
dence of dielectric losses have been studied using an approach analogous to that employed in the communica-
tion theory (Kotel’nikov–Shannon theorem). © 2003 MAIK “Nauka/Interperiodica”.
The traditional approach to description of dielectric
relaxation in nonregular systems (polymers, impure
ferroelectrics, etc.) and magnetic relaxation in disor-
dered media of the spin glass type consists in introduc-
ing a continuous relaxation time distribution function
(RTDF) [1]. In addition to theoretical models, it is
important to develop a justified procedure for determin-
ing RTDF from the measured functions of dielectric
(e(ω)) or magnetic (µ(ω)) losses. For definiteness, the
considerations below are restricted to the case of
dielectrics, but the results are equally applicable to
magnets.

An exact formula relating the dielectric losses and
RTDF was derived by Fuoss and Kirkwood [2]. How-
ever, this relation cannot be directly used in practice
because of non-uniqueness of the analytical continua-
tion (see discussion below). Interest in this problem
does not fade, and various approaches are periodically
considered. In particular, numerical solutions of the
general integral equation were attempted in [3, 4]. The
aim of this study was to develop a justified procedure
for determining the RTDF from the frequency depen-
dence of dielectric losses.

RTDF g(ln(τ/τ0)) is introduced by a relation [5],

(1)

(2)

where eD(ωτ) is the permittivity of a system of Debye
relaxors with a single relaxation time; e0 and e∞ are the
low- and high-frequency limits of the permittivity,
respectively; and τ0 is an arbitrary time scale. It should
be noted that RTDFs are frequently estimated based on
intuitive considerations, by assuming that g(ln(τ/τ0)) =
Imχ(ln(ωτ0)). This Letter is aimed at outlining a regular
and justified procedure.

χ µ( ) χD ωτ( )g τ /τ0( )ln( ) τ /τ0( ),lnd

∞–

∞

∫=

χD ωτ( )
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1
1 iωτ–
------------------,= =
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Introducing logarithmic variables z = ln(τ/τ0), ωτ0 =
Ω , τ/τ0 = exp(z), Ω = exp(–µ), ωτ = Ωexp(z) =
exp(z −µ), and y = –ln(ωτ0), we can rewrite Eq. (1) as
follows:

(3)

The integral equation (3) can be solved by using an
exact Fourier transform. This yields for the imaginary
part

(4)

= (5)

Writing Eq. (5) in the standard form,

(6)

and using the Fourier transform

(7)

(8)

(9)

we arrive at an algebraic equation

(10)
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Using the known integral [7],

(11)

we obtain

(12)

Thus, the Fourier transform of the solution is

Taking the inverse Fourier transform,

(13)

we can, in principle, calculate the RTDF from the
known dielectric loss function χ''(µ). These integrals
can be calculated numerically, provided that the mea-
sured imaginary part of the permittivity is also available
in the numerical form. Unfortunately, this pathway
unavoidably encounters a difficulty related to a very
slow convergence of the related integrals. However,
there is an alternative possibility: once the analytical
properties of the loss function are known, the integral
can be exactly calculated in the general form. Assuming
uniform convergence in the entire integration region,
we can change the order of integration (in fact, the con-
dition of uniform convergence can be reduced in accor-
dance with the theory of generalized functions [8]):

(14)

Fuoss and Kirkwood [2] derived this equation in a
different way. Difficulty of the practical application of
Eq. (14) is related to non-uniqueness of the analytical
continuation.

Let us consider the possible ways of using formula (14)
in practice. Assuming that χ''(z) is differentiable at least
to the second order and slowly varying function, and
expanding this function in powers of iπ/2, we can write
the solution in an approximate form:

(15)

This approximate formula is asymptotically correct
for slowly varying dielectric loss functions. At the same
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time, formula (14) can be used, in principle, in the most
general case although non-uniqueness of the analytical
continuation makes this possibility problematic. There
are two principal difficulties. First, analytical properties
of the loss function cannot be uniquely determined
based on the results of measurements in a restricted fre-
quency range. Second, the measurements are per-
formed in a finite number of points in this frequency
range. This implies that the analytical properties of the
loss function have to be determined independently.

An analogous problem is encountered in the theory
of communications, where discretization of the signal
and the impossibility of transmitting a signal with
unlimited spectrum via a communication channel neces-
sitates optimization of the channel. This optimization is
based on the Kotel’nikov–Shannon theorem [9], which
is analogous to an approach previously developed in the
mathematical approximation theory. The main idea of
this approach consists in limiting the class of functions
describing the transmitted signal. Following the spirit
of this theory, we assume that χ''(z) is an integral func-
tion of finite power α [9]:

(16)

According to the Paley–Wiener theorem [6], such a
function possesses a limited spectrum. In the case
under consideration, the physical meaning of this result
is as follows. The spectrum of the function χ''(z) char-
acterizes time evolution of the polarization; the width
of the spectrum corresponds to the maximum relax-
ation time (on the logarithmic scale); therefore, a lim-
ited spectrum of the loss function implies virtually
complete relaxation of polarization over a finite interval
of time. Theoretically, the process of relaxation in
glasses is infinite (power and logarithmic tails of the
response functions). In practice, however, the maxi-
mum possible (experimentally measured) response
times are limited by noise and by instability of the
parameter setting (frequency, temperature, etc.).

Therefore, we may require that the loss function
χ''(z) is the integral function of a finite power. Let χ''(z)
be a function with the spectrum gy determined by
Eq. (8) in the interval –β < y < β. For α > β, we obtain
the following expression for the loss function:

(17)

This series uniformly converges to an entire analyt-
ical function and admits analytical continuation. Sub-
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stituting formula (14) into (17), we eventually arrive at

(18)

Thus, it was demonstrated that, in the case of a finite
response time, the “naive” solution g(z) ∝  χ''(z) is exact
in the class of integral analytical functions. Although
any real measurements yield a response of finite dura-
tion, it would be of interest to generalize the above
results so as to include the case of response functions
having power or logarithmic asymptotics. This will be
done in future investigations.
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Abstract—Semiconductor detectors for X-ray and γ radiation are developed based on thin cadmium telluride
(p–n-CdTe) films possessing a columnar structure. The detector structures are formed on molybdenum sub-
strates by CdTe sublimation and magnetron sputtering of cadmium. The p-CdTe films have a thickness of d =
30–150 µm and a resistivity of ρ ≥ 103–107 Ω cm. The single crystal grains in the films have an average size of
50–100 µm and are oriented perpendicularly with respect to the Mo substrate. In comparison to the usual single
crystal CdTe detectors, the proposed thin-film single crystal CdTe detectors possess a more perfect structure,
since the grain boundaries act as effective sinks for defects. The energy resolution of the new generation of
CdTe detectors reaches ~5 keV for the 59.6 keV line of 241Am at room temperature. © 2003 MAIK
“Nauka/Interperiodica”.
Currently, there is growing interest in thin-film
semiconductor detectors of nuclear radiation, formed
on the surface of single crystal semiconductors [1–3].
The base semiconductors are typically GaAs and SiC.
GaAs has an effective atomic number Z close to that of
germanium (ZGaAs ~ 31) and, hence, cannot provide for
a sufficiently high efficiency of detection, while SiC
detector is principally inapplicable to the detection of
X-ray and γ radiation.

Most promising candidates for the development of
uncooled semiconductor detectors of X-ray, γ, and
other types of nuclear radiation are semiconductor
compounds of the AIIBVI type. Single crystal detectors
based on CdTe (ZCdTe ~ 48) and Cd1 – xZnxTe have
proved to be advantageous over the Si and GaAs based
devices and can be successfully used in the spectrome-
try of X-ray and γ radiation in a broad range of energies
E. The energy resolution R of single crystal CdTe detec-
tors at room temperature reaches R ≅  0.83 keV for the
line with E = 59.6 keV of a 241Am source and R ≅
1.2 keV for the line with E = 662 keV of a 137Cs source
[4–6]. The only (but serious) disadvantage of the
AIIBVI single crystals for detectors obtained by various
methods is the presence of a considerable amount of
various defects negatively influencing the detector per-
formance [7].

An analysis of the published data showed that thin-
film single crystal CdTe detectors have not been devel-
oped so far. This study was aimed at the development of
1063-7850/03/2911- $24.00 © 20959
a manufacturing technology and the investigation of the
main working characteristics of CdTe detectors based
on thin single crystal films. The technology of new
CdTe thin-film detectors (CdTe-TFDs) is developed
from existing technology of effective thin-film photo-
converters (TFPCs) based on polycrystalline CdTe
films possessing a columnar structure, which was
developed by one of the authors [8, 9]. The CdTe-
TFPCs have been created and characterized [10, 11].
The technology of CdTe-TFDs has certain distinctions
from that of TFPCs, related to special requirements
posed on both the device and the material—in par-
ticular, low noise at full depletion voltage, the absence
of a “dead layer,” and large lifetime τ of minority car-
riers.

We have refined the TFPC technology and devel-
oped thin-film p-CdTe–n-CdTe structures for detectors.
The base material represented polycrystalline p-CdTe
films with a columnar structure, grown on molybdenum
substrates by CdTe sublimation in a hydrogen flow. The
film thicknesses range within d = 30–150 µm. It was
established by etching that p-CdTe films are composed
of single crystal grains with dimensions L = 30–150 µm
oriented in the growth direction (i.e., perpendicularly to
the Mo substrate plane). The grains have a diameter of
k = 50–100 µm and are spaced by l = 50–70 Å. The rect-
angular samples of p-CdTe films possess a resistivity of
ρ = 103–107 Ω cm and an area of S = 0.25–4 cm2. The
lifetime of minority carriers was τ ≅  50–70 µs. In the
direction perpendicular to the Mo substrate, the p-CdTe
003 MAIK “Nauka/Interperiodica”



 

960

        

ZAVERYUKHIN 

 

et al

 

.

                                                                                     
film structure can be considered to be composed of sin-
gle crystals separated by high-ohmic spacers. The prop-
erties of semiconductor devices employing charge
carrier transport are determined predominantly by the
properties of p-CdTe grains rather than grain boun-
daries.

The recombination characteristics of thin-film CdTe
structures were studied previously [12]. It was also
established [13] that the transport properties of poly-
crystalline CdTe layers are comparable with those of
high-quality CdTe single crystals, since the grain
boundaries in CdTe films with columnar structure can
act as effective sinks for various structural defects [14].
The results of investigations showed that the synthesis
of coarse-grained polycrystalline CdTe films is accom-
panied by the formation of free tellurium atoms due to
re-evaporation of the volatile component (Cd). Interact-
ing with residual oxygen present in the reactor, these Te
atoms form high-ohmic TeO2 layers, which passivate
surface states in the grain boundaries [15–17]. This
leads to a decrease in the surface recombination and to
a significant increase in the lifetime of minority carriers
(up to several dozen microseconds) [18]. The X-ray dif-
fraction measurements showed that some p-CdTe films
contain inclusions of the CdTe2O3, Mo3Te4, and MoO2
types at the p-CdTe–Mo interface and CdTe2O3 inclu-

1

2

1

p-CdTe

n-CdTe

Mo
–Vbias

Au(In)

10–5

10–6

10–7

10–8

0.2 0.4 0.6 0.8 1.0 2 3 4 5 6

I = const
I ~ V0.5

I ~ V2.5–3.0

1

2

(a)

(b)

Vb, V

I, A

γ-, X-rays

0

Fig. 1. Thin-film CdTe detectors: (a) structure showing
(1) storage electrodes and (2) contacts to pulse electronics;
(b) current–voltage characteristics measured at T = 293 K
for (1) CdTe-TFD no. 05 (d = 150 µm, S = 0.36 cm2) and
(2) CdTe-TFD no. 04 (d = 150 µm, S = 0.36 cm2).
TE
sions in the bulk. Magnetron sputtering in an oxygen-
containing atmosphere was used to deposit Cd onto the
surface of p-CdTe films, so that a heterostructure of the
type p-CdTe–n-CdTe–n-CdO was formed in a single
technological cycle.

The geometric parameters and physical characteris-
tics of n-CdTe layers obtained using the proposed tech-
nology were reported in [8, 9]. The results of investiga-
tions of the current–voltage, capacitance–voltage, and
photoelectric characteristics and the potential and
thermo emf measurements in oblique sections of the
CdTe–CdO structure showed that (i) n-CdTe layers
have a thickness of lk = 0.1–1 µm and an equilibrium
electron density of n0 ≅  1012 cm–3; (ii) CdO layers have
a bandgap width of Eg ≅  2.7 eV, a resistivity of ρ ≅  4 ×
10–3 Ω cm, an electron mobility of µn ≅  100–
120 cm2/(V s), and a shallow donor concentration of
ND ≅  1020 cm–3.

The surface barrier junction was created by a special
chemical treatment of the n-CdTe surface in Mo–
p-CdTe–n-CdTe–n-CdO structures. This treatment is
one of the main stages in the proposed technology,
determining the thickness of both the sensitive region
and the “dead layer” of the detector. In the first step, the
CdO layer is removed by chemical etching. The type
and regime of chemical etching in the subsequent step
provide for the obtaining of n-CdTe layers that are
highly homogeneous over the entire working area of the
detector. Chemical polishing and ultrasonic treatment
of the n-CdTe layer render this layer still more homo-
geneous and provide for a homogeneous potential dis-
tribution on the surface.1 It should be noted that the
Mo–p-CdTe–n-CdTe structures not subjected to ultra-
sonic treatment at various intensities and frequencies
(in MHz range) exhibited low functional and physical
characteristics. An increase in the properties of ultra-
sound-treated Mo–p-CdTe–n-CdTe structures is proba-
bly related to the process of surface passivation similar
to that studied in polycrystalline silicon TFPCs [19].

Figure 1a shows the design of a thin-film CdTe
detector structure. The electric contacts and storage
electrodes were applied to the entrance window of
n-CdTe by thermal deposition of indium and gold in a
vacuum via special masks. The surface density of the
vacuum-deposited metals was 30–50 µg/cm2. Below we
will consider the results of experimental investigations of
a particular sample of a thin-film CdTe detector.

As can be seen from Fig. 1b, the reverse branch of
the current–voltage (I–V) characteristic of CdTe-TFD
no. 05 can be subdivided into three regions. The first
region is characterized by a sublinear dependence of

1 Investigations of the acoustic-wave-induced effects in thin Si and
GaAs layers showed that ultrasound modifies the properties of
semiconductor films [19]. Description of the influence of the
ultrasonic treatment on the characteristics of CdTe layers is
beyond the scope of this publication. These results will be pub-
lished separately.
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the type I ~  with α ≥ 0.5 (Vb is the bias voltage). The
second region exhibits saturation (I ~ const), evidenc-
ing the presence of a noninjecting base contact with a
low junction resistance. This implies that the given
CdTe-TFD operates in a full depletion regime (in the
given Vb interval) and the n–p junction field reaches the
Mo contact. In the case of a rectifying base contact, the
reverse current and nose of the detector are significantly
increased (Fig. 1b, curve 2, CdTE-TFD no. 4). In the
third region, the I(Vb) curve is described by the depen-

dence I ~  with α > 2. The results of our investiga-
tions showed that the temperature dependence of cur-
rent for the CdTe-TFD with a sublinear dependence (I ~

) at a fixed Vb ≤ 0.3 V exhibits an activated charac-
ter with an activation energy of ∆E ≅  0.73 eV ± 0.02 eV.
This ∆E value agrees quite well with the bandgap width
of CdTe, which implies that the current is limited by
generation in the space charge region [20].

The energy resolution R of CdTe-TFDs was studied
using a pulsed electronic system of the ORTEC type
with an AI-1024-95 multichannel analyzer. The electro-
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Fig. 2. Thin-film CdTe detector characteristics: (a) ampli-
tude spectrum of an 241Am source (Nch is the channel num-
ber) measured with CdTe-TFD no. 05 at T = 293 K (Vb =
4.3 V); (b) amplitude versus bias voltage curve for CdTe-
TFD no. 05 at T = 293 K.
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magnetic radiation beam from an 241Am source had a
diameter of 0.5 cm. The CdTe-TFDs studied exhibited
the following characteristics: (i) full depletion voltage,
from 0.7 to 6 V; (ii) reverse current at a working bias
voltage, from 5 × 10–8 to 10–6 A; (iii) energy resolution
for X-ray and γ radiation in the energy range E ≅  5–
60 keV, R ≅  5–10 keV (Fig. 2a). The plots of the signal
amplitude versus Vb (Fig. 2b) for the CdTe-TFD studied
and their extrapolation to the origin were indicative of
a high homogeneity and structural perfection of the
sensitive regions of detectors formed by a set of inde-
pendent parallel single crystals [21]. Otherwise, the
voltage dependence A(Vb) and the temperature depen-
dence A(T) would exhibit anomalous regions [22, 23].
All the CdTe-TFD tested showed stability of working
parameters when tested after a 2-month storage under
ambient conditions at T = 293 K.

Conclusion. We have manufactured CdTe detectors
of X-ray and γ radiation based on thin single crystal
films possessing a columnar structure. The energy res-
olution R of the best thin-film CdTe detectors
approaches that of single-crystal detectors. Further
improvement of the CdTe-TFD structure, for example,
by increasing the quality of the rear contact (elimina-
tion of various inclusions present at the p-CdTe–Mo
interface), will additionally improve the resolution.
High sensitivity with respect to X-ray and γ radiation
makes the proposed detectors promising in practical
applications.
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Abstract—Epitaxial layers of Si1 – xSnx (0 ≤ x ≤ 0.04) solid solutions on silicon substrates were grown by liquid
phase epitaxy in a temperature interval from 1050 to 950°C. Optimum conditions favoring the growth of crys-
tallographically perfect epitaxial films of Si1 – xSnx were established based on the results of the X-ray diffrac-
tion, X-ray radiometry, and morphology investigations. The obtained Si–Si1 – xSnx structures are intended for
use in the technology of various microelectronic devices. © 2003 MAIK “Nauka/Interperiodica”.
The search for new solid solution systems based on
Group IV semiconductors and semimetals with tetrahe-
dral bonds, aimed at expanding the photosensitivity
spectrum of semiconductor detectors to the longwave
spectral range, is among the currently important prob-
lems in modern photoelectronics. Although the forma-
tion of solid solutions of the Si–Sn system, by analogy
with the Si–Ge system, was considered as theoretically
possible, no such solutions were obtained in experi-
ment.

Previously [1], we reported on the growth of epitax-
ial layers of Ge1 – xSnx solid solutions from a tin-based
solution melt and showed that epilayers with perfect
structures can be obtained by controlled cooling in a
temperature interval of 450–740°C. Recently [2], the
structure of substitutional solid solutions of the
Ge1 − xSnx system was studied by computer simulation
using the molecular dynamics method. A comparison
shows satisfactory agreement between theoretical and
experimental values of lattice constants and indicates
that the Vegard law is valid for x < 0.7.

The existence of Ge2 and Si2 molecules was pre-
dicted and experimentally confirmed in [3]. Following
this analogy, it is possible to admit the existence of Si–
Sn molecules that can form as a result of Sn substitution
for Si atoms in the crystal lattice of silicon, the more so
that Si and Sn are isovalent.

Below we present the results of experiments on the
growth of a new diamondlike solid solution of the
Si1 − xSnx from the liquid phase. The layers of Si1 – xSnx

solid solutions were grown from a limited volume of
tin-based solution melt in a palladium-purified hydro-
gen atmosphere. In order to obtain epilayers possessing
preset electrical properties, it is necessary to know the
mutual solubility of the elements and study the influ-
ence of various technological factors on the growth of
1063-7850/03/2911- $24.00 © 20963
the semiconductor compound. These include, in partic-
ular, the physical state of a solution melt contacting the
substrate. The composition of a Sn–Si solution melt and
the temperature interval of crystal growth were deter-
mined from published data [4] and from the results of
experiments. The films were grown on substrates repre-
senting disks with a diameter of D = 20 mm and a thick-
ness of d = 350–400 µm cut from single crystal silicon
wafers of n- and p-type with a resistivity of ρ1 ~
30 Ω cm and ρ2 = 0.5–3.0 Ω cm, respectively. The
developed liquid phase epitaxy (LPE) technology is
described in more detail elsewhere [5].

Depending on the crystallization start and end tem-
peratures and the confined solution melt volume (i.e.,
on the gap between horizontal substrates), the thickness
d of obtained epilayers varied from 3 to 70 µm. The dis-
tribution of chemical elements in the sample volume
was studied and the epilayer thickness was determined
by various methods.

The composition and thickness of grown epilayers
were determined by X-ray radiometry [6]. The charac-
teristic emission from Sn was excited by γ quanta from
an 241Am isotope source. The emission was detected by
a pulsed spectrometry system comprising a Si(Li)
detector with an energy resolution of R = 300 eV (for a
241Am line with E = 59.6 keV) and a multichannel
amplitude pulse analyzer of the AI-1024-95-02 type.
Figure 1a shows the spectrum of the characteristic
emission from Si, Sn, and Sb. An analysis of these
emission lines showed that Sb was present in the epil-
ayers, because the Si substrates were doped with this
element. The component composition of Si1 – xSnx solid
solutions was determined by comparing the relative
intensities of the characteristic spectral lines to the cal-
ibration curves constructed for a series of standard sam-
ples. The percentage compositions and the thicknesses
003 MAIK “Nauka/Interperiodica”
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of epilayers were determined using the known initial
content of the initial element (in grams).

Compositions of the initial Si1 – xSnx solid solutions
and the distribution of components in the grown epilay-
ers were studied on a JSM 5910LV X-ray electron-
probe microanalyzer (JEOL, Japan). It was found that
the x value falls within the interval 0 ≤ x ≤ 0.04. The
homogeneity of the component distribution both in
depth of the epitaxial layer and in the directions parallel
to the crystallization front depends on the melt compo-
sition and the crystallization start temperature. As the
crystallization start temperature and the temperature
interval (from start to end of the growth process)
increase (under otherwise equal conditions and the
same solution melt composition), the content of Sn in
the Si1 – xSnx solid solution tends to grow.

The quality of epitaxial Si1 – xSnx layers grown on Si
substrates was also dependent on the controlled cooling
rate v, which was varied between 0.5 and 5.5 K/min.
The optimum interval of cooling rate favoring the
growth of mirror-smooth Si1 – xSnx films was 0.5–
1.5 K/min, which corresponded to the crystallization
rate (front velocity) of v k = 0.1–0.25 µm/min. In addi-
tion, the structural perfection of the grown semiconduc-
tor layers depended (under otherwise equal conditions)
on the gap width δ between the horizontal substrates.
This gap could be varied from 0.25 to 2.5 mm with the
aid of special graphite spacers. For δ < 0.25 mm, no epi-
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Fig. 1. Si–Si1 – xSnx epilayers: (a) the characteristic spec-

trum of Sn and Sb excited by γ quanta from a 241Am source;
(b) scanning micrographs of the transverse cleavages of
Si−Si1 – xSnx structures.
TE
taxial growth took place—probably because the melt
did not wet the substrate surface. The most perfect lay-
ers of solid solutions on both upper and lower sub-
strates were grown for δ = 0.5–1.0 mm. For δ > 0.8 mm,
layers of significantly different quality were obtained
on the upper and lower substrates: the quality of epitax-
ial films was always better on the lower substrates than
on the upper ones. This was manifested, in particular,
by a difference in the surface dislocation density ND,
which was about ten times smaller in the latter case. In
our opinion, this is explained by the fact that the con-
vective flows dominated over molecular diffusion in the
overall mass transfer to the crystallization front [7]. The
character of component distribution in depth of the epi-
taxial layers was qualitatively assessed by studying the
transverse cleavages of Si–Si1 – xSnx structures. An
analysis of the scanning micrographs showed evidence
of a highly homogeneous distribution of components
across the epitaxial film (Fig. 1b).

An analysis of the scanning micrographs and the
morphological study of Si1 – xSnx solid solutions
showed that defects appearing at the substrate–epilayer
interface depend on the x value. A mismatch between
the lattice parameters of substrate and the first crystal-
lized solid solution layer appears because this layer
comprises Si1 – xSnx with x > 0, while the substrate is
made of pure Si. As the subsequent epitaxial growth
proceeds, this mismatch gradually decreases because
the difference in x between the adjacent layers is insig-
nificant. Elastic deformation of each completed layer,
which serves as a substrate for the subsequent layer
growth, leads to a decrease in the total system energy
[8]. After the crystallization of each next layer without
changing the lattice constant, this energy is always
smaller than that in the initial process stage. By chang-
ing the growth regime, it is possible to control the per-
fection of heteroboundaries in the Si–Si1 – xSnx struc-
tures.

The quality of the crystal structure was assessed and
the lattice parameters of Si1 – xSnx solid solutions were
determined by X-ray diffraction measurements per-
formed on a DRON-3M diffractometer. These measure-
ments were performed on specially prepared
Si−Si1 − xSnx structures with a thickness of d = 3–5 µm.
The diffractograms were obtained by continuous
recording using filtered CuKα1 (λα1 = 1.54051 Å) and
CuKα2 (λα2 = 1.54431 Å) radiation from an X-ray tube
operating at 30 kV and 10 mA. Separate recording of
the reflections from the same plane provided an
increase in the accuracy of determination of the inter-
planar spacing d for the Miller indices hkl. The param-
eters of Si1 – xSnx layers were determined in a regime of
point-by-point scanning with a step not exceeding 2θ =
0.01° (θ is the Bragg reflection angle) and a scanning
time of τ = 20 s at each point.

As is seen from the typical diffractogram presented
in Fig. 2, the positions of peaks from the film and sub-
strate differ insignificantly. This implies that the lattice
CHNICAL PHYSICS LETTERS      Vol. 29      No. 11      2003
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parameters are also close to each other (aSi = 5.4296 ±
0.0004 Å,  = 5.4311 Å), while the absence of
other peaks in the diffractogram is additional evidence
of the single crystal structure of the obtained epilayers.

It should be noted that the intensity of reflections
measured from the side of the epilayer was usually
somewhat higher than that measured from the side of
the silicon substrate (Fig. 2). This is most probably due
to the extinction effect, whereby the lower planes are
screened by the upper ones. This effect is frequently
observed even in perfect single crystals of silicon [9].
On the rear side of the Si–Si1 – xSnx structure (where a
Si1 – xSnx is present), the ideal periodicity of the silicon
lattice is broken and the extinction effect decreases or
vanishes completely, while the reflection intensity
increases as compared to that on the side possessing a
perfect crystal structure. The lattice parameter a was

calculated by the formula a = d  [8].
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Fig. 2. A typical X-ray diffractogram of the Si–Si1 – xSnx
epitaxial structure.
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According to an analysis of the preliminary experi-
mental data, the resistivity of epilayers is ρ ≈ 0.5 Ω cm,
the carrier density is ~1017 cm–3, and the Hall mobility
of the carriers is ~600 cm2/(V s).

Thus, we have experimentally demonstrated the
possibility of growing high-quality epitaxial layers of
Si1 – xSnx solid solutions with 0 ≤ x ≤ 0.04 on silicon
substrates. The obtained Si–Si1 – xSnx structures can
find wide application in semiconductor microelec-
tronics.
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