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The subbarrier reflection of ultracold neutrofi$CNs) from stainless
steel(an alloy of iron, nickel, chromium, and titaniyns investigated

by means of neutron-radiation analysis. It is found that the increase in
the probability of capture of UCNs by nuclei is large compared to the
standard theory. The effect is selective, the enhancement factor varying
From 3 for iron to 90 for titanium. ©1997 American Institute of Phys-
ics. [S0021-364(©7)00101-1

PACS numbers: 78.70.Nx, 28.260v

We have investigated the capture of ultracold neutf@@Ns) during their subbar-
rier reflection from the surface of a multicomponent medium. The measurements were
made by the method of neutron-radiation analysis with the use of UOMss method
makes it possible to determine both the partial capture probabilities for different nuclei
and the inelastic scattering probability.

For media containing several elemeptsniformly distributed over the volume with
a relative nuclear concentratiary, the total interaction probability of UCNs with the
surface is the sum of the partial capture probabiliﬁécsfor a specific element of the
medium and the inelastic scattering probability. :

j
M=Mie+i21 Mg » N

where uie= 7,of(v) and ul.= 7.f(v) are given by the relations

f(o)=2y sinHy)—yVi-y%], 7= kO’ie/47Tb_, 77ic= k(TiCi/4’7TE

Herew is the neutron velocityy=v/v|m , vim= V2E;m/m is the limiting velocity in the

medium,m is the neutron masg&,=27#2Nb/m is the limiting energy in the medium,
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FIG. 1. Diagram of the apparatus:— Al entrance foil,2 — vertical neutron guide3 — rod, 4 — entrance
chamber5 — movable entrance diaphragf— lead shield7 — B converter 8 — casing with a heater and
heat screer) — sample,10 — UCN vessel,11— heater,12 — annealing chambef,3 — rod for moving the
sample,14 — vacuum slide valvel5 — Ge(Hp) detector,D,, D,, D; — UCN detectors.

N is the number of nuclei per unit volumb,zijzlcibi is the composition-averaged
coherent-scattering length;, is the coherent scattering length for tiik element, aver-

aged over the natural isotope abundandéess the wave numberg;e is the inelastic

scattering cross section, and is the capture cross section for tik element, averaged
over the natural isotope abundances.

The sample, made of electropolished 1Kh18N9T stainless steel foi20@hick,
was in the form of a helix 10 cm wide, with an outer diameter of 8 cm. The total area
S of the sample was equal 3120 & diagram of the apparatus is displayed in Fig. 1.
The sample was irradiated with UCNs in a cylindrical stainless steel vessel 112 cm long
and 8.8 cm in diameter. Neutrons from an UCN source entered the vessel along a vertical
neutron guide either through an entrance diaphragm with an opening with area
Sy=0.785 cn? or, when the diaphragm was removed, through the entire cross section of
the vessel. The spectrum of the UCN flux in the vessel was concentrated in the range
from 0 to 4.4 m/s, with an average velocity of=3.8(2) m/s. The UCN flux density
inside and at the entrance of the vessel was measured with the aid of three slotted
proportional detector®,, D,, andD3, connected to the vessel via an opening with area
S,=0.785 cmi. They rays produced as a result of the capture of UCNs on the surface of
the sample were detected with a(@p) detector with a resolution of 2 keV for 1-MeV
y rays. The elastically scattered UCNs were detected with the aid of a 1-cm thick B
converter placed between the vessel and the entrance window of the detectdr. A Li
nucleus in the excited state is formed with probability 0.96 in the reaction
n+B%=a+Li’ and emits a 477-keVy-ray which is detected by the detector.

For measuring the background or degassing the sample, the sample was removed
from the vessel and placed in a special chamber separated from the vessel by a vacuum
slide valve. A vacuum of 210 °~5.10 © torr was maintained in the vessel, and the
vacuum in the chamber was 102 torr. For measurements of the total loss factor the
UCNs entered the vessel through a diaphragm. The quantity
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FIG. 2. Fragments of thg-ray spectrum produced during the irradiation of the sample with ultracold neutrons.
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was determined from the counting ratés J,, and J; of the detectord,, D,, and
Ds.

Hereu andu, are the total loss factors, averaged over the UCN flux, for the surface
of the sample and the vessel, respectively, 8nid the area of the vessel. The quantity
S, was determined with the sample removed from the vessel. The valuefaf the
sample was calculated by the difference method as the result of two measurements.

To measure the inelastic scattering probability and the partial capture coefficients of
the UCNs the diaphragm was removed, permitting the UCNs to enter the vessel through

the entire cross section. The flux-averaged value of the inelastic scattering probability
was determined as
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whereJ;, is the counting rate in the total absorption peak of the 477-ke¥ys, ;. is the
detection efficiency for UCNs scattered inelastically by the sample surface and detected
according to the counting ratk,, ande is the detection efficiency for UCNs which have
passed through the entrance openings of the detectors. The;gdiéovas determined in

an additional measurement with a polyethylene reference sample.

The flux-averaged UCN capture probability for tile element was determined as

—+ 23(E)eSy
He™(3,435)Se,(E) B,

4

whereJ;(E) is the counting rate in the total-absorption peakyofays with energyE,

Bi is the yield of photons with enerdy per neutron capture event for the natural isotope
abundance of thigh element, and,(E) is the detection efficiency of rays with energy

E which are emitted from the surface of the sample. The energy dependence of the ratio
€,(E)/e was determined in additional measurements performed with polyethylene, tita-
nium, and aluminum reference samples.

For measurement of the inelastic scattering probability and the partial capture coef-
ficients of the UCNSs the diaphragm was removed, permitting the UCNs to enter through
the entire cross section of the vessel.

The measurements were performed after the sample surface was chemically cleaned
by acid etching in HPO, and vacuum annealing at 100 K for 2 h. Fragments of the
y-ray spectra are displayed in Fig. 2. Total absorption peaks for 477-keV and 2.22-MeV
v rays, which are due to inelastic scattering and capture of UCNs on surface hydrogen,
are seen in the spectrum. Peaks due to the capture of UCNs by nuclei of constituent
elements of the stainless steel are also present in the spectrum. The spectra obtained were
analyzed with allowance for the externgiray background and the-ray background
due to the interaction of UCNs with the surface of the vessel.

The measurements yielded the following valuesu=6.44(57)10 4,
n=1.57(26)10 4, and ut'=2.2(3.8) 10" 5. The total (1) and combined g+ ur)
probabilities differ by the amount 4.85(62)0 #, which determines the combined UCN
capture probability for elements other than hydrogen.

Direct measurements of the partial capture probabilities were performed according
to the strongesy transitions accompanying the capture of UCNs by Fe, Ni, Cr, and Ti
isotopes. To compare with the theory, the values of the paramsgterg../f(v) in the
approximationf (v) =f(v) =0.96 were determined from the values obtaineddprThe
results are presented in Table I.

The observed enhancement could have been due to an admixture of neutrons with
v=v;;p,=6 m/s in the UCN spectrum for stainless steel. These neutrons could have
increased the partial capture probabilities as a result of above-boundary penetration of
UCNSs into the volume of the sample. Control measurements for a copper sample with
vjim=5.65 m/s showed that the experimental valuquﬁ’f‘ is not more than 2—2.5 times
greater than the theoretical value. If this excess is due to neutron penetration into the
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TABLE I. Results of measurements pf. and calculations ofy)..

Element Ni Ti Fe Cr
ﬁg 10 0.8310 1.234) 1.741) 1.199)
77L' 10*, experiment 0.8611) 1.285) 1.81(11) 1.2410)
7.-10%, theory 0.128 0.014 0.60 0.207
Ratio of experiment/theory 6.7 91 3 6

copper sample, then for stainless steel this effect can explain in part the increase in the
capture by Fe, but it will have little effect on the observed enhancement for other ele-
ments. One can see from Table | tt&t ,u-=4.99(18) 10~4, which agrees with inde-
pendent measurements of wie, andu! A comparison of the experimental and theo-
retical values ofyp, shows that the experimental capture probabilities are much higher
than the theoretical values. The enhancement effect is selective and is strongest for
titanium.

The hypothesis that a titanium-enriched layer is present on the surface is likewise
not confirmed. Sincd<<0 for titanium, in such a model the potential at the surface
consists of a potential well in front of a positive step of heifjt,. In this case a
substantial enhancement of UCN capture by titanium nuclei could be possible. To check
this possibility, an elementary analysis was performed of the volume of the sé@fialie
II) and the surface layer of the sample by the following methodlszolume neutron-
radiation analysis, )2x-ray-fluorescence analysis to a depth of @, 3) x-ray spectral
electron microprobe analysis to a depth qith, and 4 x-ray photoelectron spectrometry
to depth<100 A.

According to the data obtained by the first three methods, the content of the main
elements corresponds to 1Kh18N9T steel, for which the valueg wfere calculated. No
tendency for the Ti content to increase with increasing depth of the analyzed layer is
seen. Furthermore, when the depth of the layer is of the order of the wavelength of the
UCNSs, the absolute content of Ti and the other constituent elements of the stainless steel
is less than the volume content on account of the presence of oxygen and carbon atoms
(data of method ¥and also of hydrogen atoms, to which method 4 is insensitive. The
ratio of the Ti, Fe, Ni, and Cr concentrations corresponds to the volume ratio.

The smallness of the average titanium concentration at the surface does not rule out
the existence of regions with a high titanium concentration. One possible explanation is
that the titanium forms clusters emerging at the surface, with a size exceeding the wave-
length of the UCNs. Then the neutrons pass freely into the clusters and move in them,
reflecting From the boundaries, until they are captured or go back into the vacuum. If Fe,
Ni, and Cr nuclei are present in the clusters, then the UCNs will also be efficiently
captured by them. Clusters can also be formed in a subsurface layer by closed titanium
pores, in which bound states are possible. When the energy of the UCNs equals the
resonance energy, then the neutrons can, with a high probability, tunnel into the pores
and be captured.

The observed enhancement shows that the standard theory of capture of UCNs does
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TABLE II. Results of the elemental analysis of the sample.

Element Ti Fe Ni Cr Si C o
Content, at.% by method 1 0.7 70.6 8.7 20

Content, at.% by method 2 0.6 70.7 8.3 20.4

Content, at.% by method 3 0.7 69.5 8.5 19.7 1.6

Content, at.% by method 4 0.3 324 4.2 11.3 28.8 23.0

not always adequately describe this process for a real multicomponent medium. Further
investigations in this area could be crucial for explaining the phenomenon of anoma-
lously high UCN losses during storage in vessels and for performing precise measure-
ments of the neutron lifetime using UCNSs.
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In a real system the heating is nonuniform, and a second-order phase
transition to a broken-symmetry phase occurs by propagation of a tem-
perature front. Two parameters, the cooling rateand the transition
front velocity vt determine the nucleation of topological defects. De-
pending on the relation of these parameters, two regimes are found: in
the regime of fast propagation defects are created according to the
Zurek scenario for the homogeneous case, while in the slow-
propagation regime vortex formation is suppressed.19®7 American
Institute of Physicg.S0021-364(®7)01801-X

PACS numbers: 11.2%d, 67.40.Vs, 67.57.Fg, 98.80.Cq

1. INTRODUCTION

A common issue of particular interest both in cosmology and in condensed matter
physics is the estimation of the initial defect density produced during a phase transition to
a broken-symmetry stafe’ In cosmology this is an important issue so far as the later
transitions are concerned—for example, in extended models where there are stable de-
fects produced at the electroweak transition. It is probably not of much practical impor-
tance for the GUT transitiofif our ideas about scaling are correbecause in that case
so much time has elapsed that no trace of the initial conditions rerh&ifise same thing
is true no doubt for some condensed matter systems, but it would be good to identify
some situations in which predictions about the initial dengiiyt just the later scaling
valug could be tested. We really need to find cagsn which the transition is second-
order,(ii) in which it is of first order and goes by bubble nucleation, &énd in which it
goes by the ‘false vacuum’ becoming totally unstable, which has been called spinodal
decomposition. All these cases correspond to different scenarios of the phase ordering
below the phase transition, and the creation and evolution of the defects prior to the final
establishment of long-range ordgrhase coherence, or generally the coherence of the
Goldstone variablgs

The great thing about superfluid helium-3 is that it allows such a wide range of
possibilities. Most of these cases, or possibly all of them, may be represented in different
regions of the parameter space: the norfie to >He-B or normal®He to ®He-A tran-
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sition is second-order, while the A-to-B transition is first-order and proceeds in different
ways depending on the pressuand magnetic fieldand the extent of supercoolifig.
Also, of course, it adds another example to the list of possible systems, including
nematic$ helium-4 (Ref. 7), and high- and low-temperature superconductors, but this
example is in important ways more relevant, since the fermion—boson interaction in
He shares many properties of the quantum field theory in high-energy pfyEfis.is

why it is so valuable as an analog of the early universe.

One of the most interesting experiments, which can shed light on the phase ordering
is the“mini Big Bang” produced by thermal neutrofd® There the exothermic nuclear
reactionn-+3He— p+3H+0.76 MeV produces a local Big Bang fhie-B—a region of
high temperatureT > T, where the symmetry is restored. The subsequent cooling of this
region back through the second-order superfluid transition results in the creation of a
network of vortex lines. These seeds of vortex lines are grown by the applied rotation and
measured with the NMR technigde.

Theoretically, the formation of defects in a second-order transition into a broken-
symmetry state, discussed in Refs. 1 and 2, corresponds to a homogeneous phase transi-
tion. In real experiments the heating is never uniform. For example, in the neutron
experiments the heating above by the neutron and the subsequent cooling occur
locally in a region of about 1@m size. This results in a temperature gradient and thus in
a propagating boundary of the second-order transition. The temperature gradient is
present also in other experiments where defect formation is influenced by the details of
the cooling throughT.; see, e.g., Ref. 11, where the type %fe-A vortices created
depends on the cooling rate. One might think that the phase of the order parameter would
be determined by the ordered state behind the propagating boundary and that vortex
formation would be suppressed in this geometry. On the other hand, in the limit of very
rapid motion of the boundary one comes to the situation of an instantaneous transition,
and the Kibble—Zurek mechanism should be restored. Here we discuss the criterion on
the propagation velocity of a second-order phase transition which separates the two
regimes. We shall illustrate it with the example of the experimentally studied transitions
from normal®He to ®He-A and from normafHe to *He-B.

2. PHASE ORDERING IN A SPATIALLY HOMOGENEOUS TRANSITION

A nonequilibrium phase transition into the state in which the symmeity) is
broken leads to the formation of an infinite cluster of the topological defects—vortices or
strings® As a result, when the temperature cros$gswo length scales appear. One of
them is the conventional coherence length, which divergds. at

T -V
§~§o(1—T—C> (2.2
(for superfluid®He, where the Ginzburg—Landau theory is valid, one had/2). An-

other one is the mean distanéb®etween the vortices in the infinite cluster; it defines the
scale within which the phase of the order parameter is correlated. This scale diverges
with time when the vortex cluster decays. We are interested in estimation of the initial
defect densityéiitial» 1-€., at the moment when these two scales become well defined.
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According to Zurel%Eimtia, is determined by the cooling rate,, which character-
izes the time dependence of the temperature in the vicinity of the phase transition:

e(t)=1 T~ o (2.2
Well-defined vortices are formed at the time when the regions within the Ginzburg—
Landau coherence length become causally connected. Causal connection is established by
the propagation of the order parameter. In the case of supefiedthe propagation
velocity of the order parameter can be estimated as the velocity of spin waves, which just
represent the propagating oscillations of some components of the order parameter. Thus
one has that the corresponding velocity also depends on time and is given by

c(t)~coe' 1), 2.3

wherec, is of order of the Fermi velocity .~ 10* cm.
At the momentt~t_,, when

tcoh
£t ~ fo o(t)dt, 2.4

the regions within the coherence lengdift.,,) are already connected, while outside they

are causally disconnected. So the phase of the order parameter is well defined within the
coherence length, but the phases in regions out§ide not match each other. This
corresponds to well-defined vortices with the separaign,=&(teon. The timetgg,

after the transition when this happens is

h
tCOh% \/ToTQ, 'TO%_%_""1079 S, (25)

VE AO

and thus the initial separation between the vortices in the infinite cluster is

va
(2.6

~ TQ
Einitial= §(teon) =~ &o P
0
For the more general case, when the phase transition is not necessarily described by the
Ginzburg—Landau theory, one h&siia~ éo(7q/70)“.
The further development of the infinite cluster, which leads to its final elimination,

has been the subject of intensive investigations in phase ordering kifetiese.g., the
review in Ref. 12.

In the neutron experiments fHe-B one has the estimate,~ R2/D, whereR, is
the size of the bubble arid is the diffusion constant nedr;.. This givesro~ 10 us and
Eniiai~ 10~ cm. In the typical A-phase experiments the cooling of the A-phase through
the transition from the normal liquil occurs over a timerg~ 10°— 10" s (Ref. 1),
which givesginitia|~10_2 cm.
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3. THE TWO REGIMES FOR A MOVING FRONT

In the presence of a temperature gradient two parameters characterize the nonequi-
librium phase transition. In addition teg, which determines the time scale of the
temperature change, one now has the characteristic length scale of the temperature

1 |VT|

N T

3.9

Combining this with7q gives the velocity 1 of the propagating temperature front:

A
o= (3.2

which is thus the velocity of the propagating second-order transition.

The homogeneous result EQ.6) is obtained when the velocity of the front is large
compared ta(t.,), SO the causality argument does work. This gives the estimation for
the critical value of the velocity

&(teon) TO) 4
~ ~co|l —| .
teon TQ

If vr<vre, the slowly moving front dictates the phase of the order parameter, and the
formation of vortices should be significantly suppressed compared to the case of a rapidly
moving front. InHe-B neutron experiments one has-R,~10 um (whereR,, is the
maximum radius of the bubble of normal fluid aboVg) and v;~10° cm/s. This is
comparable With:o(TO/TQ)l"‘~ 10° cm/s, so vortex nucleation is not suppressed by the
moving interface in this experiment.

Utc (3.3

In the A-phase experiments the typidat 10° cm andvt~\ 7o~10 ?~10"* cm/s,
which is much less thano(t.,)~10 cm/s. Thus at this low Eq. (2.6) does not hold,
since the phase correlation across the front occurs faster than that due to the temporal
change ofT. So the creation of vortices is markedly suppressed. However, even in this
regime the formation of defects has been experimentally observed: the formation of
planar solitons irfHe-A (Ref. 13.

4. PHASE ORDERING BEHIND A SLOWLY MOVING FRONT

One may expect that in the whole rangevgfthe initial density of vortices imme-
diately behind the front is determined by the general scaling law
Einial (VT 7Q) 0 vT
" =xF(xPy), x=—, =—,
o () To Y Co

whereF(u) is some function, which has different asymptotes in the two regimes dis-
cussed above. From the previous sections it follows thatHerone hasy==1/4. The
regime of fast propagation of the temperature front corresponds to the asymptote
F(u)—1 when its argumenu>1. Let us find the asymptote in the regime of slow
propagation, i.e.F(u<1).

4.1
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Since the propagation velocity of the order parametey slows down very near the
transition, in some neighborhood of the front, in a layer of thickngs-v;At, the
situation becomes ‘homogeneous.’ Héreis obtained from

At (At)3/2
UTAtFNVJ c(t)dt=co ——, 4.2
0 TQ
which gives
v7
Co

Outside this layer the condensate phase is already fixed due to the phase correlations with
the low temperature regions, which are transferred by order parameter waves propagating
along the vertical axis. So the only source of the mismatch of the phase originates within
this thin layer, which means that the magnitude of the coherence I&(@hwithin the

layer determines the initial distance between the vortices as a functior af slow
transition:

C 1/4
i 0 Ut 70
Enial(vT) =~ E(A~A)~& —, —< (—) : (4.4

T CO TQ
Thus in the limitu<1, we find F(u)~1/u, so the initial length scale is substantially
larger than in the case of a rapidly propagating front, where:

1/4 1/4
finitim(vT)%go(:—(s) : E>(E> . 4.5

CO TQ

5. DISCUSSION

Estimation OfEinitial for a slowly propagating front in the A-phase giv'éﬁm
~0.01-0.1 cm. This is significantly smaller than the size of the eell,cm, and thus
well explains the appearance of solitons during the cooling into the A-phase in Ref. 13.

On the other hand, this is of order of the intervortex distance in the rotating cryostat
and thus can influence the vortex texture which appears in the rotating cryostat when the
superfluid transition occurs under rotatitrin a field of 10 mT two types of vortices are
competing in the equilibrium rotating state: singular one-quantum vortices with the core
radius 7.~ &(T), and continuous two-quantum vorticéextures with ...~ ¢&p (the
dipole lengthép~10~2 cm). At low rotation velocities2<2 rad/s(or in general at low
vortex density, the array of singular one-quantum vortices has less energy. The experi-
mental evidence is that well below 1 rad/s singular vortices are created after the super-
fluid transition under rotation, and no dependence on the cooling rate was observed.
However, the experiment at higher velocify~1.4 rad/s, showed such dependence: at
slow transition the equilibriuntsingula vortices dominate in the cell—their fraction is
ng/(ng+2n.)~0.8—while at fast transition the fraction of continuous vortices
2n./(ng+2n;) increases sharply from 0.2 to 0.8. The change occurs in a jump-like
manner av; T~ 6 uK/min, which corresponds tog~3- 10* s. One may expect that this
is related to the phase ordering process, which leads to an initial vortex density larger
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than the equilibrium one. The further relaxation of the initial network towards equilib-
rium may discriminate between textures and singular vortices, which have significantly
different scales.

6. CONCLUSION

In a spatially inhomogeneous phase transition vortex formation depends on the
velocity vt of the propagating front of the second-order phase transition. There is a
critical value of the front velocityy ¢~ Co(7/7q) Y4 which separates two regimes. For a
rapidly propagating front, withht>v1., vortex formation is the same as in a spatially
homogeneous phase transition. For a slowly propagating front, ayithv ., vortex
formation becomes less favorable with decreasing
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It is shown that capacitance spectroscopy can be used to investigate the
spin polarization of two-dimensional electronic systef@BESS. We
employed this method to investigate the spin polarization of 2DESs in
a GaAs/AlGaAs heterojunction for filling factors of the magnetic-
guantization levels 0.28v<<0.9. It is proved that in the presence of
states of the fractional quantum Hall effect with=1/3 and 2/3 the
ground state of a 2DES with>2/3 is incompletely spin-polarized.

© 1997 American Institute of Physid$0021-364(07)01901-4
PACS numbers: 73.20.Dx, 73.40.Hm, 84.84.

It is well known that the interelectronic Columb interaction energy can influence the
magnitude of the spin of an electronic system. For two-dimensional electronic systems
(2DES), a change of spin polarization compared with the case of noninteracting electrons
was demonstrated by numerical calculations for systems with a small number of particles
(see the revielvand the references cited theresnd experiments* performed in the
fractional quantum Hall effecFQHE) regime. In the calculations, nontrivial spin con-
figurations were discovered for both exact fractional valugsp/q of the filling factor
of the magnetic levels=n/Ng as well as near them. Hegeis an integerq is an odd
number n is the surface electron density in the 2DBg=eH, /hc is the degeneracy of
a single level, anH, is the component of the magnetic fiettl perpendicular to the
2DES. The ground state of the 2DES forclose tov; is described as an excited state of
the FQHE with charged quasiparticles whose number is proportionat-tas|.! The
change occurring in the spin polarization of the 2DES in this case as compared with
v= 1, is attributed to the spin of the quasiparticles. A recent preditidrihe existence
of quasiparticles with high spifskyrmiong as well as the advent of a theory of com-
posite fermion% have additionally stimulated great interest in studying experimentally
the spin polarization of 2DESS? In most of these experimenits®1°the temperature
dependences of the magnetoresistance of a 2DESwwith;, a fixed value oH,,, and
different magnitudes of the magnetic field componkipt parallel to the plane of the
2DES are measured. In so doing, the changes observed in the activation energy of the
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magnetoresistancé,®*° assuming that, influences only the Zeeman splitting, give
information about the change in the spin of the 2DES as a result of thermal excitation of
quasielectron—quasihole pairén some cases this permits judging the polarization of the
ground state of the system for=v; .

This letter proposes a new method for investigating the spin polarization of 2DESs
that is applicable for arbitrary values ofand reports the results of such an investigation
for 0.28<v<<0.9. The method is implemented in field-effect transistors and consists of
measuring the change occurring in the capacitance between the 2DES and the transistor
gate upon a change in the parallel component of the magnetic field. As is well known
(see, for example, Refs. 11 and 12 and the references cited theheirmeasured value
of the capacitanc€ includes a derivative of the chemical potentiabf the 2DES with
respect to the carrier density:

iy 1- S8 9 ¢ (1 Co OE 1
~Col 1~ G an) =% 1~ &G an?): @)

HereE is the total energy of the systeall energies of the 2DES are normalized to unit
areg, G is the sample area under the galg= kG/4md is the geometric capacitance of
the sample k is the permittivity of the materigldetermined by the effective distance
d=dy+2zo(n)+n dz/dn between the 2DES and the gafeHere d, is the distance
between the gate and the GaAs/AlGaAs heterojunctionzgrid the distance from the
heterojunction to the centroid of the squared wave function of the eledfi@men ideally
two-dimensional systermy=0). In an ideal two-dimensional system with no spin—orbit
interaction a change il directly influences only the magnitude of the Zeeman energy
E;=—-gug H S,, wheresS, is the projection of the total spi on the direction of the
magnetic field(both quantities are given per unit area of the 2DHS the ground state
of the 2DESE,= —|gug|/HS. Here the absolute value sign is used to avoid misunder-
standings deriving from the negative sign of the electgefactor in the experimental
material @~ —0.44). If the spin of the system does not dependign then the expres-
sion for the changd& C occurring in the capacitance when the parallel component of the
field is switched on has the form
c? d?s

AC(n-Hn)EC(niHner)_C(nanyo)"N“%|9MB|(H_Hn)W- 2
ThereforeAC characterizes the spin polarization of the system. The absolute value of the
polarization in the experimental range wfcan be determined by integratidgC with
respect ta, if the values ofS anddS/dn are known at some point of this interval. It is
obvious that the assumption that the spin of the 2DES is independeéty Gfe., inde-
pendent of the Zeeman enejdlds for a completely spin-polarized state of the system,
since an increase of the Zeeman splitting can only stabilize such a state. In the case of a
unpolarized system, evidently, the Coulomb energy is greater than the Zeeman energy
and a variation of the latter energy in some range cannot change the zero value of the
polarization. In the case of an incompletely polarized state, the magnitude of the spin is
determined by the competition between these two energies. It can be insensitive to the
magnitude of the Zeeman energy, if the Coulomb energy, viewed as a function of the
spin, possesses a narrow minimum in the interval of possible values of the spin

109 JETP Lett., Vol. 65, No. 1, 10 Jan. 1997 Dorozhkin et al. 109



[0,n/2]. Calculation$**show that this situation occurs in a number of cases. An espe-
cially graphic example is displayed in Fig. 4 of Ref. 14, where the magnitude of the
partial spin polarization of the 2DES remains unchanged whewgyiaetor is varied by

a factor of 3. We note that if and only if the spin of the system does not depend on the
Zeeman energy, one can expect that the degree of spin polari&itiyn,=2S/n is a
universal function of the filling factor. Indeed, it is believedsee, for example, Ref)1

that the Coulomb energy for a given filling factor and degree of polarization varies as
e’n®?. As a result, the spin-dependent pBg of the total energy for the ground state of

a 2DES can be written in the form

Es=e?n%2¢(n/Ng,S/n)— |gug|HS.

Here ¢ is a function of the variables/Ny=v andS/n. The equilibrium value of the spin
should be found from the conditiafEg/dS=0. It is easy to see that a universal function
S(»)/n arises in solving this equation if and only if the influence of the Zeeman energy
can be neglected and the magnitude of the spin is found from the equatigis=0.
Therefore a linear relation betwed&C and H—H,,) (see Eq(2)), which holds for large
changes in the magnitude of the total magnetic field, and the observation of the universal
function S(v)/n, measured for different ratios between the Coulomb and Zeeman ener-
gies, can serve as experimental confirmation of the validity of the assumption being
discussed.

We investigated a 2DES arising in a GaAs/AlGaAs heterostructure grown by
molecular-beam epitaxy. The sample had the form of a “Hall rectangle” with Ohmic
contacts to the two-dimensional layer. A 82.3 mm metal gate, forming a Schottky
barrier with the top layer of the heterostructure, was deposited on the surface of the
sample. The electron density in the two-dimensional layer varies linearly with the
voltage applied between the 2DES and the gate. For zero gate voltage one has
n=1.4-10' cm™2, and the electron mobility equals 1P cn?/V-s. The variable cur-
rent flowing through the capacitance formed by the gate and the 2DES when a voltage
with frequency 9.2 Hz and amplitude 30 mV is applied between them was measured in
the experiment. To record small changes in the capacitance, the main part of the signal,
corresponding to the capacitan€g= 165 pF, was compensated. As a result, a sensitivity
of approximately 0.01 pF was attained. Under the experimental condit{6n3
<H=<10 T, T=0.5 K) the Zeeman splitting is much greater than the temperature; this
makes it possible to assufi¢hat the spin effects which we measured are the same as the
spin effects that would occur dt=0.

The quantityC— C, versusv is displayed in Fig. 1 for different values éf,. The
minima for fractional filling factors/s=1/3 and 2/3 correspond to jumps in the chemical
potential of the electronic system in the FQREThe width of the minima is determined
by the nonuniform distribution of the electron density in the samplEhe variance of
this distribution for our samples was determined in Ref. 11 and equalg- 10’
cm 2. The main effect of the parallel componet}, is a change in the capacitance for
v=2/3. Another effect is a small, virtually parallel, shift of the capacitance curves up-
wards (in Fig. 1 this shift is compensatedThe magnitude of the shift increases with
H, and reaches 0.1 pF fét=12 T andH,=6 T. It does not depend on the temperature
and was determined for each curve From analogous measuremémtsda? K, where
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FIG. 1. C—C, versus the filling factow in a perpendicular fieldsolid curve$ and an inclined field of 12 T
(dashed curvegsfor different perpendicular field componerits, (indicated near the curvesT=0.5 K. For
clarity, pairs of curves measured with different valuedigfare shifted in the vertical direction relative to one
another.

there are no FQHE capacitance minima. The absence of a temperature dependence of the
shift shows that the shift is not associated with a change in the Zeeman energy in an
inclined magnetic field. Indeed, since the characteristic Zeeman splitting eg@aks in

the range of fields investigated, the polarization of the system should change
substantially* as the temperature changes from 0.5 to 4.2 K, which would result in a
change ind?S/dn?. The shift apparently arises because in an inclined magnetic field the
electronic wave function is modified in a direction normal to the 2DES, and this changes
z, and thereforeC, .1#1°

Therefore we attribute the differences, demonstrated in Fig. 1, between the capaci-
tance curves measured for the same valu pfo a change irE, in an inclined field in
accordance with Eq2). To determine from these data the magnitude of the spin polar-
ization, we seS(v=1/3)=n(v=1/3)/2 in accordance with the generally accepted notion
about the total polarization of the ground state of a 2DES wjth 1/3 (see, for example,

Ref. 14. Under this assumption our reslliiC(v=1/3)=0 means that near=1/3 the
system remains completely polarized, i@Sdn(v=1/3)=1/2. Having integratedC

twice with respect todn with the boundary condition§(v=1/3)=n(v=1/3)/2 and
dSdn(v=1/3)=1/2, we obtain finally the magnitude of the spin in the entire experi-
mental range of values of. It is presented in Fig. 2 in the form of a normalized density
of electrons with spins oriented antiparallel to the fiald»)/No=(v/2—S(v)/Ny). It
follows From Fig. 2 that the 2DES remains completely polarized right up+®/3
(taking account of the variance of the density. This result means that there are no
skyrmions forv;=1/3 in our parameter range. For>2/3, electrons with spins oriented
antiparallel to the field appear in the system, and the polarization decreases. For com-
parison, the change in the number/N, in a 2DES with zero variance of the density is
shown in Fig. 2 for the case; =0 for v<2/3, and forv>2/3 all electrons entering the
system possess a spin oriented antiparallel to the field dire/Jdn=1. Such a depen-
dence is expected near 2/3 in accordance with the predictidii®f quasihole excita-
tions with spins parallel to the field and quasielectron excitations with spins antiparallel
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FIG. 2. Normalized density, /N, of electrons with spin antiparallel to the field as a function of the filling
factor v, determined from data measured with different valuesHyf. The region of filling factors
0.28<»<<0.55, wheren| =0 to within the limits of the experimental error, is not shown in the plot. The dotted
line shows the change in /N, corresponding to the addition of electrons with flipped spin to a completely
polarized state of FQHE witlr;=2/3 in the case of zero variance of the electron density in the sample.

to the field for a completely polarized state of FQHE wiith= 2/3. Therefore our data are

an experimental confirmation of the results of numerical calculatfopsrformed for
systems with a small number of electrons. Asincreases further, the function
n,(v)/Ny passes to a maximum, where it reaches approximately 10%. Although the
presence of a maximum agrees qualitatively with the existence of skyrmions with
v=1, the origin of spin depolarization in our experiment is apparently due to the state of
FQHE with v=2/3, since the effect vanishes together with this state.

We now return to the assumption that the spin of the system does not change when
a parallel field componer , is switched on. The results of a check of the linearity of the
function AC(H—H,,) are presented in Fig. 3. The normalized quantii&¥/(H—H,)
do indeed follow a universal function practically within the limits of the experimental
error. The curves of| /Ng versusv in Fig. 2, which were measured for different values
of H,,, are also very close to one another; this means that there exists a universal function

=
& (i
~ Of 1
=4
T AH = 40T
R N £ AH=30T
Y5t e AH =2.4T ]
--------- AH=10T
w1y
4
0.5 0.6 0.7 0.8 0.9

Filling factor, v

FIG. 3. AC/AH=AC/(H—H,) versusv for inclined fieldsH=9, 10.4, 11, and 12 T witid,=8 T.
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of v and that the degree of spin polarizati&m=1/2— v‘lnL/No. We note that in real
samples, in which a magnetic-field-independent variancé the electron density exists,

the dependence &/n on v can be observed only to within thé, -dependent variance
o/Ng of the filling factor. It is obvious that the curves presented in Fig. 2 coincide to
within this accuracy. The results of these two checks attest to the correctness of the
determination of the spin polarization of the system in this work.

This work was supported by Russian Fund for Fundamental Research Foundation
(Grant 95-02-06107 S.I.D. and M. O. D. are also grateful for support from Project
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The effect of “random-field” disorder and “random-anisotropy-axis”
disorder on a two-dimensional dipole ferromagnet is investigated. It is
shown that disorder results in instability of the ferromagnetic phase.
The correlation function of the magnetization is calculated with the aid
of a self-consistent harmonic approximation. It is found that in the
presence of a random field the correlation function is a power-law
function of the distance. In the presence of random anisotropy the cor-
relation function decreases logarithmically slowly as a function of dis-
tance. ©1997 American Institute of Physics.

[S0021-364(©7)02001-X

PACS numbers: 75.10.Nr, 75.70.Ak, 71.45.Gm

Interest in dipole effects in thin magnetic films has intensified in recent years. A
remarkable property of dipole forces is their capability of stabilizing long-range order in
two-dimensional degenerate magnetdt is expected that dipole stabilization of long-
range order can be observed in magnetic films with hexagonal symim&egent
progress in growing such filrfyS and observing the domain structure induced by dipole
forced is stimulating theoretical investigations of dipole effects in two-dimensional
systems:’8

This letter studies the effect of weak disorder on the properties of a two-dimensional
X=Y dipolar ferromagnet at low temperatures. Since in a Heisenberg dipole magnet the
magnetization component normal to the film dies out at large distdrfams; results also
pertain to the Heisenberg case. We examine two types of disorder: random field and
random anisotropy axis. From symmetry considerations it can be expected that in the
presence of other types of disorder with a finite correlation radius the two-dimensional
dipole magnet falls into one of these two universality classes. We shall see that disorder
destroys long-range order. In the presence of a random field the correlation function of
the magnetization depends on the distance according to the same law as in a dirty magnet
with no dipole interactio-*! For disorder of the random anisotropy axis type, we shall
find a logarithmically slow decay of correlations with distance.

The correlation function will be calculated with the aid of a self-consistent harmonic
approximatior?~**In contrast to other methodfor example, the renormalization-group
method, this procedure takes into consideration the characteristic features of the com-
plicated energy relief of a disordered system and therefore makes it possible to obtain
reasonable result.At the same time, the self-consistent harmonic approximation yields
accurate quantitative results only for systems in which the order parameter has a large
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number of componenté. For this reason, the present work is only a first step in the
solution of this problem.

At low temperatures the fluctuations of the modulus of the local magnetization can
be neglected and the Hamiltonian of the film can be expressed in terms of the angle
¢(r) which the magnetization makes with some prescribed direction. In the continuous
limit the Hamiltonian has the form

J
H:fdzrz(v¢)2+f fdzrdzr’ g s[cog p(r)—é(r'))—3cog o(r)

=1

—e(r—r'))cos(¢(r')—«9(r—r’))]+f [hx(r)cogpe(r))
+hy(r)sin(pe(r))]d?r. D

Here 6(r—r') is the angle between a prescribed direction and an axis connecting the
dipole-interacting spins at pointsandr’; the parametep assumes the valyge=1 for a
random-field type of disorder ang=2 for a random-anisotropy-axis type of disorder;
and, h,(r) and hy(r) are random fields. We assume that these fields are distributed
according to a Gaussian distribution and &reorrelated:

- A
Na(DNA(T)=5 8as0(T=1"); @, B=X.Y, )

The dipole interaction constagtis assumed to be small. In this case the ground state of
the pure system is ferromagnetic.

After averaging over the disorder with the aid of the method of replicas, the effec-
tive Hamiltonian assumes the form

He=2, fdzr%(V¢a)2+f fdzrdzr’ﬁg [cod $%(r) = ¢*(r"))
—3cod ¢(r) — O(r—r'))cod ¢*(r') — 6(r—r'))]
A
—ﬁf 2} cogp(™(r) = ¢*(r)]e?r, )

wherea andb are the replica indices ant is the temperature.

The self-consistent harmonic approximation, which we employ to calculate the cor-
relation function, consists of finding the extremum of the variation of the free energy

Fv ar=Fo+t(Hr—Ho)o 4
with respect to the quadratic trial Hamiltonian
1 qu -1 a b
HO_EJ W% Gap (@) %) ¢°(— Q). 5

In EqQ. (4) the HamiltonianHg is determined from Eq3); F, is the free energy corre-
sponding to the HamiltoniaH ; and,{ . . . ), denotes averaging over a Gibbs distribution
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with HamiltonianHy. To simplify the formulas, we set the temperature of the system
T equal to 1. Large values af in the Hamiltonian(1) will correspond to the low-
temperature limit.

To perform the averaging in E@4), we employ the fact that for a self-consistent
solution of the equations fdB,;,, which we shall find,f G,,(q) [d?q/(2)?] diverges.
As a result, we obtaifto within an unimportant constanthe variational free energy per
unit volume

1( d? o A i
d? 1
— gf ﬁza ex;{ - §<(¢a(x)_ ¢a(0))2>0}' ©

where

d2
Ban=(8a(X)~ 95(%)))0= | 512 Caal(@)+ Ginl@) ~Gapl @) ~Goa(@]. (1)

Varying expressiori6) with respect toG,,, we find

_ d?x .
Gabl(q) :quéab_ Oapt géabf W(l_ exp(ig-x))

d*q .
xexg - | 5t (1-extigX) Gar(@) | ®
where
p2
Uab|a¢b:Apzex%_?Bab}; % 0ap=0. 9

The variational free energip) and the equation for the Green’s functi(@) are the
same as in a system with long-range interaction of the form

cog () —¢(r'))

r=r'°

E|r""_ J dzl’dzr’

The fact that the correlation functions in a system with such long-range interactions and
in a system with dipole forces are the same is apparently an artifact of the variational
method. However, there is hope that the self-consistent harmonic approximation makes it
possible to describe both systems qualitatively correctly.

For a random-field type of disordep€ 1) the solutionG,,(q) of Eg. (8) remains
the samdto within a small correctionas in the problem with no dipole forée!! This
can be verified by a direct substitution. Therefore the power-law behavior of the corre-
lation function of the magnetization is preserved:

1
(M(R)-m(0))=(cot ¢*(R) — ¢%(0)))~ =5;  5=2. (10
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We now consider the case of a random-axis type of disorder. We shall have to
rewrite the replica matrices with the aid of the Parisi parameterizatiiThe matrix
G;bl(q)is parameterized by the diagonal elemegal(q):T(q)—E and the function
—o(y), 0sy=<1, where

2 d?x : d*q _
(@) =369 | 5 (1-exinexs = [ 5 (1= exianx) Geal
y

and o(y) and '5=f$o(y)dy are a parameterization of the matrix,, (9). Using the
formulas for inverting the Parisi matricé%,we obtain for the correlation function

Gaa):

1 1 dyds(y)
Gaald) = (@ [1+ W} (12
where
5(y)=fydm'(z)z. (13
0
Introducing the auxiliary variable
1
9L601= | e T (19
and proceeding similarly to Ref. 9, we obtain
S -1 2
%<dg[d;y)]) :_%_ 15

Equations(11), (12), (14), and (15 form a closed system which we must solve for
p=2.
We seeKkT(q) [Eg. (11)] in the form

T(q)=qf(ln %) (16)

wheref(In 1/g) is a slowly varying function ofy, f(In 1/q)—0 asq—0, and the ultra-
violet cutoff is taken to be 1. We are interested in the region of sogte&, where
f(In 1/g)<1. Calculating systematically according to Efs}), (15), and(12), we find for
the correlation functiors,,(q) for smallq

27 ni dz
Gaa(q)’v 1 f Z(Z)
arng]

-1

17

Substituting expressiofil7) into Eq. (11), we obtain an equation foir(In 1/g), whose
asymptotic solution for smatf has the form
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1 1 —1/(p2-2) 1\ 12
f(ln—)~(ln—) =<In— (18

q q q
Hence we find the magnetization correlation function. To within a double-logarithmic
factor

1

(M(R)-m(0)) =(cog ¢a(R) — ¢a(0))) IR (19

We have arrived at the conclusion that there is no long-range order in a dirty
magnetic film. This result agrees with Imry—Ma type arguméhts the case when
ferromagnetic order is destroyed in a region of sizehe loss in dipole energy is
AE4~12P~3 whereD =2 is the dimension of the space. On the other hand, the gain in
the disorder energy iAE;~IP"2. Since in the two-dimensional cadé&;~AE,, behav-
ior typical for the lower critical dimension can be expected, i.e., no long-range order.

In writing the Hamiltonian in the continuous forfd), we have neglected the pos-
sibility of vortex creation. This approximation is valid if the correlation function decays
slowly with distance. Therefore it can be expected that the contribution of vortices to the
correlation function of a dipole magnet with a random-axis type of disorder at low
temperatures is very small. The question of the role of vortices in a system with a
random-field type of disorder requires further investigation.

In closing, we note that the behavior which we found for a dipole magnet with
random anisotropy19) for a system which is not too large can be interpreted as the
presence of long-range ferromagnetic order. In the absence of a dipole force the correla-
tion function of theX—Y model with random anisotropy decreases according to a power
law in a space of dimensioB <4 (Refs. 9-11 Therefore we can conclude that the
capability of a dipole force to stabilize long-range order, as discovered in Refs. 1 and 2,
remains in the dirty case also, but only if the disorder does not destroy symmetry with
respect to a change in the sign of the spin.

| thank V. S. Dotsenko, A. B. Kashuba, S. E. Korshunov, V. L. Pokrdyskid M.
V. Feigel'man for many helpful discussions. This work was supported by the Russian
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Transformation of a soliton at a point of zero nonlinearity
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The transformation of a soliton in a zone with a sign-changing nonlin-
earity has been investigated on the basis of the Korteweg—de Vries
equation. It is shown that after passage through the critical zone a
soliton with opposite polarity is formed in the wave field and, together
with the previously known mechanism of secondary-soliton generation
as a result of a pedestal formed at the adiabatic stage, there also exists
another mechanism which is associated with the transformation of the
wave in a zone of variable nonlinearity after the critical point. It is
shown that both mechanisms make approximately the same contribu-
tion to the secondary-soliton energetics. 1®97 American Institute of
Physics[S0021-364(®7)02101-4

PACS numbers: 05.4%b

Soliton dynamics under the influence of weak disturbances has been well studied: A
soliton changes adiabatically and a pedestal appears behind it. An interesting example of
the breakdown of adiabaticity of soliton transformation is the transformation of a soliton
in a zone where a nonlinearity changes sign. This problem appears, for example, in the
theory of internal waves in a stratified ocean, when an inclined pycnocline is located
approximately midway between the bottom and the free surface. The sign of the nonlin-
ear coefficient in the Korteweg—de Vries equation depends on the position of the pycno-
cline: The sign is negative if the pycnocline lies closer to the surface and positive in the
opposite case. Soliton transformation on an inclined pycnocline was analyzed quite a
long time ago: Even in the analysis of the adiabatic stage, it was shown that the amplitude
of the soliton approaches zero as the critical pdwiere the nonlinearity vanishes
approached, and it was concluded that the soliton is destroyed at this-poiitite latter
fact appeared obvious since the mass of the wave field is conserved: A new soliton,
which can exist after the critical point, possesses a different polarity and cannot contrib-
ute to this integral. Numerical experiments performed later confirmed the destruction of
the initial soliton, but they showed that a soliton with opposite polarity still forms after
passage through the critical poftit. This effect was attributed to the appearance of a
shelf with opposite polarity behind the soliton, still at the adiabatic stage, that could
become a source for the generation of a new solisee also Ref. 6 In this case,
essentially only “half’ of the transformation of the wave — only as it moves toward the
critical point — is taken into account. However, the nonlinear transformation of the wave
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can also occur after passage through the critical point, when the modulus of the nonlin-
earity returns to its initial value. It will be shown below that both stages of the transfor-
mation of the wavebefore and after the critical pointnake an equal contribution to the
generation of a secondary soliton. It is important to underscore that this effect is also
important for practical applications, since direct proofs of a change in sign of the non-
linearity for internal waves transformed on a shelf have recently been obtained.

Let us consider the following simplified form of the Korteweg—de Vries equation
with a variable nonlinear coefficient

au+ . au+a3u_0 L
gt Teug Tt 53 =0. @

We shall assume in addition that the nonlinear coefficient changes sign over a character-
istic time 7 and that its asymptotic values are

a(t——xo)=—1, a(t—x)=+1. 2
In the casewx= —1 the soliton is described by the well-known expression
u(x,t)=—12 secR(x—4t), (3

where we have adopted an appropriate normalization of the wave amplitude so that the
width of the transitional zone is also normalized to the width of the soliton. We note that
Eq. (1) possesses two conservation laws: conservation of mass

szw u(x,t)dx= const, (4)

—0o0

and conservation of energy
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FIG. 1. Soliton transformation in the zone of negativet different times ¢=30). The interval between the
traces is 0.2. The dashed line shows the form of the wave at the critical point.
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Solitan amplitude

FIG. 2. Variation of the soliton amplitude for different values7ofThe solid line shows the adiabatic depen-
dence(6).

Ezf u?(x,t)dx= const. (5
If the transitional zone is sufficiently wide, then at the first stage of decrease of the
nonlinear coefficient the soliton retains its form, and its amplitude is determined from the

law of conservation of energfb):
a(t)=—12a(t)[*~ (6)

As one can see from E¢6), the amplitude of the soliton approaches zero as the critical
point is approached, and therefore a negative-polarity soliton should vanish at this point.
At the same time, as a result of the law of conservation of mass, it is easy to show that
there forms a mass deficit which results in the appearance of a positive-polarity pedestal
behind a “negative” soliton. The explicit form of this pedestal can be found in a pertur-
bation theor§®
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FIG. 3. Transformation of the wave in the zone of positivea) «=0, b) a=1.
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FIG. 4. Transformation of the wave in the zone of positivas a function of the negative perturbation at the
critical point, @ =0, b) a=1.

da/dt
()

Us= ZW .

The height of the pedestal increases without bound as the critical point is approached.

The character of the evolution of the soliton at the adiabatic stage is demonstrated in
Figs. 1 and 2, which display the wave profiles at different times and the relation between
the amplitude of the wave and the local value of the nonlinear coefficient. These figures
were obtained by integrating EQL) numerically for different values of the widthof the
transitional zone. We can see that the adiabatic forrf@)ldescribes the amplitude of the
soliton well except in a neighborhood of the critical point.
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FIG. 5. Transformation of the wave in the zone of positives a function of the positive perturbation at the
critical point, 3 =0, b) a=1.
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FIG. 6. Variation of the amplitude of the positive pulse in the zare0 for different perturbations at the
critical point. The solid line shows the actual perturbation; the dashed line, a negative perturbation; and, the
dotted line, a positive perturbation.

After passage through the critical point, we have a complicated process of transfor-
mation of a nonlinear wave: destruction of the initial negative soliton, formation of an
oscillating packet, and generation of secondary solitons of positive polarity; this process
is illustrated in Fig. 3 forr=30.

In Refs. 4 and 5 the positive part of the wave figl¢destglwas treated as the main
source for the generation of secondary solitons. To understand the mechanisms of
secondary-soliton generation in numerical experiments, the wave field at the critical point
was divided into two parts. In the first experiment only the negative part of the wave
field, corresponding to the main wave at the critical point, was used, and the
Korteweg—de Vries equation with a corresponding initial condition was salvied 4).

In the second experiment the initial condition is only a pedestal at the critical ot

5). As one can see, in both cases a secondary soliton with approximately the same
amplitude is formed; the temporal evolution of the amplitude of the positive pulse, which
transforms into a soliton, is displayed in Fig. 6 for all three variants.

In summary, both the formation of a pedestal behind a soliton at the adiabatic stage
and the transformation of the leadifigegative wave in the zone of variable nonlinearity
after passage through the critical point have an identical influence on the formation of a
secondary soliton generated after passage through the critical point.

This work was performed with the support of the Russian Fund for Fundamental
ResearchGrants 96-05-64108 and 96-05-641&hd in collaboration between the Insti-
tute of Applied Physics of the Russian Academy of Sciences and Monash University
(Australia).
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Resonance luminescence of a nonuniformly heated
dense vapor
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The thermal luminescence spectra of a dense, nonuniformly heated
resonance mediurgsodium vapor are investigated experimentally un-
der conditions when the resonance corrections to the relative permittiv-
ity are not small compared to unity and the photon mean free path is
comparable to the wavelength of the radiation. The shape of the re-
corded spectra agrees well with a previously developed general theory
of resonance radiation transfer which predicts a strong asymmetry of
the spectra. The prospects for performing more-sensitive measurements
in order to make a quantitative check of the theoretically predicted
anomalous intensityan order of magnitude higher than in the standard
theory of resonance radiation trangferf the radiation from a dense
nonuniform medium are discussed. 97 American Institute of
Physics[S0021-364(®7)00301-0

PACS numbers: 33.50.Dq, 44.46a

In the theory of resonance radiation transfer in gases and plasmas, increasing atten-
tion in the last few years has been devoted to the case of a dense medium, for which the
resonance correction to the relative permittivity of the medium is not small compared to
unity. Under this condition the standard thebfyleveloped for resonance radiation trans-
fer at low gas densities becomes inapplicable, since the well-known Biberman cfiterion
(e’ —1<1, wheree' is the real part of the relative permittivitgy= €’ +i€” of the me-
dium) no longer holds, the photon mean free path is comparable to the wavelength of the
radiation, and a photon is itself a poor quasiparticle, since the dispersion relation
(e')*2w=ck no longer holds ¢ is the photon frequency is the speed of light, and
k is the wave vector In Ref. 3 an attempt was made to construct a theory of resonance
radiation transfer without the restrictiosi —1<<1 for the case of a dense gaseous me-
dium. In Ref. 3 it was shown that the approach developed there made it possible to
predict the existence of fundamentally new effects in resonance radiation transfer pro-
cesses in dense media. For example, it was shown that the intépsifythe equilibrium
radiation in an equilibrium dense strongly absorbing medium can be much higher than
the Planckian intensity™":

13 0021-3640/97/010013-06$10.00 © 1997 American Institute of Physics 13



fhwn(w) € 1 2 ) €' 46”|
=——>—> —| 1+ —arctan—+ —-In
© Am3c? 2 T e €

e ,C) ) =Jod(w)e’, (1)
wheren(w) are the equilibrium photon occupation numbers expressed by Planck’s for-
mulan(w)=(expfw/kT) ! andv+ is the thermal velocity of the atoms. Since in media
with high densitiedN the widthT" of a spectral line is determined by resonance collisions
in accordance with the Vlasov—Fursov mechanidim-(N), the presence of the logarith-
mic contribution in Eq.(1), which increases with the density, means that within the
spectral line contour at detuning®— wg|<I" (wq is the resonance frequencthe in-
tensityJ,, can be almost an order of magnitude greater tﬂﬁn

Another important effect obtained in Ref. 3 is that the spontaneous emission prob-
ability A, given by the expression

A=A, Re(e'), 2

whereA, is the spontaneous emission probability in vacuum, depends on the properties
of the dense medium. Numerical calculations for a sodium resonance doublet show that
this formula is accurate and gives valuesfofhich differ from Ay by approximately a
factor of 1.3 on the red wing of the line and by a factor of 0.6 on the blue wing, so that
in these two cases the difference of the emission probabilities within the linewidth is
more than a factor of two. We note that the Lamb shift in the medium is also determined
by the quantity Re€'/?). Besides the mechanism considered above, another circumstance
which intensifies even more the asymmetry of the absorption and emission lines is the
large role of the exponential factor expl(w—wg)/T) in the expressions for the absorp-

tion coefficient and the generalized spectral intensity of the volume spontaneous emission
in the case of wide lines, which are characteristic for a dense medhamecessity of
allowing for this factor was substantiated in Refs. 3 and 4

The effects under discussion could be important in observations of thermal radiation
from a dense, nonuniformly heated medium. This makes it possible to check experimen-
tally the theory set forth in Ref. 3. In the present work we attempted to observe experi-
mentally the effects predicted in Ref. 3 for the example of dense sodium vapor. We note
that for theD, lines of sodium atN=10"%-10" cm 3, one has|e’—1|=0.68 and
€"=1.36(see Ref. B irrespective of the vapor density.

The experimental apparatus consisted of a cylindrical cell of the “heat-pipe” type,
filled with sodium vapor, and a system of highly sensitive detecting devices. Prior to the
experiments, the celwith water-cooled flanges separated by 30 cm and the inner diam-
eter of the pipe equal to 2.8 gnoontaining metallic sodium was evacuated to pressure
~107° torr, filled with an inert gagargon at a pressure of 1 atm, and then heated to a
temperaturel .,,=1200 K (at the center of the c¢llat which the sodium vapor density
equals~10* cm~3. The temperature distributiofi(z) along the cell, measured by
several thermocouples, is displayed in Fig. 1. We note that the yellow radiation from the
Na vapor at the indicated temperature is clearly observed visually through the exit win-
dow at the end of the cell. A system of objective lenses collected this radiation from the
paraxial zone of the pipe and directed it onto the entrance slit of a diffraction monochro-
mator. The entering light flux was modulated at a frequerd@000 Hz by a mechanical
copper installed in front of the slit. A photomultiplier, whose spectral sensitivity was
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FIG. 1. Temperaturé€l) and density(2) distributions along the heat pipe=0 corresponds to the center of the
pipe.

calibrated according to a standard SI-8-200 tungsten lamp, was placed behind the exit slit
of the monochromator. The signal from the photomultiplier was amplified with a narrow-
band amplifier and then directed into a synchronous detector, the dc voltage from which
was fed into a high-precision analog-to-digital converter connected to a computer. The
spectral resolution of this system was, as a rule, equal to 0.5 nm.

The characteristic self-inverted spectrum of the thermal radiation of the sodium
vapor in the wavelength range 0.5—Quin, as obtained with the apparatus described
above, is presented in Fig. 2 for two different scales. The theoretical curve calculated
according to the equations from Ref. 3 is also shown in Fig. 2. We note that, according
to the calculations, the spectral intensity of the radiation at the center of the layer for the
given experimental conditions is much higher than the intensity calculated according to
the standard transfer theofgee Fig. 3. In the numerical modeling it was assumed that
the distribution of the sodium atoms along the cell is determined by the temperature
distribution in accordance with the saturated vapor pressure t(see Fig. 1 In view
of the high density of the vapor and the buffer gas and the high length-to-diameter ratio
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FIG. 2. Experimentally measuré) and theoretically compute@) spectra of the radiation from dense sodium
vapor in a heat pipe for two different scales of the spectral intensity of the radiation.
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FIG. 3. Radiation spectra of dense sodium vapor computed according to the general transfer theory of Ref. 3
(solid lines and according to the standard theétiashed lines 1,2 — Spectral intensity of the radiation at the
center of the layer3,4 — spectral intensity at the exit from the lay&4 — for the conditions of the present
experiment;1,3 — for =1 cm, T.,,= 1200 K, T;=600 K.

of the cell (~10), this approximation is completely correct. Since the experiments mea-
sured the relative intensity of the radiation, for comparison with the experimental data the
theoretical curve in Fig. 2 was normalized with respect to the intensity of the radiation on
the short-wavelength wing of the measured spectrum.

A comparison of the experimental data with the computational results shows that the
theoretical curve describes the experimental data well in the region 0.5+0.6The
discrepancy at long wavelengths is apparently due to the effect of the emission and
absorption(which was neglected in the calculatigren the electronic—vibrational tran-
sitions of molecular sodium Nawhich is present in quite high quantitiesf the order of
several percent of the density of atomic sodiumthe volume of the cell.

The most important factor in both the theory and the experiment is the strong
asymmetry of the spectrum of the thermal radiation emitted from the resonance medium.
This asymmetry cannot be obtained in the standard transfer theory. On account of the
inadequate sensitivity of the detecting apparatus, another predicted effect — the fact that
the outgoing intensity at line center is much higher than the intensity determined accord-
ing to the standard theory — is difficult to check quantitatively in the present version of
the experiment, since according to the theory of Ref. 3 the radiation flux from the
resonance medium remains extremely low at the center of the self-inverted dip. None-
theless, as the calculations showed, a sizable increase in the intensity of the radiation
emanating from a dense resonance medium can be expected upon a dégreaserder
of magnitude or morein the length of the vapor column and, correspondingly, in the
optical thicknessr of the resonance medium; however, this entails substantial technical
difficulties. Figure 4 displays the spectral intensity of the radiation from a flat layer of
dense, nonuniformly heated sodium vapor as a function of the thicknesthe layer.

The curves were calculated according to the theory of RéfuBse 1) and according to
the standard theory of resonance radiation trangferve 2). It was assumed that the
temperature distribution over the thickness of the layer is parabolic, falling from
Teer(z=0)=1200 K at the center of the layer fy(z=1)=600 K at the boundary. It
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FIG. 4. Spectral intensity of the radiatigander the conditions of exact resonanemanating from a layer of
nonuniformly heated vapor as a function of the thickness the layer for a parabolic temperature profile
T(2) with Te=1200 K andT,=600 K: 1 — calculation according to the general transfer theofy—
calculation according to the standard the@y;- estimated sensitivity of the recording apparatus in the present
experiments.

follows from the data presented that ladecreases, the intensity of the radiation at the
line center grows rapidly, and the disagreement between the standard theory and the
theory of Ref. 3 increases substantially. We note that in our experiments the absolute
sensitivity of the detecting apparatus-s10~ % ergs/cmsr (in Fig. 4 the sensitivity is
indicated by the lines).

Furthermore, as decreases, characteristic features in the form of a nonmonotonic
dependence of the intensity on the detuning appear in the spectrum at the center of the
self-inverted dip. This behavior is a reflection of the spectral properties of the radiation at
the center of the vapdsee Fig. 3, where the computed curves of the spectral intensity of
the radiation at the center of the layer and the outgoing intensityfdr cm and a
parabolic temperature profile wiffi.,.,= 1200 K andT,=600 K are displayed For long
lengths of the resonance medium, these features are substantially smoothed out on ac-
count of the high absorptioftcompare the solid curve3and4 in Fig. 3). However, it
should be underscored that to observe these effects it is of fundamental importance to
have a quite smooth density gradient in order to prevent reflection at the boundary, and
for this reason they cannot be observed in cells where a thin uniform layer of a resonance
medium with a sharp boundary is produced.

In closing, we note that the appreciable increase of the radiation intensity inside a
heated medium as compared to the Planckian intensity can be exploited for resonance
pumping of a trace impurity having a resonance transition frequency close to a resonance
frequency of the main component of the medium. This can be achieved not only in
vapors, but also, for example, in a plasma of multiply charged iémsncrease the
pumping efficiency of x-ray lasers with photoresonance excitation

We thank A. V. Brazhnikov and A. A. Rudenko for assisting in the experiments.
This work was supported by the Russian Fund for Fundamental Resg&afit 96-02-
17390 and the International Scientific-Technical Centeroject 076/9h
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Interference between spontaneous two-photon radiation
from two macroscopic regions
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Interference is observed between the spontaneous parametric radiation
from two nonlinear crystals separated by a macroscopic air gap and
excited in series by a common pump beam. The phase of the interfer-
ence depends on the phase shifts at three frequencies. A simple quan-
tum model agrees well with the experimental results and makes it pos-
sible to interpret the effect in terms of general vacuum fluctuations
which give rise to the spontaneous emission of mutually coherent ra-
diation from the two crystals. €1997 American Institute of Physics.
[S0021-364(®7)00401-3

PACS numbers: 61.80.Ed, 42.25.Hz

Spontaneous parametric scatteri8PS can be interpreted as being the result of the
decay of pump photons with frequeney, into a pair of correlated photortsiphotons
with frequenciesw and »” according to the schemew—%w+#Aw®’ on account of the
quadratic nonlinearityy of a crystal. In the case of a homogeneous crystal and a mono-
chromatic plane pump wave the spontaneous emission of photon pairs occurs predomi-
nantly in directions determined by the conditions of stationawty ' —w,=0 and
spatial homogeneitA=k+k’—k,=0 (herek are the wave vectors inside the crytal
Together with the dispersion law(k) of the crystal, these equalities, called synchronism
conditions, determine the specific form of the frequency—angular spectrum of SPS: A
field with a given frequency is emitted mainly at a definite scattering angle 6(w)
with respect tok,. The probability of the emission of a pair of photons in conjugate
modesk and k’ has the formP(k,k’)=|F(k,k’)|?>, where the probability amplitude
F(k,k") can be regarded as a two-photon wave packet or as a biphoton state vector in the
spacek®k’ (Ref. 1).

It is well known that the standard spontaneous emission of atoms and molecules can
be influenced through the use of mirrors, which change the spectral density of the field
modes. A characteristic feature of the experiments described below is that the spontane-
ous emission is controlled not by means of mirrors but rather by means of interference
between the fields emitted by two crystals having a common coherent pump and which
are separated in space by macroscopic distafibeseffect was predicted in Ref. 2 and
analyzed in detail in Refs. 3 and.4n our experiments, the three-wave interaction occurs
in two stages in two crystals arranged in sef(igilg. 1). Such a configuration is analogous
to the well-known method of separated Ramsey fields in beam spectroszmpiRef. B
We also note the analogy to the standard Mach—Zehnder interfero(r@jedd. In the
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FIG. 1. Mach—Zehnder type scheme for observations of startelaathd three-frequenadp) interference. In the
three-frequency case, the nonlinear crystals play the role of beam splB®rsvhich mix the fields.¢, ¢,
¢$—Pphase shifters at the frequencieso’, andw,, respectively.

scheme shown in Fig. 1b the phase of the observed interference depends on three phase
delays at three frequencies in the three arms of the interferondefer,¢+ ¢’ — ¢, SO

that this effect can be defined #rd-order interferenceor three-frequency interference
Other possible names arevo-photon interference of the Ramsey typespontaneous
SU(1,1) interference (We recall that the mixing of two waves by a standard beam-
splitter is described by th8U2) group and the parametric interaction of two waves on
account of a fixed pump is described by ®6(1,1) group; see Ref.)5 Actually, in our
experiments, the mirrors shown in Fig. 1b were not used, since the scattering angles were
quite small(not exceeding several degreds this case, the phase shXip was propor-

tional to the length ; of the air gap between the crystals. Furthermore, the antiparallel
arrangement of the optic axes of the polar crystals employed gave an additional phase
shift equal tosr.

In the scheme displayed in Fig. 1b the spontaneous emission is suppressed at some
frequencies and scattering angles and intensified at others as a result of the presence of
the two crystals. This effect at first glance appears to be somewhat paradoxical: It is
incomprehensible how the first crystal in the path of the pump bgeftashand crystal
can suppress or intensify the spontaneous emission from the second crystal. After all, one
would think that the spontaneous processes occurring at spatially separated points should
be independent of one another, and their intensities and not their amplitudes should add.
The paradox is formally resolved by taking account of the fact that the spontaneous
emission from both crystals is radiated into a definite pair of output mddks)(,; as a
result of quantum fluctuations in the same pair of input modek’§;,. To describe
spontaneous effects clearly in the classical theory, it is sufficient to add “half a photon”
to each input mode of a linear optical system and to subtract it from each outputmode.
As a result, it can be assumed that the observed spontaneous effects are caused by
vacuum fluctuations of the field which are incident on the crystal from all sides. There-
fore the fluctuations in the two crystals shown in Fig. 1b comprise a single coherent
source. Another interpretation of the quantum formalism is also possible: The interfer-
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FIG. 2. Three-frequency Mach—Zehnder interferengeCamputed diagram of the frequency—angular distri-
bution of the intensity of the scattered light igr=0; b, ¢ photographs of the frequency—angular SPS spectrum
near the region of degenerate synchronism Wwjth0 (b) andl;=10 mm(c).

ence is due to the fact that there is no information indicating the particular crystal in
which the decay of the pump photon occurs.

Let us mention some well-known similar effects. In Ref. 6 interference was ob-
served between two beams with frequercyvhich were emitted from two crystals with
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a.common pumpd,). An idler wave with frequencyw’ = w,— w was directed from one
crystal into the second crystal. Additional structure of the frequency—angular SPS spec-
trum in a multidomain crystal was observed in Ref. 7. In.R3eé& single crystal was also

used but in this case the interference was caused by mirrors directing all three waves back
into the crystal(such effects were analyzed previously in Refs. 9 and 10; they are the
basis of the operation of parametric light generajdrsRef. 11 SPS was observed in a

thin nonlinear layer oriented parallel tk,, and the periodic modulation of the
frequency—angular spectrum of the SPS as a result of multiple total internal reflection of
idler polariton wavegwith frequencies in the far-IR regigonvas observed.

We shall study SPS in a two-dimensional model in which a mode is given by the
frequencyw and the transverse wave vectpek, (the z axis is directed parallel to the
pump wave vectok,). In the zero-diffraction approximation the interacting modes are
coupled strictly pairwiseq’=—q. Let there be two identical nonlinear layers of thick-
nessl separated by a linear transparent material of thickhgs$he probability that a
photon is emitted in the modev(q) has the form(we drop the unimportant constants;
see Ref. 3 for a more detailed discussgion

P1(w,q)=[sina 8)cog 6+ &1)]?, (1)
where

5:AZI/2! 6l:AlZ|l/2’

A,=[K*(@) ~a?1"*+ [K*(0") — "]~ kp,

A= [Ki(@) = 9*1V2+ [Ki(0') = 7] Y2 kyp.
Here the index 1 refers to the intermediate layer. The function §)nt( Eq. (1) de-
scribes the standard SPS on a single layer of thickhemsd the function cog$t 6;)
describes the additional frequency—angular structure produced by the interference be-
tween the spontaneously emission from the two layers; see Fig. 2, £0r the expres-
sion (1) becomesP,=sinc?(24), i.e., it describes scattering by a layer of twice the

thickness 2. When two crystals with oppositely oriented polar axes are used, the func-
tion cos in Eq.(1) is replaced by sin.

Suppose that collinear synchronizatiop~= 0, occurs for the degenerate frequency
wp/2= wy. Then the frequency—angular spectrum of the scattered field in the region next
to the point wq, gg) has the characteristic cross shapee Fig. 2 Let us now transform
to the exterior scattering anglé@swhich we assume to be smalj= w sin 6~w6 (we set
c=1). To within quadratic terms ifd=w— w,y and 8, we find

k,(Q,0)=ko,+ Q/ug+AQ?—B#?,
Ky(Q,0) =k, (—Q,0), Afw,0)=A0%—B#?, 2)
A=[d?k/dw?]o=2[dn/dw]y+ w[d?n/dw?],, B=wq/n,

(up=[dw/dk], is the group velocity and(w) is the refractive index The slope of the
tuning characteristic and the frequency and angular widths of the (indbe case of a
single crystal are given by

do/do=(AIB)Y?  Aw=C(2/ADHY? Ao=C(2/B1)Y2 (3)
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HereC=4/7/3=2.363 is the integral of the functidisinc(x?)]? from — o to +o; the
total width at half-height and the effectiv@ver the arepwidth of this function are
virtually identical. For our experiments

No=27/wg=0.65um, ny=1.88, A27=0.151um, 27B=0.818um !
Av=Aw/27=0.028um 1, A#=0.69°, d6/dv=24.6 degum.

In the case of a vacuum gap one hag~ — wq6?, so that, with allowance for the
antiparallel arrangement of the polar axes, Bj.assumes the form

P1(Q,0)={sind (AQ2—B#?)1/2]sin (AQ2—B 6112+ wy6°1,/2]}>. (4)

Let Q) and @ be related by the synchronism conditions, i#£))= = (d6/dw)(}. Then,
according to Eq(4), the intensity of the signal exhibits beals;( 8) = sir’(wy6?1/2). The
signal vanishes at the points

0= (27M/ wol 1) Y%= (m\o/1,)Y?=0.46°ym, m=0,12... (5)

(the numerical estimate is given for=1 cm). According to Eqs(3) and(5), the ratio of

the position 8§, of the first minimum to the half-width of the line at center equals
20,/A6=(3/2)(1/nyl;)>=1.33. These predictions agree well with the experimental re-
sults.

A helium—cadmium laser with wavelengkhy=0.325um and two identical lithium
iodate crystals, each 1.5 cm long, separated by a an adjustable distavere employed
for observing the interference. The directions of the optic axes of the crystals made an
angle §,=59.2° with the pump wave vectds, inside the crystal. The optic axes of the
crystals were oriented antiparallel to one another, so that the effective quadratic suscep-
tibilities had different signsy;= — x».

The light emitted by the crystals passed through a lens, at the focal point of which
was placed the entrance slit of a spectrograph. Such an optical system makes it possible
to observe in the output plane of the spectrograph the two-dimensional distribution of the
light intensity in coordinates of the wavelengthversus the scattering angbe(crossed
dispersion¥’). Detection was performed photographically as well as with the aid of a
detector scanned in the output plane of the spectrograph.

The photographs obtained and the patterns calculated according {d)Ege dis-
played in Fig. 2. We note that the spontaneous emission is suppressed in the directions
and at the frequencies of exact synchronism lfor 0 on account of the antiparallel
arrangement of the polar axes. Hg#: 0 the frequency—angular spectrum of the signal
acquires a complicated interference structure which depends. dn accordance with
Eq. (4), the interference period decreases with increasing gap widthetween the
nonlinear crystals and with increasing scattering arggle

The observed dependence of the intensity of the signal mwit®.63 wm onl, for
fixed scattering angl@=1.2° is displayed in Fig. 3. The periatll; of the oscillations
equals 1.6 mm, which agrees well with the value calculated from forntdja
Al;=\/6?=1.5 mm. We note thatl, depends sharply on the scattering angle for a
given wavelength9(\); the scattering angle can be varied over a wide range, by varying
the orientation anglé, of the optic axis of the crystal with respect to the pump beam.
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FIG. 3. Radiation intensities at a wavelength of 0.88 in the direction of exact synchronism versus the width
I, of the air gap between the two crystals.

We underscore the fact that the peritot}; of the oscillations is determined by a combi-
nation of the phase shifts at the three frequendies¢’ — ¢, and is of the order of 1

mm. Therefore three-frequency Mach—Zehnder interferometers do not require precise
tuning to within a fraction of a wavelength.

The experiments performed demonstrate new possibilities for interferometry and
show that the simple phenomenological model employed to describe SPS is adequate.
The new type of interference observed here can apparently find practical applications for
performing measurements over a wide range of frequencies and a wide rage of optical
parameters of materials placed between the crystals.

This work was performed as part of the topic “Fundamental metrology. Multiphoton
interferometry and its applications in precision quantum measurements.”
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New regions of transparency for intermediate-frequency
waves in an inhomogeneous magnetoactive plasma

E. Z. Gusakov, M. A. Irzak, and A. D. Piliya

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, 194021
St. Petersburg, Russia

(Submitted 1 October 1996; resubmitted 15 November 1996
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It is shown that in an inhomogeneous plasma there exist new regions of
transparency which are absent in the traditional geometrical-optics ap-
proach. A more general dispersion relation which adequately describes
the propagation of electromagnetic waves in these regions is proposed.
© 1997 American Institute of Physids$0021-364(®7)00501-X

PACS numbers: 52.35.Bj, 42.25p

The geometrical-optics approach is effective in the analysis of wave propagation in
an inhomogeneous plasrhan the case when the plasma is inhomogeneous in only one
direction, the method is based on an asymptotic expansion of the electric field

D

Ei(x):{Ei<0>(x)+Ei(1)(x)+Ei(2>(x)+ .. .}ex;{i %( fXNX(X/)dx'+Nyy+ N;z

where it is assumed that the terrﬁg‘)(x) decay as kL) " (L is the scale size of the
inhomogeneity of the plasmarlo determine the terms in the series, one must substitute
expansion(1) into the wave equation

2
V2E-V(V-E)+ %EEzO ?)

and equate terms with like powers of the small parameter. In the zeroth approximation
Ei(o)(x) can be neglected, and both the dispersion relation

Do(w,k,x)=0, 3

which gives the dependence of the wave vector on the frequency and the coordinates, and
the polarization of the wave can be determined. These results agree with the correspond-
ing expressions obtained in the theory of a uniform plasma. In the next orders of the
approximation E{(”(x) and thenE{™(x) are found. The geometrical-optics approach is
valid only for a weakly inhomogeneous plasma. Ordinarily, by analogy with the case of

a nonmagnetized plasma, it is assumed that the criterion for applicability of the approxi-
mation is the condition

Ldke @
K2 dx
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FIG. 1. Structure of the electric fields in a plasnfis&z 500 MHz, B=18 kG, Vn=10"2 cm 4. The coordinate
X is normalized toc/ w.

though, strictly speaking, the necessary condition for the geometrical-optics to be appli-
cable is

|E>[E{Y). (5)

The importance of this remark can be illustrated for the following example. In the case
when the plasma is inhomogeneous in a direction transverse to the external magnetic field
(B=Bge,) the dispersion relatiori3) has an especially simple form for transversely
propagating wavehl,=0. For the extraordinary wave in the model of a cold plasma this
equation is

2 2 2 2 2
€—g Wpe  Wp; Wpe
Ni_——Ni; EEI-‘r—g——p, gz—p. (6)
€ Wee WWee

It follows from this equation that the lower-hybrilH) resonance with transverse propa-
gation is inaccessible from the periphery of the plasma and that waved\yitii (i.e.,
slowed in a direction perpendicular to both the density gradient and the magnetidéeld
not propagate. In the latter case, in accordance with(&gthe electric field of a wave
decays exponentially in the direction into the plasma according to the law

w [ X
Eyocex[{—zj \/N§—1+g_2dx), 7

which holds, according to Ed4), if |g’|<(w/c)N§ (here and below a prime designates
a spatial derivativel/dx).

In some cases, however, this result is strikingly at variance with the results obtained
by solving Eq.(2) numerically. As an example, Fig. 1 shows the spatial distribution of
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the electric field componert, excited at a frequency of 500 MHz from the periphery of

the plasma. At a magnetic fieB=18 kG and density gradieitn,=10'2 cm™* the LH
resonance lies approximately 7 cm from the surface of the plasma. One can see that for
some valuedN,>1 satisfying the criteriort4) a set of characteristic modes is excited in

the plasma. AN, increases, the field of the wave penetrates deeper and deeper into the
plasma and the wavelength decreases.Nfor 16 the propagation region reaches the LH
resonance, where strong absorption occurs. This contradiction between the geometrical-
optics description7) and the numerical results is due to the breakdown of the necessary
condition for applicability of geometrical optic), which in our case has the form

|9’ |<(w/c)N, .

The possibility of strong damping of LH waves in the case of transverse propagation
was noted in Ref. 2, where the absorption of LH waves in an inhomogeneous cylindrical
plasma column was investigated. The accessibility of the LH resonance was confirmed
qualitatively in Ref. 2 by an analysis of a differential equation describing the extraordi-
nary wave, and it was concluded that this effect cannot be described in the geometrical-
optics approximation and that E(R) must be solved numerically.

We note, however, that the solutions of equatign which are presented in Fig. 1
for different values ofN,, possess the “geometrical-optics form,” i.e., they can be
represented with the aid of a sinusoidal function with continuously varying wavelength
and amplitude. In the cad¢,=0 the form of this function can be determined from an
equation describing the behavior of the field comportgt

gN,
(Ny—e)

6!
Ej+ N2———g’—? E,=0, (8)

€' €' 2
R
€ €

which is a second-order differential equation. Solving this equation in the WKB approxi-
mation, which is a particular case of the geometrical-optics approximation, theEfjeld
can be expressed in the forth), with the difference, however, that the refractive index
N, must then satisfy not the conditigl) but a relation which includes terms that are
neglected in the classical geometrical-optics analysis:

2_ 2
,_Eg" L, Ny cdg
Ny= € Ny € wdx’ ©)

The derivation of Eq(9) employed the conditiotg’|>|€’|, which holds in the interme-
diate frequency range. From this relation, whose region of applicability is determined by
the criterion(4), it follows that the LH resonance becomes accessible for waves with
positive N,>0 satisfying the following conditions:

cldg|_,

c
NVZ &‘>Ny at the plasma boundary arilsiy;

dg )

ax >g° near the LH resonance.
According to Eq(9), the maximum siz&€ = c/2w of the region of wave propagation

is reached forNy=(c/2wce)(Vne/ne). The LH resonance becomes accessible for

Lo=(ni/ngo) 1<l w.
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The non-geometrical-optics terms can result in fundamentally new effects even for
N,# 0. The criterion for selecting the important terms can be illustrated for the example
of the potential cas& = —V ¢, described by the equatio¥i-D=0. In this case the
equation for the electric field potential has the form

” o w ’ wz 2 wz 2 _
€EQ e — ENyg —Ez'Nye‘—Ez'Nng =0. (10)

Performing a geometrical-optics substitution of the tyfie and neglecting the terms
€ <(w/c)Nye;, we obtain the dispersion relation

2 2 2 c ’
e(NF+Nj) + N2+ —N,g' =0. (11)

Here the term ¢/w)N,g’ was retained, since in Eq10) the terms proportional to
NyN,g cancelled one another. The condition/€)N,L,>1 in this case is not sufficient
grounds for neglect. We note that a local dispersion relation of a closely similar form for
the potential oscillations of a plasma was obtained in the theory of drift instabflities.

this letter the equations containing the gradient terms are used not for a local analysis of
stability but rather for investigating the propagation of stable waves in an inhomogeneous
plasma.

We proceed in a similar manner in the general case also. We represent the electric
field as a sum of potential and solenoidal patss — V¢ +E; . Next, we substitute the
geometrical-optics representation of these fiéljsinto Eq. (2) and obtain an equation
for the potential. We shall retain terms containing spatial derivatives of the components
of the permittivity tensor only in the case when the corresponding prinéghassical
terms, proportional to the tensor components themselves, vanish. We shall, however,
always neglect the derivatives of the amplitude of the electric fields. As a result, we
obtain a modified dispersion relation in the form

Do(N,»,x)+ 6D=0, 12
where
5D—6_N2 N2 gl N |~ gN T x|l N=Ne o+ Noe 4N
T N2 (7 ) w g |B| g w |B| ) = Ny€& v&y 267+

This relation differs from the local dispersion relation for nonpotential plasma oscilla-
tions which was obtained in Ref. 3 in an analysis of the low-frequency drift instabilities,
by the facts that the curvature of the magnetic field has been taken into account and the
imaginary terms giving fictitious exponential growth are absent. It appears that to allow
for the latter terms in the dispersion relation is to exceed the first-order accuracy of the
geometrical-optics approximation.

The dispersion curvebl,(x) obtained from Eq.(12) with N,=0.4 and different
values ofN, for the parameters of the numerical calculation presented above are dis-
played in Fig. 2. One can see that for large valuegNyf a region of transparency
appears only foN,>0. The excitation condition for the characteristic modes which are
localized in this region and are the analog of the modes shown in Fig. 1 has the form of
a quantization rule:
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FIG. 2. Dispersion curves for the same plasma parametgrs0.4.

w 3
< % N,dx= 7+ n, (13

relating the values of the refractive indichg andN, .

A similar relation can be obtained from the results of solving &).numerically
from the condition that the components of the surface impedance matrix of the plasma
vanish. These two predictions are compared in Fig. 3, whence one can see that they are
in good agreement.

The inhomogeneity of the plasma can also have a strong effect on the dispersion
characteristics of fast magnetosonic waves with frequency equal to several ion-cyclotron
frequencies. Figure 4 shows the comparative position of the zeros of the surface imped-
ance of the plasma and the curves corresponding to excitation of the characteristic modes
calculated for a wave frequency of 20 MHz, a magnetic field of 500 G,Yamg= 102
cm™ 4 with the aid of the quantization rul@3), into which were substituted the values of
N, calculated both from the classical dispersion relati®nand from the modified rela-
tion (12). A reflecting metallic wall placed 4.8 cm from the surface of the plasma pro-
duced the required configuration for excitation of the characteristic modes of the plasma
waveguide. One can see that the results obtained with the modified dispersion relation
agree very well with the numerical results, while the classical formula is strikingly at
variance with them.

The good agreement of the predictions of the modified dispersion reldt®rand
the numerical results makes it possible to use this relation for analyzing the ray trajecto-
ries of LH waves in a tokamak when modeling current generation in plasma. The radial
profiles of the rf current density which were calculated using the dispersion rel@Bons
(curvel) and(12) (curves2 and3) for co- and counterinjection of current in the FT-2
tokamak @=8 cm, R=55 cm, ng(0)=3-10" cm 3, T,(0)=450 eV, |,=30 KA,
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B=20 kG, P,;=400 kW, 2<N,<4) are displayed in Fig. 5. The large difference in the
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FIG. 4. Position of the zeros of the surface impedaBgéB, of the plasméadotted curvesand values of the
phase integrals calculated along the geometrical-optics loops according to the cladastald curvgsand

modified (solid curve$ equations: f=20 MHz, B=0.5 kG (26-th cyclotron harmonic of hydroggn
Vn=10 cm 4. The reflecting wall is located 4.8 cm from the plasma boundary.
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FIG. 5. Radial profiles of the rf current in the FT-2 tokamak. The profiles were calculated on the basis of Eq.
(3) (curvel) and Eq.(12) (curves2 and?3) for co- and counterinjection, respectively.

magnitude and localization of the rf current is due to the different conditions of accessi-
bility for waves with opposite sign dfl, .

In summary, the non-geometrical-optics terms, which are due to the presence of
plasma inhomogeneity, can substantially change the dispersion characteristics of
intermediate-frequency waves. These terms appreciably influence the form of the ray
trajectories and the profiles of the rf entrainment currents in small tokamaks. Further-
more, they may be important in calculations of the conditions of accessibility of some
parts of the spectrum of the waves introduced into plasma.
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Phys.1, 344(1975].

3A. B. Mikhalilovskii, The Theory of Plasma Instabilitigén Russiafd, Atomizdat, Moscow, 1977, Vol. 2,
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Critical current of a nonuniform Josephson junction at
an intergrain boundary with a random distribution
of dislocations

E. Z. Mellikhov and R. M. Farzetdinova
Kurchatov Institute Russian Science Center, 123182 Moscow, Russia
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The critical current of a nonuniform intergrain Josephson junction is
calculated on the assumption that the superconductivity is suppressed
by local stresses produced by randomly distributed boundary disloca-
tions. © 1997 American Institute of Physics.

[S0021-364(®7)00601-4

PACS numbers: 74.5@r, 74.60.Jg, 61.72.Bb

It is well known that the low value of the critical current in high-superconducting
ceramics is determined by a set of intergrain weak links at the boundaries between
neighboring superconducting granules. The weak links appear as a result of a decrease of
the superconducting order parameter near such boundaries. This can happen for many
reasons, but on clean boundaries with no impurities and no structural imperfections the
decrease of the order parameter is ordinarily attributed to mechanical stregs@s
k=X, y, z) generated by dislocations at grain boundatiés.

In the theory of dislocations, intergrain boundaries are ordinarily associated with a
periodic system of edge dislocatior($or a tilt boundary or screw dislocationgfor a
twist boundary,* whose density is higher for larger misorientation angles the neigh-
boring grains. The dislocation density is ordinarily characterized by the distartoe-
tween dislocations, which is related to the angldy the relationD =hb/[2sin(@/2)],
whereb is the magnitude of Burgers vector and does not differ much from the crystal
lattice constant in the direction of this vecto(in the simplest casels simply equals
a).

As the distance between dislocations decreases, the stresses generated by the dislo-
cations compensate one another and the width of the high-stress region near the bound-
aries decreasésAn intergrain link should become progressively weaker and the inter-
grain critical current should increase. This result contradicts numerous experiments
which demonstrate that the intergrain critical current decreases rapidly with increasing
misorientation angled for all types of boundariestilt, twist, and mixed in high-T,
superconducting film® and crystals.

We assume that this discrepancy is due not to a deficiency of the model but rather an
incorrect assumption about the periodicity of the system of boundary dislocations. In-
deed, there are various reasons why such a periodicity can be destroyed. It is sufficient to
mention thermal fluctuations, which displace dislocations over a distance of the order of
the lattice constant, as well as the fact that in the general case the f@erafdthe
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dislocation structure and the lattice constant are unavoidably incommensurate with one
another. For this reason, it is physically more correct to regard the system of boundary
dislocations as beingandom making the assumption that each dislocation can be ran-
domly displaced relative to its “regular” position by a distance of the ordea.cFhere-

fore the problem largely reduces to calculating the stresses generated by a system of
random dislocations near an intergrain bounda&tymerical calculations of this kindl
demonstrate a qualitative agreement with experiment and confirm the fruitfulness of such
a “random” model. This letter develops aanalytical method for solving the stated
problem. Since the exact stress dependence of the superconducting order parameter is
unknown, a simple approximation is used to calculate the intergrain critical current.
According to this approximation the order parameter vanishes in regions where
o= o and remains unchanged in regions wheye<o.

PROBABILITY-THEORETIC MODEL OF A RANDOM STRESS FIELD AT A
BOUNDARY.

We proceed below from the well-known expreséidar the tensor components
oy Of the stresses which are produced by a single edge dislocation located at the origin
of the coordinates and characterized by Burgers vdetdirected along thex axis:

Oxx=— — ony(3X2+y2)/(X2+y2)21 (]
whereoy=G/[27(1—u)], G is the shear modulus, and is Poisson’s ratio.

Consider a straight linéwe call it thex line) parallel to and located at a distance
x from the boundary. Along the line the stresgr;, does not remain constant and can be
described with the aid of a distribution functidg(o;), whose index signifies that the
function introduced refers to the line. At some points of the line |oj|> 0o and at
other pointg o | <o . The probabilityw, that an arbitrary point on theline is “good”
(i.e., at this poinf o | <o) is determined by the relative fraction of “good” segments
of this line and equals

Wy = fjc fu(oi)doiy, (2

and the probability that some point of tRdine is “bad” (i.e., at this pointo;|> o) is,
of course, equal to (w,).

Now consider arx strip — a region bounded by an intergrain boundary andxthe
line. The probability that a portion of this strip is bad and the corresponding region
outside it is good is proportional to the product of two probabilities: the probability that
even the internal points of this part of tkestrip which are located farthest away from the
boundary are still bad and the probability that all points bordering this part of band
on the “outside” are already good. It is obvious that these two probabilities eguahd
(1—wy), respectively. Therefore the probabilipfx) that the width of the bad layer on
the portion of the boundary under consideration equals determined by the simple
relation

P(X) = PoWy(1—Wwy), (3
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wherepg is a normalization factor, determined by the conditigfp(x)dx=1. Essen-
tially, p(x) is the probability that the width of the bad strip measured along a randomly
chosen normal to the boundary equals x

Now we can easily find the averagever a boundary with nonuniform stress 20
o) value of any physical quantity that depends on the width of the bad strip. Specifi-
cally, the most probable width of such a strip equads= [ ¢xp(x)dx.

The critical current of a Josephson junction on a uniform boundary can be written in
the formi.=igexp(—d/&,), whereig is the critical current in the volume ardl is the
thickness of the bad laygmwhich is not a superconductor but rather, for example, a
normal metgl at the boundary, andy is the electronic correlation length in the normal
metal. The extension of this expression to the nonuniform case has the form

<ic>=iof:eXD(—ZX/fN)P(X)dX, (4)

where the factor of 2 takes account of the fact that the bad strip is present on both sides
of the boundary.

Therefore the problem of determining the critical current of an intergrain boundary
treated as a Josephson junction whose properties are nonuniform as a result of boundary
dislocations reduces to finding the above-introduced distribution fungpifgh for some
given distribution of dislocations along the boundary.

The total stress produced at an arbitrary point of the crystal is a sum of random
quantities — the stresses from individual dislocations — and is itself a random quantity.
In principle, there exists a method for finding the distribution function of a sum of
random quantities with a known distribution law: Markov's metfiadowever, in the
case at hand this method does not yield a sufficiently simple analytical expression for this
function. Therefore, to get an idea of the form of this function, we shall employ the
results of a numerical calculation of the stresses for some realization of a random distri-
bution of dislocationgsee Ref. 3 The distribution functiond,(oy,) of the stress at a
distancex=>5a from a boundary with misorientation angte=10° and different values
of the parameteA, which is a measure of randomness of the arrangement of the dislo-
cations (A equals the rms deviation of the dislocations from their “regular” positions
are displayed in Fig. 2. Similar results were also obtained for other valués1°,
x=a, andA=0.02. One can see that to good accuracy the fafioy,)/ oy, is a linear
function of the stress. This means that the distribution function can be written in the form

fx(Uxx)x|Uxx[Ul(X1Av9)_0'xx]|a 5)

where o1(X,A, 0) is the only parameter of the distribution that determines all of its
properties, specifically, the varianBgx, A, 6), which for a parabolic distribution of the
type (5) equaIsD=(3/10)cr§. Therefore it is sufficient to know the variance in order to
give a complete description of the distributibg( o).

The variance can be estimated with the aid of the following arguments. The total
stress field is a result of the superposition of random disturbances, associated with dis-
placements of dislocations from their equilibrium positions, on a periodic “background”
(corresponding to the equilibrium periodic configuration of the dislocatic®sch dis-
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FIG. 1. Results of a numerical calculati¢aots® of the distribution functiorf,(oy,) of the stress at a distance
x=5a from an intergrain boundary with misorientation angle-10° for different values of the parameter
Ala: 1 — 2,2 — 1, 3 — 0.05. The coordinates were chosen so as to reveal the form of the functional
dependencé,(oy,). The straight lines are the corresponding linear approximations.

turbances are produced by dislocation dipoles, which are located on an intergrain bound-
ary and possess a characteristic sizd (the distance between dislocations of positive
sign). If the variance in the values & is large, then the stresses from the dipoles are
compensated only at a large distance from the boundexyA(). At such distances one
may neglect the weak periodic “background” and take into account only the stresses
from the system of dipoles. The largest contribution to the stress at this point comes from
those dipoles which are located in a boundary segment with a length of the orger of
which are located closest to the point of interest. The effective number of such dipoles is
Nesi~X/D. The average randofin magnitude and sigrcontribution of each such dipole

can easily be estimated with the aid of relatidit do,,~30ybA/x?. Then the quantity

o, determining the variance of the stresses produced by the dipoles equals
~ 804N~ (DA/X3?DY?) o, Settingb=a and taking account of the relation between
the misorientation angle and the periodD of the system of edge dislocations
(D=al[2sin(@2)]), we obtain

a1(x,A, 0)=Coqysin( 0/2)(a'A/x3?), (6)
whereC~1. A more accurate calculation giv€s~=3.5.

Finally, we can now write down an explicit expression for the distribution function
f (o4, of the stresses near a boundary and use it, in accordance with the scheme de-
scribed above, to calculate the critical current of an intergrain Josephson contact. The
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normalized (on the segment—o;<o<o,) distribution function has the form
fx(o)=(3/a§)o(al—a). This makes it possible to write down the probabiljiyx),
introduced above, as follows:

P(X)=3po(0c/0)*(1—(ac/ 1) [1+(43)(oc/o1)(1-0aclay)], (7)

whereo; is determined by relatiol6).

CRITICAL CURRENT OF A BOUNDARY WITH A RANDOM SYSTEM OF DIS-
LOCATIONS.

The critical current of a nonuniform Josephson junction is determined by relation
(4). Substituting into it the functiop(x) found above, we obtain the intergrain critical
current at a boundary with a random system of edge dislocations:

- 2_ _ - 4_
<ic>/i0:27[ y(4,u)— 57(11/2,,u)—37(7,M)+47(17/2,M)— 57(10#) : €)
where

1
7(v,u)=f x'reTHdX,  p=po[Sin(02)],  po=4.6alén)[(Ala)/ (ol o) PR
0
For 6=5° and a reasonable choice of the parameigr(see below one has
1=10. Then the first termy(4,u) ~6/u* makes the main contribution to the sum in Eq.
(8). This makes it possible to write the expressi8hin the following approximate but
simple form:

g,
L
a
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71:13!:1
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oo a @
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0°E | ) | E J
) 10 20 30 W
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FIG. 2. Comparison of the theoretical angular dependence of the critical current of an intergrain Josephson
junction (@) with the experimental data{) for junctions in YBaCu,O; films on bicrystalline substratés.
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(ic)ig~160ju’*=(160/ud)[sin( 6/2)]*~. 9

The average critical currekit.) of the junction is determined sole(gside from the
angle 0, of coursg by the parameten (see Eq(8)). Settingo./oy=0.01, £y /a= 10,
andA/a=2 (see Ref. 3 for arguments in support of this chpieee obtainwy~16. The
quantity(i.) depends quite strongly on the valuewaf (see Eq(9)). This can explain the
quite strong variance observed in the data in many experiments. Indeed, the degree of
randomnessgcharacterized by the parametey of a system of dislocations at a boundary
can be determined to some extent by the characteristics of its structure, which are asso-
ciated with the technological process of its formation, the purity of the initial materials,
the properties of the substrater film structureg, and so on.

The degree of agreement between the proposed model and experiment can be judged
from Fig. 2, which displays the computed angular dependence of the critical current of an
intergrain Josephson junctidifor uo=16) together with the experimental data for Jo-
sephson junctions in YB&w,0; films on bicrystalline substratésOne can see that for
misorientation angle®¥=<25° the theoretical curve on average describes the widely
“scattered” experimental data fairly well. For anglés40°, however, the experimental
points drop sharply and, evidently, can no longer be described in the present model. For
such angles the interaction of approaching dislocatiarsv probably becomes so strong
that it results in a rearrangement of the dislocation cdeewl hence the stress fields
produced by the dislocationson the one hand, and in the appearance of a definite
correlation in their arrangement, on the ottieshich, of course, was neglected above,
since the random positions of the dislocations were assumed to be mutually independent

3The distribution function is even with respectdg, ; only the part of this function that corresponds to values
oy>0 is shown in Fig. 1.

YFor misorientation anglé=40° the distance between the dislocations, calculated formally according to the
formulaD=a/[2sin(@/2)], equals 1.8, which is comparable to the size of the dislocation cores. Of course,
the dislocation model is no longer applicable under such conditions.
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The recombination radiation spectra of two-dimensional electrons in an
asymmetrically doped GaAs/AlGaAs quantum well are investigated at
different temperatures and laser-excitation energies. At low tempera-
tures and in high magnetic fields the recombination lines of the elec-
trons from completely filled Landau levels are split into narrow sublev-
els. It is shown that this fine structure of the Landau levels is due to the
presence of excitonic effects in the initial and final states of the photo-
excited system. It is demonstrated that the recombination process is
accompanied by the excitation of intersubband and cyclotron magneto-
plasma modes. €997 American Institute of Physics.
[S0021-364(17)00701-9

PACS numbers: 78.66.Fd, 73.50.Gr, 78.60.Ya, 71.70.Di

1. The progress made in recent years in the technology of preparing single quantum
wells now makes it possible to investigate in detail the properties of two-dimensional
electrons in the ultraquantum limit with the aid of optical spectroscoppwever, a
number of unsolved problems still remain in the interpretation of the luminescence spec-
tra obtained at high filling factors, for which the behavior of the system of two-
dimensional electrons itself has been studied in far greater detail. For example, it is
generally accepted that excitonic effects are important in asymmetrically doped quantum
wells either at low carrier densitie®r for nonequilibrium electrons from an excited
size-quantization subbaridsince the screening of the Coulomb interaction is weakened
in both of these casésHowever, data on the magnetooscillations of the recombination
intensity of a photoexcited subbanaktest to the presence of excitonic effects for empty
Landau levels of the ground subband also. For completely filled Landau levels the exci-
tonic effects cannot be large because of the uniform distribution of the electron density.
Nonetheless, in many publications data are presented on the splitting or distortion of the
shape of the lines in the recombination spectra of completely filled Landau levels. This
behavior is either not discussedr it is explained by the presence of random charged
impurities built into the well. The effect of the interaction of intra- and intersubband
magnetoplasmons on the shape of luminescence spectra in the case of resonance crossing
of optical transitions is discussed in Ref. 8.

We have investigated the radiative recombination of two-dimensional electrons in an
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asymmetrically doped quantum well with a high electron densijty6.8- 10'* cm™2 and

a high electron mobility. = 9.8 10° cm?/V - s. It is shown below that the spectrum of the
recombination radiation of two-dimensional electrons from a completely filled Landau
level at temperatures below 10 K in a magnetic field excep@im splits into narrow
sublevels which are an inherent property of two-dimensional systems, since they are
observed for different high-quality structures. The width of these sublevels equals the
width of the exciton line on the photoexcited subband and is much less than the Landau-
level width associated with fluctuations of the random potential. This behavior is ex-
plained by the appearance of excitonic effects in the photoexcited subsystem before and
after a recombination event.

2. A high-quality asymmetrically doped single quantum well was grown by
molecular-beam epitaxy on a GaAs substrate according to the following scheme: a 3000
A thick GaAs buffer layer, an undoped GaAs-AlGaAs superlattB@ Ax 100 A) with
total thickness 13000 A, a 250 A thick GaAs quantum well, a 200 A thick AlGaAs
spacer, and a 450 A thick layer of doped AlGaAsi@ping level 18° cm™3). Optical
excitation of the system was performed with a tunable Ti/Sp laser, and the radiation was
detected with the aid of a CCD camera. A Ramanor U-1000 double monochromator with
a resolution of 0.03 meV served as the spectral instrument.

3. A diagram of the energies of optical transitions in the photoluminescence excita-
tion spectra(PLE) (a) and in the recombination spectfb) is presented in Fig. 1. The
diagram consists of a collection of spectra measured with a small magnetic-field step at
temperatureT=1.5 K. The white color corresponds to high intensities of an optical
transition, and the black color corresponds to a weak signal. Unfortunately, in a two-color
representation it is impossible to show equally well the fine structure of the Landau levels
with large and small quantum numbers. For this reason the contrast in the diagram was
chosen so as to better reveal the structure of the higher energy levels. The magnetic-field
threshold for excitation of the low-energy lines in the PLE is associated with the appear-
ance of empty locations in the corresponding Landau level of the two-dimensional elec-
trons as the magnetic field increases. The transition corresponding to a photoexcited
size-quantization subband is present in both the recombination and photoexcitation spec-
tra. One can see from Fig. 1 that the optical transitions corresponding to the recombina-
tion of electrons from completely filled Landau levels are split into narrow sublevels with
a width comparable to that of the exciton line on the photoexcited subband. In addition,
this splitting is all the more pronouncéthe broadening is smallethe closer the Landau
level is to the Fermi level of the electronic system.

The temperature dependence of the recombination spectra of the system of two-
dimensional electrons for magnetic fields corresponding to filling factarese to 3, 4,
and 6, respectively, is shown in Fig. 2. As the temperature increases there is a redistri-
bution of intensity between the sublevels corresponding to the same Landau level of the
electrons. This is due to a change in the distribution function of the photoexcited holes
with increasing temperature on account of the filling of the upper-lying hole states, so
that at high temperatures the intensity is determined mainly by the values of the matrix
elements for a transition between specific electron and hole states. At temperatures above
30 K the fine structure is obliterated and a single wide line, corresponding to the Landau
level of the electronic system, remains in the recombination spectrum.
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FIG. 1. Diagrams of the energies of optical transitions in RBEand radiative recombinatiofb) spectra of
two-dimensional electrons in a single asymmetrically doped quantum (thédkness 250 A, carrier density
ns=6.6-10'* cm™?) in the magnetic-field range from 0 to 11 T. The diagrams consist of a collection of spectra
measured with a small magnetic-field step. The contrast of the diagrams was chosen so that the highest
transition intensity would correspond to the white color. Black corresponds to a weak signal.

The luminescence spectra measure@rinand o™ circular polarizations at a tem-
perature of 1.5 K are presented in Fig. 3. The polarization and the position of the lines
agree well with the theoretical results which we obtained for the parameters of the
experimental sample. For example, for the zeroth Landau level recombination between

40 JETP Lett., Vol. 65, No. 1, 10 Jan. 1997 Volkov et al. 40



9.5T

7.3T

Intensity

47T

L/x\_/f\w/kﬂ\w./\ 1:5K

T T T v T T T
150 151 152 153 154
Energy (eV)

FIG. 2. Temperature dependence of the recombination spectra of two-dimensional electrons. The spectra were
measured in magnetic fields corresponding to filling faciors3, 4, and 6 of a two-dimensional system. The
transition lying highest in energy corresponds to radiation from an excited electronic subband.

the lowest-energy holehd- and electronic & states should occur i~ polarization and
the next(in energy transition hh—0 should occur from the upper spin sublevel of the
electrons incg™ polarization. For the first Landau level, the lowest-energy transition
Oh+1 will result in recombination inr~ polarization, while for electrons of the second
Landau level the B+ 2+ transition corresponds ™" circular polarization of the lumi-
nescence.

4. The splitting of the recombination line of a completely filled Landau level at

temperatures below 10 K in a magnetic field ab@/T into narrow sublevels correspond-

ing to different hole states is due to the appearance of excitonic effects in the photoex-
cited system before and after a recombination event. Specifically, in the initial state of a
photoexcited system an electron in a half-empty Landau level of the ground subband or
From a photoexcited size-quantization subband is associated with a hole in the valence
band. In the final state the same electron is associated with a “hole” formed in the
recombination process in a completely filled Landau level. The fluctuations of the ran-
dom potential of the charged dopants, which determine the broadening of the Landau
levels of two-dimensional electrons, do not affect the energy of these excitonic states and
the broadening of the lines in the luminescence spectra is mainly due to the finite lifetime
of an excitation in a two-dimensional system after the recombination event. This time is
determined by the ascension of the “hole” to the Fermi level of the system and for this
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FIG. 3. Recombination spectra of two-dimensional electrons measured ando* polarizations at 1.5 K.

reason it is much shorter for the Landau levels lying lower in energy. This fact is
demonstrated especially clearly in the magnetic f&td4.7 T (v=6, Fig. 2 and Fig. B

when the splitting into sublevels is pronounced for the second Landau level but virtually
absent for the zeroth level.

5. The recombination spectra of electrons in the zeroth Landau level under reso-
nance laser excitation of different initial states of the system are displayed in Fig. 4. As
one can see from the PLE diagrdFig. 13, the transition® and6 in the photoexcitation
spectra correspond to the excitonic states 0, + and d + 0, — with the participation of
a light hole and an electron in the zeroth Landau level of the first photoexcited subband.
The transition4 corresponds to a heavy hole and consists of the lirres @ + and
0Oh—0,—. The remaining transitions are associated with an electron on the first Landau
level of the ground subbar(@dee Fig. L In Fig. 4b one can see the extinction of a line in
the recombination spectra of the electrons in the zeroth Landau level under excitation of
the system below resonance with a light hole-@4+. This line is circularly polarized
in o* polarization, just as the transitiod 90, +, and it is shifted downwards From the
transitions 0— 0, + by the intersubband magnetoplasmon energy, determined for a given
sample from the Raman scattering spettfBurthermore, the presence of this line in the
recombination spectra of the zeroth Landau level correlates with the magnetooscillations
in the intensity of the recombination of the photoexcited size-quantization subtidrisl.
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FIG. 4. PLE(a and radiative recombinatiofb) spectra of two-dimensional electrons on a completely filled
zeroth Landau level. The spectra were measuréd=at.5 K. The different luminescence spectia-6) corre-
spond to resonance photoexcitation of the transitibA8 in part a.

gives grounds for identifying the recombination transition under studyl a06- with

an initial hole state D-0;+. The energy of this transition, equal to the difference of the
energies in the initial and final states of the photoexcited system, is appreciably less than
the energy of the transitiont3-0— in o* polarization(see Fig. 3, despite the fact that

the (h— level lies much lower in energy than the-Oevel. This is due to the difference

of the excitonic corrections to the energies of the initial,—@,+, and final,
0Oh+0;+, magnetoplasmon states.

6. The appearance of a “hole” in a completely filled Landau level after recombi-
nation is simply the excitation of a magnetoplasmon mode in the system of two-
dimensional electrons. The additional features in the recombination spectra could be due
to the complicated dispersion of the intrasubband cyclotron mdade initial excitonic
state v+ 1— lying lowest in energy with an electron from the upper spin sublevel of the
first Landau level and the subsequent recombinatibr- 0+ of the photoexcited hole
with an electron from the lower spin sublevel of the zeroth Landau level results in the
excitation of a virtually dispersion-free magnetoplasmon with spin flig-Q —. Starting
at a filling factorv=3 in the two-dimensional electron gas, the photoexcited excitonic
state (i+1— can decay into an electron—hole paih-©81+ in the electron spin-
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relaxation process 1=1+ with the appearance of empty places on the lower spin
sublevel. As a result of the orthogonality of the wave functions of the hble¢ @&nd
electron in the state-, only the recombination transitionh®- 0+ with excitation of a
magnetoplasmonttt+-1+ in the final state remains allowed. The absence of excitonic
effects in the initial state of the system should lead to an “opening up” of the dispersion
law of the magnetoplasmon in the final state. This will determine the low-energy tail in
the recombination spectra of the zeroth Landau level. The presence of features in the
density of states of a magnetoplasmon at large quasimomenta, the so-called
magnetorotor,could result in the appearance of a new line shifted to a lower energy.

Indeed, a new line dose appear on the low-energy tail in the recombination spectrum
of the zeroth Landau level as the temperature decreasew ldeld at filling factors
v<3 (Fig. 2. This line is circularly polarized i~ polarization(Fig. 3) and remains in
the recombination spectrum with excitation of the lowest hole sthte QFig. 4). How-
ever, in order to attribute this line unequivocally to the excitation of magnetorotons,
additional measurements must be performed in stronger magnetic fields with filling fac-
tors v<<2 and different carrier densities in the two-dimensional channel.

7. In summary, we have shown that the shape of the lines in the radiative recombi-
nation spectra of a two-dimensional electronic system is determined not only by the
density of states of two-dimensional electrons but also by the existence of excitonic
effects in the final and initial states of the photoexcited system. We have found that
despite the uniform distribution of the electron density on the filled Landau levels, at low
temperatures and in a strong magnetic field the recombination lines of the electrons from
completely filled Landau levels split into narrow sublevels associated with a set of pos-
sible initial and final excitonic states of the photoexcited system. We have demonstrated
that the recombination process is accompanied by the excitation of intersubband and
cyclotron magnetoplasmon modes.
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A method has been developed for recording and analyzing the differ-
ential magnetoreflectiofmagnetotransmissigispectra of semiconduc-

tor structures with quantum wells. The method was used to determine
the excitong-factor in semimagnetic CdT&d, Mn)Te heterostruc-
tures with quantum wells. In nonmagnetic structures with quantum
wells containing a two-dimensional electron gas, the excitonic damping
depends on the spin state of the exciton. This effect is explained by the
exchange contribution to exciton—electron scattering. 1997 Ameri-

can Institute of Physic§S0021-364(®7)00801-3

PACS numbers: 78.66.Mf, 78.20.Ls

1. Reflection spectroscopy is successfully employed for studying and characterizing
semiconductor heterostructures, quantum wells, superlattices, and quantum wires. This
method makes it possible to determine the excitonic paramé&&senance frequency,
oscillator strength, and damping of an excitrtheir dependence on the form and type
of heterostructuré and the change in these parameters under external attions.

However, the analysis of the reflection spectra from quantum W@Ngs) is some-
times complicated by the strong background reflection from the surface of the sample,
masking the signal from the QWs. One way to solve this problem is to exploit the
Brewster effect, when the spectrum is measured with inclined incidence of light on the
sample at an angle close to the Brewster angle and the surface reflection is thereby
minimized! Modulation methods, for which the measured quantity is the derivative of
the spectrum with respect to any excitonic parameter, are also widely used: electroreflec-
tion, photoreflection, piezoreflection, thermoreflection, and s Shese methods all
require specially prepared samples: doping of the substrate and preparation of contacts,
built-in electric or piezoelectric field, and so forth. Besides the technological difficulties
of such preparation, for many structures this is virtually impossible to do.

The problems associated with sample choice and preparation can be avoided by
using a magnetic field to modulate the spectra. This possibility has been successfully
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employed by a number of investigatdrSput the difficulties of this approach have also
been indicated in these same works. In the standard modulation methods, the magnitude
of the disturbance must be varied with a sufficiently large amplitude and frequency,
which for a magnetic field is difficult because of the sluggishness of the systems produc-
ing this field.

This letter proposes a method for measuring and analyzing differential magnetore-
flection spectra such that it is not the external disturbance but rather the polarization of
the recorded signal in an external magnetic field that is modulated, i.e., the spectrum of
the degree of circular polarization of the reflected ligR.=(R,+—Rs,-)/
(R,++R,-), whereR,+ andR,- are the reflection coefficients im™ ando~ circular
polarizations, is measured.

2. In a constant magnetic field the ground stete- hhl (1S) of an optically active
exciton with a heavy hole in a QW splits into two Zeeman sublevels Witht 1. Each
sublevel can interact only with the electromagnetic wave corresponding to circular po-
larization (right- or left-hand. In this case, the circularly polarized component of the
reflection coefficient contains a contribution only from one sublevel and is characterized
by a characteristic set of excitonic parameters, which, generally speaking, is different
from the corresponding set for the second Zeeman sublevel.

If the excitonic parameters for the two polarizations differ very little, then in the
approximation linear in the change in the paramet&ra{, A", andAQ, 1) the reflec-
tion polarization signal can be represented in the form

Pac™R TR, 2R 2R

Ry+~R,- AR, 1 (R 4R IR
a_].—‘o @o ﬁ 0"(0|_T

This formula, together with the expression for the reflection coefficient of a structure with

Qws

ReR 1 4n sin § w 1 SiNn®d+x cosd W= )
A o x2+1 X7 @)

can be used for numerical analysis of differential magnetoreflection spectra. (2)Eq.
Ry, is the reflection coefficient of the surface of the structares the background refrac-
tive index, §=KL, is the phase shift of the light wave on passing through the QWs,
K=(w/c)n is the wave vector of the lightl., is the width of the quantum well,

& =2Kd is the phase shift of the light wave on passing from the surface of the structure
to the quantum well and backl is the thickness of the layer of the structure of the
surface to the QW,wq is the resonance frequency of the transitian,t is the
longitudinal—transverse splitting, addis the damping. These are the parameters which
describe the excitonic contribution to the reflection signal.

The characteristic form of the reflection and differential reflection contours calcu-
lated according to Eqs(1)—(2) with a change inwg, w 1, or I' for ®=# and
®=/2 is displayed in Fig. 1. One can see that there is a strong difference in the form
of the differential contours with a change in the different parameters. This makes it
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FIG. 1. Form of the excitonic reflection and differential magnetoreflection contours calculated frorfilEgs.
and(2) assuming that the contribution of only one term in EQ.dominates for two values of the phase shift
[ON

possible to distinguish the contribution of each term on the right-hand side dfLEmp
the measured differential spectrum and thereby to decrease the number of adjustable
parameters in analyzing the spectra.

The standard reflection spectrum alone is not always sufficient for reliable determi-
nation of the excitonic parameters. A differential spectrum makes it possible to determine
more accurately the excitonic parameters describing the reflection spefthisnis es-
pecially important for weak resonangesd also to determine additional parameters, for
example, the excitonig-factor, which describe the spectrum of the derivative of the
reflection coefficient. If the magnetic field result only in the Zeeman splitting of the
excitonic levels and has no effect on other excitonic parameters, then the differential
magnetoreflection signaP.;. is proportional to the Zeeman splitting of the exciton
Awy=ugH (whereu is the Bohr magneton arglis the effective excitonig-facton and
thereby the value of itg-factor. This makes it possible to measure théactor of an
exciton by measuring the amplitude of the differential magnetoreflection siynal

The expressioi(l) is also valid for the transmission coefficient, i.e., the method can
be used to investigate the differential magnetotransmission spectra.

3. The measurements were performed in a glass helium cryostat at temperatures of

1.6 and 4.2 K. The magnetic fieldip to 4.5 T was produced with a superconducting
solenoid at whose center the sample was placed. Unpolarized light from a KGM-12-100
halogen lamp was incident, after reflecting from the surface of the sample in a direction
normal to the surface, on a quartz modulator operating in\tf2eplate regime with a
switching frequency of 50 kHz. A linear polarizer was placed behind the modulator. The
signal was recorded in the photon counting mode with a two-channel scheheenoise

level of the polarization signal is determined by fluctuations of the number of photons
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FIG. 2. Reflection@ and differential magnetoreflectigqh) spectra From a structure with a single 60-A thick
CdTe/Cd ¢Mny 1 Te quantum well near an excitonic resonance in a magneticket®.32 T. Dots — experi-
ment, solid curve — calculation.

and equals 3/N* « 0.3% for the characteristic number of recorded photen$0®
photon/s. This made it possible to measure the degree of polarizatipnto within
0.1%.

Semimagnetic CdTe/G@Mng 1 Te and nonmagnetic CdTe/ggZn, 1sTe structures
with quantum wells and a superlattice were used for the investigations. The samples were
grown by molecular-beam epitaxy on undoped,G@dn, gsT€ substrates. In structures
based on Cd/TeGgsZng 1sTe the energy of the excitonic resonance in the quantum well
lies below the band gap of the substrate; this made it possible to investigate the trans-
mission spectra of these structures.

4. The experimental reflection and differential magnetoreflection spectra from a
structure with a single 60-A wide CdTe/ggMn, Te quantum well near a heavy-
exciton resonancel—hhl in the QW are displayed in Fig. 2. Comparing this spectrum
with the model spectra in Fig. X= ), it can be concluded that the main contribution
to the differential spectrum, as expected for semimagnetic structures, is due to the Zee-
man splitting of the excitonic levels. Figure 2 displays the fitted curves which were
constructed using the expressiof and (2) with the parametersvy=1.646 eV,

o 1=1.7 meV, andl'=1.05 meV. The good quality of the initial spectrum made it
possible to determine all excitonic parametearg ( w 1 andI’) and to use the differen-

tial spectrum only for determining the effective excitogifactor. Curves of the splitting
versus the magnetic field are displayed in Fig. 3 for a set of semimagnetic quantum wells
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FIG. 3. Amplitude of the differential magnetoreflection contour as a function of the external magnetic field for
semimagnetic structures with quantum wells of different widfthe amplitude of the contour
max(Pg;,.) — min(Pg,c) is proportional to the Zeeman splitting of an excitonic resonance

of different width. For all guantum wells, in the region of magnetic fields presented this
dependence is nearly linear and its slope determines the effective egeitmtor. The

data on the excitonic parameters agdactors which were found are summarized in
Table I. The giant excitonig-factors in semimagnetic heterostructures are due to ex-
change enhancement of the Zeeman splitting in magnetic semicondtidtoesincrease

in the effectiveg-factor with decreasing QW widtlisee Table )l is due to the large
penetration of the carrier wave functions into the semimagnetic barriers in narrow QWSs.
This method can be used to measure the excitgtfactors not only in semimagnetic but
also in nonmagnetic heterostructures, for example, GaAs/GaAlAs or CdTe/CdZnTe. In-
deed, the strength of the signalRs; (@ 1/1")g, and it is therefore possible to obtain an
appreciable differential magnetoreflection signal on account of both the large value of the
g-factor and the high oscillator strength or small damping of the exciton.

5. The proposed method makes it possible to measure not only the excitonic
g-factor, which determines the change in the resonance frequencies, but also other exci-
tonic parameters and their change in a magnetic figld,(; ,AI"). This problem arises in
the investigation of the transmission and reflection spectra of structures with QWs con-
taining a two-dimensional electron g&@DEG). We investigated modulationally doped
structures with CdTe/GgZng 1sTe quantum wells. The structures consisted of ten 100-

A wide CdTe QWs separated by 450-A wideggZn, 1<Te barriers. The center of each
barrier was doped with donot#n) to obtain an electron density of 0'° cm™? in each
QW.

TABLE I. Excitonic parameters in CdTe/ggMng (Te structures with quantum wells.

Qw, A g, eV .7, meV I', meV g
32 1.677 55 3.1 218
60 1.646 1.7 1.05 69
80 1.624 1.2 0.8 57
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Figure 4a shows the transmission spectrum of such a structure near an excitonic
resonance in a magnetic field in two opposite circular polarizatiehsand o~. Two
absorption lines are observed in the spectrum. The lines are associated with the excitation
of a 1.606 eV heavy excitonel —hhl1) and with optical transitions in the state of a
negatively charged excitofirion) consisting of the bound state of an exciton and one
additional electron with a binding energy of the order 3 m@&ef. 9 (X~ in Fig. 4).
Transitions with excitation of a trion are observed in only one polarization, iz.,This
is due to the fact that for a trion a bound state exists only for a singlet, where two
electrons in the trion have opposite spiris. a sufficiently strong magnetic field, when
all additional electrons occupy only the lower Zeeman sublevel, this results in a strong
polarization of the trion absorption line.

It is interesting that the form of the excitonic absorption contour is not completely
identical for the two circular polarizations. However, since these contours differ very
little, it is not possible to establish reliably the difference of the excitonic parameters by
analyzing these two spectra. This is easy to do by analyzing the differential magne-
totransmission spectra. The differential magnetotransmission spectrum near the excitonic
resonance in a QW measured in a magnetic fi¢d3.6 T is displayed in Fig. 4b. The
signal near 1.603 eV is evidently due to the polarization of a trion absorption line, which
is appreciable in the ordinary spectrum in Fig. 4a. Analyzing the signal near the exciton
absorption line, it can be concluded that this signal is associated with the difference of the
excitonic dampindl” for the two polarizationsr™ and o~. The solid curve in Fig. 4b
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shows the result of fitting the experimental spectrum and the computed spectrum with the
parameterso,=1.606 eV,['=0.92 meV, andw 1=0.45 meV ino* polarization and
wy=1.606 eV, I'=1.04 meV, andw =0.45 meV in ¢~ for an exciton and
wy=1.603 eV, I'=0.7 meV, andw t=0.09 meV ino~ for a trion; the trion is not
observed in a magnetic field ia* polarization. Therefore the analysis shows that in
structures with quantum wells containing a low-density two-dimensional electron gas,
exciton damping in a magnetic field depends on the spin state of the exciton. At the same
time, the other excitonic parameters do not change much in the investigated range of
magnetic fields. The difference of the excitonic damping in two polarizations increases
with the magnetic field, saturating in fields of the order of 2 T. In our structures the
maximum value equals 0.23 meV.

We attribute the observed dependence of the excitonic damping on the exciton spin
to exchange scattering of an exciton by electrons. Indeed, in the presence of a 2DEG it is
natural to assume that an appreciable fraction of the excitonic dampiagassociated
with the scattering of an exciton by electrons from the 2DEG. Direct processes in such
scattering are not spin-dependent, while the exchange processes, when the exciton ex-
changes an electron with the 2DEG, depend on the exciton spin. In a magnetic field,
when electrons in the 2DEG are completely spin-polarized, the exchange contribution to
the scattering is substantial only for excitons which contain an electron whose spin is
oriented opposite to that of the electrons in the 2DEG.

6. In summary, this letter proposes a method of differential magnetoreflgatiag-
netotransmissionfor investigating semiconductor heterostructures with quantum wells.
The method was used to measure the excitgniiactor in quantum wells with semimag-
netic barriers based on CdTe/CdMnTe. It was found that the excitonic damping in QWs
containing a low-density 2DEG in an external magnetic field depends on the spin state of
the exciton. This dependence is associated with the contribution of exchange processes in
exciton-electron scattering. Considering the fact that in the experimental structures the
inhomogeneous width of the excitonic absorption line is of the order of the homogeneous
width, the observed 20% difference of the excitonic damping indicates that the contribu-
tion of exchange processes to the exciton—electron scattering is comparable to the con-
tribution of direct processes.
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Character of electron reflection at a normal metal—Peierls
semiconductor boundary
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The reflection of electrons incident from a normal metal on the bound-
ary of the metal with a quasi-one-dimensional conductor containing a
charge-density wav€CDW) is investigated theoretically. It is shown
that the reflection is not of an Andreev character but rather of a Bragg
character. This is due to the fact that the CDW is actually an electronic
crystal, and its wave vector is a reciprocal lattice vector of the elec-
tronic crystal. The ratio of the intensities of the standard and Bragg
reflection depends on the phase of the CDW. 1@97 American In-
stitute of Physics.S0021-364(®7)00901-8

PACS numbers: 61.16.Bg, 72.15.Nj, 42.79.Dj

It is well known (see, for example, Ref)that an electronic crysta— a charge or
spin density wave whose motion under the influence of an electric field is associated with
a collective mechanism of conduction — forms in quasi-one-dimensional conductors
below the Peierls transition temperature. For definiteness, in what follows we shall study
a charge-density wav&CDW), but the results obtained are also applicable to the case of
a spin density wave.

There exists a formal analogy between Peierls semicondud@&% and supercon-
ductors, since in both cases the condensed state is described by an order parameter
A=|A|expi¢ whose amplitude determines the energy gap in the single-particle excita-
tion spectrum and the derivative of whose ph@sea superconductor with respect to the
coordinate and in a Peierls semiconductor with respect to) tim@roportional to the
contribution of the condensed electrons to the electric current density. A CDW can be
graphically imagined as a condensate consisting of bound pairs of electrons and holes
whose momenta differ by the magnitude of the wave vector of the CDW. By analogy to
superconductors, where the condensate consists of pairs of electrons with opposite mo-
menta and Andreev reflection is observed at a boundary with normal friesiipuld be
expected that even the reflection of electrons with energy close to the Fermi energy from
the normal metal—PS boundamd£P) has an unusual character. It has been concluded in
theoretical work$“ that an electron relected from a PS onto which it was incident from
a normal metal moves along the same trajectory along which it was incident on the PS,
i.e., the reflection is similar to Andreev reflection, but in contrast to a superconductor the
sign of the charge of the incident quasiparticle does not change. The observation of
features in the resistance of a contact of a PS with a normal metal which were interpreted
as a manifestation of the Andreev-type reflection predicted in Refs. 3 and 4 was recently
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reported in Ref. 5. In our view, a reflection in which the reflected particle moves along
the same trajectory cannot appear at a metal-PS contact, since a quasiparticle in the PS
is a superposition of two electrons with momenta differing by the wave vector of the
CDW and not with opposite momenta. We shall show that the momentum component
parallel to the interface can either be conser(st@dndard reflectionor change by an
amount equal to the CDW wave vector component parallel to the inte(Begg re-

flection from an electronic crystal

We shall be interested in the reflection of electrons with energies of the order of
kgT or A near the Fermi energy, since such electrons will determine the conductivity in
structures containing a PS.

We consider first the reflection of electrons at the interface between a normal metal
and a PS, whose electronic structures differ from one another only by the presence of a
CDW in the PS, occupying the spage-0. This model will enable us to investigate
reflection from a CDW in a pure form, since there will be no reflection, associated with
the difference in the energy structure of the crystals and having no relation with the
CDW, from the interface. The fact that the CDW was formed in only a part of the crystal
could be due to the fact, for example, that the electron-phonon interaction constant
vanishes fox<0.

To calculate the electronic wave functions in a PS it is often convenient to employ
the self-consistent field approximation equations of the Bogolyubov—de Gennes type for
superconductors, as was done, for example, in Ref. 3. The envalfpeanduv(r) —
the amplitudes determining the contribution of the states belonging to opposite sheets of
the Fermi level, shifted by the wave vectrof the CDW, to the total wave functions —
serve as the elements of the spinor wave functions. In calculating the wave functions in
a nonuniform system by matching at the interface, the total wave functions

Y=ugQr24 e Q2 1)

which are solutions of the Schiimger equation with the potential of the CDW, pre-
scribed forx>0 as 2A|cos@Q-r + ¢), must be matched. The matching of the envelopes
u andv at the interface in the case of a CDW gives, generally speaking, an incorrect
result.

Let the conducting chains be directed along xhaxis and let the electronic spec-
trum of the quasi-one-dimensional conductor in the normal state have the form
En=p2/2m+E, (p,), where|E, |<Er andEx=pZ-/2m is the Fermi energy. For defi-
niteness, we shall consider the case when the wave vector of the CDW possesses the
componentsQ= (2kg,Qy,0). Then in the Peierls state the spectrum has the form
Ep= 7=+ JV&%+|A]?, where é=[E(k)—E(k—Q)]/2, =[E(k)+E(k—Q)]/2, and the
relation betweenu andv in Eq. (1) is determined byu= — Av/(&+ &2+ |A]?). If the
energy is measured from the Fermi enefgly=|E—E¢| is less thaA|[, then in the state
with the CDW /|u|=|v| to within corrections of ordeA/Eg . It follows from the form of
Eq. (1) that as a result of matching the solutionscat0 it will turn out that, to the same
accuracy, the amplitudas andv, which in the normal metal correspond to the ampli-
tudes of the incident and reflected waves, are of the same absolute magnitude. Therefore
if the wave vector of the CDW possesses a compo@gnparallel to the interface, then
the corresponding component of the electron momentum will changg, lon reflection.
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We shall now calculate, by matching the wave functions, the reflection coefficient,
neglecting the coordinate dependence of the energy gap near the interface as a result of
the proximity effect. Let us assume, for simplicity, that on formation of a CDW the
period is doubled in a direction perpendicular to the conducting chains, Qg.carre-
sponds to a reciprocal-lattice vector. Box0 we seek the wave function in the form

lﬁ=[eikxx+ Ae*ikxx—k Befikxx+iny]ei(knyrkZz), (2)

where the first term describes the incident wave, the second term describes the standard
reflection, and the third term describes Bragg reflectionxSe® the wave function must

be a linear combination of functions of the forth), which describe states possessing
along they axis momentum componeritg andk,+Q, and the same energy as the state

(2). Strictly speaking, the wave functions in the form of plane wave combinations con-
sidered above can be equated only if the electronic structure N #red P regions is the

same and the Bloch periodic factors are identical ¥or0 andx<<0. Nonetheless, to
understand qualitatively the effect of the difference of the electronic spectra i dmel

P regions, we shall also discuss the result of the matching for the case when the elec-
tronic spectra on both sides of the interface are different.

The expressions for the reflection coefficiéhin the general case are quite com-
plicated. For this reason, we confine our attention to the limiting case of weak three-
dimensionality of the spectrum in the conductor with the CDW and we neglect terms of
the order ofg, /e. For the case when the electronic structure is the same to the left and
right of the boundary, we obtain for the ratio of the standard and Bragg reflection inten-
sities

|A/B|?=(|Alsin @/Ef)2. (3)

Therefore, in accordance with what we have said abpves|B| and Bragg reflection,
where the parallel component of the momentum changég,hydominates. We also note
that the relation(3) depends on the phase of the CDW. Hef<|A| the reflection
coefficientR=1, and for|e|>|A| we obtainR=|A|%/(| |+ £)?, where¢= e~ [A[?.

We now consider the case when the effective masses alongdkes are different
in the materials to the left and right of the interface. Then

mi—m,)2 [ sirf(¢+ ¢g) for |e|<|A
|A/B|2:( 1~ My) (e+¢@o |e[<[A] @

4mym, | (e/|A])?—coe for|e|>|A|

where pg=tan 1(&/¢€). Form;=m,, when the answer in Eq4) vanishes, the terms of
order 1 in the ratio|A/B|?> cancel and therefore the small terms of the order of
(|A]/Eg)?, which result in the formul&3), must be taken into account. Therefore, when
the electronic spectrum of the crystals on different sides of the interface is different, the
standard reflection, where the angle of incidence equals the angle of reflection, is added
to the Bragg scattering, and the intensities of both types of scattering are of the same
order of magnitude and their ratio depends on the phase of the CDW. If it is assumed that
an isotropic metal fills the space<O, then one obtains an expression differing from
expression(4) by the fact that the effective mass; in the N region is replaced by

m, /cosd, whered is the angle of incidence of the electron. Of course, this result is not
gquantitative, since in matching the wave functions we neglected the periodic Bloch fac-
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tors in them. Taking account of the real crystal structure would have resulted in the
appearance of terms in the expansion of the wave function in a Fourier series in the
coordinate which correspond to a change in the momentum by an arbitrary reciprocal-
lattice vector of both the main and electronic crystals, as a result of which reflection
would have also appeared in other directions corresponding to Bragg scattering.

Since the phase of the CDW can change when an electric field directed along the
conducting chains is applied to the PS, the dependence of the character of the reflection
on the phase of the CDW can be used for experimental investigatidi+Bf contacts.

We note one other interesting feature of reflection fromNarP contact. This
feature is reminiscent of the properties of a normal metal—superconductor contact. As is
well known, in a thin layer of normal metal of thicknedsbordering a superconductor,
bound states with an energy splitting of the orderegt whve/d (herevg=pye/m)
appear at energigs| <|A| as a result of the Andreev reflection from the superconductor.
A similar quantization also appears in a normal metal in contact with a PS if the thickness
d of the normal metal is less than the mean-free path length. The simplest method for
investigating such quantization is to calculate the density of states with the aid of the
quasiclassical equations for the momentum-integrated Green’s functions, which were
employed for investigating the transport properties of #S8or our purposes it is suf-
ficient to solve an equation for the retarded Green’s function neglecting the collision
integral, in which case this equation has the very simple form

d - PN R
iﬁvd—g-k(eaz-i-A)g—g(EaZ—FA):O, (5)

where the Green'’s functiog is a 2x 2 matrix with respect to the index corresponding to
opposite sheets of the Fermi surface which are displaced by the wave @abthe
CDW, e=e—n(p,), A=i|A|(0oy cose+oysing), and o, are the Pauli matrices. As-
suming once again thaf | vanishes abruptly fox<O and that the normal metal occu-
pies the region- d<x<0, we solve Eq(5) with the boundary condition Tar,g(0)=0 at

the boundary of the normal metal with the vacuum. From &gj.we obtain for the
function g=Tr(o,g), whose real part determines the density of states, in the normal
region

g=(&+iet)/(et+ié), (6)

wheret=tan(Zed/%iv g+ ¢) and it must be assumed théts an analytic function ot in

the upper half-plane. The off-diagonal componenté ob not vanish even in the normal
region, where they oscillate as expd@#vg), since the decay length for them equals the
mean-free path length and is greater than the thickness of the normal region. In an
accurate calculation, we would have to take account of the lowering of the energy gap,
which changes the shape of the potential well, in the PS at distances of the order of
five/|A|, which happens as a result of the proximity effect. This lowering is due to
perturbations of the off-diagonal components épﬁn the region of the PS near the
contact, but the change in the shape of the potential well does not affect the qualitative
conclusions and we shall neglect it.
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One can see from Ed6) that the density of states in the normal metal is an
oscillating function of the phase of the CDW as well as of the energy and thickness of the
normal region. For energidg|<|A| at which bound states appear the density of states
has the form

N(e)=m((|¢|+et) 5(et—|&))). ()

Here(...) indicates averaging ovey, . At energies much less thda| formula (7)
reduces to

N(e)=ge¢(8(e—(2n+1)eg)),

wheren is a positive integer.

Therefore, according to Eq7), the electron spectrum in thd layer consists of
bands of widthE, (the width, determined by the functiop(p, ), of the electron energy
band in the perpendicular directiprif the electron spectrum is strongly one-dimensional
(E, <egg), then the allowed energy bands are separated by regions of forbidden energies,
otherwise they overlap and the energy dependence of the density of states is of a stepped
form. An estimate gives,~70 K for vz=3-10" cm/s andd=0.1 um. At sufficiently
low temperaturesT<eq, E,) energy quantization can be observed in measurements of
the conductivity of the normal region in the contact plane or in measurements of the
density of states performed with the aid of tunneling or point contacts to the normal
region. The application of an electric field in the direction of the chains changes the phase
of the CDW, and for this reason, according to Ed), the field should influence the
density of states. To observe quantization, the width of the contact should not exceed the
phase correlation length, since the phase of the CDW depends on the coordinates as a
result of impurity pinning.

It was assumed above in the analysis of quantization that with the exception of the
presence of the CDW fax>0 the electronic spectrum is the same on both sides of the
contact. The effect of the differences in the electronic spectrum can be estimated by
matching the wave functions, as done in the investigation of reflection. It is found that in
the case of a contact of two different quasi-one-dimensional metals with
|k — kEe| < |kR:+ kPe|, wherekl: is the Fermi wave vector in the normal region and
ki is the Fermi wave vector in the PS, the quantization condition is obtained if the
argument of the tangent €d/(fivg) in formula (7) is replaced by
?Nd/(ﬁvF)JrZ(kQ‘F—kf,:)d, where the dependence of the energypnin the normal
region appears ifey in the same way as in the similar dependencéeifor a PS.
Therefore the thickness of thé region enters the quantization condition not only in the
form €, but also in the form of the produck{:—k-)d, which for large differences in
ke should blur the quantization effects even as a result of small variations of the thick-
nessd.

Thus we have found that when electrons incident from a normal metal onto the
interface with a PS are reflected, the component of their wave vector parallel to the
interface is either conserved or changes by an amount equal to the projection of the wave
vector of the CDW on the contact plane. The intensity of different types of reflection
depends on the phase of the CDW and therefore can change when an electric field is
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applied. Specifically, the reflection of electrons from the region with a Peierls gap under
certain conditions can result in quantization of the energy spectrum of the electrons near
the Fermi energy.

We thank V. A. Volkov for a discussion of this work and also I. G. Gorlova and A.
A. Sinchenko for a discussion and for familiarizing us with the experimental data prior to
publication. This work is supported by Russian Fund for Fundamental Res@araht
95-02-05392 and MTP “Physics of Solid-State Nanostructure&Grant 1-018.
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Appearance of a band of delocalized D™ states in
uncompensated silicon in an electric field

A. P. Mel'nikov, Yu. A. Gurvich, L. N. Shestakov, and E. M. Gershenzon
Moscow Pedagogical State University, 119882 Moscow, Russia

(Submitted 25 November 1996
Pis’'ma Zh. Kksp. Teor. Fiz65, No. 1, 56—-5910 January 1997

The impurity photoconductivity spectra of uncompensated silicon at
liquid-helium temperatures under conditions of strongly suppressed
background radiationbackgroungl are studied in different electric
fieldsE. It is established that the delocalization arising in Bhe band

as E increases is not associated with any changes of the fluctuation
potential and is due to the direct action of the fiEldA delocalization
band of finite width appears abruptly at a critical valdg (~2100
V/cm) of E. The critical fieldE, increases with the density of charged
centers in the sample. @997 American Institute of Physics.
[S0021-364(97)01001-3

PACS numbers: 72.48w, 73.20.Jc, 61.72.Ss

1. In crystalline germanium and silicon delocalization of the states appears in
certain intervals of the majority impurity density and compensations. Thermal ex-
citation of carriers to the mobility thresholg, from the band of ground states results in
the so-calleds, conductivity. The appearance of delocalization is an Anderson transition.

It occurs when the ratit/ W reaches a certain value. Hdrés the energy overlap integral,

its value is determined by the asymptotic wave function Bf acenter at large distances,

i.e., the radiusa of the D~ state:l ~exp(—2R/a), whereR is the average intercenter
distance. The energy variant® of the D™~ states is ordinarily determined by the fluc-
tuations of the Coulomb potential which appear as a result of the presence of a compen-
sating impurity*

In the presence of an electric fiel] the asymptotic behavior of the wave functions
at quite large distances changes radically: The bound states of an electron in a well of
finite depth become unbouritbrmally — in an arbitrarily weak field). This suggests
that for some valu& = E_ delocalized states — field-induced delocalization — appear in
the spectrum of electrons localized on randomly distributed centers. Theoretical investi-
gations confirmed this conjecture, though the question of determining the threshold field
E. in the three-dimensional case is not entirely clessee Ref. 2 and the references cited
therein. The discovery of field-induced delocalization is of fundamental importance.

In our previous worf it was discovered that &8 increases, delocalization in the
D~ band of uncompensated crystalline silicon and a mobility threskgl@ppear at
E=E. and asE increases further, the mobility threshold shifts substantially in the direc-
tion of lower energies. This conclusion was reached on the basis of a study of the
evolution of the impurity photoconductivitfPC) spectra with increasing fielH.
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FIG. 1. Photoconductivity spectra in an electric field: Solid lines — backgrakiice, V/icm: 1 — 108,2 —
110,3 — 120,4 — 130,5 — 140,6 — 150; dashed line: backgrourbl,, E=120 V/cm.

In experiments studying the PC spectra, besides monochromatic radiation, back-
ground radiation always falls on the sample. In our case this background results in carrier
detachment from the neutral centers and filling of Ehe states via an unoccupied band.
The carriers that move along the unoccupied band and along the states»f thand
produce a current. The rest of the carriers form complexes with charged centers or with
groups of neutral centers. The additionally arising charged impurities and complexes
produce a fluctuation potential in the sample and increase the energy vafiaotéhe
states. In Ref. 3 the background was substantial and the charge density produced by the
background was quite high. Photodetachment of carriers from the complexes resulted in
the appearance of low-frequency P&«(=5-15 meV. As E increased, the complexes
decayedthe low-frequency part of the PC vanisheahd the potential fluctuations and
hence also the value oV decreased. Therefore it was impossible to rule out in the
situation occurring in Ref. 3 the appearance of Anderson delocalizati@hiasreased,
and the results of Ref. 3 cannot be unequivocally interpreted as a manifestation of field-
induced delocalization.

2. Our aim in the present work was to obtain reliable confirmation of the existence
of field-induced delocalization. For this, it was necessary to rule out the influence of
complexes. Experiments similar to those described in Ref. 3, except that cold Si:Ga,
Si:As, and black polyethylene filters were placed in front of the sample, were performed.
The background radiation withw>45 meV could be suppressed by a factor of up to
10° (and, correspondingly, the resistance of the sample could be incydagedrying
the thickness of the filters and the impurity density in them. In this case, the range
hw<<45 meV remained practically open. In this situation the population oDthestates
was decreased substantially, and the destruction oDthecenters and complexes as a
result of electron photodetachment decreased very little. The transmission of the system
of filters was determined with a Ge bolometer; the PC spectra were normalized to the
spectral distribution of the photons.

3. The PC spectra for a Si:B sampl€1.6-10'® cm™3, K=10"%) with different
values ofE at temperatur@=4.2 K are displayed in Fig. 1. The dark conductivity in this
sample is less than 16° S/cm for small values oE. The solid curves in Fig. 1 were
obtained for the case of a minimal backgrourel,{. For E<E. photoconductivity due
to photoionization of the impuritiedi(w=45 meV) is observed. F&E=E_.=110 V/cm
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FIG. 2. Thresholdk,(E): Solid line — backgroundb,; dashed line — background,. The arrows indicate
transitions:1 — E<E., 2— E>E,.

a leftward shift of the PC edgkw, is observed: PC appears féiw<45 meV. The
magnitude of this PC increases whh and the PC edge shifts to lower valuesiaf. We
note that the PC edge &=E, shifts abruptly by~6 meV. We underscore that the
low-frequency PC is not observed f&@<E.. The latter circumstance is what mainly
distinguishes the present results from those of Ref. 3.

The dependence of the PC edgebois displayed in Fig. Zsolid curvel). One can
see that folE> E_ the dependence dfw; on E becomes weaker and the shift reaches 10
meV for E=150 V/cm.

The dashed curve in Fig. 1 represents the PC spectruB=at20 V/cm for a
background®,~ 300 times stronger thad, (and ~10 times weaker than in Ref. 3
One can see that d, the shift of the PC edge is still absent in such a field, while for
@, the shift reaches 7 meV in the same fields. In the casé pfa weak signal is
observed in the low-frequency part of the spectimwt shown in the figune The dashed
curve in Fig. 2 also shows the dependence of the PC edgé foOne can see that the
curve is shifted to higher values & by ~15 V/cm and theE dependence is smoother.

4. Let us now discuss the results obtained. EstE. the PC edgé€iw, is deter-
mined by a transition: The ground state of the impurigg=€0) is the bottom of the
unoccupied band.: i w;=€,(E). According to Ref 3 , in thepresence of a mobility
threshold in theD ~ bande ,(E) <e.(E)the PC edgé v, is determined by a transition to
the mobility thresholde,(E): 7 w=€,(E). Therefore the evolution of the PC spectrum
as E increases reflects the appearance and displacement of the mobility threshold
€,(E).

The absence of PC in the bahdo=5-15 meV atd, shows that the density of
complexes in the sample is very low. Their destruction cannot greatly facilitate delocal-
ization: According to our estimates, the density of charged centerEfoE, and
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®=d, is close to the equilibrium valuEN and can only increase &sincreasegsee
below). For this reason, we believe that the results presented here attest to the fact that the
presence of a quite strong fididin itself leads to the appearance of a band of delocalized
states in théd ~ band.

We call attention to an important feature of field-induced delocalization. It follows
from Figs. 1 and 2 that foE> E. the mobility edge shifts downwards very sharply: The
delocalization band expands abruptly. Having appeared, it immediately encompasses an
energy interval that is two to three times greater than the binding energy of an isolated
D™ center €~2 meV).

5. Increasing the background radiati@witching from®d, to ®,) results in higher
values ofE.. The jump ine, in this case becomes smaller, and the maximum delocal-
ization band apparently becomes narrowre appearance of breakdown of shallow
impurities impedes advancement to higher valueB)ofThis is explained by the fact that
for &, the background is stronger and, correspondingly, the density of charged centers is
higher. The energy variand¥ increases and the ~ states become more localized. High
values ofE are now required in order for delocalization to appear. Therefore, comparing
the results obtained with different filters, one can see that the Anderson and field-induced
mechanisms of localization appear simultaneously.

We note that folE> E_ impurity conductivity, which grows rapidly witk, appears
in such samples. According to Ref , this conductivity is due to the appearance of
electrons, which have detached from neutral impurity centerd) instates. This is
evidently accompanied by an increase in the density of charged centers and therefore the
fluctuations of the potential increase. Despite this, delocalization is observed clearly, i.e.,
the effect of the field is stronger than that of an increase in the varihce

It is possible that this increase of the fluctuations is one reason why the threshold
€,(E), after jumping sharply, changes more slowly and approaches a limiting value as
E increases: The increase in the fluctuation variance and the field-induced mechanism of
delocalization, which act in opposite directions, “balance” one another.
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95-02-06289a
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Bias-field-induced spiral dynamic domains induced in
iron garnet films

G. S. Kandaurova and A. A. Rusinov
Ural State University, 620083 Ekaterinburg, Russia

(Submitted 26 November 1996
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The induction of an Anger staf@S) in a multidomain magnetic me-
dium by a static bias magnetic field is observed. The properties of the
spiral dynamic domains in the induced AS are substantially different
from those of previously studied spiral domains.

© 1997 American Institute of Physids$0021-364(®7)01101-§
PACS numbers: 75.60.Ch, 75.50.Gg

It is well known™? that a special excited state, termed in Ref. 3 an Anger &t8g
can be realized in iron garnétG) films placed in a spatially uniform, continuously
acting, alternating magnetic field _ . This state is observed in a definite range of am-
plitudesH, and frequencie$ of the alternating field. In Refs. 1 and 2 it is referred to
states of the autowave tyfeAn Anger state possesses at least two distinguishing fea-
tures: 1 self-organizationin a chaotically moving system of domains and formation of
stable, ordered dynamic domain structu@®Ss9, usually in the form of spirals, and 2
self-generatiorof periodic(quasiperiodit processes, the main one being the appearance/
disappearance of spiral dynamic domai&dDs. The lifetime T, of a SDD and the
waiting time T,, of the formation of new SDI¥) are dynamical parameters of the AS.

Investigations of a large number of IG filfisave shown that the AS is by no means
observed in all samples. An unequivocal criterion for the realization of an AS has still not
been determined. There is also no theory of the AS. A large amount of interesting
experimental data has been accumulated. The factors which strongly influence the
amplitude—frequency regiorHp— f) of the Anger state have been determined, it has
been found thaTy andT,, depend on the frequency and amplitude of the alternating the
field, the character of the evolution of an individual SDD over its lifetime has been
determined, the relation between the AS and the dynamical hysteresis properties of an
IG film has been found etc.

The effect of a static magnetizing fie{dias fieldH,) on a SDD in the Anger state
of a IG film was investigated in Ref. 3. It was shown that as the figldncreases, the
spirals become smaller and disappeatr, i.e., the AS is destroyed. The maximum value of
Hy, is a relatively small fraction of the amplitudé, of the alternating fieldnot more
than 20%.

In the present work we have discovered that high bias figlgls comparable to or
several times greater thath,, can give rise to the formation of SDDs, whose behavior
attests to the appearance of an AS, from chaos. We have termed this state an induced
Anger state — A#). This effect has been observed in several IG films. We shall dem-
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FIG. 1.

onstrate it for the example of @11) (YLuBI)3(FeG350,, iron garnet film of thickness
L=16.6 um.

The film had the following parameters: The static saturation fi¢le- 91 Oe, the
uniaxial perpendicular anisotropy field,=11 kOe, and the period of the initial laby-
rinthine domain structur®,=28.5 um. The domains were observed with the aid of the
Faraday magnetooptic effect. Photographing was performed with an exposure time of 1
ms. The sample was placed at the cenfex 6 mm indiameter alternating-field coil. The
alternating fieldH _=H,, sin 27ft was oriented in a direction normal to the sample. The
frequency f and amplitudeH, were varied in the range$=10°-1¢ Hz and
Ho=0-100 Oe. A static magnetic field, with an intensity of up to 100 Oe was also
applied in a direction normal to the film.

It should be especially underscored that in the entire experimental range of values of
f andH,, of the fieldH - and in the absence of the bias fiélg neither SDDs nor an AS
were observed in this sample. Only chaotic DDSs of different kinds were formed. The
situation changes radically in a sufficiently strong bias fidigl. Beautiful, stable, or-
dered structures in the form of SDDs, surrounded by dynamic domain chaos, arise for
some combinations of, Hy, andH,,. The SDDs “live” for a time T, and disappear,
after some time interval,, new SDDs reappear, and so on. This is the characteristic
indication of the Anger state, in this case @S The chaos/order transition processes
continue indefinitely as long as the experimental conditions remain unchanged.

We found three combinations of values ldf, f, andH, for which the ASi) are
most stikingly observedFig. 1). Acually, an ASi) is realized not only for a given fixed
value of each of these parameters but also in definite intetvblg, Af, and AH,,.
Therefore one must talk about three regioklg € f —H) where ASi) are realized. The
maximum ranges of variation of the intensity of the alternating field with some fixed
values of the frequencfyand bias fieldH,, from these three region$io—f —H,) can be
seen in Fig. l(hatched parts of the sinusgidt was found that these regions ABare
strongly separated along the frequency scale and fall, respectively, in the intervals
(0.1-1.2), (5-16), and (46-100) kHz. If all three parametefd,, f, and H, are
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varied in the experiment, then, naturally, three-dimensional regions of existencgipf AS
must be studied. However, the present letter presents the results of an analysis of DDSs
in three regions A8) for some selected values bf, .

The characteristic patterns of DDSs with spiral domains from the indicated regions
(Ho—f—Hy) are presented in Fig. 2. The photographs were obtained under experimental
conditions corresponding to Fig. 1. The difference in the configuration of the SDDs and
the domain chaos surrounding them is striking. But even more remarkable is the fact that
the dynamic behavior of the spiral domains is very different in all three regiorig.AS

In the region A%i)-1 mainly two-sleeve, long-lived SDDs with a small number of
turns, of which the outer one is associated with the surrounding domain chaogHigrm
23). The distance between the turns is approximately two times greater than the period
Po. In the fieldH,=60 Oe the SDDs can spiral in different directions, both clockwise
and counterclockwise. Such SDDs either stay in place throughout their liféftjre
drift very slowly with a velocity not exceeding 0.1 mm/s. The stripe domains in the turns
at the periphery of the SDDs are immobile, while the stripe domains in the interior parts
of the SDDs move about intensively. This motion is manifested in the photographs in Fig.
2a by the fact that at some locations the white domains have a contrast image of a small
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loop. This means that the position of domains with opposite amplitude values of the
alternating field is captured over the exposure time. The white stripe domains become
shorter at the top of the sinusofffig. 18 and longer at the bottom part. Therefore the
velocity of a domain can be estimated according to the displacement of the d@orajn

over the exposure time. Fér=300 Hz andH,= 14 Oe the velocity is of the order of 0.1
m/s.

The most remarkable feature of AB1 is that it is possible to observe visually how
the SDDs form gradually during a period of 3—4 s. The lifetime of such spirals equals, on
the average, 7 s, but sometimes large, long-lived SDDs whose lifgtjmeaches 3 min
form. Then successive stages of the process of destruction of SDDs can be observed over
a time of 1-2 s. Based on these observations, we introduced new dynamical parameters
of AS(i) and SDDs — the formation timeT{) and the destruction timeTg). Thus far
previous works have reported only that the SDDs appear and disappear practically in-
stantaneously, abruptly.

In the region of A%i)-2, single-sleeve SDDs with a relatively small core are formed
(Fig. 2b. The turns of the spirals are packed quite densely, so that their period is only
slightly greater than the peride, (by 1.2—1.3 times In a bias fieldH,=32 Oe there is
no predominant direction of twist of the spirals. Such SDDs are more dynamic than those
in the ASi)-1 region. They form much more rapidigenths of a secondlive for a
shorter time(3—4 9, and break down more rapidl§ess than 1) Over the timeT, the
SDDs do not stay in place. They move chaotically, “swimming” with a speed of 1-1.5
mm/s. Often systems consisting of two or three SDDs, connected by a S-shaped bond or
a “ram’s horns” type bond, arisé.The SDDs are surrounded by chaos, consisting
mainly of distorted cylindrical and stripe domains.

Large smooth one- and two-sleeve SDDs form in the regiofi)AB(Fig. 29. The
period of the turns in such spirals is at least two times greater than the period of the initial
structure. In the fieldH,=67 Oe the two-sleeve SDDs wind predominantly clockwise
and in the single-sleeve SDDs no clearly predominant direction of twist is seen. Dynami-
cally, the SDDs in the region A§-3 are even more mobile structures than those de-
scribed above. They form more rapidly and decay more rapidly, so that it is difficult to
estimate visually the time interval over which a stripe domain twists into a spiral or is
“torn apart” by the surrounding chaos. The average lifetime of these SDDs equals 2 s.
They intensively move, rotate, interact with one another, and so on. Outside this
(Ho—f—Hy) region only disordered SDDs from extended stripe domains are observed.

In summary, the strength of the static bias field, together with the frequency and
amplitude of the alternating field, is the third parameter controlling the Anger state of
multidomain magnetic films. It is natural to attribute the twisting of the stripe domains to
the action of a gyrotropic force which deflects the d€tapb) of a moving domain in one
or another direction. According to Ref. 8, this force is proportional to the velocity of the
domain. This explains qualitatively the facts that as the fidigt-H, increases, the
velocity increases and the gyrotropic forces become more effective and hence it becomes
possible for SDDs to form under the conditions for which SDDs did not form in the
absence oH,. However, to explain the existence of severaliA&egions with different
spiral domains, a serious theoretical analysis, similar to the one presented in Ref. 9 for
static spiral domains, is required.
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Magnetization-odd nonreciprocal reflection of light from
the magnetoelectric—ferromagnet LiFe 50g

V. N. Gridnev, B. B. Krichevtsov, V. V. Pavlov, and R. V. Pisarev

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, 194021
St. Petersburg, Russia

(Submitted 28 November 1996
Pis'ma Zh. Ksp. Teor. Fiz.65, No. 1, 65—-70(10 January 1997

Circular dichroism, which changes sign under magnetization reversal
and exhibits a 120° periodicity, is observed in the reflection of light
from the (111) plane of a noncentrosymmetric Lif@; crystal in the
transverse geometiyl M, where the linear Kerr effect is forbidden. It

is shown that this phenomenon is due to the manifestation of optical
magnetoelectric susceptibility and a Kerr effect of third order in the
magnetization. The spectral dependences of the circular dichroism in
the range 1.4-3.1 eV show that this phenomenon is of a resonance
character. ©1997 American Institute of Physics.
[S0021-364(107)01201-3

PACS numbers: 75.50.Cc, 75.8(y, 78.20.Fm, 78.20.Jq, 75.60.Ej

It is well known that so-called nonreciprocal optical phenomena can exist in crystals
in which invariance under time reversal is violatetihe nonreciprocal Faraday and Kerr
effects, observed in the transmission and reflection of light, respectively, are well
known?? These effects are widely used to study the electronic states and magnetic
structures of magnets, semiconductors, superconductors, and metals. However, symmetry
analysis show’s® that the spectrum of possible nonreciprocal effects can be much wider
and need not be limited to the Faraday and Kerr effects. For example, until recently it was
assumed that a necessary condition for the appearance of nonreciprocal optical effects is
the presence of spontaneous or external magnetic field induced magnetiatidur it
is now known that this condition is sufficient but not necessary. Nonreciprocal effects in
transmission and reflection of light are possible, for example, in crystals with a zero
magnetic field and with noncentrosymmetric magnetic structure, as was recently shown
in the antiferromagnetic crystal &5 (Refs. 6—8. The study of nonstandard nonrecip-
rocal effects is of interest in connection with the fact that their magnitude and sign are
determined by microscopic mechanisms which are fundamentally different from those of
the standard magnetooptic effetfs®®

This letter reports a new phenomenon — nonreciprocal reflection of light From a
noncentrosymmetric crystal with spontaneous magnetizafioinder normal incidence
in the transverse geometky M, i.e., under conditions when the line@n the magneti-
zation Kerr effect vanishes. We shall show that the observed effect is due to magneto-
electric(ME) susceptibility and is related with a Kerr effect of third order in the magne-
tization.
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FIG. 1. Arrangement of the experimental apparatus for studying circular dichroism in reflection of light.

EXPERIMENT

The well-known lithium ferrite LiFeOg (Ref. 10, possessing a spinel structure, was
chosen as the object of investigation. At temperatiresl020 K its structure is de-
scribed by the cubic grou@ﬁ Below 1020 K, as the crystal cools slowly, the symmetry
of the crystal decreases, as a result of ordering of anidin and the three ions B¢ in
the unit cell along directions of th€l10 type, and is described by the noncentrosym-
metric groupO®. At temperaturesTc<943 K lithium ferrite possesses ferrimagnetic
ordering with easy axis in directions of th{#11) type. The magnetic moments of the
tetrahedralA) and octahedralB) F€'" sublattices are directed antiparallel as a result of
the antiferromagnetic A—B interaction. The linear ME effect in I5Bgwas investigated
in Ref. 11 by ferromagnetic resonance measurements. The magnetooptic Kerr effect in
LiFesOg was studied in Refs. 12 and 13.

In the present work we investigated circular dichroi@D), which changes sign

under magnetization reversal of the crystaM— —M, in the transverse geometry
k1M with the light reflected from &111)-type plane. The experimental arrangement is
shown in Fig. 1. A light beam from a 300-W incandescent lamp pass through a con-
denser, a water filter, a polarizer, and a photoelastic modulator and was focused on the
sample. The water filter served to prevent heating of the sample. The sample on the
holder could be rotated with the aid of a stepper motor around a direction normal to the
surface of the sample by an angbe=0—360°. The sample was located in the gap of an
electromagnet, which produced in the plane of the sample a magnetic field of magnitude
up toH= =1 T, which is much stronger than the magnetic anisotropy figler 0.029 T.
The reflected beam was focused onto the slit of a monochromator. The light leaving the
monochromator was focused on a silicon photodiode. The variable component of the
preamplified electric signal from the photodiode was fed into a phase detector. The
experimental data were processed with a computer and a CAMAC interface. The constant
component of the signal from the photodetector was measured with an ADC. The am-
plitude and sign of the magnetic field, the magnitude of the half-wave voltage on the
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FIG. 2. Angular dependences of the circular dichroism upon rotation of the magnetization in a plane of the
(111 type in LiFgOq. =0 corresponds t¥ | C,. Dots — experimental data, solid curves — computational
results. Inset: Geometry of the experiment.

modulator, the wavelength of the light, and the rotation angle of the crystal could be
varied according to a special program. The magnitude of the circular dichroism was
defined as the relative differencé*(—17)/(17+17) of the intensities of light with
right-hand (*) and left-hand (™) circular polarizations reflected from the crystal. The
measurements were performed at temperafer@94 K in the spectral range 1.4-3.1 eV.

The angle between the wave vectoof the light and the normal to the surface of the
sample did not exceed 10°. Its presence was due to the fact that it was necessary to
separate the incident and reflected rays. The sensitivity of the CD measurements was
equal to~10"°. The samples consisted of& X 1 mm(111)-type plates oriented by the
x-ray crystallographic method to within the accuraeyl® of the determination of the
position of the axes.

RESULTS

The angular dependences of the CD of light reflected from thesOfsample are
displayed in Fig. 2. The sample was rotated around 11d] axis, which is oriented in a
direction normal to the surface of the sample. The dependences are presented for three
photon energie$2.48, 2.638, and 2.755 @\and a magnetic field of 0.7 T. All angular
dependences of the CD are identical and exhibit a 120° periodicity. The gng@&®
corresponds to having the magnetic fieldbriented parallel to th€, axis. Inaccuracy in
the orientation oH relative to the plane of the sample could have resulted in the appear-
ance of a polar Kerr effect, whose magnitude would not depend on the @nglais
undesirable effect was eliminated by accurately orientingarallel to the plane of the
sample.

The spectral dependence of the CD, corresponding to the maximum in the angular
dependence of this effecth=110°), is displayed in Fig. 3. A weak maximufR.4 eV)
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FIG. 3. Spectral dependence of the circular dichroism in reflection in;Ofe

and a stronger and wider maximum are observed in the spectrum near 2.6 eV. Their
position corresponds to electronic transitions observed in the spectral measurements of
the Kerr effect in LiFeOg.'® However, it should be noted that in our work the CD was
measured in a transverse magnetic field, while in Ref. 13 the rotation of the polarization
plane of the reflected light in a longitudinal field was measured.

ANALYSIS

We shall analyze the experimental results on the basis of a phenomenological
theory. Let the light propagate along thexis, which is also th€; axis ([111]), of the
laboratory coordinate system, and let thexis coincide with theC, axis ([110]) (see
inset in Fig. 2. Let us calculate the off-diagonal elemeny, of the matrix of reflection
coefficients that is related with the ellipticity and the rotationd of the polarization
plane of the reflected light by the relatiahtie=r,,/R,, whereR, is the reflection
coefficient neglecting the magnetization. We note that the CD in reflection is proportional
to the ellipticity . Since in optics the ME effect is manifested only when allowance is
made for the spatial dispersion of the permittivity tenggr to analyze the reflection it
is necessary to take account of the nonuniformity of the medium as a result of the
presence of a boundat{ The material relations allowing for contributions which are odd
under time reversal have the foft

1 (Y= Yi) JE

Di(r)= eisk+e?k+§(7%rly'k' Eyt 7isk'a_r|k’ &)
where the indices anda denote the symmetric and antisymmetric parts of the material
tensors with respect to an interchange of the indicasdk. All terms in Eq.(1) except
the first one describe nonreciprocal effects of interest to us. Specifically, the t€psor
describes the magnetooptic Kerr effect apg, describes the linear spatial dispersion,
which includes the ME contribution. Using the method proposed in Ref. 16 we obtain for
My

2k €,
% +1 yiyz} ) (2

r =
¥ no(ng+1)*
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wherek= wng/c.

An interesting feature of Lik@g is that under normal incidence of light in the
transverse geometty 1 M there are no terms in E@2) which are linear in the magne-
tization. This fact is well known for the linedin the magnetizationKerr effect, and here
we shall present a proof for the ME effect. As a result of the antisymmetmiﬁfwith
respect toc andy and on account of the duality relations, the most general expression for
the component:ayiyZ has the formyiyzz €xyB:2Mk, Wheree,,,=1 is a component of
the completely antisymmetric tensor of rank 3 g, are the components of a material
tensor of rank 3. However, in & group the componeni8,,,=0. Therefore, in the case
when light is incident in a direction normal to the sample, the nonreciprocal effects in
reflection from a LiFgOg crystal magnetized in thel11) plane can be of cubic or higher
odd order in the magnetization. Taking account of contributiomj‘;rvvhich are cubic in
M results in the fact that in both reflection and transmission of light (@dth respect to
M) nonreciprocal effects can be observed under normal incidence in the transverse ge-
ometryk | M. These effects are absent in cubic crystals, if light propagates along even
two- and fourfold symmetry axes, but they can appear along any other directions, for
example, along a threefold axis of the ty(¥l1). The contribution of terms which are
third order inM to y‘;‘yz also leads to the appearance of nonreciprocal effects, and for an
orientation of the crystal with thél11) axis perpendicular to the surface of the sample it
will be manifested in the form of a 120° periodicity of the effects associated with both
eiy and yiyz. Therefore it is very important in practice to have a criterion for distinguish-
ing these contributions. We shall indicate a symmetry criterion based on different trans-
formation properties of the tensoe§ and y5, .

If M||x, then the componer£, can be written in the fornag, = ExyzAzxxxMi where
A,.xx are the components of a tensor of rank 4. When the crystal is rotated by 180°
around thex axis, A, yxx— — Azxxx @and the componem‘;‘y changes sign. This means that
there is no Kerr effect. M|y, then the componenetf’(‘y remains unchanged under a
rotation by 180° around the axis. Therefore the angular dependence of the Kerr effect
which is of third order inM and the associated circular dichroism in reflection has the
form CD = A sin 3¢, whereg is the angle between the magnetization andGhexis in
the (111 plane. The componenyf(‘yZ possesses an additional indexcompared with
eiy and for this reason the angular dependence of the circular dichroism associated with
Yay, is described by the expression €B cos 3p, i.e., the effect is nonzero when
M|TC2 and zero wheM 1 C,.

The experimental dependences of the circular dichroism, which changes sign when
the magnetization of the crystal is reversed, are described by a third-order harmonic
sin(3¢+ ¢), where ¢po=10° (Fig. 2. Such angular dependences cannot be associated
with a longitudinal Kerr effect because of the presence of a small angle between the
incident and reflected beams, since this effect should not depend on thedarihere-
fore the observed CD can be attributed only to a third-order Kerr effect and a ME
contribution. Since the angkd,=10° and A/B=tan 10°~0.2, we can conclude that the
ME contribution to the CD is much larger in the spectral range investigated.

The spectral dependence of CD in Lif® (Fig. 3) exhibits a pronounced resonance
character and is characterized by the presence of two bands at the eRerdigseV and
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E=2.6 eV belonging to transitions in Feions in the octahedral and tetrahedral posi-
tions, respectively® It is important to note, however, that the measured CD is propor-
tional to the ellipticity e of the reflected light, which in the case of the Kerr effect
possesses near electronic transitions a dispersion-type spectral depentietieesame

time, the CD spectrum due to the ME mechanism is characterized near electronic tran-
sitions by a resonance-type dependétitas is also observed experimentally.

The main result of the present work is the observation of spontaneous nonreciprocal
circular dichroism in a noncentrosymmetric cubic crystal. The unusual aspect of this
phenomenon is that the nonreciprocity is observed under normal incidence in the trans-
verse geometrikl M, i.e., when the linear magnetooptic Kerr effect vanishes. Symmetry
analysis showed that the observed effect is determined by two different mechanisms,
mostly by the optical ME susceptibility and partially by a Kerr effect which is of third
order in the magnetization. The large magnitude of the effect indOgés due, in our
opinion, to the fact that it is determined by the spontaneous magnetization and also by the
resonance enhancement of the effect near electronic transitions. In principle, effects of
this type should exist in honcentrosymmetric dia- and paramagnetic crystals in a mag-
netic field, but in this case the question of their magnitude can be solved only in further
experiments.

We thank N. F. Kartenko for orienting the samples. This work was supported by the
Russian Fund for Fundamental Research and the program “Fundamental Spectroscopy.”
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Q? dependence of the measured asymmetry  A;: a test
of the Bjorken sum rule

A. V. Kotikov® and D. V. Peshekhonov®
Particle Physics Laboratory, Joint Institute for Nuclear Research, 141980 Dubna, Russia

(Submitted 11 September 1996; resubmitted 4 December) 1996
Pis'ma Zh. EKsp. Teor. Fiz65, No. 1, 9-14(10 January 1997

We analyze the proton and deutron data on the spin-dependent asym-
metry A;(x,Q?), supposing that the DIS structure functiapgx,Q?)

and F5(x,Q?) have a similarQ? dependence. As a result, we have
found that I'Y—T7=0.190+0.038 at Q=10 GeV* and I'!-T
=0.165+ 0.026 atQ?=3 Ge\?; these values are in the best agreement
with the Bjorken sum rule predictions. @997 American Institute of
Physics[S0021-364(17)00201-4

PACS numbers: 11.55.Hx, 13.60.Hb, 13-88.

An experimental study of the nucleon spin structure is carried out by measuring the
asymmetryA;(x,Q2) =g,(x,Q%)/F,(x,Q?). The best known theoretical predictions for
the spin-dependent structure functign(x,Q?) of the nucleon were made by Bjorken
and by Ellis and Jaffefor the so-called first-moment valde, = g (x)dx.

Calculation of the value df'; requires knowledge of the structure functigpat the
sameQ? over the entire range of. Experimentally the asymmetr; is measured at
different values ofQ? for different x bins. The accuracy of the past and modern
experimentd* permits one to analyze the data with the assumptibat the asymmetry
A;(x,Q?) is independent o? (i.e., that the structure functiomg andF, have the same
Q? dependende However, this assumption is not theoretically warranteele discus-
sions in Refs. 6-8 a differentQ? dependence of the structure functiamgx,Q?) and
F1(x,Q?) is expected due to the difference in the polarized and unpolarized splitting
functions(except for the leading order quark—quark priEhus, in view of forthcoming
more-precise data it is important to include Q@ dependence of the asymmetry.

This article is based on our observation that & dependence of the spin-
dependent and spin-averaged structure functggnand F is very similar over a wide
range ofx:10 2<x<1. In the smallx region (x<10 2) it might not be trugsee Refs.
6 and 9, but most of the existing data have been measured outside of that range.

Let us consider the nonsingléNS) Q2 evolution of the structure functions
F., 01, andF;. The DGLAP equation for the NS part of these functions can be written
ad:

dotx,Q%) 1 _
JTqZ:‘WNs(X,a)Xg?S(x,QZ),

7 0021-3640/97/010007-06$10.00 © 1997 American Institute of Physics 7



dFYSx,.Q%) 1
—ahor ~ 2 WX @ XFIfxQ), @

dF5(x,Q?) 1
#(QDZZ_EVNS(XJI)XFS(X’QZL

where the symbok means the Mellin convolution. The splitting functiongg are the
inverse Mellin transforms of the anomalous dimensiopgg(n,a)= ayO(n)ys
+ oy $(n)+0(e®) and the Wilson coefficientsab™ (n) + O(a?):

Tus(X @) = an&(X) + a?(7rs” (X) +2Bob ™ (X)) + O(a?), 2
where B(a)=— a?By— a1+ O(a?) is the QCDS function.

The above-mentioned Mellin transforms mean that

f(n,QZ)ZfoldX%‘flf(X,Qz), 3

where f={y(¢, W&, bys. 7. ¥®, b and bf} with k=1, 2 and {i,j}
={S,G}.

Equationg1) show that theQ? dependence of the NS partsgf andF 5 is the same
(at least in the first two orders of the perturbative G&@and differs fromF, already in
the first subleading ordeng "+ yy&Y (Ref. 11 andb;;s—bys= (8/3)x(1—X)).

For the singlet parts af; andF; the evolution equations are:

dgi(x,Q?)
Y Q7 = 2l 78X @)X gIx.QY) + Yadx @) X AG(X,QY)],

dFY(x,Q%) 1
—dlm oz FLysdx,a)x F3(x,Q%) + ysa(X, @) X G(x,Q%)], (4)

where

ysd X, @) = ayse(X) + a®(y§4(X) + bg(X) X Y94 X) +2Bobs(x)) +O(a),

YsolX,) = f[ay(°><x>+az(y<1’<x)+be(x>><(vee<x> ¥58(X) +2B0bg(x)

+bg(X) X yL4x))]+0(a?)

and e=2ifei2 is the sum of the squares of the charged aictive quarks. The equations
for the polarized anomalous dimensiop{x,«) and y&4(x,«) are similar. They can be
obtained by making the replacementd?d(x)— y(x), y¥x)—y:M(x), and
bi(x)—b{ (x) (i={S,G}).

Note here that the gluon term in the caserqgfis not negligible aix<0.3, but for
g. we can neglect such terms at>0.01 (Refs. 7 and 8 The valueb (x)(bs(x))
coincides withb~(x)(b*(x)). The difference betweeny " and y£ +b%(x) X ¥
(x) is negligible because it does not contain a power-law singularitg—ad (i.e., a
singularity atn—1 in momentum spageMoreover, it decreases &(1—x) at x—1
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TABLE I. The first-moment values aj, of the proton and deuteron.

Target
Ximin— Xmax (Q?%) type fﬁz;’gldx T, Experiment
.003-0.7 10 GeV proton 0.130 0.13£0.011 SMC
.003-0.7 10 GeV deuteron 0.038 0.0360.009 SMC
.029-0.8 3 GeV proton 0.123 0.13680.004 E143
.029-0.8 3 GeVf deuteron 0.043 0.0440.003 E143

(Ref. 12. Contrary to this, the difference betweertl+bg(x) X yO4(x) and y£H
+bE(x) X y2(x) contains a power-law singularity at-0 (see, e.g., Ref. 10

The analysis discussed above allows us to conclude that the function

* _ gl(X!QZ)
1(X)_—TF3(X,Q ) )

should be practically independent @f at x>0.01.

The right-hand sides of Eql) and(4) contain integrals of structure functions, and
so Eq. (5) should hold approximately only in the case of simibardependence of
9:(x,Q?) and F3(x,Q?) at fixed Q2. But such is indeed the cageee Ref. 13 aQ?
=3 Ge\?, for exampl@.

The asymmetnA,; at Q>=(Q?) can then be defined as

Fa(xi.(Q%)  Fa(xi,QP)
Fa(x,Q7)  Fa(x .(Q%)
wherexi(Qiz) means an experimentally measured value(@?).

We use the SMC and E143 proton and deuteron data on the asymmetry
A;(x,Q%).2* To getF,(x,Q?) we take the NMC parametrization &%5(x,Q?) (Ref. 14
and the SLAC parametrization &(x,Q?) (Ref. 15 (F;=F,/2x[1+R]). To get the
values ofF 3(x,Q?) we parametrize the CCFR déatas a function ok andQ? (see the
parametrization in the Appendix

First, using Eq(5), we recalculate the asymmetry measured by i@ E143 on
the proton and deuteron targets@t=10 Ge\V? (SMC) and 3 GeV (E143, which are
the average values d? in these experiments, respectively. The values obtained for
Jg1(x)dx through the measuredranges are shown in Table I.

Ag(x,Q7), (6)

Aq(x; (Q%) =

To get the values of the first moment§(¥) we estimate the unmeasured regions of
SMC and E143, using their original formalism. Our estimates coincide with the original
ones except for the results in the smaltegion unmeasured by SMC. We obtain the
following results for central values ofATPd=[3%%, (x)dx at Q=10 Ge\?:
ATP=0.003 andAT'=0.0022, which are smaller then the corresponding SMC esti-
mates AT'P=0.004 andAT'%=0.0028. The errors coincide with those cited in Ref. 3. The
E143 estimates fof 3°%%,(x)dx do not change, since th@?-evolution of the asymme-
try is negligible atx~0.03. Results on the values bf are also shown in Table I.

9 JETP Lett., Vol. 65, No. 1, 10 Jan. 1997 A. V. Kotikov and D. V. Peshekhonov 9



We would like to point out that the E143 and SMC formalisms may lead to under-
estimation ofgﬁ'd(x,QZ) at smallx and, hence, to underestimation®FP%(Q?) (see the
careful analysis in the first of Refs).8Jnfortunately, our procedure does not at work at
x=<0.01, and we cannot check the SMC and E143 estimates for the unmeasured regions
here. To clear up this situation it is necessary to include a careful snaal&lysis in the
discussion; that is a subject for our future long article.

As the last step we calculate the difference which is predicted by the Bjorken sum
rule, 'Y —T1:
rP-T)=2rP-2rY(1-1.5 wp),

wherewp=0.05"*is the probability for the deutron to be inx state.
At Q?=10 GeV? we get the following results:

r?—T17=0.190+0.038, )
to be compared with the SMC published value

r?—r7=0.199-0.038 (SMC®),
and the theoretical prediction

'?—I1=0.187+0.003 (Theory).

At Q?=3 Ge\? we get for the E143 data:

r?—T17=0.165+0.026, )
to be compared with

IP-T0=0.1630.026 (E143),
I'P-T1=0.171=0.008 (Theory.

Note that only the statistical errors are quoted here. To the accuracy considered they are
equal to the errors cited in Refs. 3 and 4. The above-cited theoretical predictions for the
Bjorken sum rule have been computed in Ref. 18 to the third order in the QCD parameter
ag.

In conclusion, we would like to note the following:

« The value ofT'{—T'] obtained in our analysis is in the best agreement with the
Bjorken sum rule prediction.

« The values obtained here fof) andT'] themselves are essentially unchanged.
The improvement in relation to the Bjorken sum rule is the result of oppositely
directed changes in the valuesiof andI'] when Eq.(5) is used.

+ Our observation that the functioA} (x) is independent ofQ? at large and
intermediatex is supported by the good agreement of the present analysis with
other estimateS'’® of the Q% dependence oA;. A detailed analysis will be
presented later in a separate long artiéle.
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TABLE II. Values of the coefficients of CCFR data parametrization.

(o C, Cs C, Cs
0.8064 1.6113 0.70921 —2.2852 1.8927
CG C7 C8 C9 ClO
6.0810 4.5578 0.7464 —0.3006 3.9181
Cll ClZ C13 C14 C15
~0.1166 10.516 —5.7336 —37.114 3.7452
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APPENDIX
The parametrization used for the CCFR d&ia:

o[ 0g(Q/A?)) 5
<P @ oG

where

F3=x%1(1-x)%2(C3+ C4(1—x)+Cs(1—%)2+ Cg(1—x)3+C7(1—x)*)[Csq

2 3 b C:14
+C9X+C10X +C11X ], F3=C12+C13X+ ’
X+Cys

Q2=10 Ge\?, and A =200 MeV.

de-mail: kotikov@sunse.jinr.dubna.su

be-mail: peshehon@sunse.jinr.dubna.su

9We usea(Q?) = a(Q?) /4.

9Because we are considering here the structure functions themselves, and not the parton distributions. Note that
bys(n) andbyg(n) have more-standard definitions lagys(n) =b,ns(n) — by ys(n) andbgyg(n).
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On the effect of van Hove singularities on the critical
field of type-Il superconductors

R. O. Zaitsev
Kurchatov Institute Russian Science Center, 123182 Moscow, Russia

(Submitted 3 October 1996; resubmitted 28 November 1996
Pis'ma Zh. Kksp. Teor. Fiz65, No. 1, 71-76(10 January 1997

The properties of the two-dimensional Hubbard model with strong re-
pulsion are studied under the condition that the Fermi surface passes
through van Hove singularities. The upper critical field is calculated
under conditions where there is no relaxation. 1897 American In-
stitute of Physics[S0021-364(97)01301-7

PACS numbers: 74.60.Ec, 74.2&

Experiments show that the superconducting transition temperairdepends
strongly on the position of the Fermi level inside the Brillouin zone. In the generalized
Hubbard—Emery—Hirsch model, the vanishing and appearance of Cooper instability for
certain values of the Fermi energy is explained by the possibility of a sign change of the
amplitude of electron-electron scattering on the entire Fermi surface at once. In Refs. 1
and 2 | did not consider the problem of finding the transition temperature. Actually, the
analysis was conducted at=0, which reduced to discovering the Cooper instability for
the critical electron or hole density corresponding to the condition of a sign change of the
scattering amplitude.

This letter studies the case of intermediate densities, for which the scattering ampli-
tude is negative. To find the maximum possible critical field, it is assumed that in this
region the Fermi surface intersects the van Hove singularities. Computer calcdlé&tions
the Hubbard model with strong repulsion confirm this possibility.

Consider a two-dimensional electronic system with the spectrum
£,=—2|t|(cosx+cosB) — . (1)

Here 2t| is the doubled effective hopping integral, which in what follows is set equal to
1; @ and B are dimensionless quasimomenta; ands the chemical potential.

Assume first that there is no field afid =0. Then for a prescribed scattering
amplitudeg the equation for determining the energy gag has the form

g
2= . — 2
zp /—2—2-0 fp 2

For zero chemical potential this relation can be put into the fofm

[~ (~dedycogey)J3(y) (= ,
w—gfo fo JAZ+ €2 _gfo dyKo(Aoy)Jo(Y)- (3)
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HereJy(y) andKy(y) are Bessel and modified Besg®acdonald functions.
__ The final result determines the implicit dependence of the dimensionless energy gap
Ao=Ao/2|t| on the dimensionless constaht=g/272(t|,

At=2q,K%(q5), 4

whereqs=2/(\4+ A02+ Ag) andK(q) is a complete elliptic integral of the first kind.
In the asymptotic regioth <1 we have

Ag=32t|exp(— 2/A). )

To find the thermodynamic critical field we employ the general relation referring to
the variation of the() potential:

a0 A? 6
5T ©
Here () is the correction to th€) potential referred to one cell.
Switching by means of the relatioy/g?= dA/272|t| A2 to variation with respect to
1/A and then integrating Ed6) in the variables\ with the aid of Eq.(5), we find an
expression for the correction to the ground state energy that extends the BCS relation to
the case of a logarithmically divergent density of states:

E,—Es=A2 In(32t|\JelAg)/am?lt|. 7)

Equating this expression to the magnetic-field energy per téll,/8x, we find the
thermodynamic critical fieldH,

Heom=A0V2 In(32t| Vel Ag)/ay|t[d, ®)

whered anda are the dimensions of the unit cell in directions parallel and transverse to
the tetragonal axis of the experimental crystal.

Therefore we find that a logarithmic increase, proportional t }2#, of the ther-
modynamic critical field as compared with the BCS theory.

An even larger increase can be obtained for the so-called upper critical field, corre-
sponding to the appearance of superconducting seed nucleus. To calculate the upper
critical field H, it is sufficient to study an integral equation linearized with respect to the
wave functionW(r) of a Cooper pair:

W(r)=g2 K(rr)w(r'). )

Just as in Eq(2), the quantityg equals minus the electron scattering amplitude calculated
at the Fermi surface.

In a homogeneous space the kerkgl —r’) is determined in terms of its Fourier
componentK(s)

K<s>=TEp G,(p4)G_u(—po), (10)
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where

Gu,(p)=(iw—&) !, p.=pxs2. (11)

The differential part of the Ginzburg—Landau equations is determined by the second term
in the expansion of the kern&l(s) in powers ofs.

The size of a Cooper pair decreases with temperature, so that the Ginzburg—Landau
equation becomes inapplicablén the presence of an external figit] instead of these
equations one must solve the integral equat®nwith the kernel(10) where the substi-
tution s,—s,+eHYy is made. If an eigenfunction of the Ginzburg—Landau equation,

W (r)=exp(—|elHy?), is used as a trial function, then it can be prdvetht it is also an
eigenfunction of the integral operat(0). Substituting this function and integrating over
the angular variables yields the following solvability condition:

1=g2, K(Or)exd —|e|H(x2+y?)/2ch]. (12)

Ultimately, after a Fourier transformation, we obtain the equation

21-r|e|H=gf+mK(s)exq—ch(s§+s§)/2|e|H]dsxdsy, (13
where
§p+ g—p_
tanh=— +tanh——
K(9=S — 2 ! (14)
P 2, tEp)

It is convenient to use the kernel, obtained for the integral equatidn=&t. The explicit

form of the kernel for the three-dimensional and isotropic case was obtained in Ref. 5. In
the two-dimensional case it is natural to introduce two new variables to replaard
Py:2u=§&, +§&, and 2 = &p, —&p - The corresponding Jacobian of the transformation
can be calculated for the two-dimensional isotropic case as well as near the van Hove
singularitiesA=(0, 7r) or B=(, 0), where the excitation spectrum is hyperbolic;
o~ P52 pgl2 or £y~ —pZI2+ p3I2 (Py,y= 7+ Py,y). Assuming also that the magnitude

of each component of the total momentsns small compared with the reciprocal of the
size of a unit cell, we obtain the Jacobian in the form

= DDy D
D(px,Py) D(px,Ppy)
JK'=JR?F2Ru+v?, R=a(s;—s))/4. (15)

The upper sign refers to the van Hove pofnand the lower sign refers to the van Hove
point B.
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Let us consider first the cage=0. Then

SCED) fdedv u_vz)=Jl Yo

2772|u|Jk5)‘) 027U

(1+2u)
|1—2u|

+f_u/|R du In(4u®-1) 16)
1

27U

The quantityu, determining the upper cutoff limit for the energy variableequals to
logarithmic accuracy the corresponding energy quatayising in the calculation of the
energy gapA,. Comparing with the corresponding res(®) shows that in the dimen-
sionless unitai=8, but this assertion must be checked with the aid of computer calcu-
lations.

The expressioril6) must be substituted into the left-hand side of Et) and the
resulting equation must be integrated with respect to the variaglesp cose,
sy=p Sine, an_d R=a’p? cos 2. The integra}ls are calculated indgpen_dently oyer
and p. The final results are expressed in terms of a logarithmic function of

[uch]/[|e|Ha?] and also in terms of Euler’s constaBt=In y=0.5772. .. . As a result,
we obtain a relation similar to Eq4):
2A " 1=In7[ 4ctyula?|e|H]. (17

The dimensionless quantity should appear in the definition df,, so that comparing
with the asymptotic equatio®) makes it possible to express the upper critical field in
terms ofAg:

Heo(0)=chyAy/a?|te]. (18
This answer must be compared with the result for the spherical model:
H,(0)=cye?A3/8le|fivE= ych A3d??32 e|t?a®3(37%n) %3, (19

wherev¢ is the Fermi velocity anah is the number of electrons per cell.

The critical field(19) for a spherical Fermi surface is of the same order of magnitude
as the critical field for a two-dimensional cylindrical surface. However, the critical field
(18) for the hyperbolic model i$/A, times greater than the critical field9). It is also
greater than the thermodynamic field(8). In order of magnitude
Heo(0)/H m(0)=(ch/e?) Je?d/ta’AY4 so that if the BCS parametet is not small
compared to the fourth power of the fine-structure constant, then the system under study
should be regarded as a type-Il superconductor.

To find the temperature dependence of the upper critical field near the supercon-
ducting transition temperature, we represent the kernel of the integral equation as a sum
over the discrete frequencies=Tm(2n+1) and then expand in powers of the total
momentums:

K(9=TX W,(9). (20)

For fixed| w| the functionw ,(0) can be expressed in terms of a complete elliptic integral
K(k) with the parametek,,=2/\4+ w?:
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koK(K,)

7| w]

Ww<0)=§ Gu(P)G_o(—p)= (21)

The expression21) summed over frequencies can be represented as an expansion in
large logarithms of the inverse temperature:

1 32ty
K(0,T)= z—zl 2( — )

(22

Expanding the expressiof22) in powers of the closeness to the superconducting
transition temperatur@., we find a linear law according to which the second critical
field vanishes:

Hep= 12T L(T,—T)/7£(3)|e|a?t?, (23

where L is a large temperature logarithm evaluatedTat T.: L=In(32y|t|/7T,)
=/2/A. Hence it can be concluded that near the transition point theHiglds L times
greater than the thermodynamic critical field. To fine the temperature slope of the critical
field at low temperature$<T, it is necessary to take account of the effect of the van
Hove singularities, which is large in the frequency rah@e<|s .

In the case of zero chemical potential the contribution of the van Hove points can be
distinguished by switching to the variablesand v, integrating with the aid of the
Jacobian(15), and then employing foﬂ'<|t(s§—s§)a2| the asymptotic form of the
kernelK(s) at T=0 (see Eq(16)):

K(9)=5— 2In r(s)=|sz—s;|a?/4. (24)

r(s)
To further simplify the calculations, we employ the following interpolation description:
For small r(s)<T we employ the low-temperature expansié®?) and for large
r(s)>T we employ the approximatiof24). More accurately, in integrating over the
variabler (s) a limiting valuer* is chosen such that above this value the kek@) is
determined according to E¢24) while for smaller values of the argument the kernel
depends only on the temperature in accordance with(Z2). We find the quantityr*
from the obvious condition that the expressid@8) and (24) be identical, so that for
r<r*=unT/16y

1 1 u
* 2
K(r)= 5 =—In? ; (T) forr>r*, K(g)= 5 =—In s (25

We choose instead of the vanabk;sy the variables andz= az(s +s ) As aresult, the
integral equatio(13) acquires the form

» dz exp— az)
a mZ-1602

Integrating over the variable yields

1=8gaf drK(r)
r>0

— o0

7-r=8gon’r7r K(r=r*)K0(4ra)dr+8gaJ’ K(r>r*)Ko(4ra)dr.
0 *

r=r
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It is convenient to switch in the second integral to integration over infinite limits, so that
an expansion of the modified Bessel function for smak y(x) ~In(2/yx), can be used
in the remaining integrals.

The integration over infinite limits gives a temperature-independent leading term
given by Eq.(17). The remaining integrals over the regioair* are proportional to the
first power of the temperature and contain a dependence on different logarithmic vari-

ables:
4au 4au 2
Inz(g—lnz(g In(—)dx.
X T

YX
Herea=1/2e|Ha?, r=[nTualdy], andu=8.

As a result of the integration, we find a double logarithmic correction proportional to
the temperature:

B
—1_ 12 _“
2A~t=In%(8uay) Wfo

8¢e?

unrTa

16ye

1 |n2( QT
2A " 1=In?(8uay) —

In

: (26)

Je[Haz "

whereu=8, and the doubled hopping integrditR to which the temperature is scaled,
can be eliminated from the right-hand side with the aid of the definition of the energy gap
(5). The third equation, which makes it possible to eliminate the dimensionless BCS
constant, is Eq(17), which determines the maximum possible critical fielg:

2A " 1=In?(4uychl|e|Hoa?) =In?(32t|/A). (27)

As a result, both the left- and right-hand sides of E#) can be expressed only in terms
of measurable quantitigs,, Ay, H, anda?:

4uych 4uych 2T  [4e?A, 4yul e
~1_1n2 —n2 _
2A In (|e|H0az n (|e|Ha2 yonln( aT wTHole|a?] (28)

The logarithmic growth of the temperature derivative is partially compensated by
the large logarithrl, which, according to Eq27), can be expressed in terms of the
maximum critical fieldHy: L=In(32yc#/a?/e|H,), and

HO 4’)/er
0"’ ’}/ZAO n aT

JH
aT

1+L1In(i—f”. (29

The temperature derivative of the express{@) in the limit T—T. can be expressed
similarly:

dH
aT

e L. (30)

TR

Therefore, forT<T, the large temperature logarithm is completely compensated by the
small ratio between the superconducting transition temperature and the magnitude of the
hopping integral, which, according to EO), gives exponential smallness in logarith-

mic variables.
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As the temperature decreases, the absolute magnitude of the temperature derivative
increases. According to Eq29), at low temperature this changes into a logarithmic
temperature increase. Therefore the entire cutiyg(T) has negative curvature. The

double logarithmic growth can be observed only at extremely low temperatures, where
T/T.< |e|Hoa?/ch=2-10"° kOe H,.

The small slopg30) for T<T. corresponds to an ordinary pure superconddctor

with a Fermi energy of the order of the hopping integtaland an effective mass of the
order of#?/a?|t|.

_ This work was performed as part of the State Program on Tjgsuuperconductivity
“Ekstend II” 94011.
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Investigation of the magnetic structure of holmium by
the muonic method
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(Submitted 28 November 1996
Pis'ma Zh. Ksp. Teor. Fiz65, No. 1, 77-80(10 January 1997

The possibility of investigating by the muonic method spin-
incommensurate helicoidal structures of rare-earth magnets is examined
for the example of holmium. It is shown that at temperatures 20 K
<T<130 K only one precession frequency of the muon spin is ob-
served in holmium; this is characteristic for a simple helicoidal struc-
ture. The broadening of the frequency spectrum increases sharply at
temperature§ <20 K, possibly as a result of the appearance of spin-
slip structure at these temperatures. The Fermi contact magnetic field of
the conduction electrons of holmium at a muon is measured.

© 1997 American Institute of Physid$0021-364(®7)01401-1
PACS numbers: 75.36.m, 76.75+i, 75.50.Ee

The magnetic structure of holmium has been investigated by the method of neutron
diffraction'=3 and later with the aid of synchrotron radiatibnlt has been shown that the
magnetically ordered state of holmium is observed atTy, whereTy =132 K is the
Neel temperature. FOF-<T< T, the magnetic structure of holmium is an antiferromag-
netic helicoid, which af =20 K restructures into a ferromagnetic helicoid. The axis of
the helicoid is directed along the hexagowahxis of the crystal perpendicular to the
basal plane of the base. The atomic magnetic moments in the antiferromagnetic state of
holmium lie in the basal planes. Their directions in each separate plane are parallel to one
another and make with the neighboring plane an aagle/hich increases continuously
from «~30° atT=20 K up to a~50° at T=130 K. In the ferromagnetic state of
holmium a small component of the atomic magnetic moments appears along the hexago-
nal axis of the crystal, and fof<T. the anglea remains approximately constant:
a~30°.

The above-described magnetic helicoid of holmium is a spiral structure whose
wavelength along the axis and the distance between the basal planes of the crystal
lattice are, generally speaking, incommensurate. A phenomenological description of such
an incommensurate helicoid is the model of a magnetic spin-slip strdctlaecording
to which only six equivalent directions of magnetic moments in the basal plane, which
correspond to its hexagonal symmetry, are possible. According to the spin-slip model, an
individual anglea;,q between the directions of magnetization of two neighboring basal
planes of the helicoid can assume only two values;=0 and «;,q=60°. For a;,q=0
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TABLE |. Schematic representation of the magnetic
spin-slip structures of holmium.

T, K | a, deg | Symbol Diagram
<20 | 30 | 1 L~
/"\
RN
40 36 2 /"\
70 40 Ie \l/
T
9% | 45 1o >::<

pairs(doublets of two identically polarized basal planes form; two neighboring doublets
are turned with respect to one another by an anglg=60° with one another. The
sequence of doublets alternates with single pldésieglets, whose polarization makes an
anglea;,q=60° with the direction of polarization of the neighboring planes. The forma-
tion of such a singlet plane is termed spin-slip. According to the spin-slip model, the
above-indicated angles measured by the diffraction method are the average values of
the individual anglesy;,q between the doublet and singlet planes of a given magnetic
structure. The conventional designations shown in Table | have been adopted to describe
the spin-slip structure. The temperature and the corresponding argie presented in

the first and second columns of the table. The third column gives the conventional
symbols of the magnetic spin-slip structure; here the number indicates the number of

N
Qo
1

- T=30K

~ NN
N oy S
[ [

6(w), arb.units
o
T

™
T

0 50 100 150 200 250 300 350 400
w, MHz

FIG. 1. Frequency spectru@(w) of precessing muons in holmium in a zero external magnetic field at
T=30 K; wg is the value ofw in the single-frequency description of muon spin precession.
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doublets and the dot indicates the number of singlets in successively repeating element of
the spiral structure with average angte The fourth column gives the arrangements of

the presented magnetic structures in projection on the basal plane; here the double lines
denote doublets and single lines denote singlets.

In the present work the incommensurate magnetic structure of holmium is investi-
gated for the first time by the muonig«SR method. This method is used to measure the
internal magnetic field8, at interstitial sites of the crystal lattice, where a muon is
localized. In a simple helicoidal structure, i.e., with,q= «, all interstitial sites are
magnetically equivalent, and in @SR experiment only one muon spin precession fre-
quency is observed at a given temperature. In the spin-slip structure, the interstitial fields
in different sections of the helicoid are different and the frequency spectrum of the
muonic signal is found to be more complicated. For example, according to Table |, for
a=36° the magnetic structure Zontains three magnetically nonequivalent interstitial
sites: between a singlet and doublet, between two parallel-polarized planes of the same
doublet, and between two doublets.

The experimental holmium sample consisted of a textured crystal with a distin-
guished direction of the hexagonal axis and with approximately 0.01% impurities.
During the measurements thexis of the crystal was oriented parallel to the polarization
of the muon beam. The sample was placed in a special cryostat whose temperature was
set to withinAT<<0.2 K. All measurements were performed in a zero external magnetic
field. The experiment was performed in the muon channel of the GPD at the Paul Scher-
rer Institute(Villingen, Switzerland.

Figure 1 displays the frequency spectr@tw) of the oscillating part of the muon
spin relaxation function af =30 K. One can see from Fig. 1 that the specti@Gfw) is

G(w), arb. units

0 50 100 150 200 250 300 350 400
w, MHz

FIG. 2. Frequency spect@(w) holmium at temperatures 12 and 15 K.
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FIG. 3. Temperature dependencérl) of the muon spin relaxation rate in holmium.

described by a single muon spin precession frequengy yB, corresponding to the
magnetic field B, at the interstitial site where the muon is localized. Here
y=13.5510° Hz/G is the gyromagnetic ratio of the muon. Similar specaw) are
observed at temperaturgs>30 K in the magnetically ordered state of holmium. At low
temperaturesT <20 K the spectraG(w) remain single-frequency, but they are more
broadened, as shown in Fig. 2. The temperature dependence of the degree of broadening
of the spectrds(w) is illustrated in Fig. 3, which displays the relaxation ra(@) of the
amplitude of single-frequency muon spin precession in holmium.

The spectra5(w) measured in holmium in the present experiment characterize the
magnetic structure of this metal as a simple spiral witfy= «. At the same time, the
broadening of the specti@(w), shown in Figs. 2 and 3, at<20 K could be due to
several experimentally overlapping frequencies characteristic for the spin-slip structure
observed at these temperatures in diffraction experinétifhe temperature dependence
B.(T)= v Lwo(T) of the magnetic field at a muon in holmium is shown in Fig. 4, which
also displays the computed temperature dependences of the dipole magnetiB fields
and B, in the tetragonal and octahedral interstitial sites, respectively, of the crystal
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FIG. 4. Temperature depender8g(T) of the magnetic field at a muoB.(T) andB,(T) are the computed
temperature dependences of the dipole magnetic fields in tetrahedral and octahedral interstitial sites of the
crystal for the antiferromagnetic state of holmium at temperatures 207K 132 K.
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lattice of holmium for the case of a simple magnetic spiral, i.e., dgg=« in the
antiferromagnetic stateT(>20 K). The calculation of the dipole magnetic fields took
account of the temperature dependences of the wavelength of the helibeid;rystal
lattice parameters, and the magnetic moment of a holmium ion in the cfySt. can

see from Fig. 4 that the experimentally measured fi@dgliffer from dipole magnetic
fields. This difference is due to the Fermi contact magnetic field of polarized conduction
electrons at a muoB.=8/3mugp(0)P.. Here ug is the Bohr magnetory(0) is the
density of the electronic wave function at the muon; aRgdjs the polarization of the
conduction electrons.

We thank W. Zimmerman for assisting in the measurements. This work was sup-
ported by the Russian Fund for Fundamental Rese@chnt 96-02-16999a
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Mobile line in the acceptor photoluminescence spectrum
of “pure” GaAs

K. S. Zhuravlev® and A. M. Gilinskif

Institute of Semiconductor Physics, Siberian Branch of the Russian Academy, of Sciences,
630090 Novosibirsk, Russia

(Submitted 3 December 1996
Pis'ma Zh. Ksp. Teor. Fiz65, No. 1, 81-8510 January 1997

A new line is observed in the photoluminescence spectra of epitaxial
layers of undoped GaAs. The line is recorded in the region of the
band—acceptor transitions with a delay relative to the excitation pulse,
and with time after the excitation pulse it shifts substantidhy up to
15-18 meV in the long-wavelength direction. The characteristics of
the line attest to the possibility that small, highly doped, local regions
with extended density-of-states tails can form in undoped GaAs.
© 1997 American Institute of Physids$0021-364(®7)01501-§

PACS numbers: 78.66.Fd, 78.60.Ya

Low-temperature photoluminescen@.) spectroscopy is widely used to check the
impurity and defect composition of gallium arsenide and similar 11I-V compounds. It is
well known that excitonic transition lines and lines corresponding to transitions to levels
of shallow acceptors, chemical or bound with point defects in the material, are observed
in the PL edge spectra of GaAs at low temperatdrel contrast to this, the present
letter reports the observation of an unusual “mobile” line in the low temperature PL
spectra of undoped epitaxial gallium arsenide. The energy position of this line changes
substantially as the excitation intensity changes or with time after the excitation(pplse
to 15-18 meV within 50-10@s). The line lies in the region of transitions involving the
participation of shallow acceptors, it dominates the delayed nonstationary PL spectra, and
it is not associated with recombination via shallow impurities. The observed energy
characteristics of the line and its behavior with time after excitation attest to the possi-
bility of the formation of small local regions, possessing a high level of doping and
extended density-of-states tails, in undoped GaAs.

Samples of nominally dopetd andp-GaAs with residual shallow impurity densities
N, and Np in the range 18-10' cm 2 and different degree of compensation were
investigated. The samples were prepared by liquid-phase epit#®&) and molecular-
beam epitaxy(MBE) in different growth regimes. The samples were grown on substrates
consisting of undoped or chromium-doped semi-insulaiih@0) GaAs; the epitaxial
layers ranged in thickness from 1 tquin for the samples obtained by MBE and from 10
to 25 um for the samples obtained by LPE. The lines were observed against the back-
ground of impurity luminescence by a measurement method in which the evolution of the
nonstationary PL spectrum was recorded with a delay of tens of microseconds after
pulsed excitation. As shown in Ref. 3, the decrease observed in the energy width of the
lines in the delayed spectra makes it much easier to distinguish the components and
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FIG. 1. Evolution of the PL spectra as a function of the delay tisy@nd decay curves of nonstationary @i}
of a sample demonstrating a mobeline at temperatur@d =4.2 K. The spectra it@) were recorded at times
of0,0.1,0.3,0.6, 1, 2, 3.5, 6,9, 18, 30, and/5® after the excitation pulsgop to bottom. The decay curves
(b) correspond tdh w=1.4915 eV (€, A) line) andiw=1.483 eV Q line).

permits identification of transitions in multicomponent impurity PL spectra of GaAs.
Nonstationary photoluminescence was excited by YAG:Nd laser pulsgs=<(532 nm,

pulse durationr=120 ng or Al,O5:Ti laser pulsesXqy= 760 nm,7=30 ng; the power
density in an excitation pulse was equal to 0.5-5 kWHcAr* and He—Ne lasers were

used to excite the stationary PL. The PL was recorded with a spectrometer based on a
double diffraction monochromator and a photomultiplier operating in the photon counting
mode with time resolution.

The PL spectra and decay curves of a sample demonstrating an unusual PL line at
temperatureT=4.2 K are displayed in Fig. 1. The data presented were obtained on a
p-type sample, with a high degree of purity, grown by the LPE method from bismuth
melt* and possessing, according to Hall measureméits; Np=6- 10" cm™ 3. A wide
line, associated with band—acceptor transitions, with a maximum near 1.493 eV and its
phonon repetition are present in the spectrum during the action of the pump pulse. As the
excitation relaxes, both lines shift with time in the long-wavelength direction. After 3.5
us a fine structure appears in the spectrum, ands5after the excitation pulse four
narrow lines are distinguished in the spectrum. Thereafter the energy positions of the two
short-wavelength lines do not changes(=1.4913 and 1.4890 gywhile the other two
lines shift with time in the long-wavelength direction byl meV. This behavior attests
to the fact that the first two lines are due to band—accempA] transitions and the
second pair of lines correspond to donor—acceptor transitibnA\j with the participa-
tion of magnesiumor beryllium) and zinc acceptors. A wide structureless line, desig-
nated af) and moving tth w=1.473 eV at a time 5@s after excitation, appears in the
spectrum simultaneously with transitions on shallow donors. The shape of this line is
substantially different from that of the lines associated with shallow impurities, and
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consists of an asymmetric bell with exponential wings of the form

I (hw)~exp(—|[ho—ho/A), whereh oy, is the position of the line maximum. The line
width at half-height increases with the delay time up to 13 meV, and the slope indicator
A increases te=15 and 5 meV on the long- and short-wavelength wings, respectively;
this attests to the absence of quasiequilibrium in the system of carriers participating in the
recombinatiorf. The integral intensity of th€) line in the delayed spectra is 10—20 times
higher than the intensity of thee( A) and @, A) lines. TheQ line decays with time
according to a power law close t¢t)~t~1® and the €, A) and D, A) transitions
decay according to the law(t)~t~* (Fig. 1D.

Under stationary excitation th@ line is weak. For comparison, the stationary PL
spectra for the same sample are displayed in Fig. 2. Irrespective of the excitation inten-
sity, the , A) and @O, A) transitions dominate in the spectra, while Qdine is present
in the form of a long-wavelength shoulder and is clearly distinguished only in the case of
low excitation intensities, when it shifts strongly in the long-wavelength direction. As the
excitation intensity increases, a superlinear increase in the intensity d thiee is
observed. The dependence of the position of its maximum on the excitation interssity
described by a function of the forfw (1) =% wg+g-In(l/lg), whereg is a parameter
characterizing the displacement of the line accompanying a change in the pump intensity.
This same dependence describes the displacement of the line with time in the nonstation-
ary PL spectra, wherkis the line intensity. The values of the paramegdor stationary
and nonstationary PL spectra agree well with one another, and for the experimental
samples they equ@=1.5-2.5 meV.

The above-described features of the decay kinetics and the spectra remain un-
changed as the measurement temperafuiacreases up to 10—-12 K. AE increases
further, a temperature quenching of thee A), (D, A), andQ lines is observed together
with an acceleration of the decay of the nonstationary PL. Surprisingly, however, increas-
ing the temperature from 4.2 8 K results in a large increase in the intensity of transi-

88 JETP Lett., Vol. 65, No. 1, 10 Jan. 1997 K. S. Zhuravlev and A. M. Gilinskil 88



L B L SR I L
10°F 3 r -
@ =0 1 1 b -
107k {101 =50 ps
T
5 102k 3 1
s ] 1
© 3 ] i
=107 q 5t -
B F ] |
g 107F ]
S 1
:1/|\1/-1/_L\|F . Y M 0 PR T T Y W S NN O TN N M.

1,460 1,480 1,500 5 10 15 20
Hw, eV Temperature, K
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tions on shallow acceptors, accompanied by a drop of equal magnitude in the intensity of
the Q line in the delayed specti@ig. 3. It is known that in the case of uniform doping

of a material no increase with temperature is observed in the intensity of acceptor
transitionst The redistribution of the line intensities shows that in the process of trapping
of nonequilibrium carriers the centers which are due to the appearance ¢f time
compete with shallow impurities and, therefore, are located at a distance from the latter
equal to less than the diffusion length. Hence it also follows that the potential well in
which the carriers are captured is of the order of 1 meV deep, and in view of the
substantially lower effective mass the formation of a shallow well is more likely for
electrons than holes.

We observed th& line in the spectra of a number of layers prepared by LPE and
MBE, and we did not observe any correlation between the presence of a line and the
density of residual impurities or the degree of compensation of the layers. Measurement
of the charge carrier density profiles by the C—V method likewise did not reveal any
macroscopic nonuniformities characteristic of these samples. The prolonged nonexponen-
tial decay of theQ line attests to the spatially indirect character of the carrier recombi-
nation. The energy position, line shape, and modification of the line shape with time as
well as the superlinear dependence of the line intensity on the pump intensity show that
the line Q is due to transitions between the density-of-states tails in strongly doped
material’ Similar dependences were observed in samples of strongly compensated GaAs
and solid solutions of llI-V compounds; on account of the formation of density-of-
states tails with a depth of tens and hundreds of millielectron-volts. However, an estimate
of the depth of the density-of-states tails according to the electrophysical parameters of
the layers gives a value of not greater than several millielectron volts, which makes it
impossible to explain the large width and shift of tQelines by recombination in the
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density-of-states tails of uniform material. The transfer of line intensities in the spectrum
as the temperature changésg. 3) suggests that the appearance of héine is due to

the existence of local regions in the epitaxial film which have a high doping level and
deep density-of-states tails and which serve as effective sinks for nonequilibrium charge
carriers but, because of their small volume, have very little effect on the electrophysical
parameters of the samples. We conjecture that such locally nonuniform regions can form
as a result of the penetration of impurities or defects from the substrates into the epitaxial
layers.

We thank N. A. Yakusheva, N. S. Rudaya, Yu. B. Bolkhovityanov, D. |. Lubyshev,
N. T. Moshegov, and A. I. Toropov for providing the GaAs samples and V. A. Jamno
for performing the C—V measurements. This work was supported by the Russian Fund
for Fundamental ReseardtBrant 95-02-047555a

de-mail: L37@ispht.nsk.su

1E. W. Williams, H. Barry Bebtet al, Semiconductors and Semimetalsademic Press, New York, 1972, p.
321.

2A. P. Levanyuk and V. V. Osipov, Usp. Fiz. Naud3 427 (1981 [Sov. Phys. Usp24, 187 (1981)].

3A. M. Gilinsky and K. S. Zhuravlev, Appl. Phys. Le#8, 373(1996.

4N. S. Rudaya, Yu. B. Bolkhovityanov, K. S. Zhuravlet al,, Pis'ma Zh. Tekh. Fiz16(9), 37 (1990 [Tech.
Phys. Lett.16, 337 (1990].

5D. Redfield, J. P. Wittke, and J. I. Pankove, Phys. Re2, B830(1972.

6M. C. DeLong, P. C. Taylor, and J. M. Olson, Appl. Phys. L&, 620 (1990.

"P. W. Yu, C. E. Stutz, M. O. Manasradt al, J. Appl. Phys76, 504 (1994).

Translated by M. E. Alferieff

90 JETP Lett., Vol. 65, No. 1, 10 Jan. 1997 K. S. Zhuravlev and A. M. Gilinskil 20



Local surface segregations of implanted aluminum in an
iron crystal with a low density of defects

V. |. Lavrent'ev and A. D. Pogrebnyak
Sumy Institute of Surface Modification, 244030 Sumy, Ukfaine

R. Sandrik
Oxford University, Nuclear Physics, Oxford OX 3RH, UK

(Submitted 3 December 1996
Pis'ma Zh. Ksp. Teor. Fiz.65, No. 1, 86—8910 January 1997

The surface distribution of elements is studied by scanning a 3-MeV
proton beam along the surface of a bcc-Fe sample implanted with alu-
minum ions in the dose interval (1-5)0'° cm 2. Ring-shaped re-
gions, up to 30um in diameter, with a high density of aluminum,
which appear at implantation doses (5—-20)'° cm™2, are observed.
These regions appear as a result of radiation-stimulated segregation
processes. A mechanism based on the existence of a low density of
dislocations in the initial crystal is proposed to explain the implanted
impurity segregation processes. 97 American Institute of Phys-

ics. [S0021-364(1©7)01601-7

PACS numbers: 64.7%.9, 61.72-y

1. One of the most consequential processes induced by intense charged-particle
beamgelectrons, ionson the surface of a solid is radiation-stimulated segregdR88
— the spatial separation of the constituent components of the subsurface layers. The
discovery of this phenomenon in the mid-1970s stimulated a series of theoretical and
experimental works on the investigation of its natbfdt is now known that RSS is
caused by the appearance of fluxes of radiation-induced nonequilibrium point defects
toward sinkgclusters, dislocations, grain boundaries, free sujfdnegrevious works the
study of RSS in alloys was based on the assumption of a one-dimensional composition
gradient, when fluxes of defects from the volume of the irradiated sample produce a layer
of a new phase near the surfaceThe RSS phenomenon has been analyzed quantita-
tively by means of depth profiling with the aid of methods such as Rutherford backscat-
tering (RBS) and Auger electron spectroscof&ES). We know of no works reporting
the observation of RSS processes in two other mutually perpendicular dire6tioas
plane parallel to the surface of the sample

The present letter reports experimental results on the observation of local surface
segregations of an impurity in polycrystalline bcc-Fe samples as a result of implantation
of high-energy aluminum ions. Such experiments are especially important for under-
standing correctly phase-formation processes in implanted layers as well as for the de-
velopment of a theory of RSS.

2. Ten-keV Al ions were implanted in polycrystalline bcc-Fe samples in the
Impul's-4 accelerato(SIMP, Ukraing with the following parameters: pulse duration
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FIG. 1. PIXE energy spectrum for points on the surface of a bcc-Fe sample implanted with Aldmses
5.10% cm ?).

=20 us, pulse repetition ratd=50 s !, ion current density 0.5-5 mA/cmn and
vacuum 104 Pa. The implantation dose was varied in the range %)- 10'® cm™2.
The accelerating voltage ,, the ion current density;, the repetition ratef, and the
sample temperatur€; were controlled during the implantation process.

Samples of bce-Fe, annealed at 950 °C for 2 h, with initial grain sizes of 1-2 mm
were prepared for implantation. The initial dislocation density did not exceed
10’ cm 2, and the total impurity content was less than 0.01 wt.%. The observation of
local surface segregations of the impurity was made possible by the use of a microbeam
of protons which were obtained from a megaelectron-volt accelef@xiord Univer-
sity).

A quantitative analysis of the distribution of elements in different microregions of
the surface of the implanted samples was performed with the aid of color maps of regions
ranging in size from 18 10 um up to 500< 500 um, obtained by RBS and PIXgroton
induced x-ray emissionas a result of scanning of a 3-MeV proton microbeam with a
beam diameter of approximately/m. The beam current was equal to 100 pA. Quan-
titative analysis of the elemental composition from certain points and regions on the
surface was performed with the aid of RBS and PIXE energy spectra.

3. Our experiments showed that the character of the surface distribution of the
elements along the surface of the Fe samples after Al implantation depends on the
implantation dose. For example, at doseq bf5)-10'® cm~? aluminum is distributed
uniformly over the surface of the sample with an average concentration of 7—-12 at.%.
The PIXE spectrum obtained after Al implantation with a dose af®® cm™2 is dis-
played in Fig. 1. Besides peaks corresponding to aluminum and iron, a carbon peak is
clearly seen in this spectrutnear 13 keYV. Carbon penetrates into the subsurface layers
of the sample from residual vapors in the vacuum chamber of the accelerator under the
action of the high-energy Al ions.

Increasing the implantation dose toI'’ cm™2 results in the formation of charac-
teristic surface nonuniformities in the Al distribution. While the Fe and C distributions
are comparatively uniform, ring-shaped formations with a high Al concentration with the
outer radius of the ring equal to approximately At are observed. The up to/m in
diameter interior region of these ring-shaped formations is characterized by a low
(~10 at.9%9 Al concentration. The maximum Al concentrati@rp to 64 at.%is observed
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FIG. 2. PIXE energy spectra obtained for a bce-Fe sample implanted with Al(dmse 2 10 cm™2) for
points in the central part of the ring zof@® and at the center of the interior region of the ring zdbe

near the central radius of the ring. The PIXE energy spectra corresponding to two dif-
ferent points of the ring-shaped regitin the central part of the ring and at the center of
the interior regioh are displayed in Figs. 2a,b. Increasing the implantation dose to
5.10' cm™2 causes the ring-shaped Al regions to vanish, and a uniform distribution of
elements along the surface of the sample, with a surface Al concentration of up to 28
at.%, is observed once again.

4. The observed surface redistribution of the implanted impurity attests to the oc-
currence local RSS processes during ion implantation. The distances between neighbor-
ing ring-shaped regions suggest that the Al segregation processes are due to dislocations
present in the sample before implantation. As a result of elastic interaction, nonequilib-
rium vacancies precipitate on the dislocations, which results in the formation of a
helicoid®® As a result of the nonuniform depth distribution of point defects arising in the
sample during ion implantatiohthe radii of the helicoid turns will also be different. As
the helicoid continues to wind during the ion implantation process, it emits an indepen-
dent dislocation loop as a result of the interaction of neighboring turns of maximum
radius. Absorbing nonequilibrium vacancies, the dislocation loop expands. Implanted Al
atoms in bcc-Fe are predominantly bound with radiation vacancies into stable defect
complexe$ which diffuse toward dislocations by means of additional vacancies and
precipitate on them. As Al atoms “are collected,” the rate of expansion of the dislocation
loop slows down. The head loop is supported by the subsequent dislocation loops with Al
atoms distributed on them, thereby increasing the impurity concentration in the ring
region.
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The absence of observed Al precipitates with implantation doses less tH&%5
cm 2 is due in this case to the fact that the density of nonequilibrium vacancies is too
low to actuate emission of dislocation loops by the helicoid. At doses abo%6'?2
cm™? the ring-shaped impurity zones dissolve as a result of the development of thermally
activated diffusion under high-temperatif23 K and higher conditions®

5. The proposed model makes it possible to estimate the parameters characterizing
the segregation process. We take as a basis an expression determining the dependence of
the radiusl of a growing dislocation loop on the tinte®

. 2ub®D

= T t, 1)
where is the shear modulug, is the Burgers vector, arid is the diffusion coefficient
of the defects governing the growth of the loop. For the vajues8.4- 10" dynes/crf
andb~10"8 cm characteristic for bce-RBeand 1~10"2 c¢m, t=~300 s, andT~400 K
from experiment, we obtaiD~1.1-10" " cn?/s, which gives for the activation energy
H,,=1.35 eV. The value obtained fdt,, is almost identical to the migration energy of
vacancies in bce-FéL.32 eVt9); this confirms the vacancy mechanism for the growth of
the dislocation loops collecting Al impurity atoms.

In summary, in this letter the application of the proton microbeam method for local
study of radiation-stimulated segregation processes was demonstrated and it was shown
that dislocations play a role in the formation of microregions of the segregating impurity.

We thank Professor J.-P. Hirvon€XdTT, Finland for a discussion of the results.
This work is supported in part by the Ukrainian State Committee on Science and Tech-
nology (Projects 7.5.4/73-93 and 07.02.02/035-92
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Charge mobility anisotropy in hcp  “*He crystals

O. A. Andreeva, K. O. Keshishev, and D. I. Kholin
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A strong anisotropy of the positive-charge mobility is observed in hcp
“He crystals. The mobility activation energies in the principal direc-
tions are determined. @997 American Institute of Physics.
[S0021-364(®7)01701-3

PACS numbers: 67.86s

Charge carriers in crystalline helium possess a specific intrinsic structure and are a
unigue test object for investigating the properties of quantum crystals. As in the case of
liquid helium, it is assumed that in the crystal a negatively charged complex is an electron
localized in a cavity? and a positive complex is a helium ion located at the center of a
region compacted by electrostriction forces.theoretical estimate of the sizes of com-
plexes of both signs gives values of the order of several interatomic distances. This
means that the properties of a charge complex depend strongly on its configuration,
which is dictated by the symmetry of the crystal lattice and by the effective size of the
complex as a defect formed in a crystal as a result of the presence of a charge. By the
properties of charges we mean the characteristic features of their motion in a crystal
under the influence of an applied electric field.

According to Ref. 4, the symmetry of a charge complex should be manifested
primarily as a dependence of the characteristic features of its motion on the direction of
an applied electric field relative to the crystallographic axes of the crystal.

Up to now, all measurements of the velocity of charges in helium crystals have been
performed on randomly oriented samples. The most complete review of works in this
field up to 1985 has been given by DafirAs a result of many experiments, it has been
established that the temperature dependence of the mobility of charges of both signs
attests to an activation mechanism of their motion, and the closeness of the vacancy
activation energies and mobilities of positive charges 3id impurities serves as an
important argument in support of a common mechanism for the motion of impurity
particles as a result of the motion of vacancies. In a quantum approach to this gtoblem
the motion of the charges or impurity atoms is regarded as being the result of inelastic
scattering of delocalized vacancies by them. The temperature and field dependences of
the drift velocity of the charges contains in this case the parameters of the energy spec-
trum of the vacancies, such as the activation energy and width of the energy band.

Therefore an experimental investigation of the motion of charges as a function of the
magnitude and direction of an electric field as well as the temperature should yield
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information about the structure of the charge complexes and about the properties of
vacancy excitations in helium crystals.

Direct measurements of the drift velocity of charges as a function of the electric field
intensity as well as the pressure and temperature were performed by one of us with the
aid of a three-electrode time-of-flight methbdLater, Golov, Efimov, and
Mezhov-Degliff discovered, while determining the drift velocity of charges according to
the current setting time in a diode, that the temperature and field intensity dependences of
the velocity of positive charges are honmonotonic.

The characteristic features of charge motion which were presented in Refs. 7 and 8
found an explanation in the quantum symmetry approach to charge motion, developed by
Andreev and Savishchévn the same work, a method was proposed, on the basis of an
assertion about the relation between the symmetry of a charge complex and the anisot-
ropy of its motion in crystals, for reconstructing the structure of a charge complex
according to the angular dependences of its velocity. This approach requires experimental
data on the anisotropy of charge motion. Direct measurements of the anisotropy of charge
motion in helium crystals were not performed. Indirect indications of the presence of a
sizable anisotropy were noted in Ref. 9. It is obvious that an experimental solution of this
problem requires the ability to set in a controllable manner the direction of the electric
field relative to the crystallographic axes of the crystal.

This letter reports the first results of a direct measurement of the anisotropy of
charge motion in hcfHe crystals. The results were obtained on an experimental appa-
ratus that makes it possible to change in a controllable manner the orientation of the
crystal relative to the electric field and to measure the velocity of charges with the aid of
a three-electrode time-of-flight method.

In this work, an optical cryostat equipped with®He refrigerator was used. The
helium crystals were grown in a metal chamber 25 mm long and with an inner diameter
of 19 mm. Optical windows were mounted at the ends of the chamber with the aid of an
indium gasket. Arranged horizontally, the symmetry axis of the crystal is also the optical
axis of the cryostat. The chamber itself is mounted in a mechanism that makes it possible
to rotate the chamber around an axis by an angle: 60°relative to the main position.

This construction was used previously for studying the anisotropy of the properties of an
interphase boundary in helidfhand was described in detail in our preceding paper.

The drift velocity of induced charges of both signs was determined with the aid of a
three-electrode time-of-flight method based on measurement of the rise time of the col-
lector current in a triode accompanying the passage of the charge front over the drift gap.
The details of the triode construction and the characteristic features of the method have
been discussed in Ref. 7. In the present case, a plane-parallel triode with the following
parameters was employed: The electrode diameg&erdctive tritium source, grid, and
collectop was equal to 8 mm, the grid—collector drift distance was 0.26 mm, and the
source—gridgate interval was 0.10 mm.

The triode is mounted on a hinged suspension inside the chamber. The center of
gravity of the triode is displaced so that the angle of inclination of the electrodes relative
to the horizontal direction equals 47°. The axis of the hinge is parallel to the rotation axis
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FIG. 1. Diagram illustrating the process used to grow oriented samples.

of the chamber so that the triode maintains its orientation in space, under the action of its
own weight, as the chamber rotates.

A sample, oriented in the required manner relative to the electrodes of the measuring
system, was grown at a temperature~el K (i.e., below the temperature of the first
faceting phase transitigprin the following sequence. First, a sample wh@&g axis is
vertical to a high degree of accuratie deviation does not exceed Forad) is grown
with the aid of the well-known “dropping of a seed crystal” methi¥dn the process, the
crystal fills the bottom part of the chamber without touching the trigdg. 1. Next, the
chamber is turned together with the sample so that the visually monitored basal plane of
the crystal makes the required angle with the electrode plane. The angles lying in a plane
perpendicular to the optical axis are measured to withit03> rad with a telescopic
goniometer. In this position, the chamber together with the triode is overgrown with the
solid phasgFig. 1b,0.

To change the orientation of the sample relative to the measuring system the crystal
is melted to dimensions for which the triode is freed from the solid phase. The chamber
rotates into a new position and is once again overgrown with the criiEtal 1d). This
method makes it possible to obtain samples whdgaxis makes a prescribed angle with
the direction of the electric field in the measuring triode.

The measurements were performed on the melting curve at temperatures not exceed-
ing 1.1 K. Therefore the molar volume of the crystal remained constant, to a high degree
of accuracy, and equal to 20.98 #mole. The most complete experimental data were
obtained for positive charges. The field dependences of the velocities of the charges in
the two principal crystallographic directions — parallel and perpendicul&@jgtat tem-
peratureT=1.00 K — are displayed in Fig. 2. It should be noted that in the case of the
perpendicular direction the orientation of the electric field relative toGhexis in the
basal plane remained random. The fact that the cune<E) obtained for different
crystals are the same attests to the negligibly small anisotropy in this plane, which
exhibits a sixfold symmetry. As one can see from Fig. 2a and the inset in Fig. 2b, in fields
E<2-10* V/icm the velocity of the positive charges in both directions is proportional to
the field strengthv~wE, where n is the charge mobility in a given direction. The
mobilities of the positive charges in the two principal directigstsaight lines in Fig. 2
are:
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FIG. 2. Velocities of positive charges versus the field strength in the two principal directieasParallel to
the Cq axis, b — perpendicular to th€g axis. T=1.0 K. The different symbols represent data obtained on
different samples.

w =2-10"°cn?/V-s—in a direction parallel to theCs axis,

@

w, =1-10"8 cn?/V-s—in a direction perpendicular to th€g axis.

Such a large differenc@ factor of 200 in the mobilities was an unexpected result. We
recall that the hexagonal close-packed structure of helium crystals corresponds most
accurately, compared with all other substances, the model of close-packed spheres.

To prove that there are no ancillary effects, we measured the mobility as a function
of the angle between the direction of the electric field and @geaxis. The general
relation between the velocity of charges and the intensity of the field on the linear section
of the curvev (E) has the form

Ui = pikEk. (2

It is easy to show that the dependence of the mobility on the angletween th&Cg axis
and the direction of the electric field in this case is described by the formula

M((p)=,u,‘|coszqo+,uﬂsinzgo. 3)

The mobilities of positive charges measured for three intermediate values of the angle
¢ (25°, 60°, and 81°) demonstrated excellent agreement with the fort@ul@herefore

the observed sizable mobility anisotropy is indeed a property of the positively charged
complexes in hcgHe crystals.

The field dependences of the velocity of positive charges presented in Fig. 2 differ
not only by the values of the mobility but also by the behavior of the velocity in strong
fields. The curve H*(E) demonstrates a clear maximumiat 3.5- 10* V/icm, whereas in
the investigated range of fields/ (E) is a monotonically increasing function, corre-
sponding to an exponential or a power-law function with a large exporefi (
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FIG. 3. Temperature dependences of the mobilities of positive charges in the two principal direCtiens:
parallel to theCg axis (right-hand ordinate ® — perpendicular to th€g axis (left-hand ordinate

As noted previously in Ref. 8, the observed nonmonotonic field dependence of the
velocity of the charges is explained in Ref. 4 as being the result of phonon-free scattering
of vacancies by a charge complex. The threshold electric field intensity corresponds in
this case to a situation when in a single scattering event the energy difference between the
final and initial positions of the charge complex in an electric field equals the width of the
energy band of the vacancy. It is obvious that the phonon-free mechanism becomes
impossible in fields above the threshold value. Assuming that the conditior=A,
wheree is the electron charge andis the distance over which the center of the charge
complex is displaced in the direction of the electric field as a result of a single scattering
event, and\ is the width of the energy band of the vacancy, holds near the maximum of
the curvev(E) and assuming that<a, wherea is the interatomic distance, we can
obtain an upper estimate of the width of the vacancy band:

A<12K. 4

We were not able to measure the drift velocity on the linear section of the curve of
the velocity versus the field for negative charges. Superlinear growth of the velocity with
increasing field is observed in the entire range of fields investigated. About the anisotropy
of the motion of negative charges we can only conclude that for the same field intensity
their velocity in a direction parallel to th&g axis is approximately an order of magnitude
higher than in a perpendicular direction. Therefore the “faster” direction for negative
charges is the same direction as for positive charges.

Besides the results presented above, we also obtained the temperature dependences
of the mobility of positive charges in the two principal directiofisg. 3). For each
temperature the value of the mobility was determined according to the slope of the linear
part of the curve of the velocity versus the field. The data obtained confirm the thermal-
activation character of the charge mobility, satisfying in both directions the relation

99 JETP Lett., Vol. 65, No. 1, 10 Jan. 1997 Andreeva et al. 99



T ex;{—%). )

Here the values of the energyare different in the principal directions:

s”+ =5.3 K—in adirection parallel to th€g axis,

(6)

e =11 K—in a direction perpendicular to th€g axis.

The observed sizable difference in the values of the activation energy has a natural
explanation in the Andreev—Savishchev thebtg.Ref. 4 it was shown that, depending

on the direction of the electric field, the energyn Eg. (5) can assume different values

in the energy band of the vacancies. Higher mobilities should correspond to lower values
of the activation energy; this agrees with the experimental results. We note that the value
of sH+ from Eq. (6) agrees well with previously obtained datn the dependence of the
activation energy on the molar volume, confirming its tendency to decrease with increas-
ing molar volume. The value of; is found to be higher than the previously observed
values of the activation energy obtained on randomly oriented crystals. As a result of the
smallness of the mobility in a direction perpendicular to @eaxis, its contribution to

the mobility in a given directiodEq. (3)) is appreciable only for angles close to 90°.

The probability of obtaining such a sample randomly is quite low. The difference be-
tweens”Jr ande " can be regarded as a lower estimate of the width of the energy band of
the vacancies:

A=5.7K. 7

We note that the relatiot¥) together with Eq(4) comprise an interval of possible values
of A which agrees qualitatively with the theoretical estimatésiditional data on the
structure of a charge complex are required in order to deterthingore accurately.

In summary, the main result of the present work is the discovery of a strong anisot-
ropy of the mobility of positive charges ifHe crystals and a determination of the
activation energies of their mobility in the principal crystallographic directions. It should
be noted that the experimental samples were grown under completely different conditions
and by a different methdd than in all previous workgRefs. 7-9; see also Ref).5
Nonetheless, the absolute values;q?f andsu+ agree well with the previously obtained
data. This fact, together with the data on the diffusion of impurity atoms, in our opinion
serves as another argument in favor the vacancy mechanism of charge mobility and
makes it possible to rule out the presence of nonequilibrium oriented detBsksca-
tions, twinning boundaries, and so)an the crystal as a cause of the observed anisot-
ropy. In this case, such a sizable anisotropy can be explained only at the microscopic
level taking account of the structure of the charge complexes, to determine which the
charge velocity anisotropy must be investigated in strong electric fields.
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