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In 1946 Purceli called attention to the fact that the spontaneous emission rate of a
two-level quantum system placed inside a cavity tuned to the quantum transition fre-
quencyw, is higher than in free space by a factor @6377/Vw§. If the Q of the cavity
Q =w:/Aw., Qy/Aw>1, is high enough, then the spontaneous emission becomes
reversible, i.e., the system exchanges excitation with the field it has created at a rate
Qg equal to the Rabi vacuum frequency. Rabi vacuum oscillations have been observed
both at Rydberg transitions of atoms in microwave cavitasd on optical transitions in
microcavities® This effect is a manifestation of one of the most fundamental interactions
in nature — the dynamic interaction of matter with the vacuum. The ability to control
spontaneous emissidits rate, spectral composition, and spatial strugtopens up wide
prospects in technology for fabricating new high-efficiency radiators in microelectronics
which employ microcavities and photonic band-gap matefials.

This letter will show by means of numerical simulations that under certain condi-
tions a completely new type of spontaneous emission of atoms arises in smaf high-
cavities — chaotic Rabi vacuum oscillations. We emphasize that the numerically discov-
ered chaos in the interaction of excited atoms with the vacuum is dynafdie@rmi-
nate, i.e., it arises as a result of an exponential instability of a purely dynamical atom—
field system in a cavity that supports only one mode of the electromagnetic field and it is
not a consequence of the absolute chaos of the physical vacuum itself. In principle,
chaotic Rabi vacuum oscillations can arise in any region of the spectrum, but from the
practical standpoint experiments with Rydberg atoms in microwave cavities and with
ordinary atoms in optical microcavities are most promising.

In modern micromaser experiments Rydberg atoms prepared in a quantum state with
a high principal quantum number are injected into a Q=109 single-mode
microwave cavity ;=10 rad/9 whose temperature is very loW& 1 K). Under such
conditions the photon lifetime in the cavit§,=10 1-10"2 s, and the lifetime of the
circulatory Rydberg state3,,=10 2 s, are several orders of magnitude longer than the
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period of the Rabi vacuum oscillation&=2m/Q,<10* s, and the transit time of
atoms through the cavit¥;,<10 ° s. In the strong atom—field coupling regimBy,
To<T,, Ts, the atoms have enough time before leaving the cavity to exchange excita-
tion many times with the field which they themselves have created. In this limit the
dynamics of the atomic—field system is essentially Hamiltonian and can be described by
a nonrelativistic Hamiltonian in the rotating-wave approximation:

H=7%w,Ry+hwia’a+1/2) +1Qy(x)(a’'R_+aR,). (1)
The collective atomic operators
1 N N
Ro=5 2, o, R.=2 ol 2)
2= =1 -

satisfy the commutation relations
[Ro,R+]=%=R+, [R;,R_]=2R,. (©))

The strength of the interaction of an atomic dipole with the vacuum field in the cavity is
characterized by a Rabi vacuum frequency whose value depends on the lacatitire
atom:

Qo(x)=|dE(X)|/%. 4

Here d is the matrix element of the transition dipole moment between the working
Rydberg levels, and

27h ws
E(x)= v f(x) 6)

is the vacuum electric field at the poirt The functionf(x) characterizes the spatial
structure of the selected mode on thexis, along which the atoms move; it satisfies
boundary conditions at the cavity walls; it is normalized to 1 at the maxima of the field;
and, in the simplest case it has the form

. _2mgt
f(x)=sin kx=sin L’ (6)

wherelL is the size of the cavity along the axis andg is the constant velocity of the
atoms. In the microwave range the recoil energy of the atoms accompanying photon
emission is very smalR= (A w;)%/2mc=10" 8 eV, so that the change in kinetic energy

of the atoms can be neglected and only the evolution of their “interior” states need be
studied(the Raman—Nath approximatiprit is assumed that the size of an atomic bunch
consisting ofN atoms is much smaller than the wavelength of the microwave radiation
(=1 cm). Therefore it can be assumed thg{(x) is the same for all atoms.

The dynamics of the atom—field system is described by the Heisenberg equations for
the atomic and field operators, which are ordinarily averaged over some quantum state,
with all correlation functions of second and higher order factorized into a product of
first-order correlation functionemiclassical approximatipnFor atoms at rest, chaos is
possible in the semiclassical approximation only if one abandons the rotating-wave
approximatior?. In a recent worRit was shown that semiclassical dynamical chaos arises
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in a beam of moving atoms even in the rotating-wave approximation. However, in any
case, the procedure of decoupliath quantum correlation functions results in a loss of
spontaneous-emission sources. As a result, oscillations from an initial state with excited
atoms and the vacuum field do not arise at all in the corresponding models. Spontaneous
emission can be included in the theory by taking account of quantum correlations in the
atomic subsystem in the decoupling procedure.

We obtain the desired system of equations for the average values, taking account of
the interatomic quantum correlations, from the Heisenberg equations for the operators
a'a, R,R_, Ry, aR, +a'R_, andi(a’R_—aR,):

n=—-20Nfv, v=—(w0—1)u—2Qf(1+2r+z+2Nnz)N~ 2

u=(w—1)v, z=4QNfv, r=-20NJNfzw, f=—(bw)?f, 7

where a dot denotes differentiation with respect to the dimensionlessrtime,t, and
the variables are defined as follows:

N
n=N"Ya%a), u=N"%%aR, +a'R_), r:N1<_E 0L0j>,
®

z=2N"YRy), v=iN"%%a'R_—aR,).

The equation for the mode functidnis included in the system of equatiofi® so as to
make the system autonomous.

Our model contains four dimensionless control parameters: the collective Rabi
vacuum frequenc¥)=Qy/2w,, the frequency detuning=w¢/w,, the ratiob=g/c of
the velocity of the atoms to the speed of light in free space, and the nuxhb&éatoms
in the beam. The dynamical system obtained is nonlinear, and its solution subject to the
initial condition

n(0)=u(0)=v(0)=r(0)=0, 2z(0)=1, 9

describes Rabi vacuum oscillations. Besides a trivial integral of motion related with the
mode functionf, it also possesses two conservation laws

NZ2+4r=C,, z+2n=C,. (10)

In the case of exact resonanee= 1, an additional integral of motion= const, char-
acterizing the rate of energy exchange between the atomic and field subsystems, follows
from the third equation of the systef®). It is the breakdown of this conservation law for
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FIG. 1. Topographia. map of the atom—field system in the-log Q plane forN=10f, b=0.01.

w# 1 that makes the systefid) nonintegrable. We note that for atoms at rest a similar
conservation law also holds off-resonance. This is a consequence of the rotating-wave
approximatiorf

Numerical analysis of the dynamical atom—field sysi{@nshowed that it is expo-
nentially unstable off-resonance. As is well known, the exponential instability is charac-
terized by a positive value of one of the Lyapunov exponents. We calculated the largest
Lyapunov exponenk in a wide range of values of the control paramet@rsw, b, and
N. The so-called topographic maps, on which the values af are plotted in the plane
as a function of the values of the two control parametagive a clear picture of the
dynamical chaos.

A necessary condition for the onset and development of chaotic Rabi vacuum oscil-
lations is that the characteristic times must conform to the following hierarchy:

TR<Tcr$ Tint<Tav Tf ’ (11)

whereTg=27/QN is the period of the collective vacuum oscillatiofig,= 1/\ v, is
the correlation decoupling time, afig,=L/g is the transit time of the atoms through the
cavity. We shall estimate the maximum valég, of the Rabi vacuum frequency
Qo(x) for Rydberg atoms with a working transition frequeney=5x10° Hz and
dipole moment=10"'°cgs units in a microcavity with volumé=LR?, transverse size
R=10"3 cm, and lengtiL=1 cm along thex axis, along which the atoms move. From
Egs.(4) and(5) we obtainQ,=3x 10" rad/s. Numerical simulations show that for such
values of the parameters, appreciable chaos with6x10 2 will have set in for
N=10° atoms moving in a beam with velocity=3x10® cm/s (o=10"2). Estimates
give Tg=0.2 ns,T;y=3.3 ns, andl .= 3.3 ns. Therefore the conditiori$1) hold.

Figure 1 shows a topographic map in the w—logQ plane for N=10° and
b=10"2. The map confirms that chaos is absent(0) at exact resonances&1). The
intensity of the chaos is characterized by the quantityhose values are given on the
scale on the right-hand side of the figure. The topographimap in the logo—log N
plane gives a clear representation of the intensity of the chaos in different ranges of the
values of the velocity and number of the atoms. In Fig. 2 it is showrnwfor 0.9 and
Q=103
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FIG. 2. Topographia. map of the atom—field system in the lbg-log N plane foro=0.9 and(2=0.001.

The largest Lyapunov exponent is an excellent diagnostic tool, but it cannot be
measured directly in a real experiment. The dynamics of the number of phitgi$
and of the atomic inversioh z(t) are difficult to observe in experiments with moving
atoms. The physical quantity measured in such experiments is the intensity of the spon-
taneous emission fromN atoms:| (t) =1,(R.R_), wherel 4 is the intensity of the spon-
taneous emission from one atom. Separating in the quantum correlation function
(RyR_) the term responsible for the interatomic correlations, we obtain
I(t)=1gN(r +2z/2+ 1/2). The first term describes the collective spontaneous emission due
to the correlation of individual atonfsThe sum of the second and third terms character-
izes the contribution of the isotropic spontaneous emission. The combination of values of
the control parameters, (2, b, andN for which the spontaneous emission intensity
I(t) oscillates chaotically can be easily found from thenaps(Figs. 1 and 2 As an
illustration, Fig. 3 displays a typical spectrum of the intensity of this quantity on a
logarithmic scale in the case of a chaotic process With0.05 for w=0.9, =103,
b=0.22, andN=10°. The computed power spectfaot shown herefor regular Rabi

log #(1)
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FIG. 3. Power spectrum of chaotic Rabi vacuum oscillations with a largest Lyapunov expoa@®5 for
0=0.9,0=10"3, b=0.22, andN=1C°.
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vacuum oscillationsX=0) have the characteristic structure of a quasiperiodic process
with well-resolved individual peaks.

In conclusion, we underscore that our model of the atom—field dynaimjics/hich

takes account of the interatomic correlations, goes beyond the simple semiclasssical
approximatioi®®in which all correlations in the atom—field system are neglected. None-
theless, dynamical chaos is found to be possible in the system even in the rotating-wave
approximation. The numerical simulations performed and the estimates made show that
in the case of atoms moving in the vacuum field of a higlhmicrocavity and for
physically reasonable values of the parameters the atom—field system undergoes a tran-
sition to a new type of spontaneous emission — chaotic Rabi vacuum oscillations.

The experimental realization of the regime of chaotic Rabi vacuum oscillations
requires a high velocity of the atoms together with a small cavity volgonea suffi-
ciently high density of atomsIn the micromaser experiments known to us, the velocities
of the atoms do not exceed ©18m/s (b<10 °) and the transverse dimensions of the
cavity do not exceed 1 mf For such values db andR the largest Lyapunov exponent
does not exceed the computational error in our calculations, i.e., the Rabi vacuum oscil-
lations are substantialiguas)periodic. To distinguish dynamical chaos against the back-
ground of random processes which are unavoidable in a real experiment, experiments
with resonant atoms could be helpful. As our analytical and numerical results show,
dynamical chaos is certainly impossilii least in the rotating-wave approximatjan
the case of exact resonance of the atoms with a selected cavity mode.

This work was supported by the Russian Fund for Fundamental Research under
Projects Nos. 96-0-19827 and 96-02-18746.
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The purely thermal infrared emission spectra of a resonance medium
(sodium vapor are investigated experimentally. It is shown that the
emission intensity in the 2—@m range at temperatures of 600—1200 K

is several orders of magnitude higher than the intensity obtained from
the standard theory of resonance radiation transfer. This phenomenon
can be conventionally termed an “infrared catastrophe.” The form of
the recorded spectra and the absolute intensity of the emission in both
the infrared and visible regions of the spectrum are in agreement with
the theory developed by Yu. L. Zemtsov and A. M. Starostin, sE
Teor. Fiz.103 345(1993 [JETP76, 186 (1993], in which the Bolt-
zmann spectral distribution of the population of the resonance level is
proportional to exp{Zw/T). © 1997 American Institute of Physics.
[S0021-364(®7)00211-9

PACS numbers: 52.25.Rv, 51.F0

Important results in agreement with many experimental data have been obtained in
the theory of resonance radiation transféHowever, in some limiting cases this theory
is in conflict with fundamental laws. This refers specifically to the narrow-line approxi-
mation A w=w— wg<wg, Wherew, is the resonance transition frequepdp which the
spectral intensity of the volume radiation of a resonance medium is described by the
expressioh?

€,=(14m)hwoAN* (w), ()

whereA is the spontaneous emission probabiliiyis Planck’s constant, and* () is

the spectral population density of the resonance level, i.e., the density of atoms capable of
emitting photons with frequency (in the approximation of complete frequency redis-
tribution of the absorbed and emitted photons it is assumed\théb) = N* a(w), where

N* is the total population of the resonance level arfa) is the line profilg. However,

as shown in Ref. 3, assuming that at equilibritNti =Ny exp(—Awy/T) (Ref. 1; the
degeneracies are assumed to be equé, the temperature, and, is the population of

the ground stajethe correct expression for the equilibrium Planck intendityannot be
obtained from Eq(1), since that expression contains the resonance frequepcynd
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not the frequency variable. To obtain the correct formula falp, the expression for
N* (w) must be modified by introducing into it a correction faétor

N*(w)=N*a(w)exp(—#(w—wy)/T). 2
At equilibrium we shall have a Boltzmann spectral distribution
N* (w)=Npa(w)exp —fw/T) 3)

(in the absence of equilibriu(w) is found from the kinetic equations presented in Ref.
3). The total population of excited atoms is determined by the integral of expre&ion
over the frequency and, for example, for purely radiational broadening it can be written
in the form

4

]- 4

It is interesting that a similar sum of an exponential and a power-law contribution has
also been obtained in the momentum distribution of the partfcles.

~ 31 A
N*:NO exq_ﬁwolT)"‘__

27 wg

T
ﬁwo

Introducing the factor exp{%i(w—wp)/T) has virtually no effect on the shape of the
line coreAw<<wy, but at temperatures< w it can give rise to a second maximum in
the far “red” wing of the line profile in the region of several(for a plasma this fact was
noted in Ref. 3. In this case, a large fraction of the energy emitted in the line can lie in
the nonresonance “red” wing and not in the near-resonance central part. We shall con-
ventionally term this fact an “infrared catastrophe.” We also note that the absorption
coefficient in this wing is small, and that “soft” photons can escape from a bounded
medium.

Our objective in the present work was to observe experimentally a second maximum
in the far “red” wing of a resonance line and to perform absolute measurements of the
line intensity in the near-resonance and low-frequency parts of the line profile so as to
check the theory developed in Refs. 3 and 5. The emission in such a far wing of a spectral
line has not been studied previoughs a rule, the measurements have been confined to
detunings<1000 cm!; see, for example, Ref.)6Sodium vapor heated steadily to
temperatures of 600—-1200 K was used as the resonance medium. The emission in the
3P-3S resonance doublet was studied. For this doublet, at the temperatures indicated, the
second maximum lies in the infrardtR) region in the range 2—xm. We note espe-
cially that the purely thermal emission from the vapor in the absence of excitation of the
vapor by an electric field or by an external radiation source was detected. Under these
conditions the electron density is negligibly low, as are the intensities of the bremsstrahl-
ung and photorecombination continuua. The relatively low temperatures also rule out the
appearance of thermal radiation in other lines in this region of the spectrum.

The investigations were performed on an apparatus consisting of a cylindrical “heat
pipe” type cell, filled with sodium vapor, and a recording system. Prior to the experi-
ments, the cell containing metallic sodium was evacuated, filled with argon to a pressure
of 1 atm, and heated to the required temperature. Two detectors, calibrated with respect
to absolute sensitivity, directly recorded in the paraxial zone of the pipe the radiation
entering through a window at the end of the pipe. The radiation in the visible part of the
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FIG. 1. Integrated emission intensities of sodium vapor in th€1lR3, 5) and visible(2, 4, 6) regions of the
spectrum versus temperature at the center of the heathifie— Experiment;3, 4 — standard theory5, 6 —
theory of Ref. 3.

spectrum(0.5-0.6um band, cut out by a collection of light filtersvas recorded with a
FEU-84 photomultiplier, and the radiation in the IR regi@+3 wm band was recorded

with a photodetector based on a PbS photoresistor with a germanium window. To obtain
the IR emission spectravith resolution~300 cni 1) the radiation was directed onto the
input slit of an IR monochromator and a pyroelectric detector was placed at the output of
the same monochromator. Special care was taken in the experiments to prevent the direct
radiation from the heated cell walls from entering the detector apertures. To this end, two
diaphragms, which limited the solid angle of the radiation striking the detectors, were
placed between the detectors and the cell. We note that when the diaphragms were
installed with no sodium in the cell, even at the maximum temperatures the signal from
the detectors was below the sensitivity level of the recording apparatus, irrespective of
the presence and pressure of argon in the cell.

The experimentally obtained temperature dependence of the intedmated the
above-indicate wavelength rangéstensity of the radiation emission from the vapors in
the visible @,;s) and IR @,g) regions of the spectrum is presented in Fig. 1 and their IR
emission spectra for different temperatutieare displayed in Fig. 2. It follows from the
data presented that the IR emission intensity is several orders of magnitude higher than
the intensity in the near-resonance region of the spectrum, and a readily observable peak
is observed in the IR part of the spectrum, qualitatively confirming the theory.

For quantitative comparison with the experimental data, numerical calculations tak-
ing account of the temperature distribution measured along the axis of the cell were
performed on the basis of the theory of resonance radiation transfer developed in Refs. 3
and 5. The Na atom density distribution corresponding to saturated vapor pfesasre
used(this is valid at least up to temperatures of the order of 800-900 K; Relt ®as
assumed in the calculations that the optically transparent “red” wing of the resonance
line is formed by quasistatic broadening by ardofhe theory of Ref. 5, which takes
account of the strong dispersion of a resonant gas at high density, was used for numerical
modeling near the line center. Figure 3 displays the frequency dependences of the radia-
tion intensity at the center of the cell for a fixed temperatlire1000 K. Curvel
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FIG. 2. Thermal emission spectrum of sodium vapor in the IR region of the spectrum for different temperatures
at the center of the heat pipg— T=1080 K,2 — 950 K, 3 — 830 K. The vertical bars show the positions
of the peaks according to the theory of Ref. 3.

corresponds to the theory of Ref. 3, taking account of the exponential factor
exp(—#i(w—wg)/T); curve 2 corresponds to the standard theory of the radiation in a
spectral line, and curve3 corresponds to the Planckian intensity. In the IR region of the
spectrum the theory of Ref. 3 gives for the radiation intensity a value several orders of
magnitude higher than that obtained in the standard theory. On the “blue” wing the
situation is reversed and, especially importantly, the frequency integral of the intensity
calculated by the standard theory diverges at high frequencies. We note that a narrow
peak with a higher intensity than the Planckian peak is clearly seen at line center in the
curve 1. This peak is due to the strong dispersion and absorption in the dense sodium
vapor, as discussed in detail in Refs. 5 and 10. Figure 4 shows the spectral curves of the
thermal radiation emitted from the cell. In addition, the shape and position of the peak in

w,10% radss

FIG. 3. Frequency dependences of the spectral radiation intensities at the center of the Tellfii0 K:
1 — Calculation according to the theory of Ref.3— calculation according to the standard radiation théory,
3 — Planck intensity.
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FIG. 4. Frequency dependence of the spectral intensities of the radiation leaving thd €dl0q0 K):
1 — Calculation according to the theory of Ref.3— calculation according to the standard radiation théory,
3 — Planck intensity.

the observed spectral dependence of the emission intensity in the “red” wing are in
agreement with the calculatiotisompare Figs. 2 and)4

Figure 1 displays the calculations, performed according to the theory of Ref. 3, of
the integral intensity of the radiation in the spectral regions corresponding to experiment.
As follows from the plots, the theoretical curve for the region 0.5-@c6 is in good
agreement with experiment. For the IR region, however, the experimental and computed
data are in order-of-magnitude agreement with one another. The discrepancy can be
explained on the one hand by the imperfection of the theory, which describes approxi-
mately the formation of a static wing at such large detunings, and on the other by the
absence of accurate data on the distribution of the vapor density along the cell. The far
wings of the molecular lines of Namolecules can also contribute to the IR radiation of
the vapor. However, the number of such molecules is small. We note that the contribution
of the wings of resonance transitions in argon atoms is negligibly small because of their
high excitation potential; this is confirmed by the fact that there are no emission signals
in the absence of Na vapor.

The integrated intensities obtained from the standard theory differ impressively from
the observed valuetsee Fig. ], being several times higher in the visible region and
almost six orders of magnitude lower in the IR part of the spectrum. Thus the experi-
mental data are in complete agreement with the theory developed in Ref. 3, where the
Boltzmann distribution of the spectral population of a resonance level is proportional to
exp(—%w/T), and they confirm the presence of an “infrared catastrophe” in the radiation
emission from a resonant medium. It should be noted that, in reality, the exponent factor
exp(—7%w/T) in the spectral distribution of the excited atoms arigee Ref. 3both as
a result of collisional excitation processes and collisions of the second kind, if the radia-
tion escaping from a bounded medium has only a weak effect on the equilibrium in the
medium(which happens in our case, sinEte-A, wherel is the collisional width, and
on account of the external equilibrium radiatiomhich also happens under our condi-
tions, since the radiation from the cell walls is nearly black-body radiatiurthermore,
we note that the same factor can also be obtained by studying the collisionally induced
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emissiont!'2 However, the probability of this process is determined by the inelastic
collision cross section of argon and sodium atoms, which is negligibly small because of
adiabatic exclusion.

In closing, we note that as the temperature increases, the ratio of the integrated
intensities in the visible and IR regions of the spectrum changes. As the calculations
showed, for Na vapail,;;>Jg at T>3500 K. Nonetheless, even at high temperatures the
contribution of the “red” wings of the resonance line continues to remain much higher
than that computed in the standard theory. This could be important in calculations and
measurements of radiation emission from plasma and light sources and in the interpreta-
tion of measurements performed in the solar spectrum, since the emission intensity in the
far “red” wings can compete with the intensity determined by other emission mecha-
nisms(bremsstrahlung and so pn
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Theory of average pulse propagation in high-bit-rate
optical transmission systems with strong dispersion
management

S. K. Turitsyn®
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A theory of signal transmission in high-bit-rate optical communication
systems with large variations of dispersitrong dispersion manage-
men) is presented. It is found that the averaged propagation of a
chirped breathing optical pulse along the line is described by the non-
linear Schrdinger equation with an additional parabolic potential. The
shape of the averaged pulse is intermediate between the sech-type soli-
ton and a Gaussian pulse. The rapidly decaying Gaussian wings of such
pulses allow denser information packing in comparison with the use of
sech-type fundamental solitons. €97 American Institute of Phys-

ics. [S0021-364(©7)00311-3

PACS numbers: 42.65k

Ultrafast optical signal transmission is an example of the successful practical utili-
zation of the fundamental results of modern soliton theory. Impressive results have been
achieved recently in long-distance, high-bit-rate optical data transmission by using an
optical soliton(a pulse resulting from a balance between fiber nonlinearity and disper-
sion) as the information carrier. The stable, error-free, multichafit@IGbit/s per chan-
nel) soliton transmission has been demonstrated over transoceanic distdhestheory
of signal transmission in optical fiber lines is based on the nonlinear Siciyer equa-
tion (NLSE) which was integrated by Zakharov and Shabat in 197he NLSE is one of
the fundamental nonlinear models integrable by means of the powerful inverse scattering
transform method. The properties of the sech-profile soliton solution of the NLSE deter-
mine the features of the optical communication lines utilizing the soliton concept.

One of the main factors limiting transmission capacity achievable by the modern
optical soliton-based communication systéisshe interaction between two neighboring
solitons. Overlap of the exponential tails of closely spaced pulses leads to interaction of
the solitons and to information loss. To provide for stable transmission, the separation
between two neighboring fundamental solitons should be not less than five soliton
widths. This is a fundamental limitation for a transmission based on the sech-shaped
soliton described by the NLSE.

One possible way of increasing the transmission capacity is to use as the information
carrier a solitary wave with wings decaying faster than exponential tails of the NLSE
soliton. This would result in a substantial suppression of the soliton interaction and thus
in the possibility of denser information packing. This letter presents a theory of nonlinear
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communication systems that permit the stable transmission of a soliton with rapidly
decaying tails. Specifically, we describe the propagation of a soliton with Gaussian wings
in an optical transmission system with dispersion compensation.

The dispersion compensation technigue recently been the focus of intensive research
as a promising approach to increasing the transmission capacity of optical communica-
tion systems in both the linear and soliton reginigse, e.g., Refs. 4—15 and references
therein. In the linear regime, compensation of the dispersion prevents dispersive broad-
ening of the pulse. An additional advantage is that the impact of four-wave mixing on the
signal transmission is suppressed due to a reduction in the efficiency of the phase match-
ing. In the soliton regime, numerical simulations and experiments demonstrate extremely
stable propagation of a soliton in fiber links with dispersion compensation. Large varia-
tion of the dispersion leads to the breathing-like oscillations of the pulse width as a
function of the amplification length; the “slow” dynamics on larger scales is governed
by the fiber nonlinearity and the residual dispersiddumerical simulations reveal the
following features of the breathing soliton:

— the form of the asymptotic pulse is closer to a Gaussian shape rather than to a
sech-profile;

— the pulse that forms is chirpedhe pulse phase has a nontrivial time depen-
dence;

— the energy of the stable breathing pulse is well above that of the NLSE soliton
with the corresponding average dispersion.

These observations make clear the difference between a soliton-like pulse in a sys-
tem with dispersion compensation and the soliton of the NLSE. This indicates that an
average model describing the evolution of the breathing pulse should differ from the
NLSE.

In this letter a basic equation describing the slow dynamics of a chirped pulse in
transmission systems with strong dispersion management is derived in leading order. It is
found that the average propagation of the chirped pulse is described by the NLSE with an
additional quadratic potential. It is demonstrated that a stationary pulse is an intermediate
state between the NLSE sech-type soliton and a Gaussian pulse. The theory developed
here for a soliton with Gaussian wings propagating in a transmission system with disper-
sion compensation explains the numerical and experimental observations mentioned
above.

Optical pulse propagation down a cascaded transmission system with dispersion
compensation is governed by the equation

N
iA,+d(2) A+ |AIPA=iIZy, —y+[equZa)—1]k21 8(z—z) |A=iIG(2)A. (D)

We use here the notation of Ref. Zy, = 1/0P, is the nonlinear lengthZ4=t3/| B,| is
the dispersion length corresponding to the transmission {giandard monomode fiber
(SMP)); ty and Py are the incident pulse width and peak powey,is the group velocity
dispersion for a SMFy is the coefficient of the nonlinearity, angd describes the fiber
losses. The retarded time is measured in units of the initial pulse wigtf/ty; the
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envelope of the electric fiel&=E(T,Z) is normalized to the initial pulse power,
|E|?=Py|A|?; and the coordinate along the fiberis in units of the nonlinear length,
z=Z7/Zy., whereZ, is amplification period, and,=kz, are the locations of the ampli-
fiers. The chromatic dispersiai(z) =d(z)+(d) is the sum of a rapidly varying part
(d~Zyn /Z4>1) and a constant residual dispersiofd¥~Zy./Zgp~1), where
ZRD=t§/|ﬁ2RD| is the dispersion length corresponding to the residual dispersion of each
section. The simplest optical-pulse equalizing system consists of a transmission fiber and
equalizer fiber with the opposite dispensie- a dispersion-compensating fiber. Incorpo-
ration of a fiber with normal dispersion redudes in the ideal case eliminatethe total
dispersion of the fiber span between two amplifiers. The term “strong dispersion man-
agement” means that the variation of the dispersion over the amplification period is
large. Consequently, not only the pulse power but also the pulse width undergoes sub-
stantial variation during the amplification period. Formally this can be stated as the
conditionR(z) = [§d(z’)dZz' =1.

As we have said, an optical pulse propagating in a system with a large variation of
the dispersion experiences periodic oscillations of the amplitude and width. The rapid
breathing oscillations of the pulse are accompanied by slow average changes of the pulse
characteristics due to nonlinearity and residual dispersionthe limit Z,, Z4<<Zn_,

Zgp, One may treat the nonlinearity and residual dispersion as perturbations. Therefore,
let us first recall the well-known exact solution of the linear problem. If we neglect the
nonlinear term in Eq(1), the fast oscillations of the linear pulse amplitude and width for

a Gaussian input sign&l(0,t) =N exp(—t?) are given by

A(z,t)=

exp(—tzlrz(z)—iCt2/72(2)+i<I>(z))ex;< sz(z’)dz’ , 2)
0

N
V7(2)

where 7%(z)=1+ 16R?(z), dR(z)/dz=d(z), C=4R(z) and ®=—0.5tan [4R(2)].

This solution shows that the pulse is highly chirped, in contrast to the soliton solution of
the NLSE. We demonstrate later that this chirping leads to an effective parabolic poten-
tial in the equation describing the slow dynamics. Nonlinear effects come into play on a
scale large compared f0,, namely over distances proportional Zq, . The nonlinear
length Zy. can be comparable witdgzp. Therefore, in the description of the average
evolution of the pulse, it is necessary to take into account both the residual dispersion and
nonlinearity. Thus there are two scales in the pulse dynamiast processes, corre-
sponding to large oscillations of the amplitude and the width of the pulse, and slow
dynamics, giving the average changes due to nonlinear effects and residual dispersion.
The fast oscillations are only slightly modified by nonlinearity and residual dispersion.
Note that the slow average dynamics is responsible for the stability of signal transmis-
sion. Our goal now is to average E(l) keeping the general structure of the rapid
oscillations given by2).

The large variation of the dispersion over the amplification period is the main ob-
stacle to the direct application of the powerful Lie-transfbtmethod of obtaining the
averagedslow) dynamics in Eq(1). The main technical idea of the approach suggested
here is first to use a transformation that takes the fast pulse dynamics into account and
then to apply an averaging procedure to the transformed equation. As we demonstrate,
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this allows one to derive an averaged model that is the NLSE with an additional parabolic
potential responsible for the formation of the Gaussian wings of the soliton. This proce-
dure is a modification of the averaging procedure used in Ref. 7. The important difference
is that in the approach developed here, the pulse dpinpse dependencis taken into
account by an exact transform, and therefore a |geahintegral average equation is
obtained. Since nonlinearity and residual dispersion act as small perturbations to the
linear dynamics, we initially assume that the pulse dynamics will have a structure close
to that given by Eq(2).

Let us make the following transformation that is similar to the so-called “lens”
transformation first suggested by Talanov in the theory of self-focu€ing:

_Q¢2) [ v(2) 2} p( iy )
A(t,z) \/ﬁ ex;{l T(Z)t ex fOG(z )ydz' |, 3
whereé=t/7 and
d7/dz=4d(2)v. 4
Equation(1) is transformed to
d
iQ,+ %ngr &:)lleQ— ,£°Q=0. ®)

We still have freedom to choose the equation #gr Let us fix the latter as

d(z) c(2)
— -

_ 2
v,=a 5
-

z
: c(z)=exr(2j G(z’)dz’). (6)
T 0
Note that although Eqg$4), (6) were derived in Ref. 7 using a variational approach, here
these equations describe the exact transformation of equdiioNeglecting nonlinear-
ity, one can find an exact linear solution of these equations with the initial conditions
7(0)=1 and»(0)=vy:

, @+4[(a%+4v5)R(2) + 1] (a2+4vH)R(2)+v,  dR
= TN ,ov= s g,=d@. @)
a‘+4vy T dz

When nonlinear effects and residual dispersion are negligitfe.) = R(0)=0) the
pulse recovers its original form. The combined action of the residual dispersion and
nonlinearity modifies the periodic solutiokig), and they cannot be expressed in explicit
form. Numerical periodic solutions of equatio@, (6) have been presented in Ref. 14.
It should be pointed out that the nonlinearity and residual dispersion represent a small
perturbation of the linear solution, and expresgifincan be used as a first approximation
of the solution in the general case. As will be shown below, the structure of the equation
describing the averaged dynamics does not depend on the specifics of the dispersion
compensation scheme. However, the oscillatory behavior of the pulse givefzpgand
v(z) is determined, evidently, by the dispersion map. Substitutiofpinto (5) yields

d c
Q.+ %[Qgg—azszHﬂ(lleQJr a’£’Q)=0. (8)

T
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Most of the dispersion mapz) currently used in practice are built from pieces of
fibers with different dispersiofnegative or positive Note that for such dispersion maps
the conditiond®>0 is satisfied. Therefore, in what follows we consider only dispersion
compensation schemes witti>0. This allows us to rewrite the coefficient in front of
the last term in Eq(8) as

- dif{dé? o072 |= "L a2, ©)

We introduce here a new variat#é(z) defined through

dz'  d(2)

a5 W; z'(0)=0. (10
After substitution of(9) and (10) into Eq. (8) we get

iQ, +Qg—a%EQ+ a(2')(|Q[*Q+a%¢?Q) =0. 11

The variablez’ oscillates rapidly and grows slowly over the amplification period in the
case of anomalous residual dispersion. In the case of periodind v the function
Z'(2) is the sum of a periodic function with zero mean value and a linearly growing part
(due to residual dispersiarit is interesting to note that as a particular céee a specific
dispersion map our general theory reproduces the results obtained in Ref. 18. Namely,
for the special dispersion profile having a form

o ac(2) 5 oody _
d(z)—mcosr[2\1a2+4v0y(z)], E_C(Z)'

cosli2\a?+4v3y(0)]= — (12
the functiona(z’) in Eq. (11) becomes a constant. For this specific choice of the disper-
sion profile Eq.(1) is transformed exactly to the NLSE with an additional quadratic
potential’® However, the pulse chirp is not recovered after an amplification period in
such a system, and an additional dispersion-compensating element should be added at the
end of each section.

We now demonstrate that in the general case of an arbitrary dispersioQumagr
the conditions specified abgvéhe average evolution of the pulse dynamics in @gis
given by the NLSE with an additional parabolic potential. An averaging procedure in the
form of a Lie transfornt® or the method used in Ref. 19 can be applied directly to the
transformed equationill). In this letter we present the result only to leading order,
because already in this order remarkable new properties of the average soliton arise.
Averaging is over one cycle of the variation bf, corresponding to one amplification
period. We use also the following useful relatidinere$¢ denotes integration over one
cycle inz")

,_ [d(2D) o [c2
fﬁ dz'= 7dz, fﬁ a(z')dz —J’sz. (13
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After straightforward calculations, the averaged equation describing the slow evo-
lution of the chirped pulse due to nonlinearity and residual dispersion reads, to leading
order,

U 9%U

r c d
a2§2U+i|U|2U=O; r1=<—>; r2=<;>. (14)

L n
r2 T

Here(f) denotes averaging over one amplification period.ifthis averaged equation is

the main result of the present letter. This equation possesses a steady-state solution in the

form of a soliton with Gaussian winis'®in the case of a trapping potentia/r ,<1.

Taking into account that the pulse form in the original variables is given by transforma-

tion (3), it is seen that an asymptotic pulse is highly chirped. In the casge>1 the

effective potential is nontrapping. This leads to the tunneling of radiation through the

barrier formed by the nonlinear term and the parabolic potential. Thus the average dy-

namics strictly depends on the value of the parametér, that is determined by the

dispersion map and system parameters. A comprehensive investigation of a soliton solu-

tiuon of Eq.(14) will be published elsewhere. Higher order corrections to(Ed). can be

found using the Lie transform technique developed in Ref. 16. Equéti®ns a Hamil-

tonian system:

U SH
|—:
dz'  SU*

o A= [ lugraes|1- 2 [ @upae- o= [uae as
ro 2r,

A simple scaling analysis of the Hamiltonian indicates that the ground soliton solu-
tion of Eq.(14) is stable. It should be pointed out that if the input pulse differs from that
of the soliton solution of equatiofi4), radiation will be emitted during the formation of
the breathing soliton. Interaction of the soliton with the radiation gives rise to the slowly
decreasing oscillations studied in the case of the NLSE in Ref. 21. As was found in Ref.
14 by numerical simulations of the original E(.), in the general case the asymptotic

state is a breathing soliton interacting with a radiative pedestal.

In conclusion, an averaged equation has been derived in leading order to describe
the asymptotic breathing dynamics of a chirped optical pulse in transmission systems
with dispersion compensation. This averaged equation is the NLSE with an additional
quadratic potential. It is demonstrated that in the case of a trapping potential the breathing
pulse shape is intermediate between the NLSE sech-type soliton and a Gaussian pulse. In
the case of a nontrapping potential, the soliton emits radiation due to the tunneling effect.

I would like to thank I. Gabitov and A. Hasegawa for valuable discussions.

3e-mail: tur@okibox.iae.nsk.su

L. F. Mollenauer, P. V. Mamyushev, and M. J. Neubelt, Opt. L3t.704(1995; “Demonstration of soliton
WDM transmission at up to 8X10Gbit/s, error-free over transoceanic distances,” Post Deadline presentation,
PD22-1, OFC’96, San Jose. .
2V. E. Zakharov and A. B. Shabat, Zhk&p. Teor. Fiz60, 136 (1971 [Sov. Phys. JETR3, 77 (1971)].
3C. Desem and P. L. Chu, i@ptical Solitons—Theory and Experimeit,R. Taylor, ed., Cambridge Univer-
sity Press, 1992.
“N. S. Bergancet al,, Post Deadline presentation, PD23-1, OFC’96, San Jose.

850 JETP Lett., Vol. 65, No. 11, 10 June 1997 S. K. Turitsyn 850



5S. Artigaudet al, Electron. Lett.32, 1389(1996.

6C. Daset al, Electron. Lett.31, 305(1995.

’I. Gabitov and S. K. Turitsyn, Opt. LetR1, 327 (1996; JETP Lett.63, 861(1996.

8N. Smith, F. M. Knox, N. J. Doraet al, Electron. Lett.32, 55 (1995.

9M. Nakazawa and H. Kubota, Jpn. J. Appl. Phys., Pa3#,1L.681 (1995.

103, M. Jacob, E. A. Golovchenko, A. N. Pilipetski al, IEEE Photonics Technol. Let®, 130(1997.
113. C. Bronski and J. N. Kutz, Opt. Le®1, 937 (1996.

12F, Kh. Abdullaev, S. A. Darmanyan, A. Kobyakov, and F. Lederer, Phys. Lef2@ 213 (1998.

13B. Malomed, D. Parker, and N. Smyth, Phys. Rev& 1418(1993.

14|, Gabitov, E. G. Shapiro, and S. K. Turitsyn, Opt. Commi®4, 317 (1996; Phys. Rev. 555, 3624(1997).
15N. J. Smith, N. J. Doran, F. M. Knox, and W. Forysiak, Opt. L&tt, 1981 (1997.

16A. Hasegawa and Y. Kodama, Opt. Let6, 1444(1990; Phys. Rev. Lett66, 161 (1991).

17y, I. Talanov, JETP Lettl1, 199(1970.

183, Kumar and A. Hasegawa, Opt. Le#2, 372 (1997.

19vu. S. Kivshar, K. H. Spatschek, M. L. Q. Teixeiro, and S. K. Turitsyn, Pure Appl. @81 (1995.
20y, K. Mezentsev, E. G. Shapiro, and S. K. Turitsyn, to be published.

21E. A. Kuznetsov, A. V. Mikhailov, and I. A. Shimokhin, Physica8?, 281 (1995.

Published in English in the original Russian journal. Edited by Steve Torstveit.

851 JETP Lett., Vol. 65, No. 11, 10 June 1997 S. K. Turitsyn 851



Resonance tunneling via excited subbands and the
existence of a new type of electric-field domains in long-
period superlattices
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P. N. Lebedev Physics Institute, Russian Academy of Sciences, 117924 Moscow, Russia

(Submitted 23 April 199¥
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Successive resonance tunneling via excited states, accompanied by the
appearance of resonance features on the multistability current—voltage
branches, is observed in a superlattice. The data show a strongly non-
equilibrium charge-carrier distribution over subbands with energies be-
low the energy of an optical phonon and indicate that a new type of an
electric-field domain forms, the structure of which is determined by
resonance tunneling between excited subbands in neighboring quantum
wells. © 1997 American Institute of Physics.

[S0021-364(17)00411-9

PACS numbers: 78.66w, 73.40.Gk

It is well known' that resonance tunneling during transverse transport in weakly
coupled superlatticeSLs) destroys the uniformity of the electric field and gives rise to
regions with different values of the electric field and different resonance-tunneling struc-
tures(electric-field domainsin the SL. Current flow through a SL under these conditions
is due to the so-called successive resonance tunneling, in which charge carriers from the
bottom of the size-quantization subband in one quantum well tunnel into one of the top
resonance subbands in a neighboring quantum well and then relax into the bottom sub-
band in that well and then again tunnel into the next quantum well. Since the relaxation
time (determined primarily by the emission of optical phonomsweakly coupled su-
perlattices is much shorter than the tunneling time, the population of the upper subbands
is low, and the contribution of these subbands to the tunneling current is ordinarily
neglected.

This letter presents data attesting to the observation of, together with tunneling from
the bottom subband, resonance tunneling from excited size-quantization subbands. The
effect was recorded in transverse-transport measurements in long-period superlattices
with wide quantum wells and barriers in which several size-quantization subbands are
present below the energy level of an optical phonon and the interband charge-carrier
relaxation times, determined by scattering by impurities and acoustic phonons, become
comparable to the tunneling time. It is shown that in this situation the charge-carrier
distribution in the bottom sublevels deviates strongly from the equilibrium distribution.
The data obtained attest to the appearance of domains of a new type, whose resonance-
tunneling structure is determined by tunneling between the excited size-quantization sub-
bands in neighboring quantum wells.
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The experimental samples were grown by molecular-beam epitaxy and consisted of
30-period GaAs/AlGaAs superlattices, containing quantum wells 350 A wide and with
120-A barriers, between two heavily dopedsaAs layers (X 10'® cm™3). The super-
lattices were nominally undoped and possessed a residual donor impurity density of the
order of 5 10* cm™3. The electrical measurements were performed on mesa structures
with a 600um mesa diameter and Cr/Au contacts prepared by vacuum deposition. The
measurements were performed at a temperature of 4.2 K.

The current—voltage characteristid¥Cs) obtained as a result of the transverse-
transport measurements possessed the characteristic stepped form with several plateaus
and an unmistakable small-scale periodic structimegative differential conductivity
(NDC) peaks which are due to the formation of electric-field domains and the abrupt
displacement of a domain wall through a sequence of quantum wells in the SL as the
voltage applied to the SL is increaséunt decreased® Each plateau-like section of the
IVC corresponds to the formation of a new domain in which resonance tunneling occurs
into a state that is more highly excited than the rest of the superlattice, which possesses
the resonance-tunneling structure of a domain with a weaker electric field, occurs. The
period of the small-scale NDC oscillations approximately equals the energy splitting
between the corresponding excited subbands of the strong- and weak-electric-field do-
mains participating in the resonance tunneling. The observed current hysteliffeis
ence of the current values depending on the direction of sweep of the voltage applied to
the Sb is due to the difference in the conditions of instability which determine the
formation and deformation of the electric-field domains with increasing or decreasing
voltage applied to the St.

These features are all displayed in Fig. 1a, which shows a fragment of the measured
IVCs, for the voltage range corresponding to the formation of the domain(dere-
sponding to resonance tunneling from the first into the sixth size-quantization subband in
neighboring quantum wellsin addition to these data, Fig. 1a also shows the observed
current branches that arise when the direction of voltage sweep inside the regions of
current hysteresis is reversed. These bran¢bewhich there are approximateN—1,
whereN is the number of periods of the $ltepresent stable current states which are
determined by the change in the barrier transmission with incredsinglecreasing
voltage on the SL with a fixed positidiocalized in the Sb.of the domain walf A more
careful examination of Fig. 1a shows that the recorded multistability current branches
possess structure, including structure in the form of additional plateau-like sections of an
oscillatory type. This structure repeats in all branches. For the same direction of the
voltage sweep, on all branches the observed additional plateau-like sections are charac-
terized by the same electric current, which is appreciably higher in the case of sweep up
than in the case of sweep down.

To interpret the results we employed a kinetic model of the formation of the electric-
field domains in SL&*® Introducing for each period of the SL an average electric field
E; (E;=u,;/d, whereu; is the voltage drop across thth period of the Sk and electron
densityn; in theith well, the following kinetic equations can be written for the current
densityJ(U) and the charge-carrier density on the axis of the SLi(is the number of
the wel):
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FIG. 1. @ Measured IVCs of GaAs/ALGa,-As (d,=350 A, d,=120 A) superlattices in the voltage range
(1-6) corresponding to the formation of domains for upwesdlid curve and downwarddotted curvgsweeps
of the voltage across the SL) bomputed IVCs for the same SL taking account of the resonance tunneling from

excited subbands witfie4= 80 K.

dni_l

E_a[ni—lv(ui—l)_niv(ui)]a 1)
4qred

(Ui—uj_y)= c (nNj—Ng), (2

N e du e

EOUFU, J=ma+aniv(ui), (3

whered is the period of the SLy (u;) is the tunneling drift velocity from théth into the
(i+1)-st quantum welly is the voltage applied to the SL, ah, is the donor impurity
density(all donors are assumed to be ionized
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The stationary current—voltage characteristics as well as the electronic charge-
carrier densities in the wells and the electric field profiles in the SL were calculated by
solving Eqgs.(1)—(3) numerically. The parameters appearing in the equations were deter-
mined by comparing the computed and measured (&8s Ref. 2 for details

Effects due to tunneling from excited subbands are not included in(Egg3). To
take such effects into account, we introduced the carrier distribution function over
Boltzmann-type subbands with an effective temperafle, which was treated as a
parameter of the model. In this case we have the same equétisA8) for n;, J(U),
andE;, once again treating; as the total electron density in thth well but replacing
the drift velocity functionv (u;) by an effective drift velocity function

Aelk Aelk
i )exp{  kgTen/ )’ @
whereA e, = e— €1, €, €5, andez are the energies of the subband minima anid a
normalization factor.

3
veﬁ(uo:A(v(uiHE v
k=2

According to Eq(4), at sufficiently high electric fields tunneling transitions from the
second into the third subbands suppress the additional peaks in the fungt{an).
Figure 2a displays a fragment of the functiogg(u;) for Te=80 K in the range of
values ofu; corresponding to resonance tunneling between the subbands 1-5 and 1-6.
One can see from the figure that the appearance of a quite pronounced additional peak in
ver (Uj), due to the tunneling transitions—26, makes possible three stable values of
u; for the same value of the electric current, i.e., the SL can break up into three regions
with different values of the electric field corresponding to the resonaneeS, 2—6,
and 1—6. The computational results for the electric field strength and the spatial profile
of the charge-density distribution presented in Figs. 2b and ¢ confirm this. The appear-
ance of a peak due to-26 transitions leads to a splitting of the strong-electric-field
domain (2-6) into two regions, one of which is characterized by a weaker electric field
and resonance tunneling of the-®6 type and the other by a stronger electric field and
resonance tunneling of the-16 type. The new domain wall formed by the additional
space-charge layer is also clearly seen in Fig. 2b.

The computational results for the IVC taking account of tunneling between the
excited subbands are presented in Fig. 1b. The good agreement between the theoretical
and experimental data, including with respect to the additional observed plateau-like
sections of the IVC with an oscillatory NDC structure, shows that the present study has
yielded experimental proof for the appearance of electric-field domains of a new type,
whose structure is determined by resonance tunneling from excited size-quantization
subbands. The data obtained attest to a strongly nonequilibrium charge-carrier distribu-
tion in the lower subbands with energies less than the energy of an optical phonon in
long-period superlattices in fields corresponding to tunneling into the upper subbands.
Comparing the model calculations with the experimental data gives an effective tempera-
ture of the order of 100 K for the electronic subsystem in the SL in these fields, in
complete agreement with the radiation measurements on intersubband transitions in simi-
lar superlattice§.
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On low-field electron emission mechanisms
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It is established by direct experiments that the main component of the
stationary field-emission current in fielfis< 10° V/cm is due to piezo-
geometric intensificatiofiby a factor of 18) of the electricfield at the
end faces of piezoelectrically active films. An emission mechanism
governed by electrons supplied by tunneling from the valence band of
the piezoelectric is proposed. @997 American Institute of Physics.
[S0021-364(®7)00511-3

PACS numbers: 77.65j, 79.70+q

1. In investigations of field emission from metals and semiconductors, strong cold
stationary electron emission is observed in average electric field® V/cm, two to
three orders of magnitude lower than predicted by the theory. This phenomenon is known
in the literaturé? as low-field electron emissiofL FEE). LFEE is distinguished by high
stability in a relatively low vacuumg>10"° Torr) and high current density>10 A/
cn?). This makes it attractive to develop a new generation of efficient electron sources,
operating on the basis of this phenomenon, for various electronic devices, including
bright cathodoluminescent flat panel displays. However, practical applications of the
phenomenon are impeded by a lack of a clear understanding of the nature and mechanism
of the phenomenon. The appearance of LFEE cannot be explained by a simple geometric
intensification of the electric field and a decrease in the work function, since emission
centers often appear both on the smooth side surface of tips and away from areas where
the work function is depressed, for example, by the local implantation of sodium in
polished wafers. In Refs. 3 and 4 LFEE is attributed, on the basis of photoemission data
for the (I1l) face of diamondand assuming different electron-supply mechani$tosthe
presence of sections with natural negative electron affiihtizA) on the emitting sur-
face. At the same time, according to the data in Ref. 6, natural NEA on the emitter
surface is not at all necessary for appreciable LFEE: Efficient LFEE, and even more
stable than in the case of diamond, is obtained from ZnS-type insulating films with an
obviously positive electron affinity. Therefore the question as to the mechanism of the
phenomenon remains open. In Ref.6, two forms of emission with substantially different
time constants, current densities, and current—voltage characteristics are found, and the
mechanism of the slowr>10 2 s) LFEE component is discussed. This mechanism is
governed by electron injection from a metal substrate by tunneling through a narrow
potential barrier in the presence of the built-in positive charge in the film. It is conjec-
tured that the penetration of an external field into the emitter creates conditions for an
effective NEA on its surface.

In the present letter it is found that the stationary fask(10™ 7 s) LFEE is associ-
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ated with the piezoelectric effect in samples of a special form, and an emission mecha-
nism based on the Zener effect is proposed. The nonstativaadyexoelectronfcemis-
sion from ferroelectrics are also attributed to piezopolarization.

2. The experiments were performed with field-emission projectors and flat diode
cells with different <~20 um <I<1 cm) cathode—anode distances. To visualize the
emission, the anode was covered with a ZnS-type phosphor. The spatial distribution of
the emission and the change occurring in the geometric relief of both cell electrodes in
the course of the experiments were investigated with optical and scanning electron mi-
croscopes. The current—voltage and noise characteristics as well as the time constant of
the emission from a separate- (00 A) section of the cathode were studied by a corre-
lation methodwhich makes it possible to perform measurements in an electron-counting
mode. The average electric fields at the emitter surfaces were estimated from the geom-
etry of the test diodes. Emitters in the form of silicon and tungsten tips as well as plates
and films made of quartz and other insulatée$ the ZnS type were fabricated and
tested.

3. It was determined that LFEE arises on the cathode at locations of insulating film
formations which have a quite large ratie- {00) of longitudinal dimensionis, to thick-
nessl;. These formations are oxide residues, which form during sample preparation and
are difficult to remove, or films consisting of the sputtering products of the phosphor
from the anode screen.

The slow LFEE with current density 103 A/lcm? is distributed uniformly over the
entire surface of the film formation. Its current—voltage characteristios similar to
those of a dielectric diode operating in a regime when the current is limited by the space
charge of ionized donor traps. The emission time constant is determined by the build-up
time of this charge. Evidently, emission of this type should predominate in samples with
a high density of defects; this is confirmed by control experiments with films prepared
under different technological conditions.

The fast component, which for current densityl0 A/cn? is concentrated at the
locations of breaks in the film formations on the end faces of the film, makes the main
contribution to the LFEE. The typical Fowler—Nordhe{fiN) characteristic of this form
of emission, possessing rectilinear sections with two different slopes, reflects an emission
mechanism which is qualitatively different from that of the slow-LFEE mechanism.

If the slow emission is associated with defects in the emitter material, then with
what property of the material is the fast component associated? The experiments showed
that in all cases, without exception, the fast LFEE arises from the end faces of emitters
whose material exhibits appreciable piezoelectric activity, and it can be conjectured that
the appearance of this component is associated precisely with this property.

4. The most appropriate material for checking this hypothesis is quartz, whose
piezoelectric properties have been well studiébh the present work, commercial single-
crystal skewY-cut quartzpiezoelectric resonators in the form of disks with diameter
I,~12.5 mm and thicknedg~0.1 mm, so that,/l;~100, just as in the thin-film LFEE
formations, were used as models of “LFEE centers.”

Electrodes for applying a polarizing voltageV,; were deposited on the side sur-
faces of the disk, which was placed inside a cylindrical anode screen at veltdge by
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FIG. 1. g Distribution of electron emission from a quartzpiezoelectric resonatpr:4 kV, V,=4 kV. b)
Typical FN characteristicof fast LFElisk with opening. ¢) Emission distribution in the case of a disk with
an openingV;=1 kV, V,=4 kV.

thermal vacuum sputtering. No emission was observed in the absence of a polarizing
voltage, even with average electric fields exceedin®\I/@m at the emitter surfaces.

Strong stationary emissiorj 10 A/cn?) from the end face of the disk was re-
corded even with a polarizing fielff;=V,/I;<10° V/cm. The exterior form of the
emitter and the distribution of emission over its surface are displayed in Fig. 1a and a
typical FN emission characteristic is displayed in Fig. 1b.

The emission image of the sample with variable polavifyflips over in accordance
with the orientation of the piezoelectrically actiXeaxes of quartz, and as the magnitude
of the voltage changes, the image rotates continuously in the plane of the disk, probably
as a result of shear piezopolarization.

When the ratid, /I, is increased by halving the thickness of the disk, the emission
voltages decrease by half.

Emission in a disk with an openingrig. 19 is concentrated at the inner face with
E,~10* Vicm, in accordance with the decrease in the area of the emitting surface.

The results are also confirmed in cases of thin-film piezoelectrically active textures
Zn0, ZnS, ZnSe, CdS, CdSe, AIN, and $i@eposited on massive substrates. The tex-
tures were prepared in the form of matrices of piezoelectric elemépts100 xm,
I,~0.1 xm), simulating the insulating formations described in Sec. 3. The film thickness
I, was made large enough for piezoelectric properties to appear in the film and for
conditions of effective NEA to be realized on its surface. LFEE arises from the ends of
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the piezoelectric elements with polarizing fiellg<10° V/cm. These fields were esti-
mated, under the experimentally substantiated assumption that the density of surface
electronic states in the film is low, from the geometry of the diode cefasV, /|- ¢,
whereV, is the voltage applied to the diodeis the width of the cathode—anode vacuum
gap, ande is the permittivity of the film material. It should be noted that in matrices
consisting of elements with different valueslgfemission arises from the end faces of

the elements with the highest rafig/| ;.

Emission was not observed, even #y>10° V/cm, in the case of films consisting
of nonpiezoelectrically active ADs.

It follows from the results presented above that LFEE is due topiezopolarization and
not a simple geometric intensification of the electric field.

5. Calculations of the emission characteristics of piezoelectric elements with high
current densities must be performed by solving simultaneously the equations of electro-
dynamics and the theory of elasticity. This is an extremely complicated problem, espe-
cially in the case of thin films on massive substrates. However, the experiments showed-
surprisingly good agreement between the experimental emission characteristics and the
characteristics predicted in the “zero current” approximation. This makes it possible to
estimate very simply the electric fields at the end faces of the emitters.

A piezoelectric element with dimensiohg andl; when placed in an electric field
E, oriented parallel to the electric axis deforms in such a way that

Aly /AL =015/, (1)

whereAl; andAl, are the absolute deformations asmds Poisson’s ratio. The potentials

on the side surfaces and endfaces of the piezoelectric element are different and are
proportional to the absolute deformations. As a result of the presence of a potential
difference between the end face and side surfaces, contact electric fields appear in the
region near the end faces. The magnitude of these fields can be estimated as is done in the
theory of Langmuir spots:

E~(V,—Vy/ly, 2

where V, is the potential of the end-face surface avid is the potential of the side
surface. Fot,>1,, with allowance for the electromechanical coupling conskamthich
depends on the properties of the material and the construction of the piezoelectric
element! the field can reach values

2

E=4mok®=E,=IIE;. €)

1
Ordinarily, 0~0.5,k~0.1-0.8, and, /| ;~10-1G, so that the coefficierl (which can
be called the piezogeometric intensification factor for the electric)fi@ich polarizing
field E; can reach values of $@&nd higher, if the emitter geometry is taken into account.
This means that for polarizing fields of the order of MJcm, the electric field at the end
face of a piezoelectric element can exceed Y@&m.

For external electric field&>10" V/cm and an emitter material with a low permit-
tivity (<10) and a high density of surface electronic stateB)'* cm ?) the electric
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FIG. 2. Energy schemes with.s= x — €AV,<0: & Fast piezoelectronic emission wili>>10" V/cm; b) slow
LFEE with E<10® V/cm; AV, — change produced in the surface potential by the penetration of the electric
field into the sampley — electron affinity of the emitter materiad= AV /Ee —region of internal breakdown

of the piezoelectric.

field reaches values in a surface region of widtl{Fig. 29 that are high enough for
internal electrical breakdown of the insulat@ener effect Such breakdown under the
conditions for effective NEA at the surface, made possible by the penetration of the
external field into the emitter, will determine the LFEE mechanism. It should be under-
scored that this mechanism of fast stationary field emission is possible only for piezo-
electrics with sufficiently smak. The energy scheme of a field emitter for this electron-
supply mechanism is displayed in Fig. @he energyscheme of slow LFEE is shown in
Fig. 2b for comparison In the scheme presented, the fast emission and its stability in a
low vacuum seem obvious, since the “electron souréedlence bandis hidden from

the external medium.

In summary, stationary LFEE can be described as a superposition of two current
components with fundamentally different electron-supply mechanisms. In one case, when
the density of donor traps in the film is high, the metal substrate acts as the electron
source, while in the other case the electron source is the valence band of the piezoelectric.
The second case, which was studied in the present letter, can be realized with materials
which exhibit appreciable piezoelectric activity and are sufficiently perfect for a Zener
effect to develop. In this connection, the most suitable name for emission of the form
studied here could be “piezoelectronic field emission.”

I am sincerely grateful to P. G. Borzyak for calling my attention to the problem of
LFEE in emitters and to V. F. Kosorotov, A. G. Naumovets, O. G.Sarked B. V.
Stetsenko for a number of important remarks and constructive suggestions which they
made during a discussion of the experimental results. This work was supported by the
Ukrainian State Committee on Science and Technology under Projects Nos. 2.3/242 and
06.01.00/234R-95.
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The specific features of fermion condensatie- a phase transition
associated with the rearrangement of the one-particle degrees of free-
dom in strongly correlated Fermi systems — by which this phenom-
enon can be detected experimentally are discussedl9€Y American
Institute of Physicg.S0021-364(07)00611-7

PACS numbers: 05.30.Fk

Phase transitions of a new type, associated with the rearrangement of the single-
particle degrees of freedom in strongly correlated Fermi systems, were predicted several
years ago. An integral feature of this transition, called fermion condensation, is the
appearance of a plateau in the single-particle excitation speciyrat the Fermi
surfacet™ The plateau is associated with the fermion condeng&® and can arise in
different systems, including quite unusual ones, for example, fermions locked in vortex
cores in a superfluid Fermi liqurtiBut the electronic systems of metals are apparently
best suited for searching for such a condensate. The reason is that a method of making
precise measurements of the single-particle electronic photoemission spectra has been
developed in recent years for these systéritshas been found that, surprisingly, these
spectra(for example, the spectrum of YB@u,Og (Ref. 7)) or SLRuQ, (Refs. 8—10)
contain smooth segments on the Fermi surface which have not been reproduced in theo-
retical calculations?

The specific nature of the FC lies in the unus(limlear) temperature dependence of
its spectrume ,(T). This dependence is the “calling card” of the FC. How does it arise?
Systems with a FC are described by singular solutions of the variational equation
oF/6ny(T)=0 (Ref. 12;F is the free energy of the systgnordinarily rewritten in the
form
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-1
1+expw] : (1)

np(T): T

wheree ,= 6E,/ on,, is the quasiparticle energy, which itself depends on the quasiparticle
distribution functionny(T), andE, is the energy of the system and is a functional of
ny(T). In strongly correlated systems this dependence is very nontrivial, and this creates
conditions for the appearance of singular solutions of equdfinn

In a homogeneous and isotropic system, where the speetsutapends only on the
magnitudep of the momentum, a singular solution of Ef) corresponding to a segment
of the spectrum which is linear ifi in the temperature intervdl < T<T? has the form

ep(T) —u=Tro(p) +O(T), pPi<p<p;. (2)

The quantitiesT, and T? will be determined below. For the time being, we 3gt=0.
Outside the region occupied by the FC, the spectsy(T) is essentially identical to the
standard spectrum, for which the sloge,/dp>0 atT=0 and varies quadratically as a
function of T for T>0 (Ref. 13. This behavior of the spectrum outside the interval
p;<p<ps corresponds to the fact that outside this interval the singular solution is essen-
tially identical to the standard solution. Indeeft;,(T=0)/dp#0, which atT=0 gives
no(p)=1 for p<p; andngy(p)=0 for p>p;. Therefore the quasiparticle system sepa-
rates into two subsystesn— a normal subsystem with an effective md& which does

not depend o, and the FC, whose effective mass, as follows from @).is

MEc~Pe(pPs—pi)/T. (©)]
Here pg is the Fermi momentum, related with the density of the liquid by the standard
I’e|ati0np=p,2_1/(3772). Using Eq.(2), we find from Eq.(1) that ny(T)=ng(p)+O(T),
whereng(p) gives the momentum distribution of the FCTB+0:
No(p)={1+expro(p)} ", Pi<p<ps. 4

This is calculated from the equatiatEg[ n]/dng(p) =« (Ref. 1) under the assumption
that the functionaEg[ n] is known. Knowing the distributiong(p), one can calculate the
spectrume, from Egs.(2) and(4), and, substituting expressi@4) into the equation for
the entropy*? one obtains & -independent contribution

2

s p-dp
So=—fp [No(P)IN No(p) +(1=no(P))IN(1—nNo(p))] —~, ®)
i a
which is proportional to the density of the FC
2
Pt p<dp
pe [ "notm 252 ©®)
Pi ™

This result also obtains directly from the Landau form&ap:M*T by substituting
£ from Eq. (3).

Equation(5) remains valid when the dampingof the condensate quasiparticles is
taken into account. In Ref. 14 it was found thgfT) ~T. With the damping taken into
account, the entrop$ at low temperatured is given by the formul®
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Zf sanF(S) In

de @)

Gr(p,e) | ded®p
Gh(p.e) ] (2m)4’

where Gg(e,p)=1/(s —e,+iy) is the retarded Green’s function. After substitution of
zT for ¢ in Eq. (7) the temperaturd vanishes from the integral over the condensate
region, since the spectrura,~T and the dampingy~T, and the same estimate
Sec~ p. is obtained. Therefore the ratiy-/Sg of the entropy of the FC to the entropy
of the rest of the system is very large at low temperatires- it is proportional to
MEIME~ep /T, whereeg is the Fermi energy. We note that singgdoes not contrib-
ute to the specific he@(T)=TdSdT, there is no such enhancementG(T).

A plateau adjacent to the Fermi surface has even been observed in the electronic
spectra of some strongly correlated mefal®,but the accuracy of the measurements is
still too low to confirm or rule out a linear variation ef,(T) as a function ofl. On the
other hand, the existence of tfieindependent condensate contributi§y associated
with this behavior of the spectrum to the entropy in the inteﬂ?@HiT<T? can be
checked experimentally by measuring the thermal expansion coefficient

_}(alogV) 1 &(S/p))
N

®

T3\ Tar | T3kl T

whereK=dP/dp is the compressibility of the systerR, is the pressure, and is the
volume. Substituting into Eq8) expression(5) for the entropy, we find for the thermal
expansion coefficient(T) of a system with a fermion condensate

o1 [ [ dno(p) 1—no(p)}p2dp ©
FT3Kp P P Tdp T ng(p) | A2

Hence follows the estimatevrc(T)|~p./(Kp). At the same time, in a normal Fermi
liquid this coefficient is of the order dfr,|~M % T/p2K. Neglecting the difference in the
compressibilitiesK of these systemsdK/K~p./p; Ref. 14 gives for |agc/ay| the
estimate

v

aFC(T)|~M;C pe PR __PceF

ae(M | ME pMET p T°

(10

We see that the ratioe(T)/ay(T)| is increased by the facterg /T, and therefore a
study of thermal expansion at low temperatufesan detect even low concentrations of
a FC. It is worth noting that the increased{T) associated with the FC will also reveal
itself in the difference Cp(T)—Cy(T)), which is proportional toT o(T).*

The upper limitT?, up to which these simple though unconventional relations hold,
is determined by the rate of growth of the correction terms in @gwith increasing
T: ForT:T?:(pf— p;)?/M they are of the same order of magnitude as the leading term.
The resultg2)—(5) must, unavoidably, be modified even in the limit of zero temperature,
since the presence of a tei®g# 0, which is due to the degeneracy of the spect(@m
at T=0 is incompatible with the Nernst theorem. The unbounded growth of the density
of states has the effect that there are many possibilities for one of the Pomeranchuk
conditions to be violated, and for this reasonTas 0 the FC serves as a source for new
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phase transitions which lift the degeneracy of the spectry(i) asT—0 and thereby
eliminate S;. Which phase transition dominates in reality and the importance of the
contribution of the incoherent part of the effective interaction of the quasiparticles largely
depend on the input-parameter game. We shall analyze below the situation when Cooper
pairing wins the competition with other transitions. The quanfityin this case is deter-
mined by the temperature of the superconducting phase transition. As we shall see, the
FC substantially changes the results of the BCS theory, deviations from whose predic-
tions are often observed experimentally in strongly correlated metals.

Let us assume that,<T?. Then below the phase-transition point the quasiparticle
distributionn,(T) varies relatively little and the result®)—(5) can be used as a zeroth
approximation for constructing a new low-temperature expansion. In so doing, it should
be kept in mind that the equation for the entrdpgf a superfluid system with a fermion
condensate must be written in the standard Bogolyubov form. Then,|j8= 0 (Refs. 1,

3, and 13. The fact thatS; vanishes on th&, interval yields an estimate for the specific
heatCy(T) of the superfluid phase in the regidn~T.: C4(T<T;)~S,/T., which is
much higher than the specific hegy, of the normal phase at temperatufies T.. This
should be manifested in the magnitude of the jumE() at the phase transition point;
this jump is given by the equatibh

IA? 24
) p2dp a

1 P
Cs(Tc):Cn(Tc)_T_f np(Tc)(l_np(Tc)) a7 5

a
Te

To find aAf,/ dT we take into consideration the fact that the equation for theAgdp) in
the problem with the FC can have the same form as in the BCS tHédfy:

E(p;,T) pidp;
A(p,T)=—fV(p,pl)K(pl,T)tanh—ZlT - 5
4

(12

where k(p,T)=A,(T)/2E(p,T) and V(p,p,) is a relatively weak attractive, strongly
momentum-dependent potential. This dependence has the effed(ihpis tied to the
regions occupied by the F@he corresponding calculations will be published in a sepa-
rate work. At the same time, as analysis of expresdib?) shows, in a system with a FC

the dependence of the gap, on T near T. is the same as in the BCS theory:
A?(T)=A%0)(1-T/T.). This gives the estimate (JA;/dT)r /Tc~1. The main fea-

ture of the situation considered here is that the integration in @4s.and(12) extends

over the condensate region, a specific result of which is that the logarithmic divergence
characteristic for the BCS theory does not appear here. This results in a suppression of
the isotope effect i, which in the BCS theory is attributed to the change in the Debye
phonon frequency, as was shown in Ref. 16, where the experimental single-particle
spectrum, with a plateau of the typg2), was used to solve the equation for the gap in
high-T. superconductors. The lack of an appreciable isotope effedt.iserves as a
necessary condition for the existence of a FC.

In a system with no FC the integréll) is proportional toT . : This is the volume of
the region of integration close to the Fermi surface. In a system with a FC the integration
in Eq. (11) extends over the region occupied by the fermion condensate, whose volume is
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virtually independent ofr, (~T./T?), and the result is proportional to the dengityof
the condensate. Ultimately, approximately the same enhancement is obtained for the ratio
C(T.)/C(T.) as for the thermal expansion coefficient

C«(T M €
s( c)N FC~&_F' (13)
Cn(Te) M’,é p Tc
Equation(13) was obtained on the assumption tiigi(T~T.) is nonvanishing in the
entire region occupied by the FC. In the opposite casemust be interpreted as the
volume whereA ,# 0.

We note that the product,(1—ny) also appears in the width of the nuclear mag-
netic resonance line due to the scattering of conduction electrons by a polarized
nucleust’ The same differences that were just mentioned should also be observed in
these experiments — the linewidth in systems with a FC should contain a slightly
T-dependent term.

The presence of a plateau in the spectr(@nat T=0 is also manifested in an
important effect: It causes the ga#it; to depend on the pairing. This is seen even in the
fact that the logarithmic divergence characteristic of the BCS theory does not occur in the
case of the FC, and the gdpin Eq. (12) is linear in the coupling constant. Taking the
variation of the occupation numbers as a function of the pairing to be a small correction,
the gain in energy per particlE(T=0) can be estimated 4s

5ES(T=O)2A(O)%, (14)

which is much greater thafEgcs~A?(0)/er . Although this result was obtained in Ref.
14 for the Noziees modef it is a general result. This can be easily shown as follows.
The equation foBE(T=0) is obtained from the well-known Landau formula by adding
a pairing contribution and has the form

2

dp

7_’_2

p

1
(ep=m)oNno(p)— 7 A(P)k(P) (15

5ES(T=0)=f

Here ¢, is calculated in a system without pairing, a@d, is the difference of the
occupation numbers in superfluid and nonsuperfluid systems with a FC. In the standard
case the first and second terms in the integrand in(Es).almost completely compensate

one another. In a system with a FC the first term vanishes and the second term — the
integral over the region of the FC — remains and gives expresé®)n Taking the term
~fénén into account does not change this result. Therefore in a system with a FC
OE, is linear while SEzgis quadratic in the gap width (0). This enhancement has the
effect of increasing the critical magnetic fieldls at which superfluidity is destroyed in
systems with a FC and of substantially altering the Ginzburg—Landau equations; this will
be examined separately.

To apply the results obtained above to real metals, the anisotropy produced by the
crystal field of the lattice must be taken into account. This refers chiefly to the structure
of the condensate solution. As shown in Ref. 18 for the example of the exactly solvable
Nozieres modef in a crystalline system a FC arises near the van Hove points, where the
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velocity of the quasiparticles vanishes, and this in turn sharply increases their role and the
magnitude of the anisotropic corrections. This result is independent of the form of the
model interaction; only the presence of an appreciable velocity component of the forces
is important. The sharp anisotropy of the gap leads to a unique variation of the specific
heat — a significant fraction of the Fermi surface occupied by normal quasiparticles is
almost pairing-free, as result of which a nonexponential term appeat¢Tin at tem-
peratures much below, .

The oxide SyRuQ, — a substance with an almost square two-dimensional lattice
and three single-particle bands near the Fermi surface — is most interesting from the
standpoint of fermion condensation. The Fermi energy for this oxideisl eV and at
the same timeT.~1 K, which creates unique conditions for detecting a FC
(er/T.~10%. Recent dafr’® show that a quite wide plateau extending in both direc-
tions appears in the spectrusp of one of the bands near the Fermi surface, and the area
of the plateau reaches 3% of the Brillouin zone. However, this “pot of honey” has a
“ladle of tar” in connection with the referencing of the plateau. At first it was located 17
meV below the Fermi surfacebut now experimentet8 place this plateau 11 meV from
it, despite the fact that the energy resolution is around 15 meV. This result is dictated by
the fact that the Fermi surface ordinarily lies at points whef¢pg) =1/2. However,
calculations show that while such referencing is valid in the normal case, it no longer
operates in a system with a developed FC, and, furthermore, because of the extent of the
plateau in momentum space it is difficult to eliminate the background, the parameters of
whose variation along the plateau are nowhere to be found. Furthermore, such referenc-
ing, which signifies that one of the bands drops out of the game, does not agree at all with
the specific heat data and the data on the de Haas—van Alphen'@ffeour view, better
data on this effect together with measurements of the thermal expansion coefficient as
well as the jump in the specific heat at the pdigtand the variation o, andC,, for
T<T, could shed light on the nature of the remarkable properties of this oxide and on the
whether or not fermion condensation is connected with them.

Thus we have analyzed some specific features of fermion condensation, including
the flattening of the single-particle excitation spectrum at the Fermi surface with a char-
acteristic linear temperature dependence of the stizpédp of the spectrum as well as
the thermal expansion coefficient, the jump in the specific heat at the phase transition
point, and other characteristics. Since the properties of systems with a FC are radically
different from those of standard systems, there is hope that measurements of these char-
acteristics will make it possible, in the not too distant future, to determine whether or not
this phenomenon is realized in strongly correlated metals.

We are grateful to G. E. Volovik, R. O. Zigev, N. E. Z#, A. |. Likhtenshtén, R.
Pucci, C. A. Swenson, and P. Schuck for helpful discussions. This work was supported
by the Russian Fund for Fundamental Research under Grants Nos. 95-02-04481 and
96-02-19292.
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A scan of the superconductor—nonsuperconductor transformation in
single crystals of YBgCu;Oq., « (Xx~0.37) is done in two alternative
ways, namely, by applying a magnetic field and by reducing the hole
concentration through oxygen rearrangement. The in-plane normal-
state resistivityp,, obtained in the two cases is quite similar; its tem-
perature dependence can be fitted by a logarithmic law in a temperature
range of almost two decades. However, an alternative representation of
the temperature dependenceoqf,= 1/p,p, by a power law, typical for

a 3D material near a metal—insulator transition, is also plausible. The
vertical conductivity o.=1/p. followed a power law, and neither
o.(T), nor p.(T) could be fitted by lod. It follows from thep. mea-
surements that the transformationTat O is split into two transitions:
superconductor—normal-metal and normal-metal—insulator. In our
samples, they are separated in oxygen contert)oy0.025. © 1997
American Institute of Physic§S0021-364(®7)00711-1

PACS numbers: 72.15.Rn, 61.50.Ah, 74.62.Bf, 7480

In this paper we intend to apply the scaling theory of localizattorthe underdoped
system YBaCu;Og_ . The theory allows one to classify the temperature dependence of
the conductivity in the close vicinity of the metal—insulator transition in a 3D material.
There is a critical region near the transition in which the conductivifff) follows a
power law

o=a+BTM. (€h)
When the main inelastic processes in the critical region are controlled by the electron—
electron interaction, the exponemt=1/3 (Refs. 2 and B The constantr in the relation
(1) is negative <0, and the critical region there is bounded from below by a crossover

temperaturel™* on the insulating side of the transition. BeldW, the conductivity falls
off exponentially?*

o x exd—(Tg/M"], n=1, 1/2, or 1/4. (2
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The crossover temperatufie and the constan& both become zero at the transition
point, so thaio(T) at this point is proportional td*° (Refs. 2 and B

o=pT™, ©)
This relation can be used for detecting the transition point.

A low-temperature crossover line exists in the critical region of the transition on the
metallic side too. The conductivity here is described by dimensionless ecfuation

s¥=s2+t12  s=o(T)/0(0), t=T/T*. (4)

The functions(t) goes over to the power law$) in the opposite temperature limits, with

a=0(0) andm=1/2 at low temperatures, wherc1, and witha = %0(0) andm=1/3
whent>1. It follows from Eq.(4) that at the crossover temperature, whenl, the
conductivity isa(T*)=1.750(0).

According to the theory,a normal-metal—insulator transition does not exist in 2D
materials: any film is expected to become insulating &t0. With decreasing tempera-
ture, the localization starts with the so called quantum corrections to the classical con-
ductivity o:

o=o0gt+Ac=09+7y,logT, Ac<og. 5)

The relationA o< oy cannot be violated because the conductiwiyl) is always posi-
tive. When o, and Ao become comparable, the weak localization turns into strong
localization and the logarithmic behavi®) gives way to the exponential behavi@: at

low enough temperature(T) should fall off exponentially.

When the metal is superconducting the pattern of the transition to the insulating state
changes. In 2D the superconductor—insulator transition has been observed
experimentally. In 3D it is not clear whether such a transition can take place as a single
transition or whether it would occur through a normal-metal intermediate state. In order
to study the low-temperature behavior of a superconductor, one can bring it to the tran-
sition, suppress the superconductivity by a magnetic fi¢)dand then investigate the
transition and its vicinity with the field held constant. It had been assumed that a material
with supressed superconductivity would behave at finite temperatures as an ordinary
metal. However, since 1980 there have been repeated experimental indications that fpr
superconducting materials there is an intermediate region in the vicinity of the transition
in which the normal resistivity varies logarithmically with temperatiire:

p(T)=po+Ap=po—7y, logT. (6)
The temperature dependen@® has been found in granular aluminfimnd granular
niobium nitride films] in percolating lead film$? and in Ng_,Ce,CuQ,_, ceramics:!
In all these cases the resistance changes severalfold over the range of the logarithmic

temperature dependence, the logarithmic terniéinbecoming the leading one at low
temperature:

Ap>pg. (7)

Hence relatior(6) cannot be converted int®) despite the formal resemblance between
them.
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Interest in this problem has been renewed after the publications by Ando, Boebinger,
etal,'>® which revealed the lo§ term in the resistivity of underdoped
La,_,Sr,CuQ, in pulsed magnetic fields of 60 T. This interest has several aspects.

(i) As the volume of experimental data is rather poor, one cannot be confident and
must check whether the Iog term really exists — it is not simple nor even always
possible to distinguish between Idgand a power-law dependen¢b.

(ii) What are the specific properties of those materials for which this term appears?
If these should turn out to be exclusively high-superconductot$~24it would point to
a specific role of strong correlations in electron systems; on the other hand, it may turn
out that it is granularity which is of primary importante*14

Motivated by these goals, we present below the measurements of the temperature
dependence of the in-plang,, and vertical p, resistance of the single crystals
YBa,Cu;04., . By decreasing the doping level in high-superconductor systems, one
can suppress the superconducting transition temperatuasd bring the system to the
boundary of the superconducting region. In the YBaCuO system this can be done by
decreasing the oxygen content or, in a limited range, by oxygen rearrangement in the
planes of CuO chains:®

Single crystals of YBsCuwOg,, were grown by the flux method in alumina
cruciblest’ Oxygenated at 500 °C in flowing oxygen, they had aof about 90-92 K
and a fairly narrow resistive transitiahT,<1 K. To bring the samples to the boundary
of the superconducting region, the oxygen content was reduced by high-temperature
(770-820 °Q annealing in air with subsequent quenching in liquid nitrotferd. To
rearrange the chain-layer oxygen subsystem, the,€B#Dg, . crystal was heated to
120-140 °C and quenched in liquid nitrogen. This procedure reduces the mean length of
the Cu—O chains; hence, the hole doping of Gpanes decreaséd!® The equilibrium
state, with a larger hole density, can be restored simply by room-temperature aging. By
dosing the aging time, one can also obtain intermediate states. Thus the quenching—aging
procedure allows one to vary gradually the charge carrier density and to tune the sample
state through the boundary of the superconducting region.

Special care was taken to measure reliably the separate resistivity components. The
in-plane resistivity was measured on th20—40 um thick) plate-like crystals by the
four-probe method with current contacts covering two opposite lateral surfaces of the
crystall’ The contacts were painted on with silver paste and were fixed by annealing. To
measure the vertical resistivity, circular current electrodes were painted on the opposite
sides of the plate, with potential probes in the middle of the circles. The resistivity was
measured by the standard low-frequeri2® Hz) lock-in technique in the temperature
range 0.37-300 K, the measuring current being low enough to avoid any sign of sample
overheating even at the lowest temperature.

Below we present the temperature dependence of the in-plane resistivity obtained
for the “aged” and “quenched” states of one of the YB2u,Oq, , (x~0.37) crystals.
For both states the resistivity passed through a minimum near 50 K. Ther rafithe
resistance at room temperature to that at minimum #8s (In terms of classical metal
physics this means that the crystal is not perfect: crystals for which0 do exist) In the
quenched state, no signs of the superconducting transition were observed @(T}he
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FIG. 1. In-plane resistivity versus logfor a YBaCuO single crystal with a fixed oxygen content but with
different oxygen arrangemenfguenched, intermediate, and aged spat®sly the aged state is superconduct-
ing, and the set of curves demonstrates how a fiffd destroys the superconductivity. The dashed lines are an
extrapolation of the linear dependengg,(log T). Experimental points are plotted only on one curve.

curve down to the lowest temperature. In the aged state, the resistivity growth at low
temperatures was interrupted by the superconducting transition. Owing to the low
T.<10 K, the superconducting transition could be suppressed almost completely by the
available magnetic fieltH||c.

Attempts to fit thep,,(T) data by an exponential la¢2) were unsuccessful. On the
contrary, we succeeded in fitting the data by the logarithmic (& see Fig. 1. The
quenched and the intermediate states, which both lack superconductivity, exhibited a
resistivity which increased logarithmically with decreasingver almost two decades of
temperature. The magnetoresistance of the quenched state was below 1%; thus the perfect
fit demonstrated in Fig. 1 obtains both with and without a magnetic field. It can be seen
that with increasing magnetic field thg,(T) curves for the aged state make a step-by-
step approach to a straight line. Apparently the deviations from the logarithmi¢S)aw
indicate only that the highest applied field 7.7 T was not strong enough. Thus the repre-
sentation of the data given in Fig. 1 agrees with that of Refs. 11-14.

However, this is not the only possible interpretation. Assuming that our sample is a

3D material, we can analyze the data with the help of Etjsand(4). According to Fig.

2, the data for the quenched state of the sample, replotted\assusTY?, approach a
straight line at largd” and satisfy Eq(4) with the parameter valuas(0)=0.23 MS/cm

and T*=0.37 K. The values for the intermediate state ai@)=0.32 MS/cm and

* =1.25 K. Thus this approach is self-consistent: the aging of the sample increases the

hole density and thereby leads to an increase of the conductef@eand crossover
temperaturer™*.

Therefore, at this stage we cannot choose between the dogl T™ representations,
i.e., between representatiof® and(1), (4). We have done experiments on a crystal with
r~10, too, but were left with the same uncertainty. However, in any case the supercon-
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FIG. 2. The data for quenched and intermediate states from Fig. 1 replotteg &s T*2. Solid lines — fits by
Eq. (3) with the T* values indicated by arrows, dashed lines — asymptotes itstderegion.

ducting state does not give way directly to an insulator: represent@jamould indicate

that it converts into some specific strongly correlated metallic state, while representation
(1) would point to a normal-metal state. The conclusion that the transformation in
YBaCuO consists of two stages: into normal metal first and into insulator after further
decrease of the hole density, was made previdlisly the basis of an extrapolation of

the transport data from high temperatu@em above the resistance minimurkiere the
extrapolation edge is far lower — only 0.4 K.

The transport properties of YBaCuO crystals near the boundary of the superconduct-
ing region are highly anisotropic, the ratiQ/p,, exceeding 19 (Ref. 21). The crystals
can be regarded as a stack of weakly bound conducting, Pledes. This brings some
uncertainty to the question of whether the in-plane transport should be considered to be of
a 2D or of 3D type. At the same time the vertical transport is certainly 3D, and its
temperature dependence is of special interest. We have measured several crystals and
present below examples of typical behavior.

Figure 3 shows the. data for two crystals annealed in air at 800 ¥1: andc2,
each in two states, quenchéclrvescl, and 02§) and aged €1, andc2,). They cer-
tainly do not follow logT, but perfectly fit theT'* representatioril) with « of different
signs; see inset. Hence, these aged and quenched states should be placed on different
sides of the metal—insulator transition. All the data presented were obtained with a
magnetic field of 7.7 T, but the magnetoresistance was small and did not affect the
representation.

In the left-hand part of Fig. 3 we present in addition the cur¢g obtained for the
crystal c1 annealed at 780 °C and quenched; the curve is fit by @g.with
0o=1.5¢=0.18 S/cm. The aged state of the crystal with this oxygen content reveals
symptoms of superconductivity, such as the onset of a kink and positive magnetoresis-
tance at lower temperatures. Hence, these aged and quenched states should be placed on
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FIG. 3. Vertical resistivity data for two crystals] andc2, plotted aso versusTY? (left) and asp. versus
log T (right). The experimental points have been removed from several of the curves. The inset shows an
enlarged part of the main plot.

different sides of the superconductor—normal-metal transition on the phase diagram in
Figs. 5 and 7 of Ref. 16. According to these diagrams, in the 800 °C range of annealing
temperatures a 20° change results in a differendexs$ 0.025 in the oxygen content and

in a difference ofAn/n.~0.07 in the hole concentratiom normalized to the critical
valuen,. Although the precise positions of the two transitions may depend on the degree
of disorder in the crystals, the numbers obtained can be regarded as estimates of the
distance between the superconductor—normal-metal and the metal—insulator transitions
along the abscissa of the phase diagram.

In conclusion, the low-temperatupg(T) curves of YBaCu;Og ., (X~0.37) single
crystals follow a scaling temperature dependence in the vicinity of the metal—insulator
transition and permit one to specify the transition point. The difference in the oxygen
concentratiorx between this point and that of the normal-metal—-superconductor transi-
tion is approximatelyAx~0.025. It remains still unclear whether the representation of
the in-plane resistivity,,(T) in the region between these transitions on aTli&rale is
meaningful or whether the description by the functighsand (4) is more adequate.
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RFBR 95-302 and by the Programs “Superconductivity” and “Statistical Physics” from
the Russian Ministry of Science.
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When a voltage is applied to double quantum wells based on
AlGaAs/GaAs heterostructures with contact regi@msi—n structureg

a two-dimensional2D) electron gas appears in one of the quantum
wells. Under illumination which generates electron—hole pairs, the pho-
toexcited holes become localized in a neighboring quantum well and
recombine radiatively with the 2D electrofisinneling recombination
through the barrigr The appearance, ground-state energy, and density
of the degenerate 2D electron gas are determined from the structure of
the Landau levels in the luminescence and luminescence excitation
spectra as well as from the oscillations of the radiative recombination
intensity in a magnetic field with detection directly at the Fermi level.
The electron density is regulated by the voltage between the contact
regions and increases with the slope of the bands. For a fixed slope of
the bands the 2D-electron density has an upper limit determined by the
resonance tunneling of electrons into a neighboring quantum well and
subsequent direct recombination with photoexcited holes.1997
American Institute of Physic§S0021-364(®7)00811-9

PACS numbers: 73.20.Dx

1. Tunneling-coupled quantum systems, double quantum WeldWVs) and super-
lattices, have long been a focus of interest in research on semiconductor
heterostructure.* In the case of DQWs to which a band-tilting electrical bias is applied,
this interest is due to the expected possibility of optical excitation of excitons in which
the electron and hole occupy different wells separated by a barrier. Such excitons are
called spatially indirectinterwell) in contrast to spatially diredintrawell) excitons, in
which the electron and hole occupy the same quantum well. Since interwell excitons
should possess long lifetimébng times for tunneling recombination through the bar-
rier), they should not be difficult to store, and it seems that a gas of such excitons could
be cooled to quite low temperatures. Theoretical works predict very interesting collective
properties of such a gas of interacting excitons at critical densities and low
temperature8=° The observation of unexpected collective properties in an interacting gas
of such excitons has been reported.

2. In this letter we demonstrate that events unfold according to a different scenario
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in n—i—n AlGaAs/GaAs DQWs with tilted bands. It turns out that the nonequilibrium
e—h pairs, spatially separated by a barrier on account of the band tilting, are mainly
localized in the planes of the wells on fluctuations of the random potential if their density
is less than the density of surface states~10'°-~10'* cm™2) and the temperatures are
sufficiently low. The luminescence in this case is determined mainly by the radiative
recombination of randomly distributes-h pairs which are localized in the planes and in
which the electron and hole are separated by a barrier. If the density of nonequilibrium
electrons(or holeg is higher than a certain critical density of localized states, which
determines the mobility threshold, a two-dimensional gas will arise in the corresponding
channel(quantum well. We shall show that a 2D-electron gas arises in such structures.

3. In the present work we investigateei—n AlGaAs/GaAs k=0.2) DQWs grown
by molecular-beam epitaxy on amGaAs (001) buffer substrate. The density of the
n-type dopan{Si) in the substrate was equal to<30'® cm™3. The GaAs quantum wells
and the AlGaAs barrier between them were 100 and 45 A wide, respectively. The DQWs
were arranged symmetrically between AlGaAs insulating layers up to 3000 A thick.
Doped AlGaAs ((Si)=3x 10" cm™3) layers with metallic conductivity were located
directly behind the insulating layers. Thus the structures formed a capacitor with a DQW
at the center. In the absence of voltage the structures exhibited properties corresponding
to a flat-band regime. When a band-bending voltage was applied, current started to flow
through the structure. The dark current density through the structure did not exceed 10
mA/cn? at the maximum voltages employed 8 V).

The samples were placed in a helium cryostat inside a superconducting solenoid. All
experiments were conducted at a temperature of 2 K. An optical waveguide technique
was used for photoexcitation and collection of the luminescence signal. Luminescence
was excited with a Ne—He laser generating nonequilibrash pairs in the quantum
wells. The luminescence excitation spectra were measured with a Ti—sapphire laser,
which in turn was excited by all lasing lines of an Ar laser. The luminescence signal was
detected with a cooled photomultiplier and recorded in the photon-counting mode.

4. Figure 1 displays the luminescence spectra corresponding to radiative recombi-
nation of 2D electrons, which appear when a voltage is applied, in the bottom field-tilted
guantum well with photoexcited holes in the neighboring quantum vik# optical
transition scheme is shown in Fig). Buch recombination is of a tunneling nature and is
determined by the overlapping of the wave functions of the 2D electrons and holes which
“leak” under the barrier which spatially separates these carriers. Of course, on account
of the inclination of the bands, the luminescence spectrum lies on the low-energy side of
the term of the direct, symmetric, heavy-hole excitonic stasHH) in the neighboring
guantum well where the electron density is I¢see Fig. 2

In zero magnetic field the luminescence spectrum is nearly square. This reflects the
fact that the 2D-electron density of states is constant and the probability of radiative
recombination is virtually independent of the wave veétoFhe width of the spectrum
corresponds to the Fermi energy of the 2D electrons. In a magnetic field oriented per-
pendicular to the layers, a structure associated with the Landau quantization of the elec-
trons first appears in the spectrum B¥1.5 T. From the magnitude of the splitting one
easily obtains their cyclotron mags,=0.07m,. The measured splittings in the lumines-
cence spectrum with different values Bfcan also be used to construct a fan of Landau
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FIG. 1. Spectra of radiative recombination of 2D electrons with photoexcited holes from a neighboring quan-
tum well as a function of the magnetic field. The numbkr®, 3, 4, 5 and6 correspond to magnetic fields of
0, 1.5, 2, 2.5, 3, and 4 T, respectively. The applied voltage equals V.

levels(see Fig. 3a, open dotdt is not difficult to determine from such a construction the
energyE, of the 2D-electron band bottoifthis energy corresponds to the lowest elec-
tronic size-quantization level in the lower electric-field-tilted quantum )wefid the
Fermi level Eg of the 2D electrons. The 2D-electron density found in this way is
ng=2.2x 10" cm 2. We emphasize that the luminescence spectra and their shape were
found to be independent of the laser excitation power in the interval\li8-5 mW. This
means that in the experimental optical-pumping interval the 2D-electron channel can be
filled with electrons from then-type contact region.

The electron density can be found in an independent optical experiment. For this, the
intensity of the luminescence of 2D electrons directly at the Fermi level must be recorded
as a function of the magnetic field. The oscillations of the intensity of the recombination
radiation(which are shown by the solid curve in Fig.)3fbserved in such an experiment
reflect the oscillations of the density of states at the Fermi level. The Fermi energy and
the 2D-electron density are determined according to the period of these oscillations in
terms of the reciprocal of the magnetic field. The observed oscillations of the lumines-
cence intensity are essentially the optical analog of Shubnikov oscilldfions.

The structure of the Landau levels of the 2D electrons is also observed in the
luminescence excitation spectra. In the case at hand, we are talking about optical transi-
tions to unfilled Landau levels lying immediately above the Fermi level. These spectra
are displayed in Fig. 4, where, first of all, the lines of the ground states of excitons with
heavy (1sHH and light (1sLH) holes dominate. These excitonic lines correspond to
direct transitions in excitonic states in a quantum well free of a 2D-electron gas. Together
with the main excitonic lines, a new discrete line structure appears in the spectra mea-
sured in a magnetic field. As the magnetic field increases, these lines move rapidly to
higher energies, in contrast with the lines of the excitonic ground states, which undergo
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FIG. 2. Scheme of optical transitions in a AlGaAs/GaAs=0.2) DQW with an applied voltage. The arrows
show the transition corresponding to the radiative recombination of 2D electrons with photoexcited holes from
a neighboring quantum weliindirect transition and transition corresponding to the term of a heavy-hole
intrawell exciton — 1sHH(direct transition.

\

1.565
Magnetic field (T)
6 7 8
1.560 0 1 2 3 4 5 67 809
S =
CANRI11A c
= =3
97 .
2 |50 §
We > >t
B
1.545 5
E b
Eo_" Lt 1 1
A N R S R S A 6 4 2 1
Magnetic field (T) Filling factor

FIG. 3. g Fan of Landau levels of 2D electrons. The open dots correspond to the luminescence and the filled
dots to the excitation of luminescence of 2D electrons. The arrows show the positions of the Fermi levels and
the 2D-electron band bottom and the positions of the terms of light-tideH) and heavy-holg1sHH)
intrawell excitons. The applied voltage equal2.5 V. b Intensity oscillations corresponding to radiative
recombination of 2D electrons with photoexcited holes from the neighboring quantum well with detection
directly at the Fermi level. The applied voltage equal®.5 V.
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FIG. 4. Luminescence excitation spectra of 2D electrons as a function of the magnetic field. The arrows mark
the positions of the terms of light-holdsLH) and heavy-holg1sHH) intrawell excitons forB=0 T. The
dashed straight lines correspond to optical transitions to unfilled Landau levels lying directly above the Fermi
level. The applied external voltage equal2.5 V.

a relatively small diamagnetic shift. The spectral positions of these lines measured with
different magnetic fields are presented in Fig. (Bed dotg. One can see that the
energies of these lines fall, surprisingly accurately, on a fan of Landau levels. It is
completely obvious that the discrete structure observed in the luminescence excitation
spectra in a magnetic field corresponds to optical transitions of 2D electrons lying above
the Fermi level to unfilled Landau levels. In the case at hand the optical transitions occur
between hole states in one of the wells and the Landau levels of 2D electrons in another
well. It follows from the conservation laws that an optical transition corresponds to

h pair production in a quantum well with no 2D electrons followed by resonance tunnel-
ing of the photoexcited electron into a Landau level in a neighboring well. Why such
transitions have such a large oscillator strength, comparable to that of a transition to the
excitonic ground state, remains surprising.

The technique described above was used to study the behavior of a 2D-electron gas
under different applied voltages. It was found that the Fermi level is always pinned by the
spectral position of the 1sHH exciton in the neighboring well. This means that for a fixed
voltage the 2D-electron density is limited from above by resonance tunneling of the
electrons into the neighboring well, binding with photoexcited holes into an intrawell
1sHH exciton, and subsequent radiative annihilation of these excitons. The 2D-electron
density can be varied by applying a voltage that regulates the slope of the electronic
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bands and thereby changes the positie of the 2D-electron band bottom. It was
established that the free 2D-electron gas vanishes at voltage®.7 V. From this we
estimated the critical density of surface electron states, which correspond to the mobility
threshold or the metal—insulator transition in the 2D channel, obtaining a value
no=5x10'° cm~2. At such and lower densities of nonequilibriuenh excitations, ra-

diative recombination of randomly distributed electron—hole pairs which are localized in
the planes and in which the electron and hole are spatially separated by a barrier is
manifested in the luminescence spectra. However, this requires a separate discussion and
will be the subject of a separate publication.

We thank I. V. Kukushkin for interesting discussions of the questions touched upon
in this letter. We thank the Russian Fund for Fundamental Reséarahnt 96-02-17536
the Scientific-Technical Program “Physics of Solid-State Nanostructures,” and INTAS
(Grant No. 576i-9% for supporting these investigations.
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Determination of the parameters of photoinduced centers
in glassy GeS ,, from the noise spectrum of the
optical electroabsorption signal
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N. S. Kurnakov Institute of General Inorganic Chemistry, Russian Academy of Sciences,
117509 Moscow, Russia

(Submitted 18 April 199y
Pis'ma Zh. Esp. Teor. Fiz65, No. 11, 846—85@10 June 199y

It is found that the onset of photoinduced centers in glassy, Glegads

to chaotic changes in the signal in the long-wavelength region of the
electroabsorption spectrum. It is shown that the application of noise
spectroscopy methods to the analysis of the photoinduced signal makes
it possible to determine the energy position of four levels of photoin-
duced centers, lying near the center of the band gap. The model of
electron—hole pairs localized on defects is used to explain the position
of the levels. ©1997 American Institute of Physics.
[S0021-364(®7)00911-7

PACS numbers: 71.23.Cq, 78.66.Jg, 42.65.Sf

In glassy chalcogenide semiconduct@®&CSs3, energy transfer from a photoexcited
electronic subsystem of the disordered matrix is accompanied by the appearance of pho-
toinduced states, whose interaction results in photostructural transformations and could
be responsible for photoinduced anisotrdmptical instability? the formation of meta-
stable clusters, and light-induced phase transitféha. great deal of attention is now
being devoted to the investigation of these effects. From the standpoint of applications,
this is explained by that fact that GCSs show promise as media for reversible writing of
optical information. They can also be used in the fabrication of efficient optical
waveguides, and experimental results on the control of light by light are now available.
At the same time, the investigation of photostructural transformations in GCSs will
enable advances in the solution of a number of fundamental questions in the physics of
disordered materials, concerning the clarification of the mechanisms of structural self-
ordering under external influences.

The present work was motivated by the desire to explain the experimental data
obtained in Ref. 5, where it was shown that under intense illumination the optical elec-
troabsorption spectrum of Ge®ecomes unstable at long wavelengths and it was con-
jectured that the change in the electroabsorption signal reflects the dynamics of photo-
structural transformations. Since the photoinduced signal oscillates chaotically in time, it
can be regarded as a noise caused by the appearance and decay of photoinduced defects.
Accordingly, our objective in the present work was to determine, using the methods of
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FIG. 1. Curves of electroabsorption in Ge3Sneasured at successive timés— initially, 2 — after 50 min,3
— after 100 min.

noise spectroscopy of semiconductors, the parameters of the energy levels participating in
the formation of defects.

We chose as the experimental material &gSsince optical bistability has been
observed in GeS(Ref. 3 and attribute@ito the formation of a superstructure. The higher
sulfur content in our experimental material was motivated by a desire to shift the funda-
mental absorption edge to longer wavelengths. The measurement procedure is described
in detail in Ref. 5.

The electroabsorption signal is displayed in Figure 1. Cureerresponds to mea-
surements performed without intense external illuminafive spectrum is stable and
highly reproduciblg and curves2 and 3 were measured 30 and 40 min, respectively,
after the illumination was turned on. As one can see from the figure, the spectra become
unstable after the illumination is turned on.

The relative temporal variation of the electroabsorption signal at a wavelength of
472 nm is shown in Fig. 2. The temporal variations of the signal at other wavelengths
were similar: several slow oscillations followed by chaotic oscillations around a slowly
varying value. When the exciting light is turned off, the light-induced signal gradually
decays and a stationary electroabsorption spectrum is established. Oscillations similar to
those shown in Fig. 2 have been obsefviedthe optical absorption by GCSs but their
frequency was approximately an order of magnitude higher, which is attributable to the
high laser illumination intensity in Ref. 2 and the heating of the sample. No parameters of
the photoinduced centers have been determined, either in Ref. 2 or in later works, from
the chaotically varying optical absorption signal.

The following conclusions can be drawn on the basis of the data presented in Figs.
1 and 2: The observed changes in the electroabsorption signal characterize the change in
the occupandyof levels lying in the tails of states in the mobility gégpe gap width for
the experimental material equals approximately 2.7.e8ince under intense external
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FIG. 2. Temporal fluctuations of the electroabsorption signal.

illumination the Fermi quasilevels lie near the edges of the mobility gap, the observed
change in the signal reflects the kinetics of the variation of the occupancy of the levels
participating in the optical transitions. The level occupancy in turn is controlled by
trapping on deep recombination centers. Therefore the change in occupancy is due to the
formation of photoinduced recombination centers, since the processes by which charge
carriers escape from shallow electronic levels lying in the tails of the states and then
recombine are several orders of magnitude faster than is observed experimentally.

To investigate the character of the random fluctuations of the electrooptic signal, a
Fourier analysis of the dependence shown in Fig. 2 was performed. The corresponding
frequency spectrum is displayed in Fig. 3. This spectrum is described well by a super-
position of several terms of the fori;/(1+ sziz). This attests to the presence of
several centers characterized by different time constants. It should be noted that the
investigation of the kinetics of photoinduced effects showed that the relaxation of pho-
toinduced absorption and photoinduced anisotropy can be approximated in a wide time
interval by a “fractional” exponential function exp{t/7)” where the exponent lies in the
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FIG. 3. Frequency spectrum of the fluctuations of the electroabsorption signal.
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FIG. 4. Arrangement of a photoinduced center.

range 0<y<1 and the time constant is determined by the recording timohl-
rausch’s law. In Ref. 1 relaxation of this kind is attributed to the hierarchical nature of
the bounds on its dynamics, i.e., the existence of a hierarchy of structural elements and,
accordingly, processes with different characteristic times.

To explain the results obtained we proceeded from the Mott—Street Mhbaek,
cording to which two types of defecB™ andD ~ (a variable-valence paican form in
chalcogenide materials and the strong electron—phonon interaction accompanying the
trapping of an electron on a defect and the appearancelof aenter shift the energy
level of the defect from the conduction band edge toward the valence band. Such centers
could be responsible for the pinning of the Fermi level near the center of the mobility gap
in glassy chalcogenide semiconductors. Street has proposed that the interadlion of
andD ™ centers leads to vanishing of the trapped electron and hole and to a local modi-
fication of the structuré The structural modification could be due to a displacement of a
chalcogen atom, whose position is determined by one of the minima on the double-well
configuration—coordinate diagram.

The recombination of an electron and a hole localized close to one another can be
regarded as a “pair” recombination process, which is characteristic for low-mobility
materials. The essence of the effect is that the electron and hole do not have enough time
to separate over the thermalization time to a distance at which the Coulomb interaction is
eliminated. In a material with a disordered structure and a high defect density it is very
likely that during the thermalization of an electron—hole pair the electron and hole will be
trapped before they separate to a distance at which the interaction between them vanishes.
Therefore the electron and hole are located in a potential well which is formed by the
Coulomb interaction. In consequence, sooner or later they will recombine, since the
probability of such recombination is much higher than the probability of the electron and
hole being separately transferred into widely separated states.

It is conjectured that light induces the formation®f —D ~ pairs with an electron
and hole localized close to each other on defects. A barrier whose height depends on the
relative arrangement of the charged defects impedes recombination.

The corresponding scheme is displayed in Fig. 4.
A transition of an electron from B~ center to D" center in a neighboring well
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followed by recombination of the electron can occur by a hopping mechanism. The
hopping frequency can be written as

v=vp, exp(—2ar —W/KT), (D)

where vy, is the phonon frequencyy is a localization parameteW/=W,—U(r) is the
height of the barrier between thiE" andD ™~ centers\\, is the energy corresponding to
the excitation of an electron at the edge of the mobility gap for a isolatedenter, and
R is the distance between tiE" andD ™~ centers.

The Coulomb interaction energy is
U(r)=q%/4meeyr. (2

For the case of strong localizatiaer <W/KT. We calculate the barrier heights from

Eqg. (1) (e was set equal to 5 in the calculationtaking vp,=5x 10'* s™* and using the
experimentally determined frequenci@sg. 3). The energy levels turn out to be very

close to one another: 0.839, 0.857, 0.875, and 0.899 eV. The increase in the barrier height
and the corresponding increase in the characteristic time are explained in the present
model by an increase in the distance between the centers and a corresponding decrease in
the Coulomb interaction.

The distance between tiiz" andD ~ centers is important for further estimates. For
the fastest center we take the minimum possible value, equal to the distance between
neighboring chalcogen atoms: 3.8 A. Then the Coulomb-induced decrease of the
recombination-barrier height accompanying a change in the distance between the local-
ized electron and hole can be estimated from expreg&pmmhus the distance between
theD* andD ™~ centers participating in the process can be estimated using the experi-
mental values of the energies. The results are 3.80, 3.89, 3.98, and 4.12 A.

An estimate of the barrieW, for an isolatedD ~ center gives 1.57 eV, which is
somewhat greater than one-half the width of the mobility gap in,GeS$hese centers
are not recorded in photostructural transformations under ordinary conditions because the
corresponding time constant is very high and carriers are more likely to be ejected from
a well. However, they can operate as efficient recombination centers and participate in
the generation oD *—D~ pairs; this process will be more intense under optical excita-
tion conditions. As thé ™ andD ™ pairs arise and the distance between the heteropolar
centers decreases, the barrier between them will decrease and the probability of recom-
bination of a localized pair and, accordingly, of a structural modification of the center
will increase.

Several conclusions can be drawn from the foregoing analysis and the estimates
made above.

The application of noise spectroscopy to the analysis of nonstationary electroabsorp-
tion spectra makes it possible to determine the parameters of the photoinduced centers in
GeS ,, which are seen as deep recombination centers.

The hopping recombination mechanism makes it possible to explain the presence of
centers with a very small splitting between the separate levels near the center of the band
gap. The energy width of the band of these levels, which are manifested in photostruc-
tural transformations of Gg$, can reach 0.7 eV.
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A set of levels leads to a set of discrete times characterizing photostructural trans-
formations in whichD*—D~ centers participate.

The nearest-neighbor environment®df is not symmetric and, accordingly, local
anisotropic structures can form whé&i"—D~ pairs vanish.

The Coulomb interaction oD *—D~ centers can lead to the formation of local
superstructures and superclusters with sizes of up to several tens of angstroms. Their
sizes and density will depend on the densityDof—D ~ centers and, accordingly, on the
illumination intensity.

The giant structures of the order of 1000 A in size which were observed in Ref. 3

can arise if the density dd*—D~ centers reaches 1cm 3.

Unfortunately, the results of the present work do not permit making any conjectures
about the physicochemical nature of the centers. It is very likely that dangling bonds are
responsible for their appearance, but other explanations are also p8ssible.

It should also be noted that we have shown on the basis of this model that interacting
defects should carry a heteropolar charge which vanishes on recombination. The energy
released in the process gives rise to local overheating and structural modification of the
center.

This work was supported by the Russian Fund for Fundamental Research under
Project No. 96-02-19317.
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It is shown that the problem of potential deformations that preserve the
energy dependence of the oscillation frequency corresponds in the clas-
sical limit to the isospectral problem for the Schirmger equation. The
solutions of the corresponding evolutionary equations for the potential
(with respect to the deformation paramet@re simple Riemann waves.
The relation between such solutions and the solutions of the inverse
problem of mechanics — the problem of reconstructing the potential
given the energy dependence of the oscillation frequency — is deter-
mined. © 1997 American Institute of Physics.

[S0021-364(17)01011-9

PACS numbers: 03.65.Ge, 03.20, 03.40.Kf

The problem of isospectral deformations, which are determined by the correspond-
ing phase flows;? of the potential in the Schdinger equation can be associated to a
definite class of evolutionargwith respect to the deformation paramegtequations for
the characteristic elements of the Salinger problem and the potentiThe following
equations correspond to the isospectral problem in the simplest case of a point spectrum:

h2
_2_(¢E)xx+U(X,T)l//E=E'JfEa lim e=0; (1)
’LL X— oo
m2 [(ge)] 1
E=0, ooy | Tz, Uimaliy, @

T

wherer is the deformation parameter. The last relation in @ydetermines the simplest
(individual) phase flow induced by a selected characteristic element of the dhchen
problem(1); a(7)>0 is an arbitrary function of. As shown in Ref. 3, the equation
describing the isospectral deformation of the poter{tad obtained from Eqg1) and

(2)) for the particular case indicated can be put into the form of the well-known Liouville
equationS,;=expS which is satisfied, specifically, by the family of potentials corre-
sponding to an equidistant energy spectrum. In the classicalAiimi0, some members

of this family degenerate into potentials for which the classical motion is isochronous
(the period is energy-independgfspecifically, the harmonic-oscillator potential.

There arises in this connection the question: What is the classical@nmanalog of
the quantum-mechanical isospectral problem itself?
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It is well known that in the classical limit{—0, y— \pe'S") the Schrdinger
equation leads to the Hamilton—Jacobi and continuity equatibns:

1
E=ﬂ(5x)2+ U(x,7), (pS)x=0. 3

Following the logic of the quantum isospectral problefye supplement this pair of
equations by an expression for the classical analog of the phase flow

U,=a(7)py. (4)

At a fixed energy leveE=E,, such that E) ,=0, the equation$3) and(4) lead to the
following evolutionary equation for the functid®(x, 7,E):

1
E(SX)Z

1
+a(7)B(7) —) -o. (5)
. 1Sd/

Here B(7)>0 is an arbitrary function which arises when the continuity equation is
integrated; the sign of the modulus in E() arises from the conditiop(x,7)>0.
Switching to the velocity fieldV(x,7)=u 1S, and to a new deformation parameter
r—1=u 2fdra(7)B(7) puts Eq.(5) into the form

V,.—|V|3v,=0, (6)

after which, on the strength of Eg&)—(5), the evolutionary equation for the potential
becomes

1“/2 3/2
UT_(EO—U> U,=0. (7)
The solution of this equatiofin the implicit form) is a simple Riemann wave:
/'L/2 3/2
U(x,7)=Ug| x+ 7|, UX,7)|,—0=Up(X). 8)
Eo—U

Here Uy(x) is the undeformed potential.

We shall show that the solutioi®) describes a deformation of a classical potential
U such that the initial energy dependence of the pefi@¢&) of the oscillations is
preserved for anyr. We introduce the functionW, inverse to Uy y=Uy(X),
x=Wjy(y). In the general case the functitv, possesses several branché’, even for
a uniquely defined potenti&l ;. From Eq.(8) we find that the functiox(U, 7) for each
branch is determined by the expression

M/Z 3/2
|-

€)

x<k><u,r>=\Mok><U>—(E —
0

Let us examine two neighboring branchet) andx") forming a local minimum
of the potential. As is well knowf the functionT(E) for motion in such a well satisfies
the equation

KU 1) —x KU, 1) = fu T(E)dE 10

Umin \/U_E.
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FIG. 1. Deformation of an isochronous potential in the one-flow cBge;4, 7=0, 0.1, 1, 5.

By virtue of Eq.(9) the left-hand side of this relation does not depend on the deformation
parameterr. Therefore the functiod (E) for the potentialU(x,7) is the same as for
Uo(x) (we note that as the potential is deformed, the turning poidts=W{
X(E)—[2(Eo—E)/u] *?r move in a manner such that the distance between them
remains unchanged

Therefore the condition that the point spectrum of the energy eigenvalues of the
quantum problem is independent of the deformation parameter of the potential corre-
sponds in the classical problem to the condition that under a deformation the energy
dependence of the oscillation frequency remains the same as in the case of the initial
(undeformedl potential?

Let us return to the solutiofB). As a result of the evolution with respect to the
deformation parameter, the potential, as a rule, ldsssis characteristic for simple
Riemann wavesits single-valuedness. In the case of an individual fl@y considered
above, the multivaluedness of the deformed potential arises immediately 0+), and
the above-indicated properties of the oscillation frequency obtain for finibaly for
energy level€<E;<E, for which the potential (x, 7,E) is a single-valued function
of x (Fig. 1.

Switching to the evolutionary equations for the potential induced by a collection of
phase flows

N
Ur=25 ai(n)(p))x (1D)
at the selected leveB?, EJ, ...,EY, the system of equatior8) written for the levels
E= EQ 1sj =N yields an equation for a more general class of simple waves:
7( 7)
2 U)3’2 =0. (12
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FIG. 2. Deformation of an isochronous potential in the two-flow caseEps=E,*ie, Eg=€e=1; 7=0,
0.5,1.0,1.5, and 2.5.

Let us examine the case of the deformation of the harmonic oscillator potential
Uo=(wx)?/2. In the caseN=2 the solution of Eq(12) has the form

\V2U YT YVoT

w (E?_U)3/2 (Eg_U)3/2’

X+(U,7)== v1,2=Const. (13

Let y,=y,=1/2. To avoid singularities, let us displace the parame&&randE into the
complex plane ES—Eq+ie, ES—~Ey—i€). As a result, we find that for values of the
parameterr such that 6= 7<7.(Eq,€) and finite e the deformed potential is isochro-
nous forall E<+<. The critical value ofr is determined according to the well-known
conditions for breaking of the simplest Riemann waves. A characteristic scenario of the
deformation of the harmonic oscillator potential is displayed in Fig. 2.

In summary, enlarging the set of phase flows in 8d) can delay the breaking of
the potential in time. We note that in all cases the potential after the moment of breaking
can always be determined, while preserving uniqueness, by the standard conditions em-
ployed in the analysis of the breaking of nonlinear waves.

In closing, we call attention to the fact that the evolutionary equations studied above
for deformable potentials are related with the inverse problem of classical mechanics —
the problem of reconstructing the potential from a prescribed energy dependence of the
oscillation frequency. In the general case this problem is rélatéth the solution of
equation(10). In the case of isochronous potentialg E) = constE)) the solution of this
problem is given by the relation

J2u

X (U)=x_(U)=2—. (14
It is easy to show that this expression can also be written in the alternative form
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U:%wz[x—X(U)]z. (15)

Here X(U) is an arbitrary function. Suppose tha depends on a parameter.
X=X(U, 7). Differentiating expressior{15) with respect tox and 7, we verify that
U(x,7) satisfies the equation

U.+X.(U,7)U,=0. (16)

The evolutionary equations for deformable potent{ad® engendered by the set of flows
(11) can be identified with Eq(16). Therefore the classical analog of the quantum
isospectral problem is related with the inverse problem of classical mechanics.
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