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Nonequilibrium processes resulting from the interaction of high-temperature superconductors

with electromagnetic radiation are considered from microwave to optical range. Emphasis is laid
on the dependence of surface or dc resistance on external paraftetgosrature, bias

current, modulation frequency, magnetic field, radiation power, and frequewtych is
characteristic of every nonbolometric response mechanism considered by us. The most frequently
used methods for monitoring the response of HTSC to electromagnetic radiation are

described. ©1998 American Institute of Physid$$1063-777X98)00105-4

INTRODUCTION gated mechanisfi@nd hence we shall not consider it in the
present work.
A high superconducting transition temperatuig In recent publications devoted to the study of optical

(>77.3 K) together with a small coherence lengtland a  respons&® of microbridges made of epitaxial YBaCuO
strong anisotropy are responsible for diverse and unusudilms, it is assumed that nonbolometric mechanisms are real-
electromagnetic properties of HTSC as compared to converized not only in granular samples, but also in high-quality
tional superconductors. Among other things, the concept oiTSC. However, the controversy in the observed values of
vortex lattice and of the shape and dynamics of the vorticesensitivity and response time for the same nonthermal
themselves have been revised significafglye, for example, mechanisms has not been resolved so far. Most probably, it
the review by Blatteet all) The transformation of magnetic is linked not with the intrinsic properties of HTSC, but with
vortices and the peculiarities of their mutual interaction asvarious external conditiondemperature, bias current, mag-
sociated with a strong anisotropy and fluctuational effectsetic field, radiation power, wavelength, pulse duration,) etc.
have led to various phase transitions and new states of thender which these characteristics are obtathedthis con-
vortex lattice, e.g., lattice fusion, thermally induced depin-nection, it is necessary to study nonbolometric mechanisms
ning, collective flux creep, and2-3D transition. All these in samples of the same quality under identical external con-
peculiarities call for a detailed and thorough analysis of thelitions, and to investigate the conditions for optimizing the
electromagnetic properties of HTSC which is interesting notcharacteristics of detectors.
only from a scientific, but also from a technical point of In this communication, we present a review of the most
view.? For example, one of the most important and relativelytypical results on the investigation of nonequilibrium mecha-
simple applications of HTSC is the development of electro-nisms of the response of HTSC to EMR, and systematize the
magnetic radiatiofEMR) detectors. A negligibly small dis- existing mechanisms from the point of view of the most
persion(for frequenciesr<2A/#, 2A being the band gap in  general physical effects characterizing superconductors. We
the quasiparticle spectrymsteepness of the HTSC transi- shall not consider in this review the results of investigations
tion, and the use of a cheap cooldlituid nitrogen urged in the fields of Raman scattering, generation of harmonics of
scientists to explore the possibility of creating HTSC bolom-the fundamental signal, photoluminescence, etc.
eters working at liquid nitrogen temperatiiré The main The review consists of the following parts. Typical
drawback of such devices is that a compromise has to baethods for monitoring the response to EMR from the mi-
sought between sensitivity and high-speed response. Hencecitowave(MW) to optical range are described in Sec. 1. Sec-
is preferable to use nonbolometric detectors. In this connedion 2 is devoted to a review of experimental works on the
tion, the study of nonequilibrium mechanisms for monitoringnonbolometric response mechanisms in HTSC, and to their
the response of HTSC to EMR assumes a special significlassification into subgroups. The main results obtained in
cance. By response we mean the variation of a certain chathis field are summarized at the end of the review.
acteristic of the material under the effect of an external
agency(in the present work, we shall take for such a char-
acteristic the resistand® of the sample exposed to EMR

In the general form, the response mechanisms can be In response monitoring, it is important to take into con-
divided into two large groups covering bolometfequilib-  sideration the frequency of the incident radiation and the
rium) and nonbolometriénonequilibrium response. The bo- technique used for monitoring. The former determines the
lometric mechanism is one of the most thoroughly investi-processes induced by the incident radiation, and the latter

1. METHODS OF RESPONSE MONITORING
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indicates the processes that may be discovered. The resporisear effects associated with a constant measuring current
is conventionally measured in direct current. In spite of thelead to thermal instability and an “avalanche”-type cross-
high sensitivity associated with the steepness of the supeover to the bolometric regime.

conducting transition in dc measurements, this method has a Another effective method of studying the optical re-
number of significant drawbacks. In the first place, speciabponse of HTSC is the pump-probe technifdébased on
restrictions are imposed on the sample geometry: the thickthe use of the same agen@esually, a laséras the source of
ness of the HTSC film must be smaller than or of the order ofadiation incident on the sample, and for monitoring the re-
the radiation penetration dep# Otherwise, a part of the sponse by measuring the reflectivity of the probing signal. In
sample in which the radiation does not penetrate will shunthis case, the nonequilibrium processes can be monitored
the layer whose properties have changed under exposure, aoder a wide range of wavelengtisom 10 um to ultravio-

no response will be detected. Moreover, since the dc residet). The measuring signal is usually much weaker and is
tance of the sample in the superconducting state is equal welayed relative to the pumping signal. The resolving power
zero, the HTSC sample has to be processed with a viewf such a technique is determined by the minimum possible
toward creating an element with nonzero resistance. In turrguration of the laser pulse. For an optimal construction of the
this restricts the range of mechanisms available for monitorsensitive element, the amplitude of the nonthermal compo-
ing the response. Besides, significant constraints on the noisent is higher than the amplitude of the bolometric compo-
characteristics of HTSC detectors are imposed by contaatent atT>80 K by an order of magnitude.

resistances of the order of(1, which are inescapable in such

a detection .technlqu“é).Th_esg drawbacks are eliminated in 2 CLASSIFICATION OF RESPONSE MECHANISMS

the rf-technique for monitoring the response, although the

sensitivity may decrease in this case due to a less steep su- We are not aware of any classification for the mecha-
perconducting transition and a smaller drop in the rf resisnisms of HTSC response to EMR showing their mutual re-
tance as compared with the dc resistance. The rf-techniquation with the most typical physical phenomena in super-
used by us for the first tinté to monitor the response is conductors. Such a classification is essential for a proper
based on the inductive technid@at radiofrequenciegf) as  understanding of the processes stimulated in HTSC by the
well as the resonant technidddor measuring the MW re- incident radiation. We believe that, while speaking of non-
sponse. Obviously, the problems associated with fluctuaequilibrium response mechanisms, we must indicate clearly
tional noise and the degradation of the HTSC element due tarhether a particular mechanism is a property of the given
contact phenomena are eliminated during rf monitoring ofsample or a common feature of the entire class of HTSC. In
the response. Moreover, the constraints on sample thicknesisis respect, all nonbolometric response mechanisms can be
are less stringent in this case, since the only requirement divided into two groups, viz., intrinsic and extrinsisee

the overlapping of the incident radiation and the probingblock diagram in Fig. 1 The intrinsic properties of HTSC
radiation penetration regions. Finally, the rf-technique forare determined by the quality of single crystals and granules
monitoring the response allows the detection of nonequilib{for granular samplgs At present, it is assumed that weak
rium processes even in the superconducting transition regiotinks between granules act as a chain of series- and parallel-
while a large value of the contact resistance and strong norconnected Josephson junctiortd) responding synchro-
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nously to the incident radiation. Hence the extrinsic properactivated flux creep in the case of a linear current—voltage
ties of HTSC are mainly determined by the properties of acharacteristi¢lVC) of the sample is described by the expres-
solitary JJ. Apparently, the intrinsic properties of HTSC aresion (see, for example, Ref. 21

mainly similar to the properties of low-temperature type II B
superconductors with some differences associated with the  _ 2vo®olc
peculiarities of the HTSC structure. Each of the above- P kgT

mentioned large categories contains several mechanisms thaFI . : .
where v, is the attempt frequency, i.e., characteristic fre-
are common to both groups.

quency of attempts by vortices to break away from the pin-
2.1. Radiation-induced creep and flow of magnetic flux ning center 10" Hz for YBaCuO single crystals® is
the magnetic flux quantunt, is the coherence length along
a flux line or a vortex bundléwhich may vary from fractions

f d for very thin samples td for thick samplesd being the

ilm thickness, and the energy),~2-10° K for YBaCuO
single crystals aff<T,.?! As a result, we obtain for the
pre-exponential factor in formuld) po=10> ) -cm. Note

exp(—Ug/kgT), 1)

The idea of thermally induced creep was put forth by
Andersont® while Zel'dov et al” and Frenkekt al® were
among the first to detect the motion of magnetic flux induce
in HTSC by radiation. Zel'dowet all’ studied the response
of microbridges made of epitaxial YBaCuO films on LaGaO

and SrTiQ substrates to optical radiatioHe—Ne laser, o : .
wavelengthA =633 nm), and found that the peak on thethat formlflf(l) IS In good_ agreeme_nt .W.'th _the experiment
for p<10 “p,, wherep, is the resistivity in the normal

temperature dependence of the response is displaced by SeY: s . .
eral degrees towards lower temperatures relative to tha e Forp>10 “p,, an excellent agreement is obtained
with Tinkham’s theor$? in which it is assumed that resis-

dR/dT peak characterizing the bolometric response. The¥ance which is associated with flux creep, dependslgin

also noticed a significant suppression of the respakRe : C oy
o . ; . . the same way as in the case of dissipation due to thermally
with increasing bias current, which was not observed in the

temperature dependence @R/dT. Moreover, the quantity induced phase slip in a JJ suppressed strongly by the trgns-
o : L port current. According to the Ambegaokar-Halperin
AR/(dR/dT) characterizing the heating of the film in a 23 ; .

. . theory:” the JJ resistance in a strongly suppressed state has
purely bolometric effect increases sharply and has a peak attﬁe form
temperature slightly lower than the superconducting transi-
tion temperaturd ;. Since the thermal properties of the sub-  p/p,=[1(70/2)]"?, 2
strate, film, or the interface between them should not vary ] - .
significantly in this temperature range, the authors conclude®n€re lo is the modified Bessel function, andy,
that the response is of nonbolometric type. Considering & Yo/ksT. The following dependence on temperature and
strong correlation between the behavior of transport properfagnetic fieldH is proposed foJ,:
ties upon irradiation and without radiation, Zel'det al’ (1-TIT,)%?
interpreted their results as magnetic flux creep induced by UOKTC
optical radiation. A similar interpretation of the results on the
measurement of optical response was given by Frenkebalstraet al?! reported that the dependen@ is valid only
et al'® who reported the observation of photo-induced degver a limited temperature range, and a different
pinning of magnetic flux. According to FrenkElthe neces-  temperature- and magnetic field dependencéSipobtained,
sary condition for the emergence of flux flow is that thefor example, in the vortex glass mod&tt® or the thermally
radiation quantum enerdyr must exceed the activation en- activated flow modef® cannot be ruled out.
ergy U, of the vortex lattice. The author believes that the If the Lorentz forceF, exerted on vortices by the trans-
photon energy is transferred thermally to flux lines, althoughport current flowing through the sample is such that they
other mechanisms of energy transtéar example, the Lor-  acquire an energy, =U,, depinning of vortices and a tran-
entz force exerted on a vortex by the induced cujreatnot  sition to the flux flow regime take plaéé According to the
be ruled out. Bardeen—Stefan theofy, the flux flow resistance is de-

Eidelot® observed the response of BiSrCaCuO ceramigscribed by the expression
bridges and a meander made of epitaxial YBaCuO film on
MgO substrate to optical radiation of wavelength pet=pnH/Hca, (4)
=633 nm and concluded that his results can also be X hereH
plained by the model of the photo-induced flux flgRIFPF).
Moreover, the results of measurement on the BiSrCaCu(RW
samples are described correctly by the PIFF model as well a3
the model of JJ network in which phase slip cent@SQ
are formed under the action of light as a vortex move
through the junction. It was also obser{®dhat since the

©)

2 1S the upper critical field.

As regards the rf response associated with the flux flow,
as shown by Jet al?® that at temperatures not very close
T. and forhy<2A, the specific impedance taking into
account the contribution from flux flow can be presented in
She form

value ofU, in the PIFF model and the energy barridt 2n DB 4770,)\5

the JJ network model are close, these two mechanisms can P= 777"‘ Y )
be distinguished only by measuring the temperature depen-

dence of the activation energy. where 7 is the viscosityw=27v the angular frequency,_

The contribution to the dc resistivity made by thermally the field penetration depth, aril; the effective magnetic
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flux density responding to the rf field. According to Portis
et al,?® the surface resistance taking vortex dissipation into
account can be represented in the form

(0)

—1+(1+4B%/Bj)*2| "

Ra=Xo > , (©) to

~

where Xo=47mw\?/c? is the surface reactance f@4=0, Taw
andBo=8mwn\Z/®, is the characteristic value & for %

which the surface impedancg, is defined by the vortex
movement. It was assumed by Porgisal 2 that Bo4=fH,
wheref is the density of free or weakly pinned fluxonk (
~0.1). However, Jiet al?® interpretedf as a part of the
length of all vortices intersecting the intergranular region in
the sample. They assume that there exist intergranular vorti-
ces having a number densityy which do not pass through

(0)

granules, and intragranular vortices having a number density é o
ng which are pinned inside granules. Besides, the main con- E
tribution to dissipation comes only from vortices intersecting 2
weak links since the viscosity; of intergranular region is EQ{”
<

much higher than that of intragranular regiong due to a
higher resistance of the intergranular regions. According to Ji i
et al,?® Bgy=(ny+xny)®Py, wherex is the ratio of the inter- 05 10
granular volume to the total volume of the sample. H /Hmax
The method of contactless monitoring of the HTSC re- o/
sponse to mi”imet?r(mm) waves was developed by our rig. 2. Magnetic-field dependences of normalized responses of a YBaCuO
group in the beginning of 1990%see Refs. 11 and 30The  thin film TF1 atT=86.7 K: radiofrequency respongeR7/R7(0) (a) and
technique is based on monitoring using rf bias whose advarmicrowave responsaRI™/RJ™(0) (b). Solid curves describe the approxi-
tages over conventional four-probe technique were knowiation according to the Halbritter thedry(from Velichko et al*’).
long before the discovery of HTSE. Medvedevet al3!
showed that the_ use of rf b|e_15 Increases the sgn_snwny o.zfamplitude dependences of the response of YBaCuO samples
detectors and improves their noise characteristics. This : " ) X
. ) ) ; of various qualities are also described quite well by theoret-
method makes it possible to monitor the response simulta- T :
. X ical models taking into account the formation and movement
neously in two frequency ranges, viz., r=(0 MHz) by

: . . . S of magnetic vortices under the action of a strong rf
including a superimposed inductance coil in the resonance 3

" ) radiation®*~3’ Figures 2 and 3 show the amplitude depen-
circuit of the quality-factor meter, and the mm range S
. R . : dences of rf and MW response of two thin films of YBaCuO
(~36 GHz) by using a quasioptical dielectric resonator : :
—_ . . deposited on a LaAl@substrate and a YBaCuO ceramic
which is also used for supplying a powerful mm-range sig- : :
. . . . .plate, as well as the theoretical dependences obtained by us-
nal. Details of the experimental technique are described it . . 5
Refs. 30 and 32 ing the models proposed by Halbritt€r,Sridhaf® and

Investigations of the rf response of ceramic and thin-fiImGureV'Ch’ which are in good agreement with the experi

samples of YBaCuO to mm radiation sh233that, in the mental results. Thus, it can be assumed on the basis of the

. - . : results of measurements that the rf response of YBaCuO su-
superconducting transition region, the response is complex

) . ! Perconductors contains a nonbolometric component in the
and contains bolometric and nonbolometric components. |

was found that the peak of the overall response is dispIace%f"lpercondlmIng transition region. In all probability, the non-

relative to the peak of the temperature derivathR,/d T of eq_whbnum response mechanism is asspmated V\.”th the cre-
. . . ation and movement of Josephson vortices or similar mag-
the surface resistance, which describes the purely bolometriC_ . . o . .
. . netic vortices in inter- and intragranular weak couplings
effect, by 0.4—-0.7 K, depending on the quality of the sample, . 2
. under the effect of millimeter radiation.
The displacement of peaks on the temperature scale was re- . I L
) . . - Salient features and conditions for realization of the
duced by improving the electromagnetic characteristics OF’nechanism
the samplegby decreasingRs and reducing the transition
width AT). Measurements of the relaxation response aftefl) The contribution to the dc resistance from the vortex
switching off the mm wave pumping radiatit?® show a movement is described by formulé$) (in the case of
good agreement with various theoretical models describing creep, (4) (for flux flow), and(5) for rf Rs.
the relaxation of magnetization of superconductors in th€2) The flux creep regime is characterized by an exponential
magnetic flux creep regime. The activation energy temperature dependence of the resistafse® formula
=0.05-0.5 eV obtained from our measurements in the tem- (1)).
perature range 77—86 K are in reasonable agreement with thi8) The flux creep regime is characterized by a linear IVC

experimental results presented in Refs. 28 and 34. Finally the for bias currents | satisfying the conditiotHVr,
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N a 7 responding taJS-. For J>JS", the number of supercon-
€ 008} ! ducting electrons is not sufficient for the passage of transport
g o /.” c2 current, and in contrast to the static case, the total current

24 - 8 now contains the normal componeht as well. The super-
E\ ;- conducting state continues to be thermodynamically more

o 0.04}1- e advantageous sinag(v,,) = (2/3)ns(0) at the peak.
< e Webb and Warburtonsee Ref. 19 in the paper by
- P d Dmitrenko®) detected in 1968 a regular structure of voltage
& steps on the IVC of tin whiskers and came to the conclusion
Ol ' . ! that individual resistive centers are formed upon an increase
0.4 b in current. The sample resistan¢slope of the IVQ in-

creases after the emergence of each step. Later, Tinkham
proposed a model of the resistive center called the phase slip

(0)

tﬂ? center(PSQ. He observed the main features of PSC, viz.,
~ the magnitude and constancy of differential resistance, as

tmw well as oscillations ofl; with Josephson frequency. The for-
< mation of the first PSC takes place in a harrow superconduct-

ing channel when the current becomes equal to the depairing

current at the weakest spot in the sample. A further increase

in current results in the motion of normal electrons, which
leads to the emergence of an electric field accelerating the

Hm/H$ax superconducting electrons to critical velocity. In this region,

the order parametef vanishes and the entire current is trans-

FIG. 3. Magnetic field dependence of the normalized microwave responsported only by the normal component. However, the forma-

ARS™/RS™(0) for a YBaCuO ceramic plate C2af and radiofrequency  tion of Cooper pairs is advantageous as before, hefce

responseAR{/Rg(0) for C2 ceramics and thin film TF3pbj for 86.1 K . .

<T<90.5 K. Solid and dotted curves correspond to the approximation acEMErges once again and a part of the current is trar_lsported

cording to Gurevich and Sridhat® (from Velichko et al2). by the condensate. For each such cycle, the phase difference

for wave functions of Cooper pairs from opposite sides of

the “weak” region will vary by 2. Hence this site is called
<kgT (V. is the correlation volume ang, is the pinning  a phase slip center. Its characteristic size is determined by
potential rangg and by an exponentia(l) dependence the distance over whichy pulsates, and amounts to
for large currents. ~2Ne(T), whereh is the length of the voltage drop region.

(4) The magnetic field dependence of resistance is described For |¢|=0, this region lies in the normal state, and the
by formula(2) and is determined by the magnetic field electric field penetrates the adjacent superconducting regions
dependencé3) of the activation energy. to a depth~\g. Hence the formation of one PSC leads to

(5) The response amplitudAR is proportional tof#’f,d, the emergence of a resistance 2 /S, wherep is the resis-
wheref,.qis the modulation frequency of the radiation. tivity of the material of the filament angl its cross-sectional

(6) The flux flow regime is characterized by a linear mag-area. The voltage drop across this resistance is associated
netic field dependendsee formulg4)) and a linear IVC  only with the normal component,=1—1,. Averaging of
(V=1). voltage across one PSC over tirtiaking into consideration

the fact that the total current is constant and independent of

time, while the supercurrent, pulsates betweeh, and Q

gives

2.2. Phase slip

A special resistive state is formed in long and narrow
superconducting channdlsansverse size of the chanr) V=2\ep(l—Bl)IS, 7
<&(T)], as well as in narrow and even wide thin films for
I >1, both forl,=15" (1S is the Ginzburg—Landau depair- where 8~0.5. This simple formula correctly describes the
ing currenj and in an external magnetic field higher than aexperimental IVC. A further increase in current leads to the
certain valueH, (H.=7®./4w? is the field corresponding formation of new PSC’s since new resistive regions come
to penetration of metastable vortices into a film, ané the  into play each timé®
film width). This state cannot be explained just in terms of a  Dmitrenko et al. (see Refs. 18 and 55 in their paper
dynamic mixed statéDMS)3€ since for high voltages emerg- were the first to observe oscillations of the first derivatives of
ing under these conditions, the vortex velocity V/LB, IVC of wide films in the vicinity of T, which were inter-
whereL is the sample length arl8l the magnetic induction, preted as analogs of PSC. For an applied magnetic field
must be of the order of the Fermi velocity, which is evidentlyH, =0, the critical current, is close to the depairing current
not feasible from a physical point of view. High condensateand decreases linearly witH as it increases to a certain
velocitiesvg lead to depairing and the number dengityof  valueH' after which it oscillates with a periodH, while
pairs begins to depend an. The dependence of the super- the oscillation amplitude increases with decreasing tempera-
conducting current densitys(vs) passes through a peak cor- ture. The period of these oscillations is associated with the
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periodic modulation of the screening current of the potential H
edge barrier which hinders the vortex movement. Such astep Pi1=[pn—p(H. T)] -— Sir(e). (10
structure of IVC of wide films was interpreted as the emer- oz
gence of phase slip ling®SL) (see Refs. 57 and 58 in the Thus, two competing mechanisms exist fae>H,, viz.,
paper®). It was found that the IVC of a vortex-free state of a the flux flow and the phase slip. The phase slip process is
film of width w=\, (A, =2\?%/d is the effective field pen- independent of the relative orientation of the current and
etration depth in a film of thickness) for H<H' is similar  magnetic field, and accounts for the non-Lorentzian dissipa-
to the IVC of a narrow superconducting channel with PSCtion observed in a number of worksee, for example, Ref.
as in the casél; =0. However, the emergence and move-41). It should be remarked that a dependence of the (gpe
ment of vortices in a film foH>H" does not change quali- is manifested clearly only in the case whidijl. In all other
tatively the character of steps on the IVC. The voltage jumpcases, the dependengg€H,T) is determined by the flux
is preceded by a nonlinear region corresponding to DMScreep regimésee Eq(1)).
Vortex movement is also a phase slip, since the passage of a Formula(8) was obtained by Tinkhaff for describing
single vortex through the film corresponds to a variation ofthe dependence of the superconducting transition width on
the phase difference at the film edges by. However, the the magnetic field. However, 48— 0, formula(8) gives a
mechanisms of PSC and PSL in wide films are quite differnonphysical value of the resistance and zero transition width.
ent from the vortex mechanisti.lt turns out that the strin- This contradiction is removed by assuming the existence of
gent condition of a “narrow” @,w<\,) superconducting an effective intrinsic fieldH,#0 which ensures a finite
channel is not necessary for the formation of a PSC. Moreheight of the energy barridi, even in a zero external field.
over, the step structure of IVC of wide films is observed inThe existence of such a field is explained physically by the
zero magnetic fields also. Kosterlitz—Thouless theof§which assumes the existence of
One of the first observations of radiation-induced phasehermally induced “vortex—antivortex” pairs beloW, . It is
slip in HTSC was reported by Leureg al*® who studied the  found that the current-induced depairing of vortex pairs leads
optical response of granular YBaCuO films on sapphire subto nonohmic losses foH =0.43 Taking such a dependence
strates. BetweeiT (temperature corresponding to zero re-into account, we can present formuB in the fornf*
sistancg and T, (temperature corresponding to the onset of
superconducting transitignmost intergranular links become Ar(1-TIT)%? | \%7 72
nonsuperconducting, and the dc conductivity is associated PpsH.T)=pn) o 2(H+Hyg) leo '
with individual isolated channels in which the Josephson
coupling is still strong. The size and number of such chan-_ | . .
nels decreases with increasing temperature, and the respongdPica! values oft, for high-quality YBaCuO Samgles are
amplitude becomes small% Obviously, the peak of the re- —~0-1=0.25T, while Ho~0.05T for BiSrCaCud” For
sponse emerges at a temperature at which most of the JJ wiigh-auality YBaCuO single crystasee Ref. 4}, the ex-
almost identical critical parameter@ritical current, etg. ~Perimental data foH=0 are approximated quite well for
change upon exposure to radiation. The dependence of tHer=10-044gT. Itis found that the narrower the supercon-
phase slip resistance on activation energy for strongly supduc_tIng transition, the h|ghe_r the value;@f. M(_)reover,_t_he
pressed JJ was obtained theoretically by Ambegaokar arfgSistance calculated by using form@ld) is quite sensitive
Halperin[formula(2) in Ref. 23, and can be presented in the t© the choice ofT¢,, and hence a variation dfe, even by
following form if we take into account the temperature and9-0° K strongly affects the value of
magnetic field dependence Bf, from the theory developed
by Yeshurun and Malozemofformula (3) in Ref. 24:

2 It is also assumed tha;, does not change in an applied
(8)  Magnetic field.

According to Blacksteatf the disordered distribution of
|40  Oxygen in Cu—0 planes leads to discontinuities, and a net-
i work of JJ parallel to the-axis is formed between overlap-
ping regions of adjacent planes and creates conducting chan-
nels between planes. The critical current of the entire channel
is determined by the weakest junction. Thermal fluctuations

region will be double the normal state resistance, which iéead o a relative displacement of fragments of the Cu-O

apparently not possible physically. This can be avoided b)planes, and pertl,!rbation of vortices pinned a.t these frag.-
making the substitutiop,— p,— p(H,T). This gives ments leads to a time-dependent local phase difference. This

results in a field dependence of resistance that is not associ-
ated with the Lorentz force.
prr=Lpn=p(H D] 7. C) Thus, in view of the leading role of thermal fluctuations
°z nearT., the dominating loss mechanism is the phase slip
Here, p(H,T)=p,s(H,T) from formula (8). Taking into  associated with the nanogranular nature of HTSC, i.e., with
consideration the angle between the current and the mag- the thermal-phonon-modulated bonds between planes. Ac-
netic field in the(ab) plane, we obtait? cording to Blacksteatf the resistance to flux flow dominates

lco

pP=pttt Pps- (12)

Ar(1-TIT)¥2

Pps(HaT):Pn oH

lo

where Ay is a coefficient. According to Blackstead al
the passage of transport current with energy exceedigg
for H>H; (H.; is the lower critical fieldl causes a flux
flow whose resistance is defined by formt. However,
pit= pn in the vicinity of T, and hence the resistance in this
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at lower temperatures and hence determines the losses in .
granules(for YBaCuO, this temperature range corresponds a 5
to T<85K).%° - —
Formula(12), in which p¢; and p,s are defined by for- ——. -
mulas (10) and (11) respectively, corresponds to the dc re- / \ ( | —
sistance. In order to determine the MW response, it is essen- | __, —d T
tial to know the behavior oR. According to Blacksteatf \_':_./
we obtain by taking residual resistangg~2.5- 10" p,, into ~
consideration: - \ - | \t .
Rs:[(Pff+Pps+POO)(wM/2)]1/21 (13 _,/ S~/
whereu is the permeability. Y —_—
Dmitriev et al** studied the effect of MW field on the — — —

behavior of PSC and observed a suppresg@mren disap- . .

" .. FIG. 4. The pattern of current flow near a “vortex—antivortex” pair gener-
pearanc}mf the C”UC"’}I CurrenF of samples by MW radiation. ated for a large transport current: total curreaj @nd the same configura-
They also found that in the bridges made of YBaCuO ceramion with separated vortex currents)((from Kadin et al?).
ics (MW radiation leads to the emergence of discrete forma-
tions that are multiples of current PSC and are called “rf
PSC").** Among other things, this is confirmed by the root transition, called Kosterlitz—Thouless transition, occurs at a
dependence of the response on radiation power which igemperaturel«; and is accompanied by a pairing of all free
characteristic of the PSC formation mechanism. It is interestyortices. BelowTy, all vortices are paired, and there is no
ing to study the dynamics of rf and current PSC observed bylissipation associated with their movem&hThe formation
Dmitriev et al** The rf PSC vanishes in a direct current, and of vortex pairs takes place through the emergence of a vortex
is replaced by a current PSC. This is accompanied by a trancore” on the scale of the coherence lengftwith a local
sition of the sample to the “unperturbed” resistive statesuppression of the order parametex=(0). This may be

(with zero radiation poweP,,=0). o caused by thermal fluctuations or by the photons of the inci-
Salient features and conditions for realization of the dent radiatior If vortices are separated in space, i.e., do not

mechanism overlap, the currents circulating around the core become sig-

(1) The IVC of superconducting channels in which PSC arenlflcant and the vor_tlces are stable. The energy of su<_:h a pair,
formed is described by Eq7). separated by a distanae>¢, can be represented in the

(2) The dependence of phase slip resistance on temperatwf(g},rm47
magnetic field and bias current is described by formula Ev=Evoln(r/§)=<I>§d/27-r)\fln(r/§). (14)
(11). This mechanism is especially clearly manifested
for parallel orientation of current and magnetic field
along thec-axis since there is no contribution from the

For two closely-spaced vortices, the minimum energy
E,o of the vortex pair is of the order of energy of condensa-
flux flow in this case. In view of the thermal activation t'?”h In LW(;AVO”EX cores. As a rulel, th's’, eneLgy IS muchf
nature of the process, it is manifested quite strongly i '9 er_t ani. The aboye equat_lon aiso gives the energy o

attraction between vortices which is overcome by the Lor-

the vicinity of T. X
(3) The phase slip resistance is independent of the angl‘émz force emerging as a result of the passage of a current

between the current and the magnetic field. with densityJ=E, o/®yrd. Forr=¢, the current density

(4) The response amplitude increases in proportion to th@PProaches the critical value, thus indicating that a vortex
square root of the radiation power pair may be formed by current alone. Such a model is a

two-dimensional generalization of the model of PSC forma-
tion in a superconducting microstr.Figure 4 shows the
current configuration in the vicinity of a vortex-pair being

A large number of publicationésee, for example, Ref. formed. ForT<Ty;=E,¢/4kg, the breaking of the vortex
45) report on the nonbolometric detection of infrar@&) pair may be caused by the current, resulting in a nonlinear
radiation in thin HTSC films. This regime is characterized byl/VC of the type V~I". Depending on temperature, three
an anomalously large responsivi®;, approaching the quan- regimes with different IVC can be singled out:

2.3. Breaking of “vortex—antivotex™ pairs

tum Iignit R,=1/(2ev). In order to exp!ain this effect, Kgdin ~(=1)" n>3 for T<Tyr, I>I.,
et al.”™® proposed a model for photon-induced dissociation of 3

vortex pairs existing in two-dimensional superconductors.  V()={ ~! for T=Tgr,

The theory of vortices in two-dimensional superconduéfors ~| for T>Tky for small I.

assumes the presence of “vortex—antivorte}/-AV ) pairs (15

below T which effectively screen vortex interaction at high g,ch a form of IVC is caused by thermal activation pro-
temperatures and lead to the formation of free vortices. Ungagges leading to a nonlinear resistance of the form

der the action of transport current, these vortices move and
lead to energy dissipation. As the temperature is lowered,
most of the vortex pairs “freeze out” and a second phase

E,(J)| ke
R(J)~exp(— 2kBT>—(J/JC)Ev 2kgT, (16)
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This equation is valid fod<J.. For very small bias cur- total heating of the film is quite insignificant while the local
rents, the resistance is defined by the expression heating may be quite strong. Kadgt al*® proposed two
possible regimes of formation of vortex pairs. How<<A,
R/Rmax=a exff —2(b/ 7)), A7 the absorption of a quantum is linked directly with the for-
where 7=(T—Ty7)/(To—T), a and b are constants, and mation of a vortex pair. Such a pair is formed in two cases:
Rmax iS the resistance at temperatures abdyg (1) if the energy of the quantum at a given temperature is
Kadin et al* propose the following microscopic mecha- higher than the nucleation ener@y,,, and(2) if the total
nism of formation of V-AV pairs as a result of photon ab- currentls=1+1,, (I is the bias current and, the ac ampli-
sorption. A photon with energhr>2A is absorbed in a tude exceeds the critical curreht over a time long enough
certain region(spod at the surface of a2 film, giving rise  for the formation of a vortex. Fony>A, Cooper pairs are
to a pair of highly excited quasiparticles which break addi-dissociated at first. This is followed by the formation of a
tional Cooper pairs over a time period of the order of a fewvortex pair as a result of local heating.
microseconds and distribute the excess energy among a large The response time in this model is determined by the
number of quasiparticles. These quasiparticles diffuse intfluxon velocityv =J®/7=Jp,27&*/ D, in a direction per-
the film over a depth~ & over a time~h/kgTkt and sup- pendicular to the applied current, whewéds the viscosity of
press the order parametdr in this layer, as well as the vortices in the Bardeen—Stefan theory, ands the resistiv-
critical currentl .. If the value ofl in the region of the spot ity in the normal state. Fod~J., sinceJ.p,=A/eé, we
is smaller than the transport currdntthis will lead to insta- obtain the velocityv=A¢/h which approaches the Fermi
bility and a local collapse af, causing the screening current velocity v =10"—1G cm/s for a pure superconductor. For a
to bend around this “hot spot.” This process is analogous tdilm of width w=10um andvg=10" cm/s, we obtain the
phase slip induced by the phonon absorption, which providesesponse timeég=100 ps. For sensitivity optimization, the
the additional energy required by the current for the formaworking temperature must be lower th@p; since the sen-
tion of a vortex pair(see Fig. 4 As a result of further dif-  sitivity at higher temperatures will be limited by the back-
fusion of nonequilibrium quasiparticles into the film, the hot ground voltage associated with thermally activated unpaired
spot vanishes. However, the vortices continue to move atortices and the magnetic field induced by the curféfthe
right angles to the current until they reach the edge of themost suitable material for a detector is a film with uniformly
film, leading to the emergence of a magnetic b through  linked small granules, for which the injection of vortices
the film which is equivalent to an integral voltage pulse. Thefrom the film edges is restricted. The absorption of a photon
time-averaged responsivity is given By =1/(2ev). in HTSC leads to the formation of a vortex ringhree-
The model described above, which was proposed for a@imensional analog of a2 vortex paiy which is enlarged
homogeneousgon the scale- ¢) two-dimensional supercon- by the transport current and splits into a V—AV pair upon
ductor, can also be used for describing éhain of weakly  reaching the(lower and upperfilm surface, leading to the
coupled JJ. It should be recalled that the effective field pensame responsivitiR, = ®,/hv. In the one-dimensional case
etration depth\ .+ corresponding to weak intergranular cur- of a long wire with cross-sectional size¢, the absorption
rents may be quite large. Intergranular vortices with a re-of a photon leads to the formation of a PSC which produces
duced nucleation energy, and hence with a reduced pairoltage step&® For the one-dimensional case, the photon
dissociation energy, may emerge in such films. This explaingbsorption may be accompanied by the formation of more
the observed transition to vortex depairing in ordered chainthan one PSC, which leads to an enhanced sensitivity below
of junctions as well as in granular superconductors. As soothe quantum limit. In all other cases, the sensitivity of a film
as a vortex pair is formed, it behaves essentially in the samdisplaced in the vicinity ofl. is confined by the quantum
way as in a homogeneous film. For a granular superconlimit since the violation of superconductivity due to the ab-
ductor with granule sizes ¢, a photon absorbed in one of the sorption of a photon is always connected with some kind of
granules suppressés over the entire film, and reduces the phase slip or a vortex process for which the magnetic flux
critical currents linking it with the adjoining granules. This quantum is a characteristic quantity.
causes a local deviation of the currértg. 43 followed by Johnsonet al®® studied the response of 10 nm-thick
the formation of a vortex paifFig. 4b). In superconductors granular NbN filmgwith a grain size of the order of the film
with a large size of the granules, however, a photon absorbetthicknesg on Si substrates to optical radiation of wavelength
at the center of a granule hardly affects the intergranulah =632 and 670 nm with a modulation frequencys.7 kHz
currents. If the coupling between granules is not quite uniand >100 kHz, respectively. Meander-shaped structures
form, the vortex pairs formed in such granules cannot bavith a constant surface area of 10cn? (5% 200um,10
dissociated by the current passing through them. In bothx 100um, etc) were prepared from these films. Below,
these cases, the quantum efficiency of the process will bthe author® observed a slow bolometric response associated
considerably reduced, which explains the large spread in theith film heating together with the substrate. It was found
experimentally observed values of responsivity for granulathat radiation with wavelengtk=1 um is absorbed strongly
thin-film HTSC detectors. by Si and produces charge carriers in it. If the NbN film is
In spite of the fact that the formation of vortex pairs in displaced towards higher differential resistance, the conduct-
this model occurs due to local heating, it was obsel¥ttht  ing Si substrate partially shunts the response of the supercon-
this is a nonequilibrium process and hence does not suffetuctor. In this case, the response becomes negative, i.e., the
from the drawbacks of bolometric detection. In this case, theéesponse amplitude decreases with increasing radiation
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power. While the total response to continuous irradiation istrate. It was found thgggpf depends strongly oh,, while
positive, an increase in the modulation frequency transformsgyr g purely thermal effect it should not depend on current,
a slow positive signal into a fast negative signal. For highbut must have a significant temperature dependence. A com-
modulation frequencies, the slow bolometric response cann@arison of the experimental results with the hot spot nitidel
“catch up” with the negative shunting component, and thereveals a good agreement for the temperature dependence of
net response is negative. In the absence of a bias currem{l) near the transition, while the value B} obtained from
when the laser beam is centered in the meander region, the model for a deep superconducting state is found to be too
rapid response which does not depend on the modulatiofw. It is borne out by computatiohshat the thermal resis-
frequencyfog was observed up to 100 kHz. The authorstanceR(), associated with a finite time,,, of energy trans-
associate this response with the photoelectric effect at thger from electrons to phonons in the film makes a decisive
interface between NbN and Si. The photoelectric effect wagontribution to the time characteristics of the response as
not observed during optimization of the rapid positive com-compared with the Kapitza thermal resistariRe due to a
ponent through an appropriate choice of the position of thdinite time of energy transfer from the phonons in the film to
laser beam. the phonons in the substrate.

The authors studied the transient and steady-state re- Since the thermal conductivity estimates used in the
sponse as a function of the bias curréptand temperature model include the electron heating effect, and the quantity
for 1,<l.andT<T,. It was found that the dependences of(&V/&T).b (which is also used in the modeiakes into ac-
the response&V,. on (6V/5T), are considerably nonlinear, count the thermal effects associated with the weak links be-
especially in a constant weak magnetic fiélgh to 100 O¢  tween granules, the authors do not believe that these effects
The nonlinear part of the dependence was observedyfor can explain the observed response. The response amplitude
corresponding to the highest differential resistance, anestimated from the kinetic inductivity variation mechanism is
hence the shunting effect of the substrate was very stronglso too low(0.04 uW obtained from theory against an ex-
Measurement of §v/6T), for smalll, were used by the perimental value 100W). However, the experimentally ob-
authors to estimate the effective sample heatififi;  Served response time of about 1 ns is of the same order as the
~150 mK. The highest responsivif}, was observed in cur- Vvalue estimated by using the photofluxon model. For an un-
rents close td,, and was 125 V/W. Under the assumption ambiguous conclusion concerning the applicability of the
that the positive response is associated only with the bolomPhotofluxon model, we must carry out experiments with a
etric effect, the effective heating is theoretically estimated afubnanosecond resolution and measure the dependence of
1-11 mK, which is much smaller than the experimentalthe response time on the film thickness, which must be
value. It is assumed that the observed response may BEear. » o
caused by two nonequilibrium mechanisms, i.e., either by ~Salient features and conditions for realization of the
electron heating effect, or by the kinetic inductivity mecha-mMechanism

nism. The former gives an extremely low value 8Tt (1) The dependence of the resistance associated with the dis-
~1 mK, as well as an underestimated value of responsivity. sociation of the V—AV pairs on temperature and bias
The authors believe that the photofluxon model of vortex-  currentl is obtained by using formulad6) and (17).

pair formation may explain the observed response, althougtp) Formula(15) describes the IVC at different temperatures
the value of responsivit)RU~1O4 VIW predicted by this and for different bias currents.

model is much higher than the experimental value of 1253) The limiting sensitivity of this mechanism is equal to
VIW. To prevent the excitation of photocarriers in Siand to @, /hw.

avoid shunting of the response by the substrate, the sam@) The response time fayr=10" cm/s and a film width
authors used a longer wavelength radiation source, viz., a w=10um is ~100 ps.

diode laser withA =1300 nm, in their later workfor a  (5) The sensitivity can be increased right up to the quantum
clearer differentiation of the response mechanisms. In the limit by decreasing the working temperature to below
absence of a bias current, the responsivity of the response at Ty and selecting a film made of uniformly linked small
radiation wavelengths 670 and 1300 nm wa20 V/W. size granules.

When the laser beam was centered on the meander, a posi-

tive response was observed. This response persisted as the

frequencyf g Was increased to 1 MHz, and was attributed2-4- Inverse AC Josephson effect

by the authors to the heating of the NbN film relative to the The emergence of a dc Vo|tage across JJ formed by a
substrate. The response amplitude varied linearly with th@ow-temperature superconductor under the action of micro-
radiation intensity, and the modulated response signal reyave radiation was observed for the first time by Langerberg
mained purely sinusoidal without any harmonics. The reet al>2 This phenomenon known as the inverse ac Josephson
sponsivity for rapid response was estimated-dt500 V/W.  effect served as an impetus in the study of possible applica-
The maximum possible heating of the sample did not exceedons of JJ as EMR detectors. The discovery of HTSC stimu-
2 mK. lated a number of publicatior’s>® in which the observed

Measurements of the dependence of the response on biasnbolometric response of HTSC was interpreted as a modu-
current and IVC at various temperatures led to the resistandeation of weak-link parametergritical current, order param-
Rgf? of the thermal boundary between the film and the subeter phase, etcby an induced rf current.
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FIG. 5. Temperature dependences of the respafsand derivatived R/d T
multiplied by the constanAT=1.2 K for a YBaCuO film(from Chang

FIG. 6. Dependence of the voltayeinduced by microwave radiation on the
et al>).

microwave power of a YBaCuO film in the absence of a constant bias for
two different directions of the constant magnetic fieldTat 64 K (from
Changet al>?.

Durny et al®® studied YBaCuO ceramic samples in the
form of rectangular bars placed in the cavity of EPR spec-
trometer. The voltage induced in the sample by MW radiafirms the bolometric nature of the response, whil&R
tion (9.42 GH2 was measured as a function of temperaturexlog(P,) in the temperature range in which a nonbolometric
T, constant fieldH, and radiation poweP,,. It was found response is observed. According to Chatgl,>* the time
that the magnetic field suppresses the response for any fielthriation of the order parameter phaséduced in a long JJ
polarity. The amplitudeAV of the response increased with by MW radiation(even in zero magnetic fieldeads to the
decreasingl’ and increasind?,,. The AV(P,) dependence formation of vortices which can move under the action of a
was linear in theP, range from 1 to 100 mW at low direct transport current. The response amplitddé in this
(~31K) and high (-81 K) temperatures. In the intermedi- case is proportional to the number of JJ that respond syn-
ate temperature rang®0-70 K), weak saturation of the chronously to radiation for a givel . It was found that the
AV(P,) dependence was observed fBr,~20-30mW. nonbolometric peak of the response increases and is dis-
Durny at al®® associate the response mechanism with thelaced towards low temperatures upon an increase in the bias
motion of Josephson vortices formed in weak links under theurrent as well as in the MW power. The response appears
action of the Lorentz force exerted by the transport currentunder the conditionl,>1,. Chang et al>* state that the

Changet al>* studied granular YBaCuO films in the mechanism of induced motion of vortices proposed by them
form of an “H”-structure. An “H”-shaped film was placed causes a response similar to that observed during dissocia-
in a rectangular waveguide so that the electric figJdwas tion of V-AV pairs in the course of a Kosterlitz—Thouless
parallel to the “bridge,” while the magnetic fielti, was  transition?> However, the IVC is linear (~I) for this
perpendicular to the plane of the H-structure. Such an experimechanism in the vicinity of ., while V~12 in the case of
mental geometry makes it possible to create an optimal coudissociation of vortex pairs. In addition, the oscillating de-
pling with H,, and prevents the interaction with the electric pendence oAV on P, for H=const(Fig. 6) and onH for
component, which permits to avoid ordinary rectification ef-P,= const unambiguously suggest the Josephson mechanism
fects which are not associated with the physics of HTSC. 2of the response, in which the vortices generated by a weak
guasi-homogeneous chain of JJ is formed in the bridge of thenagnetic field move under the action of the current induced
H-structure, for which the dependencef&¥ onH (orH,) by MW radiation, leading to voltage oscillations.
is strictly periodic in contrast to a randomly oriented® 3 Gallop et al® observed the dependence of the differen-
chain, since weak links respond to radiation synchronouslytial resistancelV/d| of YBaCuO and BiSrCaCuO films on a
Changet al>* discovered that the temperature dependence dflgO substrate on the bias voltagg, under the effect of
the respons@ R=R(P,) — R(0) exhibits two peakséFig. 5). MW radiation (~10 mW) of frequency 8—20 GHz. The dif-
The high-temperature peak is correctly described by the dderence in the differential resistance in the presence of radia-
pendence tion and without it is of a periodic oscillating form with

_ peaks atv,=n®,v, wheren is an integer and the radia-

AR=(dRIATAT, (18 tion frequency. We assume that the fluxon lattice observed in
typical of the bolometric mechanism. The low-temperatureYBaCuO at low temperatures moves under the action of the
peak of the response is in the tail of the resistive transitionsf current, which induces the voltageV=d®d/dT
where dR/dT—0 and is obviously not of thermal origin. =muv(l,®,) according to Faraday’s lawn{ is the number of
The dependence on microwave powBf'¢*~30 mW) is lin-  fluxons per unit area ang(1,) the velocity of fluxons, which
ear in the region of the high-temperature peak, which constrongly depends on the bias currégt. The motion of flow
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in this case is synchronized with the applied MW voltage
within a limited range ofV, so that the velocity of fluxon @ T=95K

. . . A . O RS O T (T IR (X e
motion through a superconducting microstrip @N/dt o
=nv. In this case, the voltage drop across the film in this > 1L
synchronized state i¥=®y(dN/dt)=nd,v. This condi- < %Q‘*b,_.,
tion is similar to the condition for the formation of a Shapiro 2 e
step in a solitary JJ. i T=106K

Boone et al*® also studied the response of YBaCuO I
films in the form of 200 600 um strips of thickness 1.3— H A 2ereencng

. . lllll i i Illllll 1 lJlllllll !%
2 um to pulsed MW radiation of frequency 9 GHz. The re- 2 3 4
. ) C T T 10 10 10 10

sponse observed in the region of resistive “tail” increases f, Hz

with 1, and with MW power P'®*~100 mW). It was found

w

that the response amplitude is independent of the modulatioft
P P P lation frequency for the bolometricT106 K) and nonbolometric T

freguency, which is typical (_)f a nonbolometric response. The_ g5 K) components,—1 mA andP—2.5 mWi/cn? (from Ngo Phong and
noise voltage measured with the help of a synchronous der. shitf?).

tector (in the absence of radiatipnas well as the response
itself, had a peak in the region of the resistive tail. The noise
measurements permitted the estimation of the noise equivanodel of a solitary JJ in which, is replaced by a certain
lent power (NEP) Pg,~6-10"1°W/\Hz, the responsivity effective valuel,. This confirms the hypothesis on synchro-
being 136 V/W. Among possible mechanisms of responsenous response of weak links to EMR.
the radiation-induced flux flow within intergranular weak Schneideret al®! studied the frequency dependence of
links is considered. The mechanisms of dissociation othe response of BiSrCaCuO microbridges in the frequency
V—-AV pairs,® photoinduced flux creef,and synchroniza- range (10—1000) cit. For frequencies varying from 10 to
tion of the fluxon lattice with the MW fieRP are not ruled 100 cm?, only a nonbolometric response with a time con-
out either. stant7~4 ns was detected with the dependenaé~ P2 in
Huggard et al®’ studied the response of BiSrCaCuO the range from 3 to 30 mW. At a frequency 939 ¢cma
thin-film bridges to the pulsedr&65 ns) IR radiation £  bolometric response is also observed in addition to the non-
=447 um) with the pulse repetition frequency of 165 Hz. thermal component nedr,. For P,<1 mW, both compo-
The observed broadening of the decreasing component to thents are linear functions of power. In this case, the response
output pulse as compared to the input pulse can be explainegmplitude AV~ /P, for @<100 cm%, while this quantity
by the nonlinearity of the response. As the currgptin-  is proportional toP,, for =939 cm'%. The frequency de-
creases, the peak of the response corresponding to the endgndence of the response in the frequency range from 10 to
the resistive tail was shifted towards low temperatures right000 cm? is correctly described by a power law with the
up to complete vanishing of the response fgr-100uA.  exponent 2.3. The obtained results confirm the Josephson
The amplitude of the response was proportional/®,, in nature of the nonbolometric response and rule out nonequi-
the case of high radiation powers and was lineaPjnfor librium mechanisms associated with electron heating and hot
low powers. The two methods of estimating NEP and respots exhibiting a linear power dependence andeak fre-
sponsivity mentioned above lead to the following results:quency dependence
Peq=5-10"° W/HZzY2, R,=0.6 V/W(1 mW<P,,<50 mW) Ngo Phong and T. Shfi measured the response of strip
and Pg=3-102W/HZ'4 R,=1.2.102 VIW(0<P,  structures of BiSrCaCuO granular films to 5-mm radiation.
<1mW). All the estimates were obtained in a detectionThe response had high-temperature bolometric and low-
band of 50 MHz. Huggaret al>’ ruled out the bolometric temperature nonthermal components. The heating figar
origin of the response since, according to Barone angvas estimated at 0.3 mK. With increasing bias current, the
Patternc’ the critical current is independent of temperaturedynamics typical of both components was observed: the
at T<T./3, while the response in Ref. 57 was observed ahigh-temperature component of the response increased lin-
T=17 K<T/3 (T,~85K). early and remained at the same temperature, while the low-
Computer simulation provéd that for frequenciesi»  temperature component increased nonlinearly, attaining satu-
<2A andl,/1y<1, the maximum nondissipative current ration for large values of,,, and was shifted towards lower
lc=1o(1—vl,), whereyis a constant|,, the amplitude of temperatures. The high-temperature component as a function
the current induced by radiation, ang the characteristic of modulation frequency decreased abruptly in the range 0
spread in the critical currents of JJ forming a bridge. At a<f, <100 Hz and then diminished more smoothly up to
working point with the differential resistane®// 61 =R, the 10 kHz. At the same time, the low-temperature component

G. 7. Photoresponse of a BiSrCaCuO thin film as a function of the modu-

voltage across the junction satisfies the equation was virtually independent of .4 (Fig. 7). The transforma-
tion of the MW pulse ¢~50 ms) after the interaction with
V=9vl4RI,, (19  the sample was also studied at three temperatigs8). In

the region of low-temperature component, the shape of the
or V~\P,. Forl,<l,, a linear dependence oR, is  output pulse was exactly the same as that of the input pulse,
expected®® Thus, Huggarcet al” proved that the response demonstrating a short response tinfthe leading front
of a bridge to IR radiation is correctly described by the <250 ns). The high-temperature component was character-
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For B<50 mT, theAV(B) dependence has a plateau which
is attributed by the authors to the presence of weak links of
the nanometric scale with considerably higher values;of
which are “immersed” in grain boundaries. The character-
istic size of such “strong” weak links, which was estimated
from the period of the diffraction pattern, ig<1 nm. The
dependence of the response ldnalso exhibits a hysteresis
(memory effects and the response remains suppressed for
I.>20 uA even after the removal of the field. This can be
due to flux trapping in the network of granules and to the
presence of weak links with high valueslgf, which form a
barrier preventing the escape of vortices. However,
I 1 L ] Schneideet al3 rule out the trapping in granules themselves
0 20 40 60 80 100 since it would decrease the intergranular field and lead to
t, ms stimulation rather than suppression of the response.
Irie and Oy&° studied in 1995 the response of BSCCO
F/I\G. 8. Transitlantdres;c)jgn_sbR of a t_hin YBaCuO film induch llay I\XW single crystals having a size ofxl1 to 3Xx5 mm and thick-
gmod:’l?':; B ot zfg';uzggngﬂif;“;iz f‘agrﬁﬁ. ™ ness 0.1-0.2 mm to MW radiatidof frequency 8—10 GHz
The measurements of the response by the four-probe tech-
nique along thec-axis revealed that the IVC of an exposed
sample contains multiple resistive branches which are attrib-
ized by a “smeared” asymmetric output pulétbe rise and  uted by the authors to interplanar chains of series-connected
fall times ~1 ms and~20 ms respectively For the interme-  JJ of the SIS type in the single crystal. Age>1M", a volt-
diate temperature, the steepness of the leading front of thgge is induced across the weakest junction, and a further
output pulse varied with time, indicating the presence of gncrease inl, leads to the formation oN jumps on IVC,
thermal as well as a nonthermal component in the responsgorresponding to transition to the resistive statélidoseph-
The amplitude of the nonthermal component decreased wit§on junctions. For low radiation power levels, the steps on
the extent of granular structure in the sample, and the nonyC satisfy the relationV,= mnv/2e, wherem is the num-
bolometric response was not observed at all for samples witBer of synchronized junctions) is an integer(number of
Jo~10° Alem? at 77 K. The estimates of responsivity and steps, and the shape of the IVC is similar to that for a
detectability D* under nonbolometric conditions give the solitary JJ. In the case of high-intensity radiation, when the
values ofR,=10 V/W andD*=1.1-1° cm-Hz"4W. For  signal frequency coincides with one of bulk modes of the
both components, the power dependence was linear. A deesonator, the IVC changes significantly. It acquires steps
pendence of the formV~ P32 typical of JJ for large values corresponding to synchronization of fluxons with MW radia-
of power® was not observed since large power levels wereion. Finally, for large values of power, when the MW fre-
inaccessible. Finally, an analysis of the temperature depefiiuency does not coincide with resonator modes, vortices are
dence of the optical {~1.06um and A~1.56um) and not synchronized with external radiation. In this case, the
MW (A~5 mm) responses in the same sample showed thadfux flow mode can dominate over Josephson properties of
only the bolometric component is left fdrv>2A. It was  the junction, which is also confirmed by the power depen-
emphasized that the Josephson detection mode is typicaknce of the height of voltage steps, having the form
only for hv<<2A. ~PY2. In this case, neither the voltagk, corresponding to
Schneideet al2 studied recently the response of micros- the formation of steps, nor the amplitutjgof a step depend
trips made of BiSrCaCuO films on MgO substrates to pulsen frequency in the range 8—10 GHz. In this case, the steps
(~80 us) IR radiation A =0.5 mm) in a constant magnetic are considerably blurredoroadene since the motion of
field up to 8 T. The magnetic field dependence of the refluxons is not associated with resonant modes, and irradia-
sponse is determined by the dependence of critical current afbn plays the role of a trigger that controls the arrival of
B for a solitary rectangular JJ of thickness\| and length  vortices in the junction.

AR, arb. units

| in a transverse magnetic field: Ling et al® used the four-probe technique to study the
si 7(®/Dy)] response of YBaCuO single crystals to MW radiati8r-12
I1.(B)=1,(0) W’ (200  GH2z) with or without direct measuring current along tbe
0

axis. The sample was mounted at the end of the waveguide
The interference pattern is blurred in view of the spread inso that the MW field$d , andE,, were parallel to thedb)

the parameters of weak links. Schneié¢ral? proved that, plane and the-axis, respectively. The sliding short located
according to(20), the magnetic field can either suppressat the end of the waveguide made it possible to control the
(Iy>1.) or enhancel(,<I.) the response depending on the position of the peaks of the electric and magnetic fields rela-
relation betweeny andl . for I, varying from 2 to 100uA  tive to the sample.

in the magnetic field range 1 mIB<<50 mT. Sincel .(B) The dependence of response on the bias current in the
depends on the length of the junction, Schnekteal. could  normal state T=94 K) for various radiation powergrom 1
estimate the characteristic size of junctiong=0.5xm). to 7 mW) was linear with a negative slope due to the fact that
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2 Main features and conditions for realization of the
P=7 mW

v=10.75 GHZ mechanism

(1) The presence of a peak on the temperature dependence
of response at temperatures much lower than the peak of
the bolometric response.

(2) Displacement of the peak of the nonbolometric response
towards low temperatures and a nonlinear incréasi
saturatiof of its amplitude with the bias current.

(3) Linear IVC of an HTSC bridge in the region of tempera-
ture corresponding to the maximum response.

-2 L . J L  —— L 1 (4) Independence of response of modulation frequency.
0 03 06091215 1.7 1.9 2427 (5) Increase in the response amplitude with the extent of
X, cm granular structure in the sample.

FIG. 9. Constant voltagéV induced by microwave radiation as a function (6) Decrease in the 'respons.e amphtude with the radiation

of the sample coordinate for a strong currénom Ling et al®). frequency approximately in proportion 0?3

(7) Linear and root dependence on radiation power for large
and small power levels respectively.

(8) Stimulation of the response by a weak magnetic field for
I,<l. and its suppression fdg,>1.

the resistance along theaxis in the normal state varies in
proportion to 1T. In the superconducting state, the depen-
dence of response dg has the shape of a curve with a peak
displaced towards smaller currents upon an increase in the The properties of a superconductor beldw are very
powerP, . The response has positive polarity and an ampli-sensitive to external excitations such as electrons, phonons,
tude two orders of magnitude larger than in the normal stateand photon§® In the case of MW frequencies for which
At the same time, the current corresponding to the maximunmy<<2A. Cooper pairs cannot be broken, and the absorption
response is equal to the critical current. The dependence aff a photon is reduced to the energy redistribution of quasi-
the response along tleeaxis on the positiorx of the sample  particles, which can stimulate superconductivity under cer-
exhibits bipolar oscillating behavior with a period equal totain conditions due to an increase in the gap wiitf{.Coo-
1/2 wavelength in the waveguide. The frequency dependengeer pairs can break under the interaction of the
of the response in the range 8—12 GHz is also oscillatingsuperconductor with EMR whose energy quantap>2A
This rules out rectification and differential heating associatedlight and IR radiation Optical photons have energy of the
with sample inhomogeneity as possible reasons of the resrder of several eV, while the energy corresponding to the
sponse. On the other hand, such a behavior is in accord witap in typical HTSC is of the order of tens of mé¥.g., the
ordinary time-dependent Josephson effect in which inducedap 2A =30 meV for YBaCuQ.
voltage varies as a Bessel's function. Fg+0, no correla- The interaction between optical radiation and a super-
tion between the\V peaks and the componeriis, andH,  conductor is presented in Fig. $0Photons incident on a
of the MW field was observed, while an increasdjed to  superconductor break Cooper pairs and generate quasiparti-
clearly manifested displacement of oscillatory peaks towardsles with energiegE>2A (see Fig. 10a Electrons possess-
maxima of the magnetic fielti ,. The height of the peaks ing such high energies relax very rapidtjrough electron—
increased with the bias current, and for large value$,of electron and electron—phonon collisignto states with
(>20 mA) the polarity of the peaks was strictly determinedenergies in the range of the gap enetgge Figs. 10b and.c
by the polarity of bias currer(Fig. 9). Ling et al®* attribute  An absorption of a photon generated a large number of qua-
the observed response to the presence of intrinsic Josephssiparticles and phonons in the range of energy gap during a
junctions in YBaCuO in the direction of theaxis, in which  very short period of timdsee Fig. 10d The recombination
the NW radiation induces pairs of Josephson vortices andf excited quasiparticles is accompanied by the creation of
antivortices. Ifl,#0, the formed pair of vortices is carried Cooper pairs and emission of phonoisee Fig. 10g Pair
by current in various directions, leading to the emergence ibreaking by phonons with energies2A occurs during the
the sample of a voltage with polarity coinciding with the characteristic timerg (see Fig. 10f Over the timer.,
polarity of I,,. For|,#0, the peaks of the response mustphonons escape from the film to the substfate Fig. 10y
coincide with the peaks dfl ,, and the polarity must be the Other processes with their own characteristic times also ex-
same as that of, . ist, including the scattering of excited quasiparticles accom-
For |1,=0, vortices move under the action of MW elec- panied with absorptiofisee Fig. 10hor emission(see Fig.
tric field E,, with a phase shift relative toH,, in view of  10i) of a phonon. The time of energy relaxation of electrons
different phase relations fdf, and E,, in the Josephson through the electron—phonon interaction is an important pa-
junction. The resultant pattern @&fV(x) depends o and  rameter characterizing the intensity of this interaction.
has peaks separated By2. The polarity changes with the Nonequilibrium effects in HTSC materials are mainly
positionx of the sample and can be purely positive or nega-observed in structures with Josephson propertmaiges
tive for 6= = 7/2. and junctions in edge steps as well as bicrystalline sub-

2.5. Nonequilibrium breaking of cooper pairs
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High-energy electrons High-energy electrons High-energy electrons
E b E w i
10meV 10meV —'w
. Kk . k i ) k
Cooper pair Cooper pair Cooper pair

Excess quasi particles

d € f FIG. 10. Interaction between pho-
tons, quasiparticles, and phonons in
phonon phonon superconductorgsee the text(from
AN Gilaberf9).

Cooper pair Cooper pair

Vacuum

i
- N NG
substrate ‘Jf é é"l,‘_‘honons

strate$. In spite of considerable technological difficulties as- The variation of the IVC for a weak link under radiation is
sociated with a small lengthin HTSC materials, Josephson shown in Fig. 12a, and the response as a function of bias
structures with quite reproducible properties, such as junceurrent together with the dependence calculated by formulas
tions at edge steps, can be obtained even now by using vaii21)—(23) is presented in Fig. 12b.
ous artificial approaches. Sometimes, the region of a weak Later, Tanabeet al,’® who studied the response of
link in such structures is coated by a photoconducting layebridges made of thin YBaCuO and LaSrCuO films to pulsed
(usually Cd$ in order to improve the sensitivity of the de- optical radiation A ~1.3 um), detected a fast component in
tector and to prevent the degradation of the sarfiple. the response. The dependence of the response valtdgm
Enomoto etal® studied the response of thin I, had a peak which became narrower and higher upon cool-
(~0.2 um) BaPbBiO films T.=13 K) to IR radiation. Itis  ing. With increasind,, the peak on the temperature depen-
well known that the critical current of JJ is determined bydence of the response increased and shifted to lower tem-
the Ambegaokar—Baratov relatioh,=7A/(2eR)tanh(A/  peratures. The responsivity for the nonbolometric response
2kgT), and atT<T, we havel ;~wA/2eR Irradiation of associated with pair breaking is described by the formula
the superconductor leads to a change in the critical current sVl sl SA
) ) c
Sl.~(7dA)/2eR, where the change in the energy gap is Ryg= —
connected with the number of excess quasiparticles through 5' 54
the relation JA= én/N(0). Thus, knowing the change in
critical current, we can find the change in the energy gap and
the number of excess quasiparticles. Figure 11 shows sche-
matically the IVC for a tunnel JJ exposed to radiation and I £
without it. In the RSJ model, the IVC of a weak bond is /
/
i

MNgp

5 24

el 9817 Naply

described by the formuta
V=R(I12-1%)%2 (21

. . . Lpa
This leads to the following expression for the photoresponse ——— e ——
of the weak coupling:

RIS, — 7l 6A
AV:_ (|2_|2)1/2: Ze(|2 2)1/2 fOI’ |>| (22)
C

o 1 i

and 0 A 2A
V.V

o
(AV)|=|C: R(21.4 C)1/2:g (5A/2)1/2 for I<I,. FIG. 11. Typical IVC of a Josephson tunnel junction. Solid and dashed

curves represent IVC with irradiationa) and without it @) (from
(23 Gilaberf9).
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AT=3 K is the superconducting transition widltta bolom-
etric signal with a time constant 3 ns was observed, which
increases linearly with the bias currdgtas well as with the
radiation power. The second component observed<al,
—AT/2 has a fall time~100 ps and is characterized by a
steeper than linear dependencerand |, with saturation

for large values of the argument. In spite of the fact that the
position of the peak on the low-temperature component was
exactly the same as for the peakdd®/d T, the response was
almost two orders of magnitude stronger than the bolometric
signal and was virtually independent of temperature at low
temperature for whicldR/dT— 0. Besides, the response de-
creased with time much more rapidly-@00 ps) than the
bolometric component+3ns) atT>T.—AT/2. Johnson
drew the conclusion that the observed response is associated
with photoinduced breaking of Cooper pairs.

i A nonbolometric response was also observed by some
SV authors in HTSC epitaxial film&: The optical response in
R b the femtosecond range studied with the help of the “pump—
05+ F A probe” method(see Sec. ldemonstrated the avalanche mul-

R A N tiplication of quasiparticles following the absorption of a
T S e photon* This process is associated with inelastic electron—
ry it Sl electron scattering on the time scatg.<1 ps. Quasiparti-
I, 21, cles also interact with phonons through inelastic electron—
Ib phonon scattering. This loss mechanism is associated with
the energy gap suppression as well as with the motion of
FIG. 12. Effect of radiatiop on awe_ak link: the solid curve corresponds Oyortices. A decrease in the number density of Cooper pairs
IVC in the absence of radiation, while the dashed and dotted curves corre- . . .. .
spond to irradiation §); dependence of the voltage shi#t/ on the bias also leads to a change in the kinetic inductance, which also
currentl , for two characteristic¥/(1) (dotted and dashed curye) (from  affects temporal characteristics of the respdfise.
Gilabert®). Han et al.”® studied the dynamics of a femtosecond re-
sponse in YBaCuO films of thickness 100-500 nm on a
SrTiO; substrate. They used a laser with a pulse duration
whereng, andP are the number density of quasiparticles and~60 fs, A=625 nm, and the pulse repetition frequency 80
radiation power respectively. The first cofactor(@4) de-  MHz. The typical shape of transient response signalaf .
fines the dependence on the bias curigntwhile the tem- andT<T, is shown in Figs. 13a and 13b respectively. In the
perature dependence is presented by the second and fourthrmal state, the respons&R is positive. It emerges
cofactors. The third cofactor can be expressed in terms of thabruptly during the time~1 ps and decreases slowly over
density of statedN as §A/éngy,=1/2N(0). Thesecond co- ~3 ns. A comparison of the response witR/dT revealed
factor follows the temperature dependence of the critical curits bolometric origin. At the same time, the transient re-
rent, which determines the general temperature dependensponse is negative &t<T,. with a rise time~300 fs and
of the response. Consequently, the overall temperature devith a rapid fall to zero over 7—8 ps. After this the response
pendence is mainly determined by the dependdn€), becomes positive due to the thermal effect associated with
which was just observed by Tanale¢al®® According to  diffusion of phonons(in analogy with the response &t
Tanabe, the value of responsivity is mainly determined by>T.). It was found that the temperature dependence of the
the cofactorN(0)A/2. The experiments with YBaCuO and peak height of the response is successfully approximated by
LaSrCuO films give the value of responsivity20—30 V/W  the two-fluid model and has the forfrl—(T/T.)*]. Han
at low temperatures+5 K), while the value of responsivity et al.”® proposed that the optical response mechanism in-
for similar BaPbBIO films is two orders of magnitude higher. cludes the two main processé€$) avalanche multiplication
The authors explain this by a considerable difference in thef quasiparticles following the absorption of a photon, and
population densities for these two classes of superconductof) nonlinear recombination of photogenerated quasiparti-
and assume that the breaking of Cooper pairs by radiation isles. Haret al.”® also noted that the quasiparticle response is
the basic mechanism of the response. observed only when the system is not saturated. Indeed, the

Johnsof studied thin YBaCuO film§20—200 nm with maximum number density of photoinduced quasiparticles es-
high values of]; (>10° A/cm?) in quasi-two-dimensional timated from the data on radiation intensity proved to be an
geometry. The response to optical radiatioh={665nm)  order of magnitude smaller than the characteristic density of
with a pulse duration 0.3 ps and pulse repetition frequency atates in HTSC materialdNg~10?* cm™3). The authors of
kHz was recorded with the help of ultrahigh-speed oscillo-Ref. 73 also noted that the recombination raténcreases
graph (10 psct<10 ns). It was found that the response con-slightly in the interval from 0 toT./2 and then decreases
tains two component: in the vicinity of ;=AT/2 (where rapidly. This is explained by the fact that the recombination
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is justified only for YBaCusOg ., , With the oxygen concen-
l ! ! | ] tration x>0.4.
0 5 10 15 20 It should be stressed that vortices in type Il supercon-
Delay time, ps ductors, can also be involved in the optical response dynam-

ics in addition to quasiparticles and phonons. The block dia-
FIG. 13. Transient respons&R of an epitaxial YBaCuO film aT  gram illustrating all possible types of interactions between
=300 K (@) and 20 K ) (Tc=93 K) (from Hanet al. these three subsystems is shown in Fig. 14. The processes
occurring in the superconductor in this case can be explained
L , , i _as follows?2 (1) photons interact with Cooper pairs and qua-
of quasiparticles is accompanied by the generation of °pt'ca§iparticles, generating electrons having a higher enétwy
phonons that interact resonantly 'With the gap. The latter ciryhgion—electron interaction occurs during a timeé fs); (2)
cumstance leads to a decrease in the gap width and to SOEigh-energy quasiparticles continuously break new Cooper
ening _of this _resona_nt mtera_ctlon. The decrease in the 93Pairs and generate extra quasiparticles during the tigae
W|dth_|n t_urn is manifested directly in a decrease in the re<3) quasiparticles interact with phonons through the absorp-
combmauo_n rate. ) _ tion and emission of phononst{y); (4) high-energy
Analyzing the fe_mtoslﬁcond dynamics of the optical re'phonons break Cooper pairsg); (5) quasiparticles recom-
sponse, So_bolgws!«at al. proved that the response of i q into Cooper pairs and generate phonong ( (6) qua-
YBaCuO epitaxial films of thickness 80-250 nm has a chargjnarticles and phonons activate the motion of vortices, lead-
acteristic time~30 ps and can be explained in the thermo-j,, 4 gissipation(the corresponding time scales of these
modulation model according to which hot holes are genery ocesses are denoted by,, 7, and 7y); (7) phonons
ated by radiation. A redistribution of these holes leads to @scape from the film to thevsubpstrate over the timeof the
displacementrise) of the Fermi levelEg in copper—oxygen order of nanoseconds.
planes, resulting in the emergence of a response. A decrease According to Anisimovet al. and Qui and TieA* the
in the oxygen cor_1centrat_|or_1 in the film "?WGFEF- If the electron and phonon subsystems can be assumed to be in
energy of a probing radiation quantum is lower than thegqilibrium with each other. The effective temperatures of
Fermi level(in the initial statg, the value ofEg increases the electron and phonon gases are givef? by
upon irradiation. The polarity of the response signal must JT
change at the instant of crossing the energy level correspond- e 2
ing to the energy of the beam, which was actually observed Ce gr =%eV Te™ Yep(Te™ Ton) = Yeo(Te™To) + Ga
by Sobolewskiet al!® and by Haret al.”® (see Figs. 13a and (25)
13b). If, however, the value oE is initially higher than the ;4
energy of the beam, the polarity of the response remains
unchangedpositive; see Fig. 13aSobolewskiet al® em- dTph

. N _ — P V2T -
phasize that the application of the thermomodulation model ~ ~P" dt <pnV “TonT Yeph(Te™ Tpn)
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whereT, andTph are effective temperatures of electrons andFIG. 16. Transient response of a YBaCuO microbridge at various tempera-

phonons, T, is the equilibrium temperature before irradia- {ures @—c): T=100 K (normal state),=7.5 mA, E=40 wdlen?) @); T
=85 K (near the middle of the junction,=1 mA, E=2 uJ/cnf) (b); T

tion, Ce andcph are heat capap!tles per unit volume, aqd =54 K (superconducting staté,=1 mA, E=40 wJ/cn?) (c); the integral
and «p, the thermal conductivities of the electron and pho-of the curve in Fig. 16c with respect to tintd) (from Gol'tsmanet al’).

non subsystems respectivelyepn, Ve, and yp, are the
electron—phonon, electron—vortex, and phonon—vortex cou-
pling constants respectively, ang, andqgy are the absorbed steepest part of the superconducting transition. The shape of
and scattered power densities. The solution of this system dhe right slope first followed an exponential law, and then a
equations makes it possible to calculate the enhancement power law identified with a rapid bolometric effect and ther-
the electron temperature relative to the phonon temperatumaal diffusion to the substrate. Since the time constant corre-
as a result of irradiation. When the duration of radiationsponding to the exponential decay is proportional to the film
pulse is =74y, the electron temperature approaches thehickness, Gol'tsmaret al” explain this process by the es-
phonon temperature. Fa&> 7., and 7oy, the effective tem-  cape of nonequilibrium phonons to the substrate. When non-
peratures of electrons and phonons are approximately equalquilibrium phonons return to the film, a transition from the
Figure 15 shows the dynamics of the most important charaaapid bolometric effect to diffusion flow with power attenu-
teristic times as well as the input pulse, when the duration oétion takes place. As the temperature decreasessd K),
the latter is shorter than the electron—phonon relaxation timahe ratio of the amplitudes of fast and slow components in-
It can be seen that the value Bf attains the peak at the end creases, and a signal with negative polarity is formed simul-
of optical pulse, and the peak of the response corresponds taneously. The response integrated with respect to time is
the peak ofT,. According to Frenkef? the thermal relax- exactly similar to the response in the normal and resistive
ation time determined by the timegg during which phonons states, but is characterized by a larger ratio of the amplitudes
escape to the substrate can be reduced by eliminating thaf the fast and slow componen(tBig. 17).
resistance of the “film—substrate” thermal interface by using A similar behavior is observed in the dependence of the
narrow superconducting microstrips as detectors. The sengiesponse shape in the superconducting state on the displace-
tivity in the bolometric mode can be improved by enhancingment current at constant temperature. At firgj=2 mA),
pinning in operation with large bias currents. However, thethe negative component decreases, and then vanishes alto-
mechanisms of interaction between electrons and vorticegiether, while the positive component appears. For large val-
phonons and vortices, as well as vortex dissipation have nates of I,(~10 mA), the wavy shape of the response re-
been studied completely so far. sembles that in the resistive and normal states. The authors
Gol'tsmanet al.” studied the response of YBaCuO films draw the conclusion that a nonequilibrium picosecond com-
prepared by laser ablation on various substrates to pulsg@bnent is observed in all the three states. In the normal state,
(7~20 ps) optical A =0.63 and 1.54um) radiation with a  photoexcited charge carriers possess a lower scattering rate
pulse repetition frequency 0.5 Hz. The time dependence dahan in the equilibrium state, which leads to a decrease in the
transient response has the form of a solitary pulse with steemobility of charge carriers and hence to an increase in resis-
left slope (of the order of several psorresponding to the tance. In the superconducting state, the nonequilibrium re-
nonequilibrium component and a “smearedtens of p$  sponse is associated with a change in kinetic inductance.
right slope corresponding to the bolometric compor(&. However, in the resistive staten the superconducting tran-
16). The peak of the response amplitude corresponds to thstion region, the inductive and resistive components coex-
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F photoresponse preserved its shape, and its amplitude was
30F 2 =10 mA proportional tol, and P,. For YBaCuO samples, the dura-
£ tion of the positive and negative peaks of the response was
E ~25 ps and~ 35 ps, respectively. The amplitude of the re-
Y e . sponse on the whole was proportional to the bias current. At
10;_ b /L\W 1=7 mA the same time, the response in the superconducting transition
2 region was formed by a bi-exponential unipolar voltage peak
(1] -/ \ALAS s N AN 4 which is correctly described in the two-temperature mddel.
-5% L According to Semenoet al,’* the mechanism of the re-
E 2_55_ c 1=5 mA sponse away of the transition is associated with nonequilib-
- C rium change in the kinetic inductance of the superconductor
< o under radiation, while the shape and amplitude of the re-
0 gz N Lot v i i
.05 sponse are determined by the temperature evolution of the
E d /\ =4 mA number density of Cooper pairs. This is confirmed by good
1E agreement between experimental results and the theory de-
0k o VAvAAv. e mm A veloped in Ref. 71, which gives a relation between the re-
E sponse voltage and the chanifd, in the number density of
-1 '5" o T pairs under irradiation. It is assumed that the working tem-
0.15F I=2 mA perature should be maintained beldw(away from the tran-
OEV‘-""V-A nvmv’\"\"\ i Aany sition temperatuneto optimize the spe_ed of response of a
_0155““““lmvmulm“““h“mmh“mm detector.based on thel given effecF since the signal has no
: 10 slow “tail” characteristic of the resistive state at low tem-
t,ns peratures.
FIG. 17. Transient photoresponse of a YBaCuO microstrip lineT at Sa“em features and conditions for realization of the
P mechanism

=4.2 K, E=2 pJlcn? and various bias currentg, mA: 10 (@), 7 (b), 5

(c), 4 (d), and 2 ¢) (from Gol'tsmanet al.). (1) Depending on temperature, the response is almost con-

stant at low temperatures and decreases abrupfly, &s
approached.

) The response associated with the breaking of Cooper
pairs appears at lower threshold levels of the signal as
compared to the bolometric component, has much higher
speed10-100 p§ and is characterized by clearly mani-

ist. It was also found that the ratio of the amplitudes of the ,
nonequilibrium and rapid bolometric components virtually
does not change during a transition from the normal to the
superconducting state. This means that none of supercon-

ducting peculiarities affects the shape of a transient pulse,
and only the magnitude of the nonequilibrium component(g)
commensurate with the bolometric component is affected.
This feature is typical of the effect of suppression of the gap
by excess quasiparticles generated by irradiation, which re-
sults in an increase in resistance in the normal and resistiv,
states or an increase in the kinetic inductance in the super-
conducting state. This effect is responsible for the coexist-
ence of the nonbolometric and fast bolometric mechanisms
in the normal, resistive, and superconducting states of
YBaCuO epitaxial films. 2.6
Heusingeret al® studied NbN films in the form of mul-
tistrip structureghaving a length of 14@«m and a width of

fested saturation as a function of radiation intensity.

The temperature dependence of the response at low tem-
peratures is either exponential, or coincides with the
temperature dependence of critical curréiot hv>2A

and for large deviations from equilibrium

&) The amplitude of the response increases sharply with the

bias current(more steeply than linear dependenead
attains saturation for largk, .

. Electron heating

The idea of a bolometer based of the effect of electron

heating in superconductors was put forth for the first time at

0.8 um separated by 3.2m on sapphire substrates. Separatethe beginning of eighties by Gershenzenal.® These au-

strips made of YBaCuO epitaxial films of thickness &,

thors divide all nonequilibrium effects into two large catego-

length 800um, and width 80um were placed between con- ries: Josephson and electronic detection mechan{dDs/
tact areas. Both types of superconductors in the supercoand EDM. The idea lies in electron heating by radiation

ducting state exhibit a bipolar response to pul$&do f9

with phonons as a thermostat. Such a mechanism can exist

optical radiation with a wavelength of 0,8m and a pulse when the heat capacity of the phonon subsystem is higher
repetition frequency up to 82 MHz. The positive peak of thethan that of the electron subsyste®@p,/C.> 100.7® The
response for NbN had the rise and fall time40 ps and EDM was realized in practice only in two casésin one
preserved its duration in the entire temperature range 20 KKase, it was associated with granular BaPbBiO filmd at
<T<T,. It was followed by a negative peak with a fall time <T.(T.=13.6 K). The radiation suppresses the order pa-
~190 ps, which broadened with increasing temperature. Acrameter in granules, which is accompanied by a decrease in
cording to Heusingeet al® this peak reflects relaxation pro- the critical current of intergranular weak links and the emer-

cesses in the film. For all values of bias currgnfup to 0.3
mA) and integral power density; (up to 0.6 mJ/crf), the

gence of additional resistance in the resistive state of weak
links %8 The search for this mechanism in HTSC materials



Low Temp. Phys. 24 (5), May 1998

S gao0 1! ‘
€. ,lI‘
4L — 1.0
@ _1__1__1_,},_1_
c 10''3-10''5-1¢'" 10"
> 3+ Vv, Hz
o
S 1
- 2| 2
% 2 3 4
4 \
1 // !
1 SNe— N t
05 1 15 2
I, ,mA

FIG. 18. Dependence of the respons® on the bias current, for a
YBaCuO film for various radiation wavelengtids mm: 2.2(curvel), 1.5
(curve2), 1.1(curve3d), 0.6 and 810" * (curve4) andB=0 (solid curves
and 3 T(dashed curvgsT=4.2 K. The inset shows the frequency depen-
dence of the maximum response currbpt(from Aksaevet al.’”").
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FIG. 19. Field dependence of oscillations of the respdngefor a granular
YBaCuO film atT=4.2 K, A=2.2 mm,| =2 uA (from Aksaevet al.").

tures of JDM(A) and those in which EDM was manifested
(B). The response was studied in a wide spectral range from
A=2.210 810 * mm. The dependence of the responsé

on bias current had the shape of a curve with a peak which
was displaced towards higher valued pfind became lower

did not lead to any positive results by the beginning of theypon an increase in frequency. Th&/(1,) dependence for

nineties’’ Another method of realization of EDM was inves-

samples of group A had quasiperiodic peaks that “smeared”

tigated in detail for thin homogeneous Nb, Al, and NbN with increasing temperature, frequency, and magnetic field
films.” The main difference between these results and thosgrig. 18. For radiation wavelengthsA <0.6 mm, the
obtained in Refs. 68 is that superconductivity is suppressegvub) dependences coinciddsurve 4 in Fig. 18 corre-
considerably in the entire volume of the film, and the resissponds toA =0.6 and 810™* mm simultaneously Similar
tive state is attained due to transport current and/or magneti§yppression of peaks also took place at a fixed frequency
field. The high concentration of quasiparticles as well agpon an increase in radiation power. A finite voltage appears

their small mean free patfudue to scattering by defegten-

on the IVC for samples belonging to both grou@sand B

hance the Coulomb interaction between quasiparticles. Thgy infinitely small values of ,=0, i.e.,1.~0. According to

latter is responsible for a lack of selectiviggbsence of fre-

guency dependengef the heating mechanism. Indeed, high-
intensity electron—electron interaction leads to an effective

Aksaevet al,’’ this is due to a large spread in the parameter
of weak links.
The magnetic field dependence of the response for

redistribution of absorbed energy in the electron subsystemyamples of group A in the field range 19-10"2 T is oscil-
which is enhanced owing to secondary breaking of Coopefating with two characteristic periodsB=4-10"° and 1.9
pairs by nonequilibrium quasiparticles and an increase in10-2 T (Fig. 19. Such oscillations are not observed for
their number density. Cooling of the electron subsystem as gamples of group B oA V(I) or AV(B) curves.

result of the electron—phonon interaction as well as recom-

The dependence of the response on the amplitude modu-

bination of quasiparticles turns out to be slower. The resistation frequency is shown schematically in Fig. 20. It can be

tive state is characterized by a large steepnesdRddl T and
serves as a sensitive indicator of electron heatiny
=1(dR/dT)A®, where® is the effective electron tempera-

ture. The condition of phonon thermostat is observed for a

small film thickness such that the timgg of phonon escape
from the film is shorter than the timg,,, of phonon-electron

scattering. The time constant of the effect is determined by

the electron—phonon relaxation timg,,,. In a narrow range
in the vicinity of the superconducting transition
[A(T, H)/kgT<1], the response relaxation timeis asso-

ciated with the dynamics of superconducting condensate and

is equal to the order parameter relaxation timeg

~(kgT/A) 7epn- A characteristic feature of electron heating

is the increase in relaxation rate with temperature.
Aksaev et al’’ studied bridges having a length of

0.01-4 mm and a width of 1-500m made of YBaCuO

granular films of thickness 0.1-am on AlLO; and MgO

seen that at low temperatures, the decrease in response with
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FIG. 20. Dependence of the respore¢ on the modulation frequendy,qq
for a granular YBaCuO film with a constant impedance at various tempera-

S.Ubs'[r?-tes- All the sam_ples Und?r inVEStlig_a.tion COIUId be digresT, K: 1.7 (curve 1), 4.2 (curve 2) and 77 (curve 3) (from Aksaev
vided into two categories: the films exhibiting typical fea- et al”).
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increasing frequency starts at lower frequencies, while thealue of A in the resistive staje It is well known that the
response at 77 K is constant over the entire frequency rangealue of a for YBaCuO changes significantly in the near IR
under investigation(0.1-12 GH2z. The frequency depen- range even in the normal state, leading to a smooth decrease
dence of the response is described by the forfula in AV with increasing frequency in this range. The absence
B of singularities in the response fow=2A is associated with
AV()=AV(0)[1+(2mv7)?] 2 @7 considerable inhomogeneity of the resistive state. The ratio
Using this expression and the experimentally obtained deof AV to the powerP, absorbed by unit volume remains
pendenceAV(v) for various temperatures, the authors ob-unchanged in a wide frequency range, but was very sensitive
tained the response timéT)~T ! over the entire tempera- t0 the mechanism of electron energy relaxation. Since the
ture range from 6 to 40 K. It was found that the valuerof electron—electron interaction dominates in the case of a
does not depend on the substrate material or on the filfimall mean free path energy is redistributed in the electron
thickness in the range 0.1—Am. subsystem, excess quasiparticles are generated, and super-
An analysis proved that samples of group A for which conductivity is suppressed effectively for any frequency
oscillations of AV(l,) and AV(B) are observed display Besides, the lower value of the Fermi energy in HTSC ma-
JDM: the peaks on théV/(l,,) curve (see Fig. 18 corre-  terials as compared to LTS substances confirms the effective-
spond to Shapiro steps on IVC, which are formed as a resuitess of the electron—electron interactiGaong with the
of irradiation of weak intergranular links, while oscillations €lectron—phonon interactignwhich explained the nonselec-
of AV in a magnetic field correspond to oscillationslgf ~ tive nature of the raticAV/P,.
The transvers¢relative to currentsizeL of weak links can For v>7g,, the response under the electron heating
be estimated from the Josephson interference relation fgtonditions is described by the formdifa
critical current, i.e.,L=(h/8me)\ AB, which gives L _ 29—1/2~—1
=0.35 and 1.7um (for A, =2000 A). These values are in AV=(AVIAT)Paepl 1+ (2 7epn) ] 2C %, (28)
good accord with the actual size of microbridges. which can be used for deriving the temperature dependence
As the radiation frequency increases, JDM is replaced byf 7, even in the temperature range inaccessible for mea-
EDM due to electron heating in granules. This can be exsurements. According t®8), 7-eph~TAV(dV/dT)‘l for v
plained by spectral dependence of JDM sensitivity which<(27-m-eph)‘1 andC.=yT. It was found that the tempera-
varies in proportion tav? for v~2A/h in accordance with ture dependences af calculated by formul&27) obtained
the theory(see Refs. 11, 24, J7Since the heating effect from quasistationary measurements coincide with the depen-
remains independent of frequency, upon an increase in tengence ofrg,, calculated by formul#28) obtained from non-
perature, magnetic field, and with decreasing share of granwstationary measurements: both times are proportioriil fo
lar structure in the films, the frequency of crossover separaffhis confirms the uniform nature of energy relaxation and
ing these two mechanisms decreases. indicates that diffusion of quasiparticles does not play any
Samples of group B were distinguished by a lower de-significant role in relaxation processes. Moreover, the small-
gree of granulation and a larger thickness of intergranulaness of the film thicknesgs compared ta.), which en-
junctions. The absence of JDM in group B samples is consures a uniform absorption of radiant energy, is an important
firmed by the coincidence of the dependendeg(l) and condition for realization of electron heating.
dVv/dT(l), which is typical of the bolometric response. Lindgren et al>® studied the response of microbridges
However, the estimates of the EDM time constant give 1-1Gnade of YBaCuO epitaxial films of thickness 100 nm on
ps, which is one or two orders of magnitude smaller than thé.aAlO; substrates to optical radiation with =790 nm,
minimum possible time for a bolometric response defined byulse duration 100 fs, and pulse repetition frequency 76
the parameter.=4d/ 7c,=10 1°s, wherec, is the veloc- MHz. A bridge having the size 87 um was placed at the
ity of sound. Besides, the observed response does not depecenter of a coplanar waveguide of length 4 mm and width 30
on the film thickness and the substrate material, which is alsjm through which a bias current of frequeneyl8 GHz
typical of a bolometric response. The optimization of EDM was supplied via a semirigid coaxial cable. The entire sample
is possible for a choice of bias current for which weak linkswas coated with a layer of LiTa{dnsulating crystal to fa-
have already been broken, while granules are still in the sueilitate electro-optical measurements made in the “pump—
perconducting state. The resistance at the working point usyprobe” technique(see Sec. 11 The incident beam was fo-
ally amounts to~10% of the resistanc®,, in the normal cussed in the region of the bridge while the probing beam
state. The form of the dependene€l)~T ! suggests that was focussed at a distance-e20 wm from the bridge in the
the temporal characteristics of EDM are determinedrly,  region of insulating gap. The sample heating estimated from
rather than by the recombination timg of quasiparticles in the absorbed power was0.2 K.
granules(excluding the temperature region nég)), which The current-voltage characteristics of HTSC samples
is characterized by an exponential increase upon cooling. Avere measured by the four-probe technique in the tempera-
similar dependence for LTS materials has the for(T) ture range 20-80 K. The IVC were characterized by two
~T~2 corresponding to the temperature dependence of timelearly distinctive voltage modes: the superconducting state
Teph IN the normal state measured by other methdds. (flux flow with zero/low voltage across the bridgand the
The spectral characteristic of EDM is determined by theresistive state in which the current is almost constant, while
frequency dependence of the absorption coefficieand of  the voltage increases abruptlyig. 21). With increasing bias
the change in the energy gap widfiA* (SA* is the mean current, a transition occurs from the superconducting state to
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FIG. 21. Current-voltage characteristic of a YBaCuO microbridge measured t .2 ps/division

by the four-probe techniquérom Lindgrenet alf).
FIG. 23. Transient response of a YbBaCuO bridge in the superconducting
state afT,=60 K (from Lindgrenet al®).

the flux flow regime in which the bridge becomes dissipative

(dissipates heat The hot spot increasing with a further in- . dbvthel £ wo time int s ie. the durati f

crease inl gradually transforms the bridge to the resistivetmh'mle y ? argel;oth Ot' Ime w:jerlvats, "et'r‘] € lt.Jrat!on 0

state with a low and direct current and a high voltage. In the € laser pulse or by the lime, od electron thermajization.
ince the laser pulse in this case is shorter, and hence does

hot spot region, the temperature is maintained at a nearl . . L
constant level exceediri, . At still higher values of , , the ot limit the evolution of the nonequilibrium processes under
. b . . .
bridge goes over to the normal state, and the IVC become%ons'der"’.‘t'on’ Lindgrest al.>® Wh(.) used the model of elec-
tron heating managed to determine from the results of mea-

linear. o
In the resistive state, a transient response has the form gyrements . the two fundamental_ ch_arac_terlstlcs of the
samples, viz., the electron thermalization timg=0.56 ps

a narrow solitary pulse having a width1.1 ps at half height d the elect h laxation i ~11
in the entire temperature range 20—-80 K. The response w In ?hg iﬁ;g?;oel d%l?i?]ées?;(zfgngﬁ%g;s. cuprfén)sa
followed by a voltage plateau<{200 V) associated with a bipolar shape of the response is obser¢giy. 23 with a

slow bolometric response with a nanosecond fall tififig. : . N
22). t|me const.a.ntvl ps typ.|cal of thg kinetic inductance mecha-

According to the model of photoinduced nonequilibrium nism. Additional .experlments with the remoyal of the prob-
electron heating, the rise time for a transient pulse is dete"'9 beam to a distance-600 um 'from the bridge d.em"r."
strated a considerable decrease in amplitude and distortion of
the shape of the transient response plilsedgren et al®
believe that it was the distortion of the shape of a pulse
propagating along the transmission line from the bridge to
the region of recording, which was observed in early experi-
ments led to erroneous interpretation of the response mecha-
nism as a change in kinetic inductance as a result of uniform
heating of the entire region of the bridge. For this reason, the
response should be measured as closely to the bridge as pos-
sible to reduce pulse distortion effects. Lindgrenal® as-
sumed that in this case a nonequilibrium change in the ki-
— netic inductance.,;, takes place, in which the variation of
t 10 ps/division the relative fraction of condensate is associated with the elec-
tron temperaturd . rather than with the temperatuilg, of
the thermostat. Lindgreet al® attained excellent agreement
between the experimental shape of the response in the resis-
tive state and the two-temperature motfeThe rise time for
electron temperaturer,;=0.56 ps and the fall timergp,
=1.1 ps were extracted from the approximation of experi-
mental data. Since both times exceed the laser pulse dura-

t ,10 ps/division tion, they are regarded as intrinsic characteristic times for
) o o photoresponse in YBaCuO. The application of the kinetic

FIG. 22. Transient response of_a YbBaCuO brldge in the re5|st.|ve state %ductance model described in Ref. 6 leads to an equally
T,=50 K. Nonzero initial level is due to slow drift of the scanning beam . . .
relative to the center of the gap between coplanar waveguitemn ~ 900d agreement with experimental results in the supercon-
Lindgrenet al®). ducting state. This made it possible to determine the rise time
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of the response,;=0.9+0.1 ps which virtually remains un- nent was observed for any attainabjg which increased in
changed in the temperature range 20—80 K. This value igmplitude and was displaced towards low temperatures with
much larger thanr,;=0.56 ps in the resistive state. The increasing,. A comparison of the dependenc®¥(l,) and
negative component of the response was approximated t/V/d1%(l,) proved that the response is not associated with
using the value ofr,,=1.1 ps obtained from measurementsan ordinary monitoring mechanism due to nonlinearity of
in the resistive state and was found to be in satisfactoryVC.”® The low-temperature component for film 2 behaved
agreement with experimental data. The linear dependence 8f the same way as for film 1, while the high-temperature
the response oh, also confirmed the effectiveness of the component increased in proportionlip. The application of
kinetic inductance mechanism. a weak magnetic field caused oscillatory behavior of the re-
As regards applications, the kinetic inductance mode isistanceR(H) andAV(H) typical of JJ at temperatures cor-
less interestinyyin view of the oscillatory form of the re- responding to the low-temperature component of the re-
sponse. At the same time, the observed effect of opticallgponse. The electrical parameters of film 2 to which a strong
induced electron heating can be used for developing highmagnetic field(of the order of several tens of teslwas
speed detectors and mixers with an intermediate frequencgPplied were similar to those observed fig=10 mA in
band above 100 GHz in the range from infrared to ultravioletzero magnetic field.
radiation. Such photodetectors can also be used in fiber op- Afanasyev et al’>®° concluded that the monitoring
tical transmission lines with a data transmission ratt00  mechanism for epitaxial films is either purely bolometric, or
Gbit/s. Another region of application can be high-speed opis associated with electron heatiffgwhile the model of a
toelectrical transducers using high-speed single flux-quanturiyo-dimensional (®) network of disordered granules con-
circuits and optical fibers for high-speed data transmission.nected through weak links with a wide spread of critical
Salient features and realization conditions for the currentsl is more appropriate for granular films. According
mechanism to Likharev®® the energyE.;=hl/4me of theith link at T
. ) - ~T, is comparable with the thermal energyT, and hence
(1) Thm HTSC' fllms can exhlplt both Joseph;on and elecy o \weak link has a finite resistan@® = Ry F (Eq; /kgT),
tronic monitoring mechan_lsms, a trans_;ltlon from thewhereF(z)~exp(—22) in the case of weak links with strong
former 1o t_he_latter OCcurring upon an Increase in fre'attenuation in the limiz>1. The calculation of electrical
quency. With increasing temperature, magnetic field, andaracteristics of the film is reduced to determining the re-
radiation power, the value of transition frequency de-gigiance of the random network of weak links with an expo-
creases. Besides, this frequency is the lower, the smallgfoiia) spread of resistankln this caseR is equal to the
the degree of granulation and the larger the grain size "?esistanceRm= RNmF(Zm) of the weakest link with highest

the film. For films with a granule size 1 um at 4.2 K . . .
. " T resistance in cluster formed by weak links wih<R,, to
and low radiation powers, the transition region lies in the ~

submillimeter range. within the pre-exponential factoE /kgT)” (v is the critical
(2) For the realization of EDM, the film thickness must be iNdex of correlation length Here the resistand@y, is equal
smaller than the radiation penetration depth. to the resistancd&?y of an ensemble of weak links in the

(3) The inertia of the response is determined by the tigg normal state to within the coefficient of the order of unity.
of the electron—phonon relaxation, which decreases upohhe response of a superconductor in such a system is deter-

an increase in temperature in proportiorﬂ't@l_ mined by the variation of. under irradiation, i.e.,
(4) The EDM is characterized by the lack of selectivity in a dE
wide frequency range, high values of responsivity —AV=IAR=IAI_Ry ——~Zz.exp—2z,), (29
(10°-1C° V/W), and a low noise level RBe~10 12— mdle
101 W/HZ'?). 7 wherez,,= —hl/4meksT, andl,y, is the critical current of

the mth weak link’® Expression(29) shows that the resis-

tance as well as the response of a granular film must decrease
2.7. Percolation superconductivity exponentially in the region of resistive tail, which was actu-
lly observed in experimenf§ According to this model, the
response must have a peakzatl, which corresponds to a
temperaturel defined by the equation

This mechanism of response was proposed for the fir
time by Afanasyezet al.”®"°who studied the interaction be-
tween EMR of the millimeter range and thin YBaCuO films.
The same_ authof® studie_d _the response of three diff(_erent T—T=2 WTCENezlh. (30)
YBaCuO films to mm radiation(1) multiphase granular film
(of thicknessd=1 um), (2) polycrystalline film with a gran- It follows hence that as the film quality improveas|. in-
ule size ~1 um (d=1um) and (3) epitaxial fiim (d creases anBy decreasesthe low-temperature peak must be
=0.1 um). For film 2, two peaks were observed on the tem-shifted to T, which was also confirmed in experimeffs.
perature dependence of the response, one of which coincid&then the value of. is high and comparable with the value
with the dR/dT peak, while the other was manifested in the of | ;. of granules, the bolometric mechanism or electron heat-
region of resistive tail. The epitaxial film had only one high- ing become dominating, and the peak of the response in this
temperaturébolometrig peak, and a weak low-temperature case coincides with théR/dT peak. The responsivity of the
component was observed only for very large bias currentfow-temperature component was?a.0® V/W in the tem-
(I,=10 mA). For film 1, only the low-temperature compo- perature range 20—60 K, while that for the bolometric re-
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sponse was smaller than?0/W. These values of respon- the weak link, while in long channels it is limited by the
sivity were obtained for a film in the resistive state with astructure width. The most significant difference between the
resistance of 1). These results are compared with the moni-Stimulation in bridges and in long channels is that the super-
toring mechanism observed by Bertin and Réseho stud-  conducting transition temperature and the critical current in
ied the films of tin molten into the gold matrix, creating an the bridge do not exceed corresponding values for the banks.
artificial granular structure. Bertin and R68emphasized On the contrary, the critical current(P,) in long films
that theenhanced monitoringonditions observed by them is exposed to radiation is noticeably larger than the Ginzburg—
typical only of films with a high resistand®,, in the normal  Landau depairing current. It is appropriate to consider a new
state (~11.4 K2). These conditions exist along with the bo- state in the MW field with a new energy distribution function
lometric mode, but differ significantly from the latter in a for electrons and with the gafp(P,) in the energy spec-
stronger response. It was assumed that this is a result oftaum, whose width is larger than that of the unperturbed gap
nonlinear response to currents induced in the film by incidenf\(0). Long narrow films as well as bridges are characterized
EMR. by the lower w4) and upper {,) boundary frequencies of
Finally, according to the percolation model 78, the cur-the effect. The two boundary frequencies increase upon cool-
rent flows only through a few channels formed by weak linksing.
with the lowest resistance in view of strong spatial inhomo-  The stimulation effect was initially explained on the ba-
geneity of films. These channels are combined into clustersis of phenomenological mode(Refs. 5 and 15-18 in the
with a certain characteristic correlation length which is inliterature cited in Ref. 67which described its salient fea-
fact equal to the separation between these clusters. Suchtares, but failed to explain some peculiarities of the effect
pattern was confirmed by laser probing of the film. The de{such as the presence of the upper and lower frequency
pendence of variation of the voltage across the field due tboundaries of the effect, different manifestations of the effect
weak local heating by radiatiom\(T<<T,) on the coordinate in weakly coupled structures and in long homogeneous su-
along the film had the form of nearly periodic peaks havingperconducting channels, and the coexistence of the Joseph-
different amplitudegobviously, due to different resistances son effect with the effect of stimulation and induction of
of various regions of a clustewith a characteristic period superconductivity in weakly coupled supercondugtofhe
~100 um. This value is just the correlation length of the Eliashberg microscopic thedfyand the Aslamazov—Larkin

cluster being formed. theory* which appeared later described superconductivity
Salient features and conditions for realization of the stimulation in homogeneous superconductors and in hetero-
mechanism geneous weakly coupled junctions, respectively.

(1) The presence of a low-temperature component of the re- The Eliashberg microscopic thedfyis based on the as-

) . L . L . sumption that radiation of frequency<<2A/h does not
sponse in the region of resistive tail, which increases in e .
change the total number of excitations in a superconductor,

amplitudg and WhiFh Is shifted towards low te.mperaturesbut can lead to a displacement of the “center of gravity” of
umpeonrl 3? tlr:\:rfﬁ?nse :;Oli?nd toT, as a resuilt of improve- the electron distribution functiofi(¢) towards higher ener-
(2) An exponential gecregée of the response as well as Q%ies due to absorption of the MW energy by excitations lo-
resistapnce unon coolin P cated near the edge of the gap. According to the basic equa-
P g tion of the BCS theory connecting the energy dawith the

® l}r:aerzlrztsiggr?? n?/;igij.:f_atlthe temperature determined be‘fectron distribution functiori(e), this must lead to an in-
Cl - .

(4) The high value of responsivity<10?—1G° V/W) which crease iMA, and hence to the enhancement of superconduct-

. . . . . ing properties of the sampfé.
increases with the film resistance in the normal state. According to the Aslamazov—Larkin theo’?ﬁllhe order

parameted in the contact region of heterogeneous junctions
carrying a direct current becomes smaller than the order pa-
rameterA, in the banks outside this region. The electrons
An increase in the critical current in thin superconduct-with energye<<A, become “trapped” in the contact and
ing bridges induced by EMR was observed for the first timemove within the potential well, being reflected by its walls.
Wyatt et al® This was followed by a number of works de- The application of an ac field causes “quivering” of the
voted to this problentsee the review by Dmitriev and Khris- potential well, and hence to energy diffusion of electrons. As
tenko in Ref. 67. Since stimulation of superconductivity was a result, the electron distribution function becomes nonequi-
detected below as well as aboVg, it is often referred to as librium, the deviation from equilibrium being most signifi-
the effect of stimulation and induction of superconductivity cant at the center of the junction, where the number of elec-
by EMR. For a long time, the effect of stimulation was ob- trons decreases as compared to the equilibrium case due to
served only in weakly coupled superconductors, and was deenergy diffusion. This is equivalent to effective cooling of
tected much later in narrow, thin, and long filifsee Ref. 8 the junction. At the same time, electron diffusion may cause
in the literature cited by Dmitriev and Khristedfkn Mani-  the accumulation of electrons in the region of high energies
festations of the effect in weakly coupled structures and irfeading to heating of the junction. The resultant effect de-
long homogeneous channels are quite similar, although thefyends on the radiation power.
mechanisms are different. Besides, the stimulation of super- The stimulation of superconductivity in HTSC materials
conductivity in bridges is limited by the effective volume of by MW radiation was also observed, but it was studied less

2.8. Stimulation of superconductivity
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FIG. 24. TheR(T) dependence enhanced by microwave radiatiorffeR4° (a), 36.8° (b), and 45° €). The results for intragranular boundary of a bridge
with §=36.8° are shown for comparisod) It can be seen that stimulation is significant for weakly coupled junctisom Fu et al®).

comprehensively than in traditional superconductors. Thigorm pairs. Detailed measurements and an analysis of the
can be explained, above all, by small number of publicationsesults as well as a comparison with available data for low-
in this field, which is due to some peculiarities of new su-temperature superconductor led Dmitrieval * to the con-
perconductors. For example, the small valug obmplicates  clusion that the stimulation of superconductivity in YBaCuO
the preparation of weak links with parameters satisfying theceramic bridges occurs according to the Aslamazov—Larkin
conditions limiting the sample size, which must be satisfiednechanism due to energy diffusion of electrons localized in
to observe stimulation according to the Aslamazov—Larkinthe constriction region.
mechanism, while the strong electron—electron interaction Fu et al® studied the response of bridges made of
associated with the small mean free phthampers the su- YBaCuO epitaxial films on SrTi@bicrystalline substrates to
perconductivity stimulation according to the EliashbergMW radiation (v=12.4 GHz). The typical size of the
mechanisn?®®’ bridges was 6@mx20 umx120 nm. The response of the
First communications concerning the superconductivityintragranular as well as intergranular regions was measured
stimulation in HTS samples by MW radiatiGtwere purely  simultaneously by using the four-probe technique. The ob-
“speculative” and did not lay claims on a detailed descrip-tainedR(T) dependence shows that the normal resistance in
tion of the observed effect or its analysis. Later, Dmitrieva sample region which does not intersect a weak link is an
et al** reported the observation of nonequilibrium effects inorder of magnitude lower, and the transition width is much
YBaCuO ceramic bridges. Among other things, they ob-smaller than the corresponding values for a region intersect-
served stimulated excess current in the bridges exposed tng a weak link. Besides, the measurements of IVC for a
MW signal at frequency 13.3 GHz. It was proved that inregion intersecting a weak link revealed the presence of steps
spite of the emergence of Shapiro steps on IVC as a result agfatisfying the Josephson relation. Eual. came to the con-
irradiation by MW signal, the dependencelgfon PY2 can-  clusion that the blurring of the transition for a region with a
not be described by a Bessel function as expected foweak link is associated with the formation of PSC.
bridges. On the contrary, this curve consists of two linear  An analysis of theR(T) dependences for three different
regions typical of a long superconducting channel. Dmitrievdisorientation angleg for the bicrystalline substrate proved
et al** also observed that the passage of direct current fothat MW power virtually does not affed®(T) for = 24°,
radiation powers higher then the critical val&g (1.(P¢) while the value ofT, increases with radiation power far
=0) leads to a transition from the normal to the resistive=36° and 45°(Fig. 24. The maximum effect was observed
state. The transition curreht increases with the MW power. for §=45°. Since the entire superconducting transition was
This effect was observed in HTSC materials for the first timeshifted by 2—3 K above the equilibrium value Bf, and the
and was attributed to a charge redistribution between “acvalue of T, increases only for the region of weak link, Fu
tive” CuO, planes and the “reservoir” of chains, which is et al®® believe that the observed phenomenon may be due
induced by the direct current. This can lead to an increase inot only to fluctuations or effects of redistribution of non-
the number density of holes in Cy@lanes, where the holes equilibrium quasiparticles. It is proposed that stimulation fol-
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lowing the Aslamazov—Larkin mechanism takes place in thg4) The main difference between superconductivity stimula-

given case. The measurements of th€l) dependence for tion in bridges and in long homogeneous channels is that
weak links with different disorientation anglésor substrate the critical temperaturéor critical current of the former
crystals revealed that it has the fotgr~(1—T/T.)? typical never exceed the same for the “banks,” while the criti-
of weak links of the SNS type for all three junctions. How- cal current for the channels can not only be larger than
ever, a departurébend”) from the theoretical dependence the value ofl; in the absence of radiation, but can even
is observed forg=24° in a narrow range of low tempera- exceed the equilibrium depairing current.

tures. Fuet al® believe that this confirms the existence of a

stronger intergranular coupling inherent in this junction and
assume that the difference in the transport properties of theEONCLUSIONS

three boundary weak links is due to their geometrical struc-  Thus bolometric and nonbolometric mechanisms can

ture; the differences in these structures are also manifested Bbviously be realized in HTSC materials of any quality. The
the R(T) dependences for different values Bf, (see Fig.  main nonequilibrium mechanism for granular samples ex-
24). a7 _ ) posed to radiation at frequencies<2A/h is the inverse
Choudhuryet al.”" studied the MW surface impedance transient Josephson effect for which the peak of the response
of a suspended strip of YBaCuO epitaxial film in a constantjes in the region of resistive “tail” of the temperature de-
magnetic field up to 1000 Oe. The MW magnetic field waspendence of resistance and is separated by a considerable
parallel to the &b) plane of the sample, while the constant temperature interval from the peak of the bolometric re-
field was applied along the-axis. It was found that a weak sponse. As the sample quality is improved, the peaks of the
magnetic field(of the order of several oerstedeads to a nonbolometric and bolometric responses become closer and
decrease ilRs. The maximum effect{20%) was observed almost coincide for high-quality epitaxial films. The prevail-
in a field of 5 Oe. while superconductivity suppressi@®  ing mechanisms of the nonequilibrium response are either
crease inR;) was observed in a field above 25 Oe. Thethe radiation-induced flow of magnetic flux trapped in weak
measurements of tHe,(H) dependence upon sweepingtdf  |inks or in granules(in the presence of a strong constant
from —100 to +100 Oe revealed that a hysteresis of themagnetic field, or the phase slip at intergranular weak links
MW responseli.e., the lack of coincidence in the shape of and Josephson junctions formed by overlapping segments of
the magnetic-field dependence with the initial curve uporadjacent copper-oxygen planes. In spite of the fact that the
repeated field sweepih@ppears even for low radiation pow- peaks of the response of the above-mentioned *high-
ers(by 21 dBm below 1 mW. It was conclude¥ that the  temperature” mechanisms almost coincide on the tempera-
MW field competes with the constant field, leading to theture scale with the peaks of the bolometric component, they
emergence of vortices in the sample, which are subsequentban be analyzed by using contactless methods of recording
entangled with lattice defectpinning). It was proposed that (which do not lead to strong nonlinear effects and heating
the observed decrease Ry is due to nonequilibrium redis- due to a large contact resistajcand the incident radiation
tribution of quasiparticles, which is induced by MW radia- with a frequency=10 kHz can be modulated in order to
tion and leads to superconductivity stimulation in the pres-eliminate the bolometric effect.
ence of direct currenity.. It was also emphasized that since At radiation frequencies>2A/h, electron heating and
HTSC materials exhibit a nonmonotonic dependeRger) nonequilibrium variation of kinetic inductance are the domi-
(dRs/dT<0), the manifestation of the effect for which nating nonthermal mechanisms over virtually the entire tem-

dR,/dl4.<0 is not surprising. perature range beloW,. The fundamental parameters typi-
Salient features and conditions for the realization of thecal of these mechanisms can be observed by monitoring the
mechanism response by the “pump—probe” method in which the signal

(1) Superconductivity simulation is observed in hetero e_from the same sourdéasej is used to act on the sample and
negus and lon Komo eneous superconductin char?ne measure the responsgafter attenuation and delayThis
. ong ge Iperce 9 ethod is rather effective in the case of shettl( ps) radia-

and is manifested experimentally in an increase in super:

tion pulses which do not impose limitations on characteristic

conducting transition temperature and critical currenttimes of the response of the picosecond scale. The only

and a decrease in t_he d.C or ac resistance. In brjdges arElqawbacks of the “pump—probe” method are its technical
ott_herlt);_pes fO];I spat[[arl]lly Anrllomogenef usklweak ILnkg, thecomplexity and the high cost of the precision instruments.
S mu a ||on 0 O\évs € sra]\mazc;v—_ arkin mecdat;nsrrr:, For this reason, monitoring with RF or MW displacement as
while in long and narrow channels it is governed by the, simpler economical method can be considered an alterna-

Eliashberg mechanism. tive. However, limitations on the response times as well as

(2) Both mechanisms are characterized by the existence gfo jnerti of RF monitoring technique must be determined
the lower and upper boundaries of the effect, the Ccorrepaforehand

sponding frequencies increasing upon cooling.

(3) The decisive role in the emergence of the effect in het-  The authors express their gratitude to Prof. V. M. Dmi-
erogeneous junctions is played by their volufméhich  triev for valuable remarks made while reading the prelimi-
must be smaller than a certain valuhile for narrow  nary version of this review. Thanks are also due to M. A.
homogeneous channels the leading role is played byein, P. G. Huggard, W. M. Huber, M. Lindgren, D. P.
their width (which must satisfy the same requirement Choudhury, C. M. Fu, Yu. P. Gusev, and A. M. Kadin who
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The Fermi-liquid approach generalized to superfluid systems is used to derive general formulas
for the normal and abnormal distribution functiofi3F) for quasiparticles of a superfluid

Fermi liquid (SFL) consisting of electrically neutral fermions with spin-triplet pairigiige spin

of a pairs=1, the orbital angular momentuhof the pair being an arbitrary odd number

in a static uniform magnetic field, taking into account the Landau spin-exchange Fermi-liquid
interaction at temperatures<ar <T. (T, is the temperature of phase transition from the

normal to the superfluid stagten deriving the DF, the explicit form of the energy functiort&lF)

for SFL is not used. A system of coupled equations is obtained for the order parameter,
energy of quasiparticles, and effective magnetic field for the SFL under investigation in the case
of an EF quadratic in DF. The obtained DF and the system of equations are applicable for
describing both unitary and nonunitary phases of superfldiel in a magnetic field, e.g., for
determining the magnetization and magnetic susceptibility of these phases99&®

American Institute of Physic§S1063-777X98)00205-9

1. INTRODUCTION with experimental data led to the conclusion that the weak-
coupling theory does not provide an adequate explanation of
This research is devoted to a theoretical analysis of suthe transition from®*He-B to *He—A in strong magnetic
perfluid Fermi liquids(SFL) with spin-triplet pairing in a fields. Although the result obtained in Ref. 8 for nonlinear
magnetic field. We consider a SFL consisting of electricallymagnetic susceptibility ofHe—B is in good agreement with
neutral fermions possessing a magnetic moment. Such SFéxperiments in the range of weak fields, a noticeable discrep-
include, for example, superfluid phases %fe as well as ancy with experimental results is observed in strong fields.
neutron liquid in the superfluid state in neutron stars. Thes&his was noted by Fishman and Sallsho took into ac-
objects were studied by many authors by using differentount the effects associated witkpairing in *He—B in ad-
methods(see, for example, the reviews! monographs;”  dition to p-pairing while calculating nonlinear magnetic sus-
and the literature cited therginVe shall not discuss here in ceptibility. The latter quantity was determined by using the
detail the large number of publications devoted to SFL withperturbation theory to within quadratic terms in the small
spin-triplet pairing in a magnetic field, but pay attention to parameteryH/A(T) (y is the gyromagnetic ratio of th#He
the article by SchopoHilin this paper, the solutions of the atom,H the external magnetic field ai(T) the energy gap
Gor’kov equations for normal and abnormal Green’s tem-in the spectrum of quasiparticlem the weak-coupling ap-
perature functions are given for the general case of SFL witlproximation in the semiclassical theory.
spin-triplet pairing in a uniform static magnetic field. In view of a certain discrepancy between the predictions
SchopoHf confined his analysis to the stafizphase ofHe  of the theory for SFL with spin-triplet pairing and experi-
(one of unitary phases of superfliide) in a magnetic field, mental results, it is interesting to consider other theoretical
which he described by taking into account only gi@airing  approaches. An alternative method for describing superfluid
of ®He atoms and using the so-called weak-coupling approxiFermi systems was developed in Refs. 10—13 on the basis of
mation valid under low pressures. He obtained a system ahe Fermi liquid model. In this method, simpler quantities,
coupled nonlinear equations for the order parameter and efdz., normal and abnormal “distribution functiong’DF) for
fective magnetic field in the bulk ofHe—B and derived an quasiparticles, which obey a nonlinear self-consistent equa-
expression for the magnetic susceptibility #fe—B taking  tion, are used instead of the formalism of Green’s tempera-
into account Landau exchange amplitudgsand F5 for a  ture functions.
normal Fermi liquid(NFL). An analysis ofHe—B in a mag- This research mainly aims at the derivation of general
netic field at finite temperatures was complicated in view ofexpressions for the normal and abnormal DF for quasiparti-
the fact thatF5+# 0. The obtained system of equatibvgas  cles in a SFL with spin-triplet pairingthe spin of a pairs
solved numerically for various values of the magnetic field at=1 and its orbital angular momentulmis an arbitrary odd
temperatures € T<T, (T, is the temperature of phase tran- numbej in a static uniform magnetic field at<0T<T, on
sition from the normal to the superfluid staté comparison the basis of the Fermi liquid method developed in Refs. 10—

1063-777X/98/24(5)/7/$15.00 324 © 1998 American Institute of Physics
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13. These expressions for DF, which are valid both for unimeny, which is justified in strong magnetic fieldsH(
tary and nonunitary phases of SFL with spin-triplet pairing,>30 G for ®He).2 The energy functional may have, for ex-
are interesting as such and are generalizations of the resulignple, the form

obtained by Isaev and Peletmingkifor the case of applied

magnetic field and exchange NFL interactions. It should be  E(f,9,97;H)=Eq(f;H)+Ey(f ) +Ex(9,97). (€]

emphasized that the specific structure of the functional del-_| E-(f'H) is th fint ting fermi ; }
pendence of the SFL energy on DF is used only at the | ereEo(f;H) is the energy of interacting fermions in a mag

. : afetic field, which can be written in the form
stage for obtaining a coupled system of nonlinear self-

consistent equations for the order paramé@P) of SFL,

quasiparticle energy, and effective magnetic fi¢ldq(p) Eo(fJH)=122 [£0(P1)ds;s,
(emerging in the bulk of a SFL due to renormalization of the '
applied magnetic fieldH by exchange NFL interactiohsin —#nHo(00)s 5,155, (P1) Op p,, 2

this researchlike in Ref. 14, we derived this system of

equations by using the energy functio&F) of the SFL, Wheregq(p)=p?/2m is the energy of a fermion in the ab-

which is quadratic in the DF. sence of Fermi liquid interactions the mass of a free fer-
In Sec. 2, we present basic equatigeguivalent to the Mion, 4, the magnetic dipole moment of a fermion, ang

self-consistent equatiorfor normal and abnormal DF of are Pauli spin matricesy=1,2,3; the components of vectors

quasiparticles in the SFlapplicable in the case of singlet in the spin space will be denoted by Greek letteExpres-

and triplet pairing as well as definitions of the quantities Sion(1) containsE,(f ), viz., the energy functional possess-

used in the following sections for describing SFL with spin-ing the above symmetry properties, which describes NFL

triplet pairing. The general form of the DF for quasiparticles, Interactions:

which is valid for unitary as well as nonunitary phases of 1

SFL with sp|n-tr|plet pairing in a magnetic field, |s_der|veq in E,(f )= >V E [fo(P)F1(P1.P2) fo(P2)

Sec. 3 taking into account the exchange NFL interactions. P1P2

The same section also contains an expression for magnetiza-

tion of SFL in a magnetic field in terms of the normal DF as 1a(PF2(P1.P2)fulP2)] ®

well as a coupled system of equations derived for the vectofV is the volume occupied by the SELn this expression, as

OP A(p), quasiparticle energy, and effective magnetic fieldwell as in(2), we take into account the fact that

in the SFL under investigation in the case of EF quadratic in

DF. In Sec. 4, general expressions for DF are used for deriv-  112= fs;5,(P1) &p,p,=[o(P1) 55, + Fal(P1)

ing the expressions for DF in particular cases, i.e., for the X(0.)es 10 4

unitary phases|A(p) X A* (p)|=0) for Hex(p) having an @751827 "P1P2

arbitrary direction in space and nonunitary phases() i the spatially homogeneous case under investigation. We
><A*(p)_|¢0) of a SFL in the magnetic field 55ume that the superfluid component of the SFL is at rest in
Heff(p)”'[A(p)'A*_(p)]- The obtained results are discussedihermodynamic equilibrium, i.e., the velocity,=0 (see
briefly in Conclusion. Refs. 10—13 for details of the condition of spatial homoge-
neity in SFLD.
Formula(3) for E4(f ) contains NFL functiong-; and
F, of interaction between quasiparticlgstroduced by
2. BASIC EQUATIONS FOR A SUPERFLUID FERMI LIQUID Landay,>® which can be simplified in the case of an iso-
IN A MAGNETIC FIELD tropic Fermi liquid (like 3He). In this case, the functions
Fi(p1,p2) andF,(pq,p,) for p; andp, lying on the Fermi
FOIIOWing Refs. 10-13, we shall describe SElh.Oth surface depend on|y on the anwé)etweerpl ande, and

with Singlet and trlplet pairin)gin a static uniform magnetic hence can be expanded into a series in Legendre p0|ynomi-
field H by introducing the EFE(f,g,9";H) depending on g|s:
the normal f,,=Trpaya; and the abnormal g,

=Tr paya;, 9,,=Tr pa, a; distribution functions for qua-
siparticles(p is the statistical operatos; and a, are the
creation and annihilation operators for Fermi quasiparticles
in the state &p,,s;, wherep, is the momentum ang, the  In actual practice, however, the analysis is confined only to a
spin component along the quantization axidenceforth, we few first terms of this expansion. For example, Schopohl
shall assume that the EF for the SFL is invariant to phaseetained only the termB%) andF$?) in the expansion of the
transformations and rotations both in the coordinate and spiaxchange interaction functioR, for quasiparticlegin our
spaces. Such a rotational invariance indicates that we takeotation, putting the remaining exchange NFL Landau am-
into account the strongest exchange EF and disregard wegiitudes for®He equal to zero, i.eE(zl’=0 for [>2.

relativistic interactions in the SFL. For example, for SFL Finally, the last ternE,(g,g™) in (1), which satisfies the
with spin-triplet pairing(like superfluid phases oHe), we  properties of invariance listed above, can be chosen in a form
disregard weak magnetic-dipole interaction between fermiguadratic ing in the case of singlet as well as triplet pairing
ons (nuclei of *He atoms possess a magnetic dipole mo4n SFL, i.e.,

Fid 9)=|§0 (214 1)F{)P(cos 6).
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1
Ex(0.9")=G 2 [93(Po)Ls(P1.P2)G0(P2)
1P2

+95(P1)Le(P1,P2)9u(P2)], (5
where we take into account the fact that

(90)p1p2: 9o(p1) 5p1,7p2: (ga)plpzz da(P1) 5p1,7p21

in the spatially homogeneous case. Siggg= —g,, for fer-
mions, we have

1
9o(P)=Go(—P)= 5 Trsg(p) o,
6)

1
ga(p) = Z Trsg(p)UZUa: - ga( - p)

Expression(5) contains abnormal Fermi-liquiAFL) func-
tions of interaction between quasiparticl@atroduced in
Refs. 10—13leading to singlet pairing fok¢(p4,p,) #0 and
to triplet pairing forL(p1,ps) # 0.

It should be noted that instead B§(g,g™), we can use
in formula (1) another EF, e.g., essentially nonlingaon-
quadrati¢ functional in abnormal DHsimilar to the EF

A. N. Tarasov

JE(f,9,9";H)

g1 fiH)= T

= Splpz(f )55152+ [gﬁ( fiH )]plpz( O'B)slsz-

In the spatially homogeneous case, we hémeaccordance
with (4))

§12= &5,5,(P1) Oy p,
=[£40(P1) 355, €(P1)(0p)s;5,16p,p,
where
o(p)=€(p)—(Vn Pt ),

§B(p):8,8(p)_/—LnH,BE_/Jvn[Heff(p)]B-

Herev, is the velocity of the normal component of SFL and
p the chemical potential. Expressidd4) contains e(p)
=¢(p), viz., the energy of a quasiparticle taking into ac-
count nonexchange NFL interaction amplitudes as well as
the functionse 5(p) which take into account the effect of
Landau exchange interaction amplitudes for NFL and are
associated with the effective magnetic figttix(p) in the
bulk of SFL (the functionse 5(p) were disregarded by Isaev

(13

(14)

which was used in Ref. 17 for SFL with singlet pairing and Peletminskif).

alone. The choice of a specific EF structure is dictated by

the relevant formulation of the problem for SFL. Hesze

Expressiong10) and (11) contain explicitly the matrix
A 45 (which is the OP for SFL In the spatially homogeneous

|ntr0dUCti0r) we mainly aim at the derivation of a general case and in the presence of on|y tr|p|et pairing in a SFL
expression for the normal and abnormal DF for quasiparti{|_ (p,,p,)=0; see(5)], this matrix has the form

cles in SFL with triplet pairing in a magnetic field at tem-
peratures &T<T, taking into account Landau exchange
amplitudes for NFL. For this purpose, we need not use the
explicit form of EF for SFL. The knowledge of the general
form of DF allows us to obtain an appropriate system of

9E(9,9™)
995,

Ay(=p)=—A44p).

127~ =144(P1)(0402)s;5,0p,,~p,

(15

equations for the vector OP, quasiparticle energy, and effedt should be noted that the choice of the EFg,g*) deter-
tive magnetic fieldH(p) for a given choice of EF for the mines the functiom ,(p) but not the spin structure of ex-
SFL with triplet pairing under consideration. This will be pression(15) for A, which will be used in the following

demonstrated in Sec. 3 for an EF of the ty® with
Ls(p1,p2)=0.

It was proved in Refs. 10—13 that the distribution func-
tions f,, and g4, for quasiparticles satisfy the equations

(valid for SFL with singlet as well as triplet pairihngvhich

sections.

3. GENERAL FORMULAS FOR QUASIPARTICLE
DISTRIBUTION FUNCTIONS AND SELF-CONSISTENT
EQUATIONS FOR SFL WITH TRIPLET PAIRING IN

are equivalent to the self-consistent equation, but are morg \yAGNETIC EIELD

convenient for applications and have the form

g=KnxX+K(1-n)X, 7)

f=Kn+X(1-M)X*"K, (8)
where

K=(1+XX")"1, 9)

n={exd B(£-XA")]+1}"1 (B=TY). (10
Here the matrixX satisfies the equation

EX+XE+A—XATX=0, X=-X (11)

(the symbol “tilde” indicates transposition of the matrjx
while the matrix¢ is defined by the formufd 1318

EfiH) =g (FH) = (V- p1+ 1) 012,
where

12

In order to find the general form of the Of-andf from
Egs.(7) and(8), we must first solve Eq.11) for the matrix
X. In accordance witlg15), we shall seek the matriX in the
form

Xa(—P)=—X,(p)
(16)

X12: ixa(pl)(O-a0-2)51525p1:_p2’

and assume that
§4(P)=E(—P). 17
Using (11), we obtain the following expression fot(p):
23(p)Xa(p) + A (p) +A%L(P)M(p)

+i2€,5,£4(P)X,(p) =0 (18)

(€4, is an absolutely antisymmetric tengdWe have intro-
duced the quantities
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2(p)=2z(p)— Xa(p)A%(p),

_ &o(p)+&o(—p)
p=—">%

(19

=&e(p)—pm, M(P)=X*p).

As a result of solution of Eq(18), we obtain
_ Ag(p)+AZ(PIM(p)
XalP)= 25 (&P - SAP)]

X[ 802 2(P) — £(P) €a(P) +iZ(P)€apyéy(P)],
(20

where, in accordance witf19), we have

25 (2 -2)(E-3)— n(I- §)2 — ApA% (£pE,— 55,27)
A:A:(g)\gv_ 5)\V22)

. (21

In order to simplify the form of expressio(21), we have
omitted the argumem for all the functions and introduced
the real-valued unit vector

i
|(|0)=W[A(IO)><A (P]. (22

It should be noted that the quantity(p)=|A(p) X A* (p)|

differs from zero for nonunitary states of a SFL with triplet

pairing.

Proceeding fron{19) and taking into accouril8), (20),
and(21), we can prove that the functich?(p) satisfies the
guadratic equation whose solutions have the form

2 1 . 2
214dp)= 7 [E+(P)£E_(p)]*. (23

Here the function& . (p), which have the physical meaning
of the energy of quasiparticles in a SFwith spin compo-
nents parallel and antiparallel to the magnetic fieid non-
unitary (for »#0) and unitary(for =0) phases have the
form (cf. formula(4) in Ref. 8

E2(p)=a(p)=VB2%(p)+2(p),

where
a(p)=|A(p)|?+2%(p) + £(p),
BA(P)=[n(p)1(p)+22(p)é(P) 1%,
Y (P)=4/£(p)-A(p)|?.

We can now represent the matnix, [see(10)] in the
spatially homogeneous case taking, into accaqdd), (14)
and(16) in the form

(24)

N12=8p,p,[Np 85,5, T Np N (P1) ()5 s, ], (25
where
NOZE NP L NG NH:} NP NG (26)
p_z[p p]a p_z[p p]v
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_ _ -1
Né:)z[eergo(m 250( P s gy h(p)‘) 1
(27)
-~ h,
()= £a(P) ~i€ap, Xg(PIAS(P), No= (28)

Under the conditiorf17), the functionh,, possesses the prop-
erty

ho(=p)=h,(p). (29
We also introduce the following quantities:
A(PF‘ﬂr, B(p)z——ﬁr,
a“(p) —b*(p) a“(p) —b*(p)
(b=[b)), (30

a(p)=1+X(P)X5(p), bu(p)=ie.s,Xs(p)X;(p).

Taking into account formulag9), (16), and (25—(30), we
obtain the following expressioffrom (7)] for the abnormal
DF for quasiparticles in the spatially homogeneous ¢ase

(8):
9a(P)=(1=Np=N2 )[X,(P)A(P) ~i€up,X45(P)B,(P)]
—(Np+NL ){—ie,,Xs(P),(P)A(P)
+[Xa(P)B4(P) +X4(P)B(P) Th(P)},

9o(p) = (Np—NL [ €05, X(P)B4(P)N,(P)

—iA(P)X4(Phg(P)],

while for the normal DH (p) andf ,(p) [see(4)] we obtain
from (8)

(31)

fo(p)=1—N% +(NJ+N° —1)A(p)
+(NL+N" )BL(P)h(p),

fo(P)=(NJ+N2 ,—1)B,(p)+ N[ A(p)h,(p)
—ie,p,N4(p)B,(p)]—NL [ W, (p)A(p)

+{ieas,Ws(p)+b(Ph(PIB(P], (32

where
W, (p)=[(a(p) —1) Sap—Xa(P)X5(P)
—X%(p)Xg(P)TN4(P).

Thus, formulas(31) and (32) obtained for the normal
and abnormal DF for quasiparticles in SFL together with
formulas(20) and(21) for X,(p) and(23) and(24) for 2(p)
as well as formula$26)—(28) and (30) can be used to solve
the problem formulated above in the general case of triplet
pairing (the spin of a pais=1 and its orbital angular mo-
mentuml is an arbitrary odd numbgem a magnetic field at
temperatures € T<T.. The distribution function$31) and
(32) are more general than the corresponding results ob-
tained by Isaev and PeletminsKiisee also Refs. 12 and 113
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since we have taken into account the effect of the externgksee(17)] is F,(p,p;)=F,(—p,p.), which leads to the ex-
magnetic fieldH and exchange NFL interactions on SFL pendability of F,(p,p;)=F,(p,p;,cos6) in the Legendre

[i.e., &(p) #0; see(17)]. polynomials  P,,(cos6)(n=0,1,2,..) according to
It should be noted that, knowing the for(82) for the  Schopohf
DF f.(p), we can find the magnetizatidd emerging in a Thus, Eqs.(34)—(36) (which are valid when the EF is

SFL in a magnetic fieldd on account of Landau exchange chosen quadratic in DRogether with expressior@1) and
amplitudes for NFL, and hence the magnetic susceptibility32) for DF allow us to solve the general problem on triplet

Xap bY Using the formula pairing in SFL(both in unitary and nonunitary phagés a
2u magnetic field taking into account exchange NFL interac-
M,= Vn > fo(P)=XapHp- (33y  tions, and hence generalize the results obtained by Isaev and
P

Peletminskit* (as well as the results on triplet pairing in SFL

The magnetization and magnetic susceptibility in superfluidiscussed in the reviews by Akhiezet al***9.
phases ofHe atT+#0 in a magnetic field were determined
by Hasegaw® using other methods taking into account the
p-pairing alone, while _Schopo‘hland Fishman and Saflls 4 pSTRIBUTION FUNCTIONS FOR QUASIPARTICLES FOR
obtained these quantities foHe-B (See Introduction for UNITARY AND NONUNITARY PHASES OF SFL WITH
greater detailstaking into account thg- and f-pairing as  TRIPLET PAIRING IN A MAGNETIC FIELD
well as Landau exchange amplitudes for NFL)+0 for |
=0,2 and,:(zl)zo for I>2 (in our notation; see Sec).2 Proceeding from the general formulegl) and (32), we

In order to obtain a closed system of equations for thecan find the structure of abnormal and normal DF for quasi-
OP A(p), the quasiparticle energ§y(p) [see(13)], and the particles in some special cases of SFL with triplet pairing in
effective magnetic fieldH¢(p) [see(14)], we must use a & magnetic field.
specific structure of EF for SFlsee Sec. @ For this pur- Let us first consider unitary phases of SFL for whigh
pose, we choose the EE,(g,g*) in the form (5) for ~ =|AXA*|=0. Let us suppose that(p)=A*(p) (the case
L«(p1,p»)=0. In view of the odd nature of the D§,(p) whenA=—A* is treated similarly. In this case, we obtain
[see(6)], the AFL interaction functiorL,(p;,p,) possesses from (31)
the following properties:

1 1
_ _ NO__pnO
Li(=p,p1)=—Li(p,p1) =Li(P,—P1) g’a("’)_zRL2 (1=Np=N=p) 312

and hence the functioh(p,p1)=L:(p,p1,cos6) (0 is the X[€,(6-A)—A 2%2“2[5 AT ]+ (NLEND )
. . a a s ’ a p p
angle between the vectors and p, lying near the Fermi

surface can be expanded in the Legendre polynomials 1 s
P,(cos#), wherel=2n+1 (n=0,1,2,..): X@[fa(f'A)—Aazz,l"'lz[%,A]a] , (37)
— S i(€-A)
L(p.p)= > (21+1)L(p,p;)P(cos6). NIV GLY
1=1,3,... gO(p) ( p 7p) 221’2h1'2

Taking into account15) we obtain the following equation HereN® (3, andN'. (3, ,) have the form26) and(27),
for A,(p) from (5): while th('aJ renﬁaining fuﬁctiolns, whose abbreviated form con-
1 tains no argument, depend @n The functionsZ; ,(p) are
AdP)=§ > L(P.p1)Ta(pa), (34 defined by formulag23); in addition, we introduced i37)
P1 the quantity[see(24)]
where the functiong,(p) in the general case have the form
(31). RiApP)=*E (P)E_(p)==*a?(p)—B*(p)— ¥*(p).
Similarly, formulas(12)—(14) and (1)—(3) lead to equa- (39
tions for the energy,(p) of quasiparticles and for the func- g,
tion &p) associated with the effective magnetic fiéldx(p)

pression(37) also contains the function; J(p)=|h; «(p)|
[see (28)] for which the following formula is valid when

in a SFL through formuld14). Namely, A(p)=A*(p):
1 2 2
£o(P)=20(P) = (Vo P+ m) + 57 2 F1(p.p1)fo(Py). 2 _<2 _ 2(¢ 0)%(33,-8)

1 Here and in(37) we consider that § ,— R, ,= 35 ; according
£uP)= = poHot 5 22 Fa(ppo)fa(Pa), (36 to (23 and(39).
P1 It should be noted that sincElyz(—p)=21,2(ﬁ)) [see
where the DFfo(p) andf,(p) satisfy the general formulas (19)] and h; (—p)=h;(p) [see(29)], we haveN,— N”_p
(32). While deriving Egs(35) and (36), we considered that #0 only becaus&,(p) — &(—p)=—2p-v,#0.
F1p.:p1)=F1Ap1,p). It should be noted that the neces- It follows from formula (32) for the normal DF with
sary condition for the functioF,(—p)=£,(p) to be even A(p)=A*(p) that
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fo(p)=%(1+NS—N0p)+ : {(1 No—N° )
¢

£-34, -3 }
2NN ,
% 212 T (Np*N-p) hy,

fo(p)= [(1—N2—N°p) [£,(22-3%)

2R1Y2
+A (& A>]+(N“+N"_p> [§a<z —-3%)

zé,
23150,

+A (& A) ]+ (Np=NL ) (40)

where, as in37), the argumenp is not written explicitly for
all the functions excepthp(El ») andN'. +p(212). It should
be noted that substitutinig,(p) of the form(40) into formula

(33), we obtain the magnetization and susceptibility for uni-

tary phases £ =A*) of SFL with triplet pairing in a mag-
netic field (for *He—B; see Refs. 8 and)9

It should also be noted that in the presence of the exter-

nal magnetic field at temperatur¢$.—T|<T,., formulas
(37) and (40) lead to expressions fdt”(p) andg!M(p) in
the main approximation in perturbation theory in snag(p),
which coincide with formula$27) and(41) from Ref. 18(for
|£|#0 andv,#0).

In zero external magnetic fie[dor £(p) =0] for unitary
states of SFL(for A(p)==*=A*(p)), we obtain from(19)—
(21 [cf. (23), (29)]

32(p)=E%(p)=|A(p)|?+Z(p),

while formulas(34) and (37) lead to the following equation
for A, (p):

(41)

a(pl)

E(py PP

-1,
(42

Ad(P)= 5y E LPP) £

where

N, = { eXF{,B( E(p)+ éo(p) —250( -p)

Proceeding frong35) and taking into accoun(@0) for fy(p),
we obtain the equation fafy(p):

&o(p)=

-1
+1

go(P) = (Vo-p+ )

b s :;(‘;";) {[E(p)+2(p) Ny,
+[E(p)—2(pD](1=N_ ).

In other words, expressiorid2) and(43) are in accord with

(43
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lo(P)
ha(P)=h1AP)la(P)= 221(5(D)

[7(p)+2&(p)z(p)],
(44)

where

1
S1275 (VAP+H(z+ %+ n+ AP+ (2= 97— 7).
(45)

Ultimately, the general expressiof&l) and(32) lead to the
following expressions for the DF of quasiparticles fér

=¢&l[go(p)=01:
1-Np(21)—N2 (39

9a(p)= R, (ihy[1A1,~214,)
1_N3(222)R_2 VS 14158,
(46)
fo(p):%(1+N3—N9p)+[1—Ng(21)
-N% (21)] §1—+[1—N3(22)
N S @7
a(p)— Np—NL +[1-NJ(Sy)
SO N pakaa gz +[1-NJ(Z2)
SNO (3] T iy (48)

2

For brevity, the argumeni is not written in formulag45)—
(48) for all the functions(exceptN?, andN', ). We have
also taken into account the fact that

Np(21) N2 (21)=N3(Z2)—N2,(2,),
NR(Z 1) =N (S1) =Np(S,) =N (3).
The functionsR, 4(p) are now defined by the formulas
R1Ap)=*R(p),

R(p)=VI|A[?+(z+ &)+ n[|A]?+(z— €)2— 7].

Formulas(46)—(48) for DF together with Eqs(34)—(36)
generalize the results obtained in Ref. 14 for nonunitary
phases of SFL to the case when the magnetic fi¢lds
applied, and exchange NFL interactions are prespri-

(49

(50

the corresponding expressions for unitary states in SFL obvided thaté= £I) and are in accord with the results obtained

tained in Refs. 12—1{cf. Egs.(3.47) in Ref. 12.

Let us now consider nonunitary states of SFL with triplet

in Ref. 14 foré=0 and n#0.
It should be noted that fdtl.¢IH for FY)=0 (I1=2; (see

pairing in a magnetic field. For simplicity, we confine our Ref. 8, and the SFL under investigation with !l | [see

analysis to the case whéeir ¢l [see formulagl4) and(22)].
In this case, it follows fron{20), (21), and(28) that

(14)] can be reduced, for example, in the casepefave
pairing, to the nonunitary R-phase(planar phaseof *He
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predicted in Refs. 1, 5, and R0and also toA;- and

. i 'A. J. Leggett, Rev. Mod. Phyg7, 331(1975.
Az phases. ofHe (Se? Ref. 6 and Chap_ters 1and2in Ref. 7 2y. P. Mineev, Usp. Fiz. Nauli39 303(1983 [Sov. Phys. Usp26, 160
However, it may be important to take into account the strong (j9g3,

coupling effects irfHe to describe the last two phasés®®  3J. w. Serene and D. Rainer, Phys. R&pL 221 (1983.
4D. M. Sedrakyan and K. M. Shakhabasyan, Usp. Fiz. NHik 3 (1997
[Sov. Phys. Usp34, 555(1999)].
5P. N. Brusov and V. N. Poposuperfluidity and Collective Properties of
. NCLUSION
5. CONCLUSIO Quantum Liquidgin Russian, Nauka, Moscow(1988.

The main result of this research is the derivation of theeD' Vollhardt and P. Wiile, The Superfluid Phases of Helium Baylor
and Francis, Londo1990.

general formU|a$31) and (32) (\_Nhich are_va“d at t_emp_era- "W. P. Halperin and L. P. Pitaevskigds), Helium Three North-Holland,
tures O<KT<T,) for DF of quasiparticles in SFL with triplet  Amsterdam(1990.

pairing (the spin of a pais=1 and its orbital angular mo- zN- Schopohl, J. Low Temp. Phy49, 347 (1982.

mentum! is an arbirary odd numbein a static uniform .03, REETELEUC A SRR TR SBRVICIE
magnetic field taking into account exchange NFL interac- rozhkov, Fiz. Elem. Chast. At. Yade, 1440(1988 [sic].

tions. Formulag31) and (32) together with Eqs(34)—(36) v, V. Krasil'nikov, S. V. Peletminskij, and A. A. Yatsenko, Physica A
(for the OP, guasiparticle energy, and effective magnetig,162 513(1990. . o

field in SFL) derived with the help of EF quadratic in DF g 1 e . . o e otvs. ana & (1ooa)
make it possible to solve the general problem on triplet pairssp . Akt;iezer., V. V. Krasil'nikov, S. V. .Peletmi,nskii, and A A.
ing in SFL (both in unitary and nonunitary phasés a mag- , Yatsenko, Phys. Rei245 1 (1994. _

netic field. Formulag32) and(33) can be used for determin- | A A. Isaev and S. V. Peletminskii, Ukr. Fiz. ZB7, 952 (1992.

A i 2 (L
ing the magnetization and magnetic susceptibility of SFL. - Fines and Ph. Nozierdhe Theory of Quantum Liquidlew York

It should be emphasized that formulk@) and(32) for  1g . Lifshitz and L. P. PitaevskiStatistical Physics. Part 2. The Theory
DF lead to a complete system of equatidgesnilar to Egs. of Condensed Stafén Russiar}, Nauka, Moscow(1978.

. . . . 17 . T . . . .
(34)—(36)) in the case of a different choice of EF for SFL in A. P. Ilvashin, V. V. Krasil'nikov, and S. V. Peletminskii, Fiz. Nizk.
tic field also. For example, we can use an EF which | P-1% 1295(1993 [Low Temp. Phys19, 917 (1993
a magne ' pe, A. N. Tarasov, Fiz. Nizk. Tem21, 24 (1995 [Low Temp. Phys21, 17

is essentially nonlineagnonquadratig in abnormal DF for (1999].
SFL with triplet pairing. This case is interesting and can be'’Y. Hasegawa, Prog. Theor. Phy8, 1040(1980.

. . . . . . . .., 20 i
the subject of independent investigations in connection with \;hjsl,ogsEnglg ;/éo'\zi g;’;’)]o"' Zh. i&p. Teor. Fiz73, 1445(1977 [Sov.
. _24 . . . ) .
so-called s;rong coupling effe&_is manifested in SFL of  21p \y anderson and W. F. Brinkman, Phys. Rev. L8@, 1108(1973.
the type of*He under comparatively high pressures. 22\\, F. Brinkman, J. W. Serene, and P. W. Anderson, Phys. Re¥0A
2386(1974.
The author is grateful to S. V. Peletminskii for his inter- 22J. W. Serene and D. Rainer, @uantum Fluids and Solid&d. by S. B.

est in this work and for fruitful discussions of the results.  Trickey, E. D. Adams, and J. W. DuftyPlenum, New York(1977).

24
This research was partly financed by the Ukrainian State > A+ Sauls and J. W. Serene, Phys. Rew43183 (1983,

Foundation for Fundamental Studi€é®roject No. 2.4/378 Translated by R. S. Wadhwa



LOW TEMPERATURE PHYSICS VOLUME 24, NUMBER 5 MAY 1998

SUPERCONDUCTIVITY, HIGH-TEMPERATURE SUPERCONDUCTIVITY

Electrical properties of a normal contact to HTSC Josephson media
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Electrical properties of normal metal contacts to percolation Josephson HTSC systems are
studied by computer simulation. The current and voltage distributions, current—voltage
characteristicglVC), and temperature dependenéegT) of the resistance of the Josephson
network with a limited contact are calculated. It is shown that macroheterogeneity of current
distribution leads to broadening of the IVC aRgd(T) dependences of the contact in

comparison with the bulk characteristics. In the vicinity of critical currents and temperatures, the
contact IVC andR.(T) obey the “3/2” law. A peak on the current and temperature

dependences of the spreading resistance is observed. The applicability of the effective medium
model for describing contact characteristics of the Josephson network is substantiated.

The computer simulation results are in accord with experimental temperature dependences of the
contact resistance. @998 American Institute of Physid$$1063-777X98)00305-3

1. INTRODUCTION a model Josephson medium, viz., a square network of weak
It is well known that ceramics an¢as a rule HTSC SCI bonds with a limited*point” ) contact are presented
films possess strongly heterogeneous granular structure P]e ow.

which individual superconducting granules are connected
through weak links. The concept of such a granular systerﬁ' COMPUTATIONAL METHOD
as a percolation Josephson medium with a wide spread of The computation of electrophysical parameters of disor-
parameters of Josephson junctions is generally accepted d¢red systems of weak links is a very complicated problem
present. since it involves taking into account the spread in critical
Bulk electrical and magnetic characteristics of suchcurrents as well as phase correlation of the order parameters
HTSC media were investigated by several authoren the  of adjacent links. However, the problem can be simplified
basis of percolation theory and computer calculations. Fosignificantly when the phase coherence is broken, for ex-
example, the bulk current—voltage characteristis&C) for ~ ample, due to “thermal” or “magnetic field-induced”
model Josephson systems and magnetic-field dependencesflotctuations:®
IVC and critical current were calculated in Refs. 2 and 3. It “Thermal” fluctuations destroy the coherent stdteS
was proved that, in accordance with experimental data, théor KT>E.=®i./(27), whereE. is the binding energyi,.
bulk IVC have the formvV~(I—1.)™, m=1.5-2.1 for cur- the critical current of Josephson junctions, afgy=2
rents| close to critical current., and the critical current X 10 °V.s the magnetic flux quantum. This condition is
| .<B in strong magnetic fieldB. satisfied for T>0.25 K for Josephson bonds with,
We believe that an analysis of the characteristics of nor<10 8 A, for example junctions with critical current density
mal contacts to percolation HTS media is interesting as such,<10 A/cn? and contact are8<10 ° cn?.
and, besides, is important in connection with experimental “Magnetic field-induced” fluctuations disturb the CS in
investigation of contact IVC and temperature dependencesxternal fields with inductiorB>®,/a%, wherea is the
R.(T) of the contact resistanée’ granule size, as well as in “intrinsic” fields when the con-
Obviously, the characteristics of “point” contacts must dition 27Li.>®, is satisfied, where the inductance
differ significantly from the corresponding “bulk” charac- L= pugal,,l, being the geometrical factor weakly depending
teristics of a Josephon medium in view of macroheterogenesn a. The former condition can be satisfied in systems with
ity of the current distribution in the contact region. Among large granules of siza>6 um in the Earth fieldBg=7
other things, the former characteristics display considerable< 10> T, while the second condition is observed in systems
broadening of IVC and temperature dependence of resistanesth large critical current$,>®,/(2mraul,)~10"° A for
(TDR), strong effect of transport current and magnetic fielda=10"°m and |,=2. It should be noted thati,
on theR.(T) dependence, and a large spread in their criticak=10°~10 2 A in real granular HTSC materials.
parameters and characteristics. Thus, there exists a wide range of critical currents, tem-
The results of computer simulation of IVC and TDR for peratures, and external magnetic field in which no phase cor-

1063-777X/98/24(5)/5/$15.00 331 © 1998 American Institute of Physics
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relation of the order parameter in a system of weak links
takes place, and the problem of determining the resistance of
the system is reduced to the calculation of current and volt-
age distributions in a network of independent nonlinear

resistors-® This approach was used by us for calculating ()

contact characteristics.

We considered amN XN square network of supercon-
ducting weak links with a wide spread of critical currents
as a simple model of a granular superconductor. We chose a
chain of N, sites on a network face, which formed a “point”
contact to the HTSC sample, assuming that the links of this
face that do not belong to the contact are ruptured.

The electrical properties of a Josephson mediudiv),
including the IVC and TDR in the bulk and in the contact
region, are determined by individual IV&, (i, ,i.,) of weak
links, wherev,, is the voltage across thath link, tempera-
ture dependencel. (T, i.n) Of critical currents, and the
function f (i) Of distribution of weak bonds over critical
currents aflf =0.

In accordance with Refs. 1 and 2, the IVC of weak links
were defined by the following expressions typical of Joseph-
son junctions:

0, for i,<igp

Un= " .
" Po \/'ﬁ_ 'gn’
while the temperature dependencggT) of critical currents

were specified in a form typical of insulating Josephson junc-
tions:

ien(T)=icno(1—T/To)2.

oY)

for i,>i.,

)

The functionf(i.,g) of distribution of weak links over
critical currents was regarded as constant on the interval
[0, i¢ml:f=1/i;y. For convenience of calculations, the unit
of current density was chosen equal to the maximum critical
current in the system of weak links; i.é.,=1; it was also
assumed thapy=1.

Contact and bulk IVC and temperature dependences of
resistance were calculated mainly for a network of the size
NXN=50x50 and for a contact of the sizd.=7. The
choice of the values dil=50 was dictated by the condition
of small spread in “bulk” characteristics from realization to
realization, while the siz&l; of the contact was determined
by the condition &N <N.

The calculations involved the numerical solution of the
Kirchhoff equations consecutively for each elementary loop
of the network taking into account the values of currents in
links, determined at the previous step for the neighboring

loop. The computational procedure consisted of the follow-7)

ing steps:

(1) A random realization of bonds in critical currentg,g
was specified.

(2) For each temperatur€, the critical currents, were
calculated by formul&2), and transition temperature for
all links was assumed to bE,=100 K.

(3) The lower face of the network and the contact were as-
sumed to be equipotential surfaces.

(4) The initial distribution of currents flowing through the
network links was chosen in the form of current distri-

(6

V. I. Omelchenko and A. A. Sukhanov

bution in a network of unit resistors. For such a distribu-
tion, the Kirchhoff first law is observed for each node of
the network:=_i;,=0, wherel is the number of the
link of the mth junction.
The Kirchhoff nonlinear equation for voltages

4

> vilix=Ai)=0,

k=1
whereuv, is the voltage across theh link of an elemen-
tary loop and, the value of its current determined ear-
lier, was solved numerically in the current variatiam

for each elementary loop, viz., a square formed by four
weak links, consecutively, starting from the chosen loop.
The sign of the current increment was chosen so that
the current balance at junctions was not violated.
Similar calculations for an adjacent loop were made tak-
ing into account new values of currents in their common
link.

After the calculations were made for all frod<X N el-
ementary loops of the network, the above procedure was
repeated from the very beginning.

The calculations were terminated when the variation of
currents in the network became relatively small, i.e., for
SalAig /i <1075

In addition, another criterion for the termination of itera-
tive procedure was also used. It was based on the varia-
tional principle proposed in Refs. 1 and 2, according to
which the distribution of currents and voltages in a non-
linear system consisting of elements with individual IVC
vn=vp(i,i¢n) corresponds to the minimum of the func-
tional

w=> fo i, ier)di, 3)

where the summation is carried out over alelements

of the network, andl,, are the values of currents in links.
Accordingly, functional(3) was calculated after each it-
eration step described in item 5, and the iterative proce-
dure was terminated either after the attainment of its
minimum value, or at a low rate of its variatiak\W/W
<10°°.

It was pointed out by Gurevickt al? that the value of
functional(3) calculated for one loogand hence its total
value als¢ decreases as a result of such a recalculation
of currents.

It should be noted that the quantlty has the meaning of
dissipated power only in the case of a linear system.
We calculated the potential differendé between the
contact and the lower face of the network as well as
value of “integral” contact resistancB.=V/I, wherel

is the total current flowing through the network. It
should be noted that in order to verify the obtained re-
sults, the calculations were also made for various other
initial distributions of currents for which the balance of
currents at the junctions is preserved. The obtained dis-
tributions of corresponding values of currents and poten-
tials proved to be identical, which indicates the unique-
ness of the obtained solutions.
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FIG. 1. Current dependence of normalized contact resist&€e) at FIG. 2. Current dependences of volume resistaRg@) (curve 1) and

T=0: calculated dependend®(i) (curve 1), approximations of the low-  spreading resistanaeR.(i) (curve2) at T=0. Curves3 and4 describe the
and high-temperature segments of cutvygy functions(6) and(7) (curves2 functions(4) and (5).

and3), i=1/N is the average current in the linksthe normalized current,
N=50, and the contact siZ¢.=7. The inset shows the initial segment of
the R.(i) dependence for a model medium with=85, N.=35, and the

curve describing functiofs). (curve3in Fig. 2, which is associated in Refs. 1-3 with the

percolation type of conductivity near the percolation thresh-
(8) The procedure was repeated for various currents an@lld. In the region of “high” current densitiesifi,), the

temperatures for determining IVC and TDR. volume IVC is correctly described by the effective medium
model according to which the characteristics of a JM with a
3. DISCUSSION OF COMPUTATIONAL RESULTS random distribution of critical currents coincide with the
characteristics of a homogeneous medium with the averaged
Current—voltage characteristics value of critical current:
For better visualization, curvkin Fig. 1 shows a typical RU:Rzm, i>0.6, (5)

IVC of a structure with a “point” contact .=7) calcu-
lated atT=0 in the form of the dependené®(i), whereR,  Wherei,=0.56, and the value dk,=0.98 is determined by
is the normalized contact resistance,|/N the average cur- the size of the model network containing 49 longitudinal and
rent in the system of linkd, the normalized total current, and 50 transverse links. Dependen& is shown in Fig. 2curve
N=50 the “linear size” of the network. It can be seen that 4)-
the R.(i) dependence has two segments with sublinear in- The current dependence of the resistance of a system
crease in current for=i.,~0.07 andi=i,~0.56 separated With a “point” contact (see Fig. 1 is also described cor-
by a region of inflection. rectly by the effective medium model and can be approxi-

Figure 2 shows for comparison the current dependence®ated by the function
of the volume resistancB, (i) (curve 1) and the spreading 1 (=
resistance equal to the difference between the total resistance RC=|— f V(i /ar)2—i2 dr
of the system with a limited contact and the volume resis- fe
tance, AR.(1)=R.(i)—R,(i) (curve 2). The dependence 1
R, (i) has a segment of sharp increase in resistance and tends = p
to saturation fori>3i,. Thus, it is clear that the segment
corresponding to sharp increase in the resistance of the me- i<i,, (6)
dium with a “point” contact in the range of “small” cur-
rents is determined by the spreading region, while the seco
segment withi =i, is determined by the volume of the Jo-
sephson network.

It should be noted that the current dependence of spread- R=R +R,V1— (i, /i)%, i>i,, )

ing resistanceAR.(i) has a typical peak in the range of whereR~0.56, R,=0.98, andi, = 0.54.

Curr_?_ﬂ“ §|l.)_~|0.56. f the d q o . Formula(6) describes the spreading resistance of a semi-
<9i )eislrgtlaroisrggzgtbo thtee ovx(/aepref:ni?ifﬁ(l)(ICUQ circular contact to a conducting half-plane with a nonlinear
cv PP ythep resistivity p=[1— (i ./i)?]"? while expressiori7) describes

R,=k(i—ig)¥% k=255, i,=0.3 (4)  the volume contribution to the resistance of a Josephson me-

In

ia—'+ J@ili)?= 1) —1-(oolan?

cc

n\é‘here the total currentl=iN, the contact radiusr,
=N./7, a=N/N.(N=50,N.=7), while the effective criti-
cal currenti.,=0.07, and
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dium with a “point” contact, for whichR.q is a correction to
the contact resistance value, which weakly depends on cur- 0.02}-
rent fori>i,. The critical currents., andi.. appear in(6) 1.5
and (7) as fitting parameters. a

For large contactsN.>20), the contact IVQR.(i) for 0.01+
i —icc<i.c Obeys the “3/2” law(see the inset to Fig.)1 ’

Re=k(i—ig)¥ k=1.05, i.=0.235. (8) 101

9
This dependence follows from the effective medium ~
model for two- and three-dimensional cases and can be ex-
plained physically by the fact that the size of the resistive
region near the threshold increases linearly witti ., while
its resistivity increases in proportion taig)¥2 In our
opinion, the “3/2” law can be of the same nature for volume o0
IVC of JM near the percolation threshold also. [ y00000°°°
The emergence of a peak on the current dependence of 0
spreading resistanc®R.(i) is due to the macroheterogene-
ity of the current distribution and nonlinearity of the Joseph-
son medium and has a simple physical meaning. Let us SUG. 3. Temperature dependences of the contact resis®y{@g for vari-
pose, for example, that all links are characterized by theus average curreitin the links: 0.07(curve1), 0.02(curve2), and 0.002
same critical current, for which their resistance changes (curve3); curve4 approximates the low-temperature segment of carbg
. . the functions(5) and (2), while curve5 is the approximation of the high-
aerptly from 0 to 1. In view of spreadlng, local currents temperature segment of cun&by the functions(6) and (2). The inset
having the mean value=i.— 8i(6i—0) become stronger shows the initial segment of the,(T) dependence for a model medium
than the critical current virtually in all longitudinal current- with N=85,N.=35, and the curve describing the functits.
carrying links of the percolation networkdown to the last
layen, and hence they all are already in the resistive state. At
the same time, the volume resistance is still equal to zero, b@f the numerically calculated dependend®,(T) for
increases abruptly for=i.+ di. As a result, the difference |=0.02 (curve 2 in Fig. 3 with curve 4 approximating its
AR;=R;—R, decreases abruptly at=i; by R,,=1, i.e., low-temperature segment by the functiq6$ and(2) shows
has a peak at=i. that the low-temperature segment of tRg(T) dependence
is correctly described by the effective medium model.
_ In the temperature rangd ¢ T.o) <<(T.o— T¢c) close to
Temperature dependences of resistance the threshold, th&R.(T) dependence can be written in the

Temperature dependenc&(T) of the contact resis- form
tance of a model HTSC medium are shown in Fig. 3 for T-T 312
various current densities and in Fig. 4 for volume resistance R,(T)= Rg(T—CC) ,
R,(T) for i=0.02.
The dependenc®,(T) (curve 1 in Fig. 4) obeys the
“3/2” law ( R,(T)~(T—T,)*? near the temperature of
volume resistive transition To,~T.o(1—1.8Y2) (T 1.0
=100 K), while at high temperature§ & T,) it is success-
fully described by the effective medium model, i.e., is deter-
mined by expression&) for R,(i,i,) and(2) for i,=i,(T) 0.8
with the effective critical currenit,o=0.51 which is close to
the average valug,y= 0.5 of the critical current of the net- o
work links, and attains saturation &t>T(1—0.5?). % 06}
The temperature dependencls(T) of contact resis- >
tance(see Fig. 3 have two clearly distinguishable segments.
At relatively high temperaturesT¢-T,), the shape of the
R.(T) curves is similar to that of temperature dependences
of volume resistance. An analysis of distributions of poten-
tial and current density shows that this is associated with the 0.2
spreading of the contact region having normal conductivity
to the boundaries of the model network at high temperatures,
and hence th&(T) curves at these temperatures reflect vol- 0 4'0 60
ume properties of the network rather than its contact proper- T K
ties. '

.At Tee<T<T,, th? R:(T) curves have Iow-temperatgre FIG. 4. Temperature dependences of the volume resisR(@@ (curvel)
“tails” whose length increases with current. A comparison and spreading resistandeR.(T) (curve2) for i =0.02.
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FIG. 5. Temperature dependences of the breakjunction resisi@ucee 1),
volume resistancécurve 2) and spreading resistan¢eurve 3) for 1-2—-3
ceramics. The currert=1 mA.

where R3=0.3, T (i)=Teo(1—(ilige)), icc=0.07 (T
=38.5 K). Dependenc€9) is presented in the inset to Fig. 3.

It should be emphasized that the temperature depen-

dence of spreading resistanad (T) has a peak at=T,
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CONCLUSIONS

Using computer simulations of normal contacts to a Jo-
sephson medium, we proved that

(1) contact IVC and TDR are broadened in the vicinity of
critical current and superconducting transition tempera-
ture of the system;

(2) the IVC and TDR obey the “3/2” law near the percola-
tion threshold;

(3) in the region of critical currents and temperatures corre-
sponding to superconducting transition in the bulk, the
spreading resistance has a peak due to macroheterogene-
ity of current distribution in the nonlinear medium.

The applicability of the effective medium model for de-
scribing spreading effects in HTSC media is substantiated.

The obtained results make it possible to explain experi-
mental data on temperature dependences of contact resis-
tance, including the broadening and shift of the SC transition
and the peak on the temperature dependences of spreading
resistance of granular Y-based HTSC ceramics.

*E-mail: aasl95@ire216.msk.su

YThe values of resistance given below are normalized to the resistance of a
solitary link, while all currents are normalized to the maximum critical
currentiy, in the system of links.

(curve?2in Fig. 4), whose nature is the same as for the peak

on theAR.(i) dependence.
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Resistive state of HTSC film in a varying magnetic field
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The frequency dependence of dissipation in a varying external magnetic field perpendicular to a
HTSC film is calculated by using the percolation model. The dependence is linear at low
frequencies and has a peak at high frequencies. The linear frequency dependence of dissipation
in the low-frequency region is confirmed by the results of experimental studies of
current—voltage characteristics. 998 American Institute of Physid$§1063-777X98)00405-§

The application of a varying magnetic field to a sampleassume that if the force,, is strong enough for as to neglect
is an effective method of studying dynamic properties of thethe contribution from the regions of vortex acceleration and
vortex structure of type Il superconductors. Cryogenic powedeceleration in their interaction of vortices with pinning cen-
devices, even those intended for operation with direct transters. In addition, we consider a weak magnetic field (
port current, are generally located in a medium of varying<H,.,) so that the forces of interaction between vortices can
electromagnetic fields such as fields induced by pulsde neglected one-particle” pinning modé.
sources of accelerators of charged particles or generator parts The magnitude of the critical curreht is determined by
of electric power plants. For this reason, the study of thehe critical pinning force:
effect of these fields on the transport properties of supercon-

ductors is of independent interest. | =c Foc &)
Let us consider the problem on the resistive state of an ¢ @0
HTSC film in a transverse varying magnetic field . .
Let us analyze the behavior of vortices for a transport
H.<H:. - ) ) o
current close to critical, for which the following condition is

As in Ref. 1, the object of our investigations is a thin ¥*' '~
film of type Il superconductoxwhose thickness is much Satisfied:
smaller than the London penetration depth; in a layered |
crystal, \| corresponds to the depth of penetration of the 7=
magnetic fieldH parallel to thec-axis in the plane of the ¢
layen. Pinning centers in the film are distributed at random,

vyhile their ?ntensity distributior(oyer the forceF ) is con- resistance of a two-phageblack-and-white”) medium near
tlnu.ous.. This means t_hat fgr any fixed valud:cbf<Fpm,.t_he the percolation threshol(@n the region whose size is of the
entire film can l_:)e dlv_lded into two phases: the conditionally jqer of correlation lengttj) is mainly determined by simply
black” phase in whichF >F, (F, is the Lorentz forck  ;onnected percolation channels which are bridges of
and the conditionally “white” phase in whictF <F,.  «pack" phase of various lengths. Hergis the length over
Since the values of, are different for different pinning \ynich the values of physical quantities are self-averaged so
centers, there must be a critical valég. for which the that £~ 7", where v is the critical index of correlation

“t_)lac_k” phase _forms a c_onne(_;ted structure o_f Chan”elslength (v=4/3 in 2D systemy andrthe parameter of prox-
piercing the entire sample in a direction perpendicular to th‘?mity to the percolation threshold:

transport current foF ,<F..*
If in this case the equality P—Pe

FotF,=FL, (1) Pe

is satisfied, wher& ,= nv is the “viscous friction” force of  Herep is the concentration of the “black” phase apd the
a vortex’ a steady-state flow of vortices is possible at acritical concentration for which an infinite “black” percola-

le

<1. (4)

According to general concepts of percolation theory, the

<1. 5

velocity tion cluster is formed.
o F—F, _ jﬂ B o tionln our model, the value op is determined by the rela-
77 c P 7]!
where is the viscosity ¢ the magnetic flux quantun,the p= prD(F )dF (6)
transport current density, and the velocity of light. We 0 P b
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where D(F,) is the function of pinning center distribution ductor and is replaced by a new vortex emerging at the be-
overF,. In particular, the parametersand 7; coincide fora  ginning of the cluster. Thus, dissipation is continuous in this
uniform distibutionD (F ;) = 1/F ,,= const. case and is given by

A large number of bridges exist near the percolation 5
threshold, when an infinite cluster has not formed yet, in We = naoBu°L = Aag
which vortices can move in the forward and backward direc- o
tion due to field reversal in a varying field. In this case, we
can introduce two characteristic timés frequencies

L

ag) (11

Sincer,= 187/91° the total dissipation has the form

3 L W= Wi+ Wex=Al 225 4oL | = Aagy| = + =
tg~ - and toy~ —, (7 ~ T Wk = A T UL [ E A%V T T )
2
where ¢ is the correlation length andd the maximum pos- =Aag iJr S AL (1 il (12)
sible length of a cluster in the indicated structure of the order Wo2 8pWwe2) W2

of & Let us estimate the time intervalg, andty, assuming
that the closeness to the percolation threshold is given b
7~0.1. Suppose that=0.1 mm/s anda,=10A; in this
case, we obtain é=agr ’=22nm# Similarly, L

= a0771'263: 18 nn’Tr’ and tO]_: 0.22 mS@01=4.6 kHZ), toz
=0.18 mswy,=5.5 kHz). For definiteness, we assume that
the modulating field varies according to a periodic law with
a periodt (frequencyw). We consider an element of the film
of size ¢X ¢ for two qualitatively different cases.

Estimation of the contribution from finite clusters gives
X)ao/v<w0a0/v~a0/vt~0.05.

2. Let us now consider the case whiedty(w> wg). We
shall distinguish between clusters of two types with different
lengths:

(@ I=svt=ly

In such clusters, dissipation occurs in analogy to the case
considered above, and accordingly is given by

_1. t>t0(_c_o< wg). For the cluster length, we can write W = i |o|2n dle A_aé I—o—l A A
the inequalities = g, 2 9= 5 =A% v

|$0t01~§$L~vt02<|o=vt~v/w. a, ayw .
A vortex crossing a cluster of such a length comes to a halt =Aagv| 1— To =Aagv| 1— v )’ (13
and remains stationary over a time |/v=t—t,. In other
words, the vortex is in motion for only a part of the period (b) lo<I=uty _ S
of the order oft; /t~1/tv. The dissipation power for all the In clusters whose length is greater thiyp dissipation
vortices located in a cluster of lengttis given by occurs continuously, and

| B | agBnpu ( naosz> IsL I
W,=nF,v —=lag — mv? —= 12, 8 W (<L)~ f In,d{ —
1 Y tw 0 %o nv tv oot (8 2nl( ) @0 o 1 a,

wheren is the number of vortices in a cluster of lengthnd )
B the magnetic induction in the film element under consid- =Aagu In w—oz , (14

eration.
The dissipation in clusters of various lengths is given bywhile in an infinite cluster of length, dissipation is defined,
as before, by the expression

W—A I_|2 dl 9
" tag N ndl, 9

WBK=AvL=Aaov( ) (15

where A= »Bu/¢y and n, the cluster length distribution doo
function in the percolation structure above the percolation DenotingWy=Aagu and taking into account relations
threshold Introducing the dimensionality of space under the(13)—(15), we can write the total dissipated power in the
condition ap<l<L =ags,~ Y9~V ~ (7~ V2~ =12 form

~ £%8 we obtain

ag L
W=Wy 1- —+In

[\~ —|+—
m=|_- =x""p. (10) | lo/  ao
0 and then the ratiWagwp,/Wov (dimensionless dissipation
If relation (9) is valid for all lengths in the range,<| has the form
<L, the total dissipated power for lengths other thahas W
w dgw dgw
the form o YB0®o2_ 8oz, %0 —) . (18
2 2 Wol) v w2
Aao L/ag 42 Aao L 3-7p
Wh=—— fl X TP X~ —— a This gives
Dissipation in a cluster of length forms a special case. (1) for w<wy, wW;i=1+ 200 _ 142

After crossing such a cluster, a vortex leaves the supercon- v Wy
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aowo aow
(2) f0r w>w0, th:1+ 1_7
w wo w
+in| —||=1+ —|1— —+In|—]|.
Wo w3 w3 o2

Thus, there exist two regions with different frequency
dependences of dissipated power, which can be desctribed on
the basis of the model of percolation structure of pinning
regions.

In one regionwy<w<w; (according to our estimates,

5 kHz< w<100 kHz), dissipated power increases according 1
to a linear law, while dissipation in the other region has a 0
peak (at ®~2 MHz) and then decreases apparently due to
the inertial nature of the vortex systetvortices have no FI_G. _1. Current—voltage characteristics Qf a brid_ge f_orm_ed by an YBCO
time to respond to variation of the applied magnetic field thin film at various frequencies of the applied varying fle|§ln Hz): 0_(1_),

8 . 20 (2), 40 (3), and 200(4). In a constant external fieldu(=0), resistive

In order to verify the proposed model, experiments werggsses are not observed.
made on thin epitaxial YBCO films of thickness 100 nm on
MgO substrates. Microbridges of width 50m and length 1 applied varying field. A nearly linear shape of the curves for
mm were created on the films by scribing. The films had thd <l allowed us to determine the bridge resistance averaged
superconducting transition temperatufg,=85 K and the over the segment and to calculate the frequency dependence
critical currentl ;(4.2 K)=10°—10" A/cm? in liquid He. All of losses. To within the error of measurements at low fre-
the measurements were made in an applied electromagneﬂ@lencies, dissipation is a linear function of frequency, which
field at 4.2 K. The external field was created by a superconis in qualitative agreement with the constructed model.
ducting solenoid connected to a source of ac voltage. The . .
sample was placed into the solenoid. The measuremen'gati;r:'ifriiizgz:qgizlp;ﬁ'gizlsjpg?é?ggtbﬁghgfgzs_sl'zggf un-
were made by using the four-probe technique. Potential con- ' J ' '
tacts were connected to a constant-voltage filter followed bye-mail: asnar@phys.carrier.kiev.ua
a voltage amplifier. The filter was intended to prevent the
penetration of the varying emf induced by the varying exter-1a. A. Snarskii, E. A. Pashitskii, and A. M. Palti, Fiz. Nizk. Teng1, 917
nal field. The sensitivity of the measuring circuit in the given (1999 [Low Temp. Phys21, 706 (1995]; A. A. Snarskii, E. A. Pash-

: itskii, A. M. Palti, and A. E. Morozovskii, Pis'ma Zh.ksp. Teor. Fiz61,
sample geometry was 20 nV/cm. Under the action of the 112(1995 [JETP Lett61 119(1995]

varying field, YBCO microbridges go over to the resistive 25 v Gyrevich, R. G. Mints, and A. L. Rakhmand@hysics of Composite
state at current$<<l.. Figure 1 shows for comparison the Superconductorfin Russiaf, Nauka, Moscow(1987.
current—voltage characteristics in a constant external fielde- L. Efros and B. I. Shklovskii, Phys. Status Solidi#, 475 (1976.
(w=0) and for different frequencies. No resistive losses \N/Al)/kasm]slggvﬂtg%%uc“on to Superconductor Physi¢in Russiad
were observed in a constant field for currents below critical.5p_stauffer and A. Aharonyintroduction to Percolation TheoryTaylor
This is due to the fact that fdi <H, and atT<T, ther- and Francis, London, Washingt¢h992.

mally activated flux flow plays an insignificant role in com- °P- Clerc, G. Giraud, J. M. Laugier, and J. M. Luck, Adv. PH§8. 191
parison with the observed resistive losses. The losses in-(1990-

creased both with amplitude and with the frequency of therranslated by R. S. Wadhwa
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The mechanism of hypervortex pinning in a granular superconductor at intergranular contacts

and intragranular defects is proposed for describing the field dependence of the critical

current density and pinning potential. The results are in good agreement with those obtained
experimentally. The proposed model describes the peak effect and the percolation mechanism of
conductivity in ceramic superconductors. 98 American Institute of Physics.
[S1063-777X98)00505-7

INTRODUCTION ders show that the intragranular critical current is associated
with pinning of Abrikosov vortices at the granule boundaries
A significant factor restricting the technical application and intragranular twinning planés.e., we can apply Bean’s
of high-temperature superconductdkTSC) is a compara- model for the critical state of hard superconductors to gran-
tively low value of the critical transport current density ules. The origin of critical transport current in bulk ceramic
which is mainly determined by their structure like other elec-superconductors remains unclear so far. On one hand, the
tromagnetic properties of HTSC. A superconductor prepareéxperimental dependences of critical transport current on
by using ceramic technology is a heterogenous system comemperature, applied magnetic fi€ldind pressureare in
sisting of two phases, viz., granules with a strong supercongood agreement with the model of weakly linked granules in
ductivity and a weakly superconducting intergranular phasewhich the critical current is associated with Josephson cur-
The splitting of a superconductor into superconducting rerents of weak links. On the other hand, the hysteresis curves
gions separated by thin normal layers is a topological effecof magnetization of a cerantitand the characteristic trian-
associated with the structure of oxides and not with thegular distribution of magnetic field in the critical stitean
mechanism of high-temperature superconductivitfhe  be explained only by vortex pinning. Brandt all? mea-
main question concerns the origin of the critical current, i.e.sured directly the pinning force in bulk ceramic supercon-
whether it is associated with pinning of some vortex struc-ductors, and attributed its small value in comparison with
tures, or with the critical current of weak intergranular links. single crystals to the role of weak intergranular links. But
Both mechanisms may participate simultaneously in the forsince the pinning of Abrikosov vortices in granules is inde-
mation of the critical current. Thus, Gaidukat al? pro-  pendent of the critical current of intergranular junctions, it
posed that the critical current is determined by vortex move€an be assumed naturally that the pinning force measured by
ment in bulk samples and by the critical current for contactghe authors corresponds to Josephson’s hypervortices.
in films. Using the model of a Josephson medium, Belevtson
et al.3. optalned the field de_pendence.of_the crmcgl currentl' PINNING OF HYPERVORTICES
density in a superconducting ceramic in the fojp{H)
=j.(0)(1—H/Hy), which is in good agreement with the The mechanism of pinning of hypervortices in a ceramic
experimental results. superconductor remains unclear so far. Pinning of Abrikosov
IntergranulaJosephsonand intragranular currents can- vortices in type Il superconductors occurs at inhomogeneities
not be excited independently in a superconducting ceramiand inclusions as a result of interaction of vortices with the
since the two current subsystems interact mutually. A charinterface*'®and the dimensions of the pinning centers must
acteristic feature of a ceramic superconductor is that the critibe considerably larger than the vortex size. A hypervortex,
cal current densities of these subsystems differ from eactvhich embraces hundreds and thousands of granules in a
other by three orders of magnitude. Experiments devoted toeramic superconductor, cannot be trapped effectively at the
the study of magnetization curves of finely dispersed powdefects of the material. It was shown in Ref. 16 that a two-
ders of superconducting ceramics show that the intragranulaimensional distributed Josephson vortaypervortex in a
critical current density is close to the critical current densityregular cubic lattice of Josephson junctions may undergo
of monocrystalline samples and amounts to abo@tA@m?  considerable pinning under certain conditions. Such a vortex
in zero magnetic field at 77 KUnder identical conditions, has two equilibrium positions, viz., a stable position when
the critical density of transport current in a bulk supercon-the vortex center lies in the middle of a cell, and an unstable
ducting ceramic sample is found to be about Mcm? and  position when the vortex center lies on a weak link. The
depends strongly on the technology of sample preparation.difference in the energies between these positions constitutes
Experiments on visualization of magnetic field in single the pinning potential. In a real ceramic, however, the Joseph-
crystals and magnetization of finely dispersed HTSC powson junctions form a disordered system and the hypervortex

1063-777X/98/24(5)/6/$15.00 339 © 1998 American Institute of Physics



340 Low Temp. Phys. 24 (5), May 1998 V. K. Ignatjev

term on the left-hand side of formu(d) and write the quan-
tization condition for loopd—-2-3 and 1-5—-4gspectively,
> ~ in the form

> 4 P1t @t 3=2m, @1~ @4~ ¢5=0. (2
< For we shall assume that critical currents for Josephson
><1 junctions are identical. If a transport current does not pass
through a ceramic, the phase difference for the junctions in
the 1-2—3o0p will be identical, which is in accord with the
S position of the hypervortex axis at the center of the cell:
©1= o= @3=2mI3 and ¢,= p5= ¢41/2= /3 (circumven-
tion of the loop in counterclockwise direction is assumed to
be positive. In this case, a superconducting currangt
/\ =0.83; flows through the lood—2-3, and thé¢otal current
I I in the cell is equal to zero.
Let us now suppose that a transport current of derjsity
FIG. 1. Intergranular junctions at the center of a hypervortex. flows through the ceramic, increasing the curngnthrough
junction 1 and decreasing the current through junctions 2 and
3, respectively. Such a current redistribution indicates that
j)we center of the hypervortex is displaced to the right. The
'|

axis passing through the vortex center in one section may ..
pass through a weak link in another section. Hence the tot miting stable steady state of the vortex corresponds to the

average vortex energy of a hypervortex will not depend o 23€ when the curremf through junction 1 is equal to the

the position of its center, which indicates that there is nocr|t|cal Josephson currery of the junction. According to

pinning. Moreover, the Josephson network model is oversim-Eq' @),
plified since it does not take into account penetration of ¢ =x/2, @,=¢;=37l4, @,=¢s=ml4,
Abrikosov vortices into granules. o
In order to analyze the pinning force, we must consider — i,=i3=1;v2/2,
the fact that the model of a hypervortex as a system of co: : L
. . . . L and the total current through the junction lig=i;—i
axial solenoids with a continuous distribution of the order 9 J &=l1712

: : . ~0.3 ;. Upon a further increase in the transport current, the
parameter phases is obtained as a result of averaging over,

. . ) Jd”hction 1 goes over to the resistive state and a voltage
large number of vortices in the netwotkA solitary vortex :R\/i—i—_@ appears in itR being the normal resistance of

in a Josephson medium is described by a discrete values g%‘e junction® and the phase differences in the junctions be-
the phase difference in individual junctions. The phase and. ' ;
gin to vary according to the law

magnetic field distribution in a hypervortex adjusts itself to
the ceramic structure in each section in such a way that the  ¢,=@3=—@,= — 5= — /2= —ul(2®).
vortex energy is minimum. Any deviation of the hypervortex . . . . .
axis from equilibrium under the action of transport currentAn increase in the phase difference for junctions 4 and 5

eads 10 an crease I he ol vorex enery. . 10 EPCT 2 (OTECSE L 16 vk b Lo 2 2 e
emergence of a pinning force. P P yp

Let us consider two adjacent cells in a Josephson ne&_i—\r‘:’anal tic description of the transient process is quite
work formed by contacts of three granules at the vortex cen- Y b P q

ter (Fig. 1). Let the hypervortex center be located in the Ieftgomplex,varr:ci r?dlf:inbflimlgnwfi T]alantetr'ﬁ fI;fo ?[VetL Cer"? m-f
cell 1-2-3. In analogy with one- and two-contact Uces a vortex electric fie N urn aiects the rate o

SQUIDS!® we can write the quantization condition for the variation of phase diﬁerenc_e in Fhe junctions. The passage of
1-2_3loop in the form the vorte_x center th_roug_h jur_1ct|or_1 1 cor_respon(_js to excita-
tion of microwave vibrations in this junction, which are not
@1+ ot 3+ 27D/ D =21, (1)  described by the resistive model of the juncti8rHere we
simply observe that a transition of the hypervortex center
where ¢; is the phase difference at thth Josephson junc- from 1-2-3cell to 1-5—4cell is analogous to the switching
tion, ® the magnetic flux embraced by the loop, ahgithe  of a tunnel cryotrort® If we decrease the transport current,
magnetic flux quantum. Note thdt<<Lyl ;, whereL is the  the new position of the hypervortex with its center in the
inductance of the circuit antj; is the critical current of Jo- 1-5-4cell will be stable. The displacement of a hypervortex
sephson junctions. The volume fraction of normal phase in & a dissipative process associated with energy losses at the
ceramic superconductor is 10%, hence the inductantgy  normal resistance of Josephson junctions. If transport current
of a circuit formed by three granules of sizz=10 um is  flowing through 1-5-4 andsubsequent cells exceeds the
approximately equal tuuoma~4x10 2 H. Putting the valuelc, the vortex continues its motion to the right, i.e., the
average critical current; of Josephson junctions equal to flux-flow regime is realized.
10 wA, we find that the maximum magnetic fldk embraced In order to find the critical transport current densiity
by the loop is about 0.6B,, i.e., we can disregard the last for which hypervortices start their movement without Abri-

>
>

(/N /N
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kosov vortex pinning in granules, we observe that the curreniead to the following expression for the critical transport cur-
flowing through each junction belongs simultaneously to tworent density associated with the hypervortex pinning:
cells. Hence we obtain

. jCO . . 011530
jc=1c/2a2=0,14 4(By)/a2, 3 1c1(H)=l+—H2/H, jco=Ic(0)=—2— (6
J

where a, is the mean separation between Josephson junc-
tions andB, is the magnetic field in the gap between gran-2. pEAK EFFECT IN A GRANULAR SUPERCONDUCTOR
ules at the vortex center.

It follows from formula(3) that the field dependence of The displacement of a hypervortex to the adjoining cell
the critical transport current is associated with the depenas a result of an increase in the transport current beyond the
dence of the critical current of Josephson junctions on théritical current densityjc, (6) indicates that the Lorentz
intergranular magnetic field. In order to analyze this depenforce acting on a hypervortex for such a transport current
dence, we consider Meilikhov's model of deformed density exceeds the maximum force confining a vortex to the
granulesz,o the weak link between which is formed in the cell, i.e., the pinning force. The equation for the balance of
region of plane segments. In this case, the banks of an inteforces” can be used easily to obtain the modulus of the
granular Josephson junction are in the form of a circle whos@inning force at the intergranular junctions per unit length of
radiusr is proportional to the granule size=ka. Suppose hypervortex:f;=jc;®/c, where® is the magnetic flux in
that d is the junction thickness. The following relation is the hypervortex. However, the displacement of hypervortex
valid for the field dependence of the critical current in thechanges the magnetic field in the vicinity of granules, i.e.,

junction®®: the concentration of Abrikosov vortices in granules also,
L, ) which move in the granules and perform work against intra-

15(Bo) =] a7t “@olsin(mrdBo/Po)/ (mrdBo)|, ) granular pinning forces. The total energy dissipation associ-

wherej; is the critical density of the Josephson current in theated with the motion of Abrikosov vortices upon displace-

junction. ment of a hypervortex to the adjacent cell divided by the
Equation(4) should be averaged over the random junc-Separation between cells is the additional pinning fdrce

tion radius r which naturally obeys the Maxwell Suppose that the magnetic field in the vicinity of a gran-

distribution'”: ule of radiusR? varies periodically from its maximum value

B, to the minimum valueB; —AB; during uniform move-
ment of a hypervortex. In this case, the concentratibrof
Abrikosov vortices and the magnetic inducti&d in gran-
ules also vary periodically, and the amplitude of variation
decreases linearly into the bulk of the granule according to

32r2 4r?
o(r)= 2k3a3 exp — k2a2

wherea is the average granule size. Since it is quite difficult
to average the modulus in E¢), we calculate the mean

square critical current of the junctions: the law
; 8mjdx
(158 )>=—32]§(D‘2’ ABI(x<1) =8By~ — ",
J\Po 772k3a3d28(2, c
AB
* wdBor 4r? ABYx=1)=0, |=min c Rg) 7
X 4ai _ = ) +g I
for sm2( oy )ex;{ 2z ar 8mjd
2.2:212 3490521,2.2 wherej2 is the intragranular critical current density.
— 7k"a IJ;DO [ _r d Bozk a If the concentration of Abrikosov vortices changes by
16d%B§ 404 An9(x) over a distance from the granule surface, the vor-
tices under question are displaced by a distanc@der the
342R21,242 2A2R21,242
x| 3= w exp( _ w action of Lorentz force and enter or leave the granule. The
4D 4®; total dissipation energy in the granule is then defined as
This is a quite cumbersome expression and can be approxi- 27 (I .
mated quite well by the dependence 9= fOAng(X)Rg(Rg—X)Xq’oJ ¢dx
2
00 9i g
D= Tz M ks - = To JABRImox dx
V3w Substituting the relatiof7) into this equation and averaging

_ 21,2;
L0= g " K5 over random radiR? with Maxwell distribution, we obtain

3

While deriving this relation, we have assumed that the ma
i Q(AB,<2H, )= oo (ABy)?,

magnetic field induction for a hypervortex lattice in the in- 512H,

tergranular gaps at the vortex center is about double the 5 ®
mean value of this induction, which is equal to the external - _ma

magnetic field strength, i.eB,=2H. Formulas(3) and (5) A(AB,=2H) 192 HAB:.



342 Low Temp. Phys. 24 (5), May 1998 V. K. Ignatjev

HereHy=2majd/c is the magnetic field in which the pen- The total critical current at which hypervortices start moving

etration depth is equal to the mean granule radius can be presented in the final form after taking into account
Let us consider the uniform motion of a square vortexthe intragranular pinning of Abrikosov vortices:

lattice with a periodL along thex-axis with a velocityv.

Suppose that the center of the hypervortex moves along the . cfp CHcHZVH/(n®)

line y=0, B, is the magnetic field at the center of the hyp- Jea(H) =g =Jca(H)+ 64(5H2+H?) (12)
ervortex in the gap between granules, &yd AB the field

at the boundary of a hypervortex fge= =L/2. In this case, It follows from formula (6) that the first term in this

the amplitude of variation of magnetic field in the vicinity of formula decreaséSwith increasing magnetic field strength
a granule with coordinateg=yy,<<L/2 will be AB;(Yyo) H in the ceramic, while the second term is inversely propor-
=ABy[1—2y,/L]. Since the magnetic field varies twice in tional to the vortex lattice period and increases due to an
the vicinity of a granuldincreases and decreasdsring one increase in the bulk intragranular pinning of Abrikosov vor-
lattice periodr=v/L, we obtain the following expression for tices. However, it was shown in Refs. 17 and 24 that the

the loss power in a hypervortex of unit length: density of nondissipative current in a superconductor is lim-
2 (L2 [ qly) L2 g(y) ited to the valuq'J/\Z/E, where the Josephson current den-
p=— f f —% dxdy= 4Uf - dy. sity j ;=3I ;/7/(2a)? depends on the critical Josephson cur-

T J-Lp a 0

rentl ; of junctions in the forn{4). In this case, we can write
Substituting the expression far from formula (8) into the  the critical current density of a granular superconductor in

integral, we obtain the form
_ Lum(ABy)® . e CHH2VH/ (ud)
p(ABO<2HK)_T4-|K' Jc(H):m|n<J(:1(H)+ 64(5Hﬁ+H2) ,
_ LU’TTHKABO
P(ABo=2H)= ——g5> xloﬁjm(H)). 12

These formulas can be approximated by a single dependence

of the type The field dependence of the critical current density, cal-

. culated by using formulg12) for |;=0.1cd,/a and Hy
_ LumHk(ABY) © =10B, is presented in Fig. 2. The values of the magnetic
P 1024421 192AB,)? field h are normalized by the characteristic fiel,

For th | ¢ tic field. when Abrikosov_ J12®,1;/(ca®) of a Josephson mediuhh?? For an aver-
or the same vajues ol magnetic TIeld, Wnen ABNKOSOV, e grain sizea=3 um and an average critical currehy

vortices start penetrating the granules and the losses associ-

ted with th I Lof th " b ' ~%300 A of intergranular junctiongwhich corresponds to a
ated wi € entry or removal of these VOrtices beCOME Sigg,jy;q 5 transport current density of a bulk superconducting

n]icficarr]wt, the diﬁerenge&Bp inbmag;etic_fiel;jshat thg cenfterr] ceramic of the order of 100 A/ the fieldB,~3 G. The
ora y_pervortex and at its boundary Is of t € order o t epermeability of the ceramic in the mixed state is assumed to
mean fieldB. Formula(9) allows us to determine the addi-

ional frictional f . + lenath of .~ be equal to 0.3, and the dependence of the magneticdflux
tr:ona r'i lonal force acl Ing on a un(; ?ng Tok'a ”.‘Ot"'”g on the applied magnetic field is calculated by using equations
ypervortex in a granular superconductor. 1aking Into acs, ogenteq by us earliéf.On the initial segment, the field

count the relation between the average induction and th ependence is described by formu# which is in good

hypervortex lattice period = y®/B, we obtain agreement with the experimental result obtained by Kugel
HBZJ®B v et al>* who found that the critical current must decrease
fo=— 64(5u?HZ +B?) 0 (100 more slowly than 2, but more rapidly than H. The
HASH Tk characteristic local extremum on the field dependence, which
wherew=B/H is the permeability of a superconductor in the is called the peak effect, is also observed for low-temperature
mixed state. This additional forcl is independent of the metallic superconductore;?®although it is manifested much
modulus of velocity, i.e., is analogous to static friction andmore strongly for high-temperature superconduct®fs.
can be treated as additional pinning of hypervortices associ- The model considered above connects the peak effect
ated with intragranular pinning of Abrikosov vortices. Since with intergranular pinning of Abrikosov vortices. Naturally,
the magnetic fluxb embraced by a hypervortex depends onit is assumed that the lower critical fielig, for granules is
the average magnetic fieB in the superconductdf;?’the  much lower than the fielth, corresponding to the maximum
additional pinning force also depends on the magnetic fieldin the peak effectFig. 2). Hence formulag10) and(11) are
The total pinning force of a hypervortex is obtained by also valid under the conditiohl>Hg,. For the case de-
supplementing the force, = jc,P/c of pinning at the inter-  picted in Fig. 2H,~H~30 Oe, and the peak effect will be
granular junctions with the static frictional fordg associ- observed forHg,~3 Oe, which corresponds to a tempera-

ated with intragranular pinning of Abrikosov vortic€s0): ture 85—90 K for a yttrium-based ceramic. At nitrogen tem-
9 ~ -
iet® HKBZ\/ﬁ peraturesHg,~100 Oe, and the peak effefor an appro

priate increase in;) may be less strongly manifested, and

fp: f1+ f2: 2 .
C  64u(5u’Hi+B? even suppressed altogether for a small critical current in in-
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FIG. 3. Field dependence of the hypervortex pinning potential.

FIG. 2. Field dependence of critical current.

CONCLUSIONS
tergranular junctions if the transition to the percolation re-

gime sets in before Abrikosov vortices penetrate the gran- '€ model of the field dependence of the critical trans-
ules. port current density in superconducting ceramics takes into

For magnetic fields higher than the maximum fiel consideration both possible mechanisms, viz., the pinning of

corresponding to the peak effeine p in Fig. 2), the trans- hypervortices at intergranular Josephson junctions and intra-
port current is confined not by the pinning of hypervortices,granmar defects, and the rupture of weak links between gran-

but by the limiting nondissipative current in intergranular Ul€S. The percolation nature of conductivity observed in a
Josephson junctions. If the transport current exceeds thidPerconducting ceramic in relatively strong magnetic fields
critical value, the Josephson junctions go over to the resistiv82S been confirmed expenmentaﬁEOn the other hand,
state and hypervortices are not formed. This regime of curM€asurements made by Brareital.~ provide an equally
rent flow is close to the percolation motfesince weak links ~ €onvincing evidence in favor of the pinning model. The
are practically ruptured. Abrikosov vortices inside the gran-m0del proposed by us describes the ability of a granular
ules can be assumed to be stationary in this case since tg@nductor to display the percolation as well as characteristic
intragranular critical current density is much higher than the2€an type of electrical conductivity as a function of the ex-

intergranular one. The branch of the field dependence dferal magnetic field and the field created by a transport cur-

critical current forH>H, (Fig. 2 can naturally be called rent..lt also attrlbl.Jt'es the contradlgtory experimental results

percolation branch, while the bran¢h<H, on which the to different conditions under which measurements were
' p

critical current is determined by pinning of hypervortices and™Made-

is described by formuld11) is termed the vortex branch Note that the pinning forcé, associated with intra-
(shown by curve in Fig. 2. granular pinning of Abrikosov vortices depends rather

According to the model constructed by us, the pinningweakly on temperature. The critical current of intergranular

centers of a hypervortex are Josephson unit cells, and thtPSePhson junctions, and hence the Josephson current den-
critical current corresponds to displacement of a hypervorteg!Y 11, decreases exponentially with increasing temperature.
by a distance of the order of intergranular separation. In thi&onsequently, an increase in temperature also leads to a de-

case, the pinning potential can be represented in the form Créase in the magnetic fietd, for which a transition to the
percolation curve takes place. This explains the fact that the

U(H)=jc(H)®dalc, (13)  experiments on temperature dependence of the electric con-
ductivity of HTSC are described more correctly by the per-

where the critical current density on the vortex segment isolation model.
defined by formula(11). Figure 3 shows the field depen- It should also be observed that the division of charge
dence of the pinning potential described by form(l8&) in carriers into bound and fre@nd hence of current into mo-
arbitrary units. Such a theoretical dependence is in gootecular (magnetizationh and conductiontransport) catego-
agreement with the results of investigation of the magneticies, used in the description of electrodynamics of magnets is
flux creep in superconducting ceramifdt is shown by nu-  quite arbitrary when applied to superconductors. The Bose
merical simulation that the specific form of the field depen-condensate of Cooper pairs in a superconductor participates
dence of the pinning potential depends strongly on the avelin the formation of vortex currents as well as in transport
age grain size, average critical current in intergranularcurrent. The current transport can be treated as laminar flow
junctions, and the critical density of the intragranular currentof a superconducting condensate in a vortex-free regime, and
in the superconductor, which explains a considerable spreaak a turbulent flow in the presence of vortices. Under the
of the experimental data over pinning potentials in superconsame approach, a hypervortex can be treated as a quasiparti-
ducting ceramics. cle (elementary excitationin analogy with a roton in super-
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Epitaxial thin films of Lg Pk sMnO3 have been grown ofl00 LaAlO; and(110 SrTiO;

substrates by dc magnetron sputtering. The magnetic-field and temperature-dependent resistivity of
as-deposited and post-annealed films was examine#l=A10 kOe the maximum observed
magnetoresistance ratidR{—Ry)/Ry was 62%. The bolometric response to 0% low-
frequency modulated radiation in the film with the temperature coefficient of resistance

d In R/dT=14% was studied. The transport properties are described using Zhang’s spin-polaron
theory. An unusual approach to stabilizing the film temperature at the point corresponding

to the maximum of the magnetoresistance ratio and responsivity is discussetR9®American
Institute of Physicg.S1063-777X98)00605-7

Perovskite metal-oxide manganites with the formulaelectromagnet with a field of up to 10 kOe. The sensing
La; _,A,MnO; where A=Ca, Sr, Ba, Pb, have attracted current varied from 1uA to 100 uA. The MR ratios were
interest™* in recent years due to presence of thedefined as
semiconductor-metal(SM) transition coupled with the
paramagnetic-ferromagnetic one and the demonstration of a AR/R=(Ro=Riood/Ro-

giant magnetoresistand®R) in the vicinity of the transi- Al as-deposited films demonstrate a sharp drop(@F) be-
tions. Epitaxial thin films of the above-mentioned composi-|gy T, and activated behavior abov& (Fig. 1). The MR
tions are more attractive for an application due to greater MRsffect reaches its maximum at a point close to the tempera-
ratio in Comparison with the bulk and due to the possibi“tyture at Wh|Ch the maximum Va'ue dRO/dT Occurs(inﬂec_
of controlling the transition temperaturd ) by changing tjon poiny. The film grown on STO substrate shows the
the oxygen contents:* Abrupt character of the temperature highestT.= 256 K, while the films deposited on LAO sub-
dependence of the resistivity allows us to use such films as &rates haveT,=225 K. These transition temperatures are
bolometric detector, as has been shown recently. too far fromT,=326 K obtained by Searle and W&rfgr a

The transport and bolometric optical response measuresingle crystal of Lg-Ph, sMnOj;. The decrease in the oxygen
ments were performed on series ofgl:Bly MnO; epitaxial  content, as we know, could also decrease the SM transition
films of thickness 300 nAin situ grown by dc magnetron temperature in the La—Pb—Mn—0 syst2inecause oxygen
sputtering. The target of nominal composition was fabricatedjeficiency leads to a decrease in Mrconcentration. That
by reaction of the high-purity component oxides at 900 °Cwas the reason for carrying out the series of post-deposition
(36 h), followed by grinding, pressing into disk form (40 annealings in oxygen flow. Each film was subsequently an-
X1 mn?), and conglomerating at 1150 @0 h. X-ray dif-  nealed at different temperatures for 0.5 h. The results of
fraction measurements indicate orthorhombically distortedireatments are shown in Fig. 1. The increase in the annealing
single-phase, perovskite structure. temperature T,) leads to a monotonic increase f only

All films were made in 15-mTorr argon-oxygen mixture for an STO deposited film 2, while film 1 demonstrates the
(1:1). Deposition rate was-0.1 nm/s at a plasma current of increase ofT; only to T,=800 °C. Note that the sharpness
100 mA and substrate-target distance of 5 cm. Film 1 wa®f the p(T) peak, which can be correlated with the film
grown on a(100-oriented LaAlQ (LAO) substrate at tem- quality, increases only for film 1 after annealing at 600 °C, in
perature T, =575 °C. Film 2 was grown on &110)- contrast with the other cases which lead to a degradation of
oriented SrTiQ (STO) substrate af 5,,=625 °C. After the this characteristic. Such development of film 1 results in im-
deposition films were cooled to room temperature in 250proving the MR ratio from 58.8% for as-deposited film to
Torr oxygen at the rate of 5 K/min. Their crystal orientation 62%. Finally, an attempt to attain bulk single-crystalhas
was determined by X-ray diffraction measurements. Film Inot been successful. It can be suggested that a possible rea-
was found to be(100)-oriented, while film 2 had110- son could be elastic stress that arises in film clamped to
orientation. All films had epitaxial in-plane alignment. substrate from substrate-film lattice mismatch. In general,

Magnetoresistance and electrical resistance of the filmspitaxial film must be considered as complex with the sub-
were measured by standard four-probe dc technique in astrate, particularly when we face sharp phase transition with

1063-777X/98/24(5)/4/$15.00 345 © 1998 American Institute of Physics
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[ as deposited . %25 deposited TABLE |. Parameters of the least-squares fit of Ef). to the resistivity
60 \ =600 °C ) data.
800
L 40 Film wp, K E,, meV b, K a
§ 600} Film 1 as deposited 139920  114+1 636r15 3976361
: < Film 1 (T,=600°C) 1664-22 105-0.9 451*13 10247720
% <20 Film 1 (T,=700°C) 1606:25 100+0.9 42712  5862+440
- 400+ Film 1 (T,=800°C) 1846:30  91+0.8 396+11 11733-804
a L Film 1 (T,=900°C) 176441 104-0.8 431*17 10619973
Film 2 as deposited 1943180 98:10  369+57 13240:345
200 Film 2 (T,=700°C) 2009120 8Q+7.9 316:67 11555-172
L Film 2 (T,=900°C) 2098137 77117 43556 6360-215
0 2GRS

150 175 200 225 250

100 125
T,K

[ b i , as deposited g the structure factor, anldlis the function of the basic Hamil-

ao} 259ePosited s phoec (X05) 7N tonian. UsingE, , g, b, anda as the fitting parameters, we

2001 P can fit Eq.(1) to the experimentah(T) data. The solid lines
= - 30 NN in Fig. 1 represent the results of least-squares fitting. Table |

© 150-0?20_ contains our parameters.

G - E Reasonable agreement between theory and resistivity
%100- 101 data for the temperature region close to the peak of resistivity

a | o= . . (especially in case of film)lis evident. It is appropriate to

50- 200 K250 mention here that Zhang’'s model omits well-knowns

binding”° between the low-temperature conductivity of fer-
. romagnetic perovskite structures and magnetization. Apart

255 * 25-')0 2-',5 from the basic Hamiltonian of the theory ignores the term
T,K that describes the film—substrate stress. Neglect of these

factors may introduce the observed disparity between pre-

FIG. 1. Resistivity vs. temperature for §#k, MnO; films deposited ona  dicted and experimental low-temperature resistivity. Never-

LaAlO; substratda) and SrTiQ substratéb) annealed at different tempera- theless good prediction of resistivity transformations and ac-
tures. The open circles are representative data points and the lines are a !

least-squares fit of Eq1) to the data. The inset shows 10-kOe magnetore- ceptgble values  of the_ phenomenologmal _pgrameters
sistance. (particularly, polaron hopping enerdy, is close similar to

reported in?) allows the observe@(T) dependences to be

described as a cross-over from metallic conduction at low
a discontinuity in the lattice parametér3he different be- temperatures to the hopping-type conduction at high tem-
havior of transport properties of the films under study grownperature in accordance with the model under discussion.
on LAO and STO substrates is argument in favor of such  The resistivity as a function of applied magnetic field as
conclusions. well asTy(H) and T,(H) dependenceévhere T, and T,

For interpretation of the obtained(T) behavior it is  are temperatures of the resistivity and MR péakere mea-
convenient to use Zhang's spin-polaron thédopsed on a  sured. The results are shown in Fig. 2. The behavidR(6f)
Hamiltonian which consists of a single-electron kinetic en-curves is too far from saturation up to a field of 10 kOe and
ergy term, a term represents a magnetic interaction betweeagbmpletely isotropic in regard to the field orientation in the
localized spins, and a term of the interaction between mobilgiim plane. The MR ratio for the field perpendicular to the
carriers and localized spins. By this model the current carrifilm plane is close to the ratio for the field parallel to the film
ers are magnetic polarons in the entire temperature rangsiane forH =10 kOe, but there is sufficient difference for a
under consideration. There are two independent processes @kak field due to the shape factor. The question of full MR
the carrier scattering: elastic and inelastic. The first procesgotropy in the films under study is unanswerable without
dominates at low temperatures the transport by coheremfhagnetization versus field measurements. Unfortunately, no
elastic electron hopping leads to decreasing of conductivitguch measurements can be carried out by us. The fact that the
as the temperature increases. The second prob&gstem-  temperature of the MR ratio maximum for a perpendicular
peratures corresponds to incoherent, inelastic, thermally acield orientation is always higher thah, for parallel orien-
tivated hopping, where the resistivity decreases with increagation has been established. For example, this difference is
ing temperature. Using an approximation of a single opticahbow 3 K for film 1 atH =3 kOe. TheT(H) dependences
magnon frequency,, we can describe these processes by are almost linear, in contrast witfi,(H), which demon-

simple formul&: strates threshold character. In our opinion, such difference
p(0) b2 E can be accounted for by possible indirect magnetization de-
——=exfd —aN(wg)]+ =——=exp — — 1, (1) pendence: magnetic state is ferromagnetic when we measure
p(T) EaksT kgT

TA(T<T,) and paramagnetic witM—0 at T>T. (Ty
whereN(wg) =[expw/kgT)—1] ! is the number of thermal >T,).
magnonsk, is the activation energy of the spin polaranis Annealing of film 1 at 600 °C improves the sharpness of
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100k R{222 K) o245 | 1001 Response , pV
\‘(\ﬁ»/ o,/i‘o’//"/ N 1001 ﬁH =0 q1.5
°80 ;,ocrw" g Fiim 1 annealed at 600 °C 1 235¥ ?x__ i 60: |
°\_60L T A 1..- 2 60 20t ; {
x = 1220 - N SN § H=10kOe | &
| o Y 1000 2 do Sx_
40 218 25 o, Hz O
0 2 4 6 8 10 - =
H, kOe 0 A

|
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o
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o

100&:%\0. R (257 K) ‘/THO/’/& 272
r e {268

i 1 1 L 1 1 1 i 1 N 1 —-0_5
gsow_e' Film 2 as deposited ) - 150 175 2Q0 1?2’5< 250 275
1]
-t 57"
o T FIG. 3. Infrared response of film 1 with modulation frequency 20 Hz and
60 ,A/‘/./ N bias current 10QuA for H=0 (O) and H=10 kOe (). Solid lines are
M X . L ) 4255 corresponding temperature derivativ®/dT. The inset shows modulation
0 : 8 10 angular frequency dependence of the response at 222 K. Here the solid line

4H kOeB is the best fit of Eq(3) to the data.

FIG. 2. Resistivity([), temperatures of the magnetoresistantg)(and

resi§tivity (Tw) peaks as a function of the magnetic field for filma) and =10 kOe. The solid curves Correspond to data obtained by

for film 2. (b). differentiatingRy(T) andRygod T) (see Fig. 1 The strong
correlation between the response voltage and corresponding

) N o derivative ofR(T) is apparent. This correlation signifies the

semiconductor-metal transition, as was indicated above. Thggiometric character of infrared response. Using @, we

value of the temperature coefficient of resistivity (TCR tound the amplitude of the temperature modulation to be

=d In R/dT) is about 12—14% K! in the vicinity of the ~0.6 mK.

phase transition. As is well known, the voltage of the optical  The inset in Fig. 3 represents the best fit of B3}.to the

response caused by the resistance modulation due {Qoqulation angular frequency dependence of the response.

radiation-induced temperature modulation in the presence 6fpe fitting parameter was found to be~6 ms. Preliminary

a bias current is proportional to the temperature derivative ogtudymg shows that the detector is suitable even at room

the electrical resistante temperaturébut with the responsivity only 10% of the maxi-
dR mum) and with long-wave infrared radiation such as hand
AV=I aT AT, (20 heat. We hope to obtain a set of data concerning the thermal
properties of films and substrates in our future research.
wherel is the bias currentR is the electrical resistance of The practical application of MR films for magnetic field

the sensofMR film), andAT is the temperature difference as well as radiation detection demands a reliable temperature
between the film-substrate composite and the heat sinktabilization of the operating poinf,). Under this condi-
Hence, the value of TCR is a key factor of the detectortion the maximum possible detectivity can be reached. The
performance. The responsivity of the radiation detector exponential character of &(T) dependence promises to fa-
(the ratio output voltage to the incident powean be calcu- cilitate the solution of this problem. The solution is possible

lated from the equation when a film hasT,,>Ts, whereTg is the surrounding tem-
ol (dR/AT) perature. In such a situatioh,, can be reached at the ex-
S= ———>1m 3 pense of Joule powdd?/R, whereU is the voltage applied
Gerf(1+ 0°71)

to a film. In so doing, a film temperature would be relatively

where« is the absorptance of the detectGiy is the effec-  independent offg and stabilized due to the positive value of
tive thermal conductancey is the modulation angular fre- dR/dT. On the one hand, increasifig leads to an increase
guency, andris the thermal time constant of the detector. of the film temperature and resistance and, on the other hand,

Infrared response measurements were performed in a higherR causes the Joule power to decrease. Such a feed
thermostat cooled by liquid nitrogen flow. The film was back is valid for the opposite case in whidhy starts to
clamped to sapphire plate mounted on the cooper holdedecrease. In order to check this speculation the following
Four-probe technique was used with a direct L@#0-bias  experiment was carried out. Film 1 was situated in a thermo-
current. A 500uW infrared diode withA =0.94um served stat and clamped to the holder with low thermal conduc-
as a radiation source. The distance from the output diodeéance. The holder temperature was controlled by a thermo-
window to the film surface was 5 mm. The response wagouple, while for the film temperature control its resistance
metered by a lock-in amplifier. The modulation voltage andwas used as a resistive thermometer. The operating point of
reference signal were taken from a low-frequency oscillatorthe R(T) dependencdat which MR ratio and optical re-
The temperature dependence of the response voltage $ponse reach the maximum valueas estimated to be
shown in Fig. 3 for zero applied magnetic field Bt 222 K. A thermostat was cooled to 200 K, while film was
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substrate, deposition regime and oxygen content. Using
o] Zhang's magnetic polaron theory, we established the phe-
nomenological relation describing the temperature depen-
15F ‘ dence of the film resistivity. An essential value of tempera-
ture coefficient of resistivity allows to use these films as an
infrared bolometric detector as well as a low-frequency
1.0 stable current device.
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Critical behavior of small magnetic particles in Cr 503
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The critical behavior of small magnetic particles of the real antiferromagn@;Gs investigated
by the Monte Carlo method. The critical exponent,y and the corresponding critical
amplitudes for particles containing from 286 to 2502 spins are calculated. It is found that the
presence of superficial spins extends the temperature range with the Heisenberg critical
behavior and displaces the crossover temperature to the critical point99® American Institute
of Physics[S1063-777X98)00705-1

INTRODUCTION Here w; are unit vectors with continuous orientations, ac-
Quantitative description of critical phenomena in variousco_rOIIng to the results on neutron scattelz(r)lng and the theory of
lattice systems remains one of the most difficult problems irPPiN Waves presented by Samueleorl,™ J, the parameter
the contemporary theory of condensed state. It involves var®f interaction of each spin with a nearest neighbor separated
ous methods of theoretical physics such as the renormaliz&y the distance;;=2.65 A, andJ, is the parameter of in-
tion group method ande expansion, high- and low- teraction with three next neighbors separated by a distance
temperature  expansions, and Pade's method ofij=2.89 A(J;=0.45);, J;<0, J,<<0). The constants of
approximantg3 Usually, the critical behavior of lattice sys- interaction with more remote neighbors are much smaller
tems which undergo a second-order phase transition is d@nd are disregarded. Tleaxis coincides with the direction
scribed by the Ising and Heisenberg models as well as theif spatial diagonal of a rhombohedral cgll1,1]. Relativis-
various modifications. On the basis of these models, detailetic interactions of various types were approximated by the
information on the behavior of various thermodynamic quan-effective one-ion anisotropip,>0. The ratio of anisotropy
tities was obtained by using the above methods in a widgo exchange was assumed tobg/|J;|=0.0251*
range of temperatures and other physical parameters. These The calculations were made for spherical particles of
models were also studied intensely by the Monte CaviG)  diameterd=24.0, 28.4, 32.8, 34.8, 41.82, 46.4, and 48.64 A,
methods'® Experiments were made for lattices of various and the numbeN of spins in particles was 286, 508, 760,
types in spatial dimensions, as well as by varying a largeypg, 1602, 2170, and 2502, respectively. Markov chains gen-
number of various parameters, which simultaneously prograted on a computer had lengths fromx 20* to
vided a good deal of relevant information. In recent Years) 05 MCsteps/spin. In order to bring the system to equilib-
MC methods were are also successfully used for studying thﬁum, a nonequilibrium region consisting of X510°~2

critical region, including calculations of critical exponents s 1# McC steps/spirdepending on the closeness to the criti-
(CB) and critical amplitudes(CA) to a high degree of region was cut off
-8 .
accﬁaﬁﬁ' imple f i del ¢ it i In an analysis of critical phenomena by MC methods, the
Nt now, simple terromagnetic modet Systems WIth I o ot of the surface should be reduced, and various periodic

teraction between nearest neighbors were mainl - .
. : . . . " Jboundary conditions are imposed on the systémour case,
investigated’ Real antiferromagnetic systems with a specific . . .

we consider systems with open surfaces since the problems

crystallographic structure and with weak relativistic interac- . . . ) ;
y grap associated with critical phenomena in small partidess

tions of various types are studied much less comprehen-
sively yp P well as the dependence of CE and CA on the presence of a

fraction of surface spins that are under conditions differing
from those in the bulk are also of independent inteté%he
fraction of surface spins for the particles under investigation

In this paper, the Monte Carlo method is used to studyaried from 46.8% for the smallest particle to 22.8% for a
small magnetic particles in a real antiferromagnefgwith  particle with N=2502. Since the total number of surface
a rhombohedral lattice. All the crystallographic, exchangespins in particles is quite large, their influence on various
and other quantities correspond to reah@y samples and  thermodynamic parameters must be significant.

METHOD OF CALCULATIONS AND RESULTS

are taken from experimental studies. _ _ The conventional Hamiltonian in the isotropic Heisen-
Ehe Hamiltonian of the system can be written in the herg model was studied in detail by various methods, and the
form values of critical exponents and amplitudes have been calcu-

1 1 lated to a high degree of accurat®yin the case of GO, the

H=-3 > da(min))— > ; Jo(mm)—DoX (uD)?  results of experimental investigations of the critical behavior
" ’ ' of heat capacity are also available. According to different

| il =1. (1) authors and the results obtained by different methods of mea-

1063-777X/98/24(5)/5/$15.00 349 © 1998 American Institute of Physics
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FIG. 1. Dependence of the heat capa&ikg on temperaturdg /T/|J4|. 0 0.2 0.4 0.6 0.8
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) - ) FIG. 2. Dependence of the susceptibiljyon temperaturdégT/|J,].
surements of heat capacity, the critical exponantaries

from 0.14 to—0.12%°
~ Inorder to trace the temperature variation of heat capac are the critical exponents of heat capacity, the critical
ity and susceptibility, we used the following expressions:  amplitude, and the amplitude of correction to scaling, respec-

C=(NK2)((U2)—(U)?), 2) tively. The same quantities with primes correspond to
T<Ty. The value ok was put equal to 0.55' The MC data
x=(NK)((m?)—(m)?), (3 were processed by using a nonlinear least squares method.
where K =|J,|/kgT, U is the internal energy, anth the Thg values minimizing the standard dev_iation. were used as
sublattice magnetization. optimal values ofa, A, andD. In operation with formula

The temperature dependences®fand y have clearly (4), the values corresponding to heat capacity peaks were
manifested peaks in the critical region. It is well known thatUS€d forTw. _ ,
T, for small systems is shifted towards low temperatures as 1 aPl€ | contains the results obtained teandA. All the
compared to “macrosystems.” In our experiments, a clearlyvalues ofa for T>Ty are negativgwhich is typical of the
manifested displacement of th@ and y peaks upon the Heisenberg critical behavipand are virtually independent
variation of N is also observedFigs. 1 and 2 Figure 3
shows the dependenc&S andTX of critical temperatures on
the radiusR of particles, which were determined from the
peaks pf heat capaci@ ar!d suscepti_bilityx_. It can be seen 0.45
from Fig. 3 that, as the size of particles increases, the tem-
peratures corresponding to heat capacity and susceptibility w 0 43
peaks are displaced to the high-temperature region, indicat- -

ing an increase in the “phase transition” temperature. ~0.41
The critical behavior of heat capacity was approximated
by the formuld® 0.39
A 0.37 1 i n i !
C=|—([t|"“~1)+D[t]*| +B+EL, @) 0.038 0.044 0.050 0.056 0.062 0.068

s
: . . . 1/R, A
in which only the terms in brackets are retained for our /
Hamiltonian. In this expression=(T—Ty)/Ty,a,A, and  FIG. 3. Dependence of the critical temperature on the particle radius.
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TABLE |I. Critical exponentsy and critical amplitude#\ for particles with
different numbers of pindN. The values ofA’ are obtained by putting
o' =a.

o'

A A A A’

a
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perficial spins. It should be noted that, according to the re-
sults of data processing in the low temperature phase
< Ty without taking into account the scaling assumption
a' =a,

a’'~0.03(3) for all particles in the temperature intervals

N 5X1073<t<7.5x 10! 2.5x10 2<t<7.5x10 ! . . L
studied by us. The ratio &€ to A’ in this case belongs to the
286 —0.20(3) 061 0.61 —0.19(3) 0.60 0.59 interval 2.6sA/A’<5.0.
508 -0.18 057 055 -0.17 0.56  0.56 In order to clarify the details of the critical behavior of a
760 —0.20 0.67~ 067 —0.20 065 066 particle, we must consider the temperature dependence of
908 -0.17 057 058 —0.16 055 057 i o -
1602 —019 066 060 —019 064 059 sublattice magnetization and susceptlk_n_llty. It _should t_)e
2170 -0.17 061 0.64 —0.17 060 0.63 noted at the very outset that these quantities are inconvenient
2502 -0.21 063 068 —0.20 062 067  for studying by the MC technigue since the magnetization

of the particle size. The absolute values @fare slightly
smaller than the theoretical value=—0.126(28) obtained
for the Heisenberg isotropic model with short-range forées.
The values oA’ for T<Ty were calculated in the course of
data processing under the assumption #at « in accor-
dance with predictions of static scalifig® The relations be-
tween the critical amplitudes andA’ determined according

to this algorithm for all the particles belong to the interval

near Ty has high-temperature “tails,” ang is a strongly
fluctuating quantity.

The temperature dependences of sublattice magnetiza-
tion for two particles withN=508 and 2170 are shown in
Fig. 4. It is worth noting that the magnetization curves have
high-temperature *“tails” decreasing with increasirng,
which are typical of MC results.

In order to approximate the critical behavior wf, we
used the formula

m=BJt|A(1+apt]), )

0.95<A/A’<1.10. Most of the laboratory studies of the heat

capacity of CyO5'> indicate thata<0, but the absolute

value varies over wide limits depending on the rangeafd
on the choice off y and some other parameters. It should b
noted that, since the Hamiltonigit) contains the term de-
scribing single-ion anisotropy, the critical behavior of,Gs

whereB anda,, are the critical amplitude and the amplitude
of correction to scaling.

e Table Il contains the data obtained f8rfor a,,=0 in a
certain temperature rangg,,<t<t,... It should be noted
that, contrast to other critical indicéa andy) considered by

must display a crossover from the Heisenberg to Isingus, the value of8 depends on the number of spins in the
behavior>*€In our calculations, the crossover temperature isparticle and increases witi. We observed one more pecu-

te~0.052. However, the values @f obtained in the tem-
perature range 810 3<t<7.5x10 ! do not indicate the

liarity for B: the value ofg increases with,,;,. These pecu-
liarities are apparently associated with short-range order ef-

crossover. This is probably due to the fact that the surfacéects which are clearly manifested in the high-temperature
spins in CpO5 particles reorient themselves freely even atmagnetization “tails” shown in Fig. 4. The dependences of
temperatures much lower thay, (this was established by us m ont presented on double logarithmic scale display a kink
earlier in Ref. 9. Such a behavior extends the region with at Tg=0.08. A typical pattern with two values @f~0.27 at
the Heisenberg critical behavior and leads to a shift of theé<tg and8~0.38 atT>tg is shown in Fig. 5 for a particle
crossover temperaturg, to the Nel point. Consequently, with N=1602. These data probably indicate a crossover
the entire range of reduced temperatures under investigatidnrom the Heisenberg behavior wii~0.38 (in the Heisen-
can correspond entirely to the Heisenberg critical behavior.berg model, 3=0.367)* to the Ising behavior with
The obtained values af, which are slightly smaller than B~0.27 (3=0.326 in the Ising modgf* which is not ob-
those predicted by the thedfy and laboratory served in the behavior of heat capacity.
experiments®>!” are also associated with the presence of a  Typical results for susceptibility determined on the basis
considerable fractio22.8%—46.8% of weakly trapped su- of formula (3) are shown in Fig. 2. For the processing of

TABLE II. Effective values of the critical exponeit For all temperature intervalsy, <t<tax, tmax=0.75.

B
iy Am=0 tmins Am#* 0
N 5x10°%  1x10?  3x10?  8x10?  1X10?  3X10?  8x10?
286 0.18 0.21 0.26 0.31 - - -
508 0.22 0.25 0.29 0.32 0.23 0.28 0.34
760 0.25 0.27 0.30 0.33 0.25 0.30 0.36
908 0.25 0.31 0.32 0.36 0.26 0.31 0.38
1602 0.29 0.31 0.33 0.36 0.28 0.32 0.38
2170 0.33 0.37 0.39 0.41 0.30 0.35 0.39
2502 0.33 0.37 0.40 0.43 0.30 0.34 0.40
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m TABLE IIl. Effective values of the critical exponentg and y’. For all
temperature intervalg,,,=0.75.
e - N=508
% Y Y
0.8 ) o -N=2170
PO tmin
% .-
.°o N 4x10% 8x102 1x10! 4x102 8x102 1x10!
0.6 | '. o 508 0.963) 1.143) 1.223 0903 1153 1.333)
p 760 0.94 1.15 1.20 0.93 1.14 1.30
Q 908 1.02 1.14 1.18 0.91 1.22 1.31
*5 1602 1.01 1.15 1.19 0.90 1.21 1.30
04 ) 2170 1.00 1.13 1.20 0.95 1.20 1.28
’ 2502 0.98 1.13 1.22 0.96 1.18 1.29
0.2 - behavior of susceptibility as the Ising behavigr=¢1.24)*
- A of the Heisenberg behavioy & 1.39) 1* Concluding the sec-
®°00 o 2 ® tion, we note that all the data were processed in the same
. 1 L temperature intervals for various values Bf=Ty*AT,
0 0.2 0.4 0.6 0.8 where AT was varied from 1.5 to 2.5% of. The results
kBT/]J11 obtained fore, A, A’, v, andy’ varied only within experi-

mental error. The results obtained fg8 varied more
strongly, decreasing and increasing witfy, which was also
attributed by us to the fact that the sublattice magnetization
depends on the short-range order effects and on the presence

these results, we used a simple power dependengeoft: of a free surface more strongly than other quantities.

FIG. 4. Dependence of the sublattice magnetizatioon the reduced tem-
peraturet.

x=T[t|77, ()  CONCLUSION

where y and I" are the critical exponent and amplitude of  The critical behavior of the heat capacity of small par-
susceptibility. Table Ill contains the values pfobtained on ticles of CpO; is of the Heisenberg nature and does not show
the basis of formuld6). The values of critical exponentg  a crossover to the Ising scenario. Susceptibility data can
andy’ were determined above and beldy independently.  hardly be used for determining the nature of the critical be-
The value ofTy was determined from the peak of the tem- havior. It should be noted that the valuesaoés well asy in
perature dependence gf The critical exponenty andy’ as  the same temperature range do not depend on the nushber
well as « display no dependence on the number of spins inof spins in a particle. On the contrary, the expongnile-

the particle. The values of andy’ strongly depend of,i,  pends orN quite strongly, displaying a tendency to increase
and increase with,,. It should be noted that the absolute with N. The critical behavior of the sublattice magnetization
values ofy and ¥’ cannot be used to classify the critical m exhibits crossover effects typical of a transition from the
Heisenberg critical behavior to the Ising behavior. A certain
discrepancy between the theoretiéadnd experimentat’
values of critical indices is apparently associated with the
presence of a large fraction of weakly trapped superficial
spins, while the behavior ah and 8 is also determined by
the peculiarities typical of MC method as applied to investi-
gations of this type.
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LOW-DIMENSIONAL AND DISORDERED SYSTEMS

Backward helical waves in spatially disordered magnetic media
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A nonlinear evolution system of hydrodynamic-type equations describing a three-dimensional
multisublattice magnet is studied. An explicit expression is obtained for the energy

density function of magnetic systems whose energy density is invariant to right- and left-spin
rotations. Exact solutions for spin density are obtained in the form of helical waves for
guadratic—biquadratic dependence of the energy defimityerms of Cartan’s invariant functions
in three-dimensional case. Solutions are also obtained for magnon fields inducing such
waves. The existence of backward helical waves is predicted19@8 American Institute of
Physics[S1063-777X98)00805-9

1. INTRODUCTION g[x,8,(x"),a(x’)]=e[s,(X),wu(@),a], k=x,y,z

In spatially disordered media like the multisublattice @
magnets, superfluid phases of He-3, spin glasses, etc., spifiince the energy density of exchange interactions is invariant
excitation investigations are carried out by using the hypoth¥elative to uniform rotations
esis of spontaneous symmetry violation of the statistical _
equilibrium staté:? Using this hypothesis, Halperin and {Sa:21=0, 3)
Hohenberd proposed a hydrodynamic approach which waswhere
used for formulating dynamic equations for magnetic media
with a spontaneously broken symmetry relative to spin rota- S,= f d3xs,(X),
tions. Linear dynamic equations were obtained by Halperin
and Saslov;> while nonlinear dynamics was considered in\ o optain
the phenomenological Lagrangian approach by Volkov and
Zheltukhirf and by Andreev and MarchenKoDzyaloshin- e(s,a,w) =¢(bs,ba,bw,)=¢(s,0y). (4
skii and Volovil® used the Hamiltonian formalism for this . . o
purpose. The systems mentioned above have a number gfere, b is an arbitrary orthogonal matrixs=as; o

interesting properties. The present communication is devotegj)(nl,/s Z)t?rcggcylfeﬁtﬁ)kavyvxe Icsargzsvrrtietl: tshengehtu:t)iror?].s lost Ir:gticljg?(;r
to the prediction of one of them. ' q

The dynamic variables describing the nonequilibriuma spatially disordered magnet in the Hamiltonian form with-

state of magnets with a spontaneously broken symmetry inc-)Ut taking dissipation into account.

clude the spin densitg,(x) (e=X,y,z) and the order pa- s,={s,,Hl=-V,4, e,

rameter, i.e., orthogonal rotational matrix,s(X) (a'a ok

=1), for which the set of Poisson’s brackets has the form a,p={a,p.H}=2,,8,5,9s ¢, (5)
Y

{Sa(x)isﬂ(xl)}zeaﬁ'ys'y(x)a(x_xr)a
H= f d3xe(x)
{Sa(x)aaﬁy(xr)}:ea'ypaﬂp(x) 5(X_X’)a (l)
{245(2),a,,(x')}=0. peing t_he I_—|ami|_tonian of the s_ystem. The dot indicates par-
tial derivative with respect to time.
In the longwave limit where spatial inhomogeneities of Poisson’s brackets for the variableg=a,zSz, ®ak
dynamic variables are small, we shall investigate the dynam= a,pw g« have the form
ics and take into consideration the possible nonlinear inter-
actions of spin waves, using the concept of spontaneous 18a(X):Sp(X')}= —~€ap,8,(X) S(x—X"),
breaking of S@)-symmetry of spin rotations that leave the

exchange interactions invariant. We shall assume that the {@a(x), 05(x)}=0, ©)
energy density is a function of the quantitigsa, andVa or, {Sa(X), @ g(X')} = €4, 50 i (X) S(X—X")

which is the same, of the quantities,a,w(a) )

= (1/2)e,p,8,,V @\ (Cartan’s left form: + 005V O(X=X").

1063-777X/98/24(5)/5/$15.00 354 © 1998 American Institute of Physics
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Hence the evolution equatiortS) in variabless,, w, as- P2 5 . ) )
sume the form of equations with Maurer-Cartan  €a=7 (94x@uyt @ou@ort 0oyt @) (13
constraint®®.
the anisotropic component of energwithout taking into
aﬁy(§ﬁf7§y’3+‘-"ﬁk‘7g»yk8)' account the differential equations of coupling between
Wax,Way  Wos), X IS the magnetic susceptibilityy the “ri-
gidity” constant, y1,p1,p»2,q are phenomenological cou-
pling constant. The model under consideration can be inter-
@ , L L
preted as the continual limit of the system of distributed
In these equationayaz(1/2)eaﬁy(aaT) yp is the right form  symmetric tops.
associated with the time derivative, atd=—Js &.
It follows from the system of equation@) that the en-
ergy densitye and the momentum componenis are con-  SOLUTION OF EQUATIONS
served locally:

Sa: - Vkawakb) +e

(.i)ak: — Vkﬁsa{i + eaﬁy(ylgk&§78,

Vi@0i = Viw k= €a5y@ k@ i -

) . Let us now determine the exact nonlinear solutions of
£= —Vkﬁgaw@aks' T, =~ Vilik, (8) stationary profile, i.e., for the case when the required func-
tions s,(x,t),w(X,t) depend on the self-simulating vari-

where ;= s,w,i, and able q-x—et (the parametee determines the possible ve-

tic="—Si(e — 8405 &)t ©ai & (99 locities of propagation of perturbations in the system, and the
_ - _ o vector g is associated with the direction of wave propaga-
is the momentum flux density tensor. tion, see below Owing to Maurer—Cartan differential con-

The generallsystem of equatiof was studied by usin  sraints, the system of equatiof® in the three-dimensional
an earlier work:* In the present work, we shall obtain the case is reduced to the one-dimensional case considered in

analytic expressions describing helical spin density waves iRef. 14. This follows from the fact that if the variables
a three-dimensional anisotropic magnet taking into accouny, LW,y , ., depend org-x—et, the constraints

biquadratic contributions to the energy density. The exis-

tence of backward helical spin waves is predicted. Ivahov Vi@ai = VIO ak=apy@pc@y (14)
used the Lagrangian approach for the quadratic dependengge holonomic, i.e., integrable:
of the energy densitfamorphous magngto obtain the soli-
ton solutions. Sukstanskii and Ivanidstudied the nonlinear o _ @ox
dynamics of multisublattice noncollinear antiferromagnets = Yooy ”
with a modulated magnetic structure in an external magnetic q (15
field. Wy =— Wy -
= azZ qx = aX
The initial system(7) now assumes the form
MODEL ENERGY DENSITY —e(s,)' =—0y(d, €)',
= aX (16)
Let us study a disordered magnet whose energy density —e(w )’ =—0,(ds €)'+ €upy@pxds €,
is invariant to left- and right-spin rotations. In this case, the - 7
energy density functior satisfies the overdetermined sys- L df
tem of partial differential equatiohs fr= d(g-x—et)’
eaﬁy(§ﬁa§ys+ ® ﬁka@yks)zo. (10 It follows directly from the above system that
The general solution of this system has the form —eS,+pw.=C,,
&= G(S} W @y Qo T Ty 1 ), (12) e=e-alqm,
where G is an arbitrary function of the above-mentioned — ) q>2<q§+ q>2<q§+ q§q§ )
arguments. Since the system of equatiti® is invariant to P=0xlp+ax| 1%+ ¢ P2 | @axs
the group of transpositions of the subsctiptit is expedient ) (17)
to go over to symmetric variables. After this, we can use the |= q _s
following expression for energy density for practical calcu- o af T=2a@ax:
lations:

whereC, are integration constants. Using E@47), we can
e=gite,, easily eliminate the unknown functions,, in the system
(16). It should also be noted that the quantitiesand w?,,

where . )
are functions ofgi andC_s, (see Appendix
1 1 Finally, using the gauge transformation
b= St G ol st Rl g (2 T T 9
2)( 2 4)(1 4 2 B (q-x—et)|C|

is the isotropic and —e’x+p (18)
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in which the susceptibilitﬁis now equal to

1 1 1

—=—+—g, (19
1

E. A. lvanchenko
Using the obtained solution for the right for(@1), we
can define the spin density as follows:

Se=ap,S4- (23

we arrive at a linear system of Euler equations for the righfThe orthogonal rotation matria,; satisfies the overdeter-

forms,:

d C,

dg Se=CapNsSy: Na=Tgy (20
The solution of this system of equations has the form

§a( g):gaﬁ§ﬁ( 50)! (21)

where the orthogonal rotation matri{(g'g=1) is defined

as
Jap=CO0SEd,pt (1—cosé)nng—sin e,pn,, (22

sp(£o) being the integration constant.

COS ¢ COS @ — COS A Sin i sin ¢
a:
sin @ sin ¢

In terms of the variable#, 6,¢, the system of equatior24)
assumes the form

w,=— 0 COS— & sin 6 sin ¥,
w,= 6 Sin — ¢ sin @ cos i,
ws=— 1= COS Y, (26)
W= — 0, COSiy— ¢ Sin O sin ¢,

W= By Sin — @) Sin 6 CoS ¥,

w3k= — Y~ ¢k COS O,

dy a,

C_‘)ayzg Waoxr: Waz

Let us now consider the case whar(0,0-1), i.e.,
C3<0 ands(&p) =(cq,0,c3). The exact solution of the over-
determined systeni26) can easily be obtained fap= ¢

—sin 6 cos ¢

mined system of equations

1 .
Q)a:E eaﬁyaﬂ)\ay}\ ’

(24)
1
Wak™ E eaﬁyaﬁ)\ akay)\ '

k=x.,y,z,

as well as relation$l5).
While solving the systen(24) relative to the matrix
a,p, We use the parametrization of Euler's andtes

C0s 6 sin ¢y cOSp+Ccosy sine  sin 6 sin
—sin ¢y coOSe—C0S A cOSy Sin @ C€OS 6O COS Y COSe—Sin i Sing Sin O cos ¥

(25)
cos
|
0y sin Y= —zc; sin ¢,
=2+
— == +70,,
P G
e
== (27)
p

Hence the solution for the functiog(x,t) in the R3-space
can obviously be represented in the form

l/l(X,t): - gx

Cs
—+z
— 2

+ t+ g, (28

=+qlmz|C3+qlm =
X 3 pP

where i, is a constant.

The overdetermination of the differential systdiv)
with respect to the functio®(x,t) can be removed easily
when the equality of functiong(x,t) = (x,t) is observed,

= const. Under these conditions, if we take into account EQS.e  nder the conditions

(16) and(21), the system of equation&6) contains the in-
tegral subsystem

. 1
-0 COSI,U:—(?-Fql’]TZ)Cl Cos¢,

. 1
0 sin = ;Jrqlwz) Cq Sin ¢,

, (|)C3 Ll )
— = — _— = ZC1
1 qlm o\ qlmz|cs

— 60, cosy=1zc; COSE,

(C3+ ) k
R B — Z — ,
p 03 qxl

(29

( L gl fqlr Z-—k

= mZ|C T == —K;€,

X q 3Tq o 1
_ g4 =

Ki=——=——, p=Uyp.

These relations define an overdetermined system of algebraic

equations in the parametgrwhose compatibility equation
has the form
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(30

Hence the functiord(x,t) can be defined on the sét,t: ¢
#m/2m, m=0,=1,+2,..} as follows:

0(x,t)= wt—k-x+ 6, (3D
where
afled (G e
B B 2C3_ Rg ; q,
! c,+qmlq ec L 2 |Gk
w== mlQy —C1=—>5 K'—— —
X 1 XB 1 Clqz Cs qz

k-q [ —|Cslcs  ci+ch
+ — — 4
alax e ( e
and 6, is a constant.

The solutions for parameters, 6,y define the rotation
matrix (25) and, in accordance with formul@3), the spin
densitys, :

K.
o q—2q> (32

S;=C3 Sin ¢q Sin #+ ¢4 COS ¢,
S,= —C3 COS ¢ Sin 6+ ¢, sin ¢, (33

53= C3 Ccos 6.
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Let us now determine the cosine of the angle between
the direction of wave propagatiok and the direction of
energy flux density:

K-j

COSW= 7.

K[l
It can easily be shown that far defined by Eq.(30), the
expressiof Csc;+e(c2+c3)]e is positive. As a result, for-
mula (37) assumes the form

37

|ay

COSW= —/——————=
2 2 2
VO +a,+a;

xsgr{ !
X

1
=+qlpwl,+ qusiﬂqlw)z

)
(38)
Since the constarit; can be positive as well as negative in
the model under consideration, we arrive at the conclusion
that helical waves in a heterogeneous magnet can propagate
in a direction opposite to the energy transportation direction.

For example, formulg38) assumes a simple form for all
positive phenomenological coupling constants:

gy
———————5QNnc;.
VaZ+a2+q?

Processes with a negative group velocity were studied

cosw= (39

The obtained exact solutions are helical waves with helicagxperimentallj® and theoreticallf/ in connection with

vectork and dispersion relatiof32) for w, and satisfy the
initial system(5). Puttingq=(1,0,0) and replacing by —e,
we arrive at the result obtained by us earlier in Ref. 14.

The effective magnetic fielth, forming a helical spin-
density waves, (33) is determined from the relatioh,
=ds & and is defined as

1 1 (OFYoR) dy
ha=(—+— c2+c3)|s,+ql| —+(c2+c3) —5 k-
X Xl( itc3) q P (c3 3)52 q
a3,Cs Ox
X|——+ k-gs, |- 34
) PP q (34

BACKWARD SPIN DENSITY WAVES

waves in a rotating liquid. Such an effect can be observed in
disordered magnets.

CONCLUSION

A stepwise solution of systems of first-order equations is
a characteristic feature of the Hamiltonian formalism. Hence
the form of the solution(21) at the intermediate stage is
entirely responsible for the choice of parametrizati@)
which considerably simplifies integration.

According to (33), the exact nonlinear solutions pre-
sented here are helical waves. The contribution of biqua-
dratic terms to the energy densit§2) increases with the
initial spin density distribution in the system. The depen-
dence on the coupling constagtis contained only in the

By definition, the backward spin waves describe a waverequencyw of the spin density helical wavé82), and the
process in which the energy can be transported at an angl@ave vectoik is independent of this constant. Energy trans-
larger thanm/2 relative to the direction of wave propagation. port may occur at an angle larger tham2 relative to the

According to formula(8), the energy flux density is de-

fined as

(39

k= ds €0y &

direction of propagation of the helical spin wave.

The author is obliged to S. V. Peletminskii for stimulat-
ing discussions.
This research was supported by the Ukrainian Founda-

sumes the form

j:

o 1
§+qlg@ix+(7)qlsi+(qm>2 ’T'O’O)'

_ 36
Cscst+e(ci+c3) (36)

p

T

APPENDIX

Using the compatibility condition
, Ci+2eC,s,+e€%;

) —
= aX
p

(A1)



358 Low Temp. Phys. 24 (5), May 1998

we can eliminatep from formula

— P
62—|e—?=0. (A2)

As a result, we obtain a sixth-degree equation:
e®—3ie%+(3i?—p,y)e*+(2ip,—id)e’
c2+c3

—(i2p1+—cz—3 p|e?+2ipe—i?p=0,
3

(A3)
|Csl

i=—, =
Cs P1

oa’p
X

2
C3
p==3 [9*p1+ (0505 + 0205 +0502) p2]-

Under the constraint;=*c3, we can represent the
above equation in the form

(e?—ie—ry)(e?—ie—r,)(e?—ie—r3)=0, (A4)
wherer ,r,,rz are the roots of the cubic equation

3 2 2_ _P

r°—prc—2pr—pi<=0, r=7. (A5)

Thus, we have proved thatdepends orCa§a,§i under the
condition ¢;=*c;. Hence >, and 7 also depend on
CuSa S

g-x—et. Note that the constraint;= *c5 is imposed by

E. A. lvanchenko

taking into consideration only biquadratic terms proportional
to p; andp,, without which we obtairr =p;.
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Low-temperature properties of two XY spin chains with a point contact
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The energy spectrum of a one-dimensional, exactly solvable spin model formed by two semi-
infinite XY spin chains with spirs=1/2 with a point-contact interaction in a longitudinal

magnetic field is calculated. It is shown that the spectrum of such a system can contain one or
two local energy levels apart from two bands overlapping in weak fields. Local
thermodynamic parameters of the chains can have singularities at zero temperatdr@98 ©
American Institute of Physic§S1063-777X98)00905-0

1. INTRODUCTION , e
o _ _ | H==2Hp 2 Si=0 2 (SiShat SIS
Consistent interest to theoretical studies of various mod- n<0 n<0
els of spin chains is due to a large number of anisotropic

magnets whose properties are correctly described by such —2Hu, > S—J3,, (S5, ,+9/S) . 1)
models over a wide temperature range. On the other hand, n=1 n=1
exact solutions can often be obtained for one-dimensional —Jo(SES+ ), (1)

systems. For example, a one-dimensiot& model in ]
which only transverse components of the spin-(/2) are whereJ;>0 andJ,>0 are the constants of exchange inter-

coupled through the exchange interaction is used for explair@ction alongXY-chains,J, is the constant of exchange inter-
ing the properties of the compounds Pgél action _at the contacn_l a_nd,uz are magnetons of the chains,
PH{C,HsS0Oy)5-9H,0,2 and CsCoCl,.2 This model is exactly an_dH is the magngtlc efslil’d. Using the well-known Jordan—
solvable since its Hamiltonian can be transformed to théVigner transformatiotr®
Hamiltonian of an ideal gas of spinless fermions notonly for  g*—gX+jg¥; =1/2-5 S';
a system Withga simple unit cétf but also for a chain with
two sublattices. The introduction of an impurity site into the v 4 ) _ 4 i
chain does not obstruct the exact dia%onglization of the ©° _ngn (1-2amam)an; S =3 ngn (1~2aman)
Hamiltonian either. For definite relations connecting the pa- ) S i ) .
rameters of the impurity and the host matrix, localized statel/€ can write H+am|Iton|am) in the form that is qugdratlc in
can appear in the spectrum of elementary excitations, whicH'€ OPerators, anda, with the Fermi commutation rela-
affects significantly the resonant and thermodynamic proper2©"S
ties at low temperaturds?? 1

Here we consider a model system formed by two semi-#=Eo+2u:H ZO a, an— > JlZo (8 @ns1tan,qan)
infinite XY chains with different exchange interaction con- "= "
stants and with different magnetons interacting as a point N 1 N N
contact. This model is exactly solvable, and the presence ofa ZMZHgl 8han~ 5 3221 (@ an+1+an18n)
“phase boundary” leads to a number of nontrivial effects.
The point contact can operate as a potential wall leading to
scattering of elementary excitations and to solutions with
exponential attenuation of the wave function in one of the . .
chains. In the case of a strong interaction between the chain§€"€ Eo= ~(#a+ p2)NH is the energy of the “ferromag-

the contact exhibits the properties of a potential well, whichnetic” state for whicha,|0)=0 for any value of, andN is

leads to the emergence of localized states. The presence tgle number of atoms in each chain, which will henceforth be

such states can affect significantly the behavior of local ther[egarde as infinitely large.

modynamic parameters of the chains.

3 Jo(agas+ay ag). (2

Let us calculate the spectrum of elementary excitations
(2). The corresponding vector of state satisfying the Schro
dinger equation

(F-Eol1)=e|),
2. ENERGY SPECTRUM OF TWO XY CHAINS WITH A

POINT CONTACT can be conveniently written in the form
Let us consider two interacting semi-infini¥eY chains =S w.a'lo)= U.a‘l0y+ V.a*lo 3
described by the Hamiltonian L ; n2n[0) n;o 20 [0) n;l 2n[0). (3

1063-777X/98/24(5)/5/$15.00 359 © 1998 American Institute of Physics
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W (ky)

|

WP (kp) = {

U (k) =Alexp(ik,)sin kyn— aqapsinky(n—1)7;

Vi-,l)(kl) =Aaqexplik,n)sinky;

V{?) = A sin ky(n—1) — ey azexpliky)sin kon],
9

where
A={m/2[1+ a%a%— 2a;ja,c08ky+ky) ]} 12
Cl(l,z: J1’2/\]0 .

Outside the band overlapping region, we have either

The wave function components,,,V,, in the lattice site
representation are defined by the system of finite-difference
equations

1
Un(e—=2uH)+ 5 J1(Upi1+U,-1)=0, ns-1,
1

V(e =2poH) + 5 3o(Voi1+Vp-1)=0, n>1 (4

with the boundary conditions
1

UO(S_ZMlH)+ E J1U,l+ E J0V1=0,

1 1

V1(8_2,LL2H)+§J0U0+§J2V2:O. (5)

It can be seen from relationd) and(5) thatU, andV, are

connected only through the boundary conditions. We shall

seek the solution in the form
Un=Axi+Bix;", n<0,

W, (6)

T V,=AXI+Bx; ", n=1.
The relation between the parametggsandx, with the en-
ergy € can be determined from Eq&l):

1 -1 1 -1
e=2u H~— > Ji(Xg+ X 7)=2uH~ 5 Jo(Xo X5 7),
(7

while the relation between the coefficiemts, B,, A,, and
B, is determined from the boundary conditiof®. Obvi-
ously, only one of the parametexs or x, is independent,
while the second is determined from relatidi@s The quan-
tities x, , themselves can be either complex-valued with uni
modulus, or real-valued. Since the valuexp} andxl_‘z1 are
simultaneously solutions of E¢7), we shall assume for defi-
niteness thatx; and x, are real-valued with a modulus
smaller than unity. Then the requirement of the boundedne
of the wave function fom— = indicates that the coeffi-
cient of a negative power of the corresponding real-value
parameter is equal to zero. If any of the parametersndx,

(or both of themis complex valued, Eq$6) with conditions

(5) are satisfied in the energy intervals corresponding to en-

ergy bands in each of théY chains:
tS)

Here the quasiwave vectdy, or k, plays the role of inde-
pendent parameter. In weak fieldsl <|J;—J,|/(2|

£19= 21 0H —J1 L£0SKy .

— u2|), the band corresponding to the smaller exchange in-

t

. Un(kl) = Bl[Xzsin kln_ alazsin kl(n_ 1)]
Wn( kl) - Vn( kl) = Blalsin k]_XrZ.| !
(10
or
Wty | Un(ka)= Boa,x*sink,
n(K2) =1/ (k) = B[ aryasin kon— xysin ko(n—1)],
(1)
where

~12
T2 2 2
B12=) 5 [Xo1t aja;—2a;1a;%;1008Ky ]

for ¢, ande, respectively. In all cases, the relation between
k; andk, andk; , andx, ; is determined by Eqg7). Thus,

the point contact in this case plays the role of a potential
wall, leading to scattering of excitations in the band overlap-
ping region and to solutions with exponential attenuation of
the wave function of one of the chains outside the overlap
region. In the case of a strong interaction between the chains
in the contact regionl§>J1J2), energy levels correspond-
ing to wave functions decreasing exponentially with increas-
ing n| (the parameters; andx, are real-valuedcan split

S’r’?’om band boundaries. The contact in this case can be re-
((];;arded as a potential well. When the inequalities

J[2— af—1ad]<4(pm1— pa)H<JI[ — 2+ Ui+ a3,
a1a2<1 (12)

are satisfied, an energy level exists above the bands, while
for

Ji[2— 13— a5]<4(u1— pa)H<I [ — 2+ a5+ 1la3],

a1a2<l (13)

teraction constant is completely within the band with the
larger value of exchange interaction constant.

In fields |J;—Jol/(2 w1 — pol) <H<[I1+ /(2] g
— u5|), the bands overlap partially, while no band overlap-
ping is observed foH>|J;+ J,|/(2| 1 — uo|). Obviously,
energy levels are doubly degenerate in the overlap region.
The normalized wave functions satisfying the orthogonalityensuring the boundedness of the wave function and follow-
condition in this case have the form ing from (5). This gives

an energy level is located below the bands. The correspond-
ing energies can be determined frdi@) by taking into ac-
count the additional condition

X1X2=ala2, (14)
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8¢=(M1+M2)H+m

><{(ai—aéxm—uz)Ht(l—aia%)

J2 1/2
X| (w1 w2)?H2+ 3 (1= ad) (1~ a)) ] (15)
Bounded states correspond to the wave functions
U,=a,Cx]; V,=Cx5,
n— &2LXg n 2 (16)

C_[ (1-x)(1-x3) )1’2
2@ Bxotay(l-ad)]|

Here B=2(u1— np)H/Jg, andx, , are determined froni7)
taking into account(14). For J;=0 (or J,=0), formulas

(12) and(13) are transformed into the formulas determining
the conditions for the existence of local energy levels in the

spectrum of a semi-infinitX'Y chain with a substitutional

impurity,”® while for u,= u, andJ;=J, these formulas are

transformed into expressions corresponding to an infikite
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B2l o (aran) | = 2un| & — S | W, 21
<mn> Mn 2 <an an> Mn 2 = [ “flen) |
17

where u, stands foru, or u,, while W, is equal toU,, or

V, for n=<0 andn=1 respectively, and(e),)=[exp(e,/T
+1]7 1 is the Fermi distribution function, as well as the be-
havior of the pair correlator of transverse spin components
for atoms in the contact:

1
(SiSi+S5Sh) =5 ((ag ar) +(aj ap))

1
=5 2 (UgVitUgVDi(ey).  (18)

chain with an interstitial impurity in the special case of The summation ovek in (17) and(18) includes integration
equality of magnetons of the impurity and of the chain. Anwith respect tdk; , for the states in the continuous spectrum

interesting feature of the point contact is that for# u,,
local levels emerge only in a finite range of fieldse in-
equalities(12) and (13)], while the condition for the exis-
tence of an energy level for a0Y chain with an impurity is
determined by a single inequality.

3. CRITICAL BEHAVIOR OF LOCAL THERMODYNAMIC
PARAMETERS AT ZERO TEMPERATURE

Let us consider the behavior of tlzecomponent of av-
erage local magnetic moments of atoms in the contanf)
and(m7)) and at the sites of the chainéng;,), n#0,1):

where

0=0(—¢)0[2B— ay(2—1lai—a3)]
X 028+ an(2— a?—1/a5)]160(1— ajas),

1, X>0, k01=al’CCO$[2(,u,l—,u2)H+J2]/J1},

(x)= 0, x<0, kg =arcco$2u,/J;),

and the quantity _ is defined by formuld15). The limits of
integration for(S§S;+ S{S)) are the same.

and the contribution of local levels if they exist.

Let us analyze the behavior of the above thermodynamic
parameters af =0, whenf(s)=0(—¢)(0(—¢) is a step
function, and the contribution t617) and (18) comes only
from the states with negative energy values. The limits of
integration with respect t&; , in (17) and (18) in this case
are now determined by the relation between the parameters
of the chains as well as by the applied field. For example, for
J1/3o>pqlwy andJ >J,, we have

(11 K K Jysink
“f " Wa(ky)| 2dky - f w2 T W) 2 kg W20 |, 0=H=J52u,,
2 0 K Josink,

01
1 kcl 2
(MR)=2un{ |3 _j Wi(kq)|?dk; — W0 |, Jol2u<H<31/2p,, (19
0

1
o —Wﬁ@}, H=J1/2p,,

It is well known that a homogeneou&Y chain exhibits
a second-order phase transition on the field dependence of
the average magnetic moment at zero temperature with a root
singularity of the susceptibility at this point, which is asso-
ciated with the disappearance of the gap in the spectrum of
one-magnon statésSince local magnetic moment at all the
sites of a homogeneous chain are identical and coincide with
the average moment, they possess the above-mentioned sin-
gularity. In the given case, such singularities associated with
the lower boundaries of energy bands for each of Xhé
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chains(7) are not observed as in a6Y chain with an impu-  acquired the above-mentioned root singularity in the stronger
rity (see Refs. 8 and 10—L2xcept in the special case in of the fieldsH.=J,/2u, or H.=J,/2u, for the left and right
which the critical field for the lower band coincides with the inequalities respectively. In the expression for local suscep-
field in which a local level emerges or vanishes. In addition tibility x,=d(m’)/dH, the emergence of this singularity is
relations(19) show that the existence of the local lev&b) determined by the term

with the energye _ can lead to the emergence of new singu-

lar points. As the energy of the local levél5) passes , d 012

through zero value in the critical field Axn= 240 Wa(ke )|

|12 sinkey 2

1
He=7 Jo(1—ada3 — poa?) (pp— o ~
T4 o(1—arar)[(my—poal)(Ha— pi)) Xg1+afag—ZalaZXmCOSkcl,g’ -
(20 '

existing under the condition Ke1,0=arcco$2u 2/J1 o).

2021(1+ a2 ad) < uql u<0.51+ a?a3)l a3, (21)  This nonintegral term emerging as a result of differentiation

of the integral
the local magnetic momerm?) abruptly attains its maxi-

mum valueu,, the pair correlatof SyS;+S{SY) vanishes , )

abruptly, and local susceptibilities havesdunction singu- jo |Wa(ky2)["dky 2

larity. For {(mZ), the magnitude of the jump obviously de-

creases exponentially with increasifgl. If, however, in- in the expression fo{m?) with respect to the field has a
equalities(21) are not satisfied, the energy of the legel is  singularity only if k. ,—0 simultaneously with x;;
either only negative, or only positive in the entire interval of — a;a,. The splitting or vanishing of a local level with a
the fields(13), and this singularity is not observed. When negative energy is accompanied by a jump in the local sus-
one of the inequalities ii21) is satisfied, the susceptibility ceptibility for a given finite value ofi:

16un(po—p1) @y 1, n=0 i
if J1/3,>uq /sy
A Jo  1-aiey |af"ad"Y, n= e (23
X =
" 16ua(pi— ) @ “fw“gwﬂ y NS if Jy/do<pmql
% 1—afa% 1 n=1' ARy X

It can be seen froni23) that the sign ofA x,, is determined (region 2, the susceptibility experiences a finite jump in the
by the relation between magnetons of the chains. Correeritical field
sponding critical fieldsH; , can be determined froml3)

with the bqundary vglges of the field regions containing a H,= J [2_1/0[%_&%]_ (27)
local level if the condition A4(p1—
O0<Hj=maxJ1/2uy,35/245) Two finite susceptibility jumpgregion 3 correspond to

. - . . ! the relations
is satisfied. These are the points at which the field depen-

dences of m?) and(S§S;+S¢S]) have kinks. way<l, 1<2a3/(1+a2a3),
The following combinations of these singularities are
possible for various relations between the parameters of the 0.51+ alaz)/a2<M1/M2
chains and the conta¢see Fig. 1L The inequalities given
below are written for definiteness far; > w,.
If the inequalities

(28)

In this case, the first singularity emerges as a result of energy
level splitting in the critical field(27), while the second is
formed when the energy level vanishes in the field

ajap,<l, 051+ aia%)/a%il (24 J
2 2 2
Hy=—"—[2+1/a5+ af]. 29
or 2 4(;“’1_1“'2) [ 2 l] ( )
ara;<1, pqlp,<2ail(1+aia’) (25 One jump of local magnetization, i.e., tiddunction sin-

gularity of susceptibility in the critical fiel@0), corresponds

are satisfied, no singularities are obser¢@gjions 1 and 6 in 0 region 4 in Fig. 1:

Fig 1).
Under the condition 20211+ a2ad)<1<uq/u,<0.51+ alad)/a3. (30)

205/(1+ afa3)<1<0.51+afab) a5<pmi/p,  (26) In region 5, we have
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o, subsequently compensated by a positive jump in the field
2 H.. A similar behavior is also typical of the impurity mo-
ment in anXY chain®

4. CONCLUSIONS

The energy spectrum of the model one-dimensional, ex-
actly solvable spin system formed by two semi-infinkg
chains interacting as a point contact is studied. The one-
particle spectrum consists of two energy bands typical of
each chain, and the presence of a “phase boundary” in weak
external fields leads to scattering of excitations in the band
overlapping region and to solutions with decreasing wave
functions on one of the chains outside the overlap region. In
strong fields, in the absence of band overlapping, only the
second-type solutions are left. In the case of a strong inter-
action between the chains, local levels split from the bottom
of the lower band and the top of the upper band in certain
ranges of applied fields. Thus, the contact exhibits the prop-
erties of a potential wall for states from the continuous spec-
trum as well as the properties of a potential well, leading to
the formation of bound states. The presence of an impurity
FIG. 1. Ranges of parametets =J; /3y, @y=Jy /3 for uy/u,=3 with level below the t_)ant_js can cause either a jump in_the average
various types of singularities of local thermodynamic parameters. Region Tnoments of chain sites at zero temperature and in transverse
and its boundaries with regions 1, 3, and 6 display no energy levels, angair correlator of the contact, or jumps in the local suscepti-

hence no singularities. Region(ihcluding its boundary with region)zand biIity at sites or consecutive jumps in susceptibility as well
region 6(inequalities(24) and (25) respectively also contain no singulari-

ties in spite of the presence of local energy levels. Region 2 and its boundal?S 'r? m‘?men_t and Correlfmor upon an mprease in the applled
with region 3 displays one finite jump in susceptibillsee(26)], region 3 ongitudinal field depending on the relation between the pa-
has two finite susceptibility jumpsee(28)), region 4(including its bound-  rameters of the chains and of the contact. The existence of

ary with 5 [see(30)] exhibit a local moment jump, while regioniSee(31)]  |5¢4] Jevels must also be manifested in the resonant proper-
a susceptibility jump followed by a moment jump. The boundaries between.

regions 2 and 4, 5 and 6 correspond to root singularities, while the boundary/€S of the system at low temperatures.
between regions 3 and 5 to a finite jump and a root singularity of suscepti- . .
bility [curves(32) and(33)]. The author takes the opportunity to thank A. A. Zvyagin

for fruitful discussions of the results and valuable advice.

1<2a§/(1+a§a§)<,u,1/,uz<0.5(l+aia%)/a%. (31) E-mail: elena.v.ezerskaya@univer.kharkov.ua
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PHYSICAL PROPERTIES OF CRYOCRYSTALS

Electron diffraction studies of mechanisms of crystal structure formation in N » Clusters

S. I. Kovalenko, D. D. Solnyshkin, E. A. Bondarenko, E.T. Verkhovtseva,
and V. V. Eremenko

Special Design Bureau, B. Verkin Institute for Low Temperature Physics and Engineering, National
Academy of Sciences of the Ukraine, 310164 Kharkov, Ukfaine
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The structure of M clusters is studied by the electron diffraction method over a wide range of

their mean size$dl. It is found that, as the value & increases, the structure of the

clusters is transformed in the sequence quasi-crye@$éahedrop— «-N, (cubic) phase with
stacking faults— 8-N, (hcp) phase. The formation of the cubic phase from the icosahedral
structure follows a mechanism typical of rare gases, while the trangitief is due to an increase
in the cluster temperature with the size. 1®98 American Institute of Physics.
[S1063-777%98)01005-9

INTRODUCTION formed by a conical nozzle with a throat diameter of
0.34 mm, a cone angle of 8.6°, and the ratio of the outlet

The realization of quasi-crystallinécosahedral struc- " | to the throat ling 36.7. Th
ture in small clusters has been established beyond any douBtoss s_ec lonal area 1o he throat area equalling s6.7. 1he

at present. However, the mechanism through which quasihean size of clustersN) was varied by changing gas pres-
crystalline aggregates are transformed into a structure typic®Ure Po at the nozzle inlet at a constant temperatiie
of bulk materials remains unclear. For this reason, the theo= 120=2 K. The value ofP, changed from 0.1 to 0.8 MPa.
retical studiel? in which the importance of kinetic processes The characteristic size of clusted(6~N'?) was deter-
in the formation of a crystalline structure in rare gases ismined from the broadening of diffraction peaks taking into
emphasized are of special interest. According to the concepcount the broadeningn the cubic phasedue to stacking
developed by van de Wahf. coalescence or mutual inter- faults (SP. The method of estimating for an fec structure
growth of icosahedral clusters creates fcc regions with stackS described in detail in Refs. 3 and 4. The temperature of the
ing faults ensuring the subsequent rapid and defect-fregystalline N clusters was determined from experimental
growth of the crystalline phase. The proposed growth mechdatticé parameters and from available data on the linear ex-
nism was confirmed by electron diffraction studies on clustePansion coefficient for nitrogehDiffraction patterns were
beams of rare gaséé. rgcorded by the electr_ometnc as well as photographic tech-
This research is devoted to the formation of the crystaligue. In most experiments, the former method was pre-
line phase in nitrogen clusters. We expect that the mechd€rred. Photographic recording was used only for determin-
nism of formation of the crystalline phase in nitrogen clus-ing the positions of diffraction peaks with the best accuracy.
ters is similar to that operating in rare gas clusters in view of" this case, the diametets of diffraction rings were mea-
a nearly spherical shape of the, Molecule and a weak sured with the help of the precise optical comparator 1ZA-2

noncentral component of intermolecular interaction of par{the scale factor was Am). The diameter of each ring was
ticles. measured at least 10 times, while allowed us to process the

It should be noted that the structure of Musters was ©Ptained results statistically. The relative error in determin-

studied in Refs. 5 and 6. However, the mechanism of formald t[‘g interplanar distance varied from 4x 107.2% to 8
tion of the crystalline phase was not considered. Further, th&¢ 10 “% depending on the crystalline cluster size.
reason behind the formation of a low-temperature cubic

phase in clusters witN=4000° and of a high-temperature DISCUSSION OF RESULTS

hcp phase in clusters with=800F was not established

ith The diameters of diffraction rings and the corresponding
either.

interplanar distances are given in Tables | and |lfoand «
phases of nitrogen. Typical diffraction patterns illustrating
EXPERIMENT their variation with the cluster size are depicted in Figs. 1la
The experimenta| setup included a generator of a Supeﬁnd 1b. For convenience of analysis, the curves are displaced
sonic cluster beam and an electron diffractometer for highalong the vertical. In the case of large clustérarve 2 in
energy electrons. The setup and the experimental geometfig. 1b, Table I,P,=0.6 MPa,N=24000), the positions of
are described in Ref. 6. A supersonic cluster beam wadiffraction peaks correspond to the hcp structure of the high-

1063-777X/98/24(5)/3/$15.00 364 © 1998 American Institute of Physics
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TABLE |I. Interplanar distances for3-N, phase P,=0.6 MPa, T, {(111) (00.2)
=120 K). 2.\ =64.128 mmA is the instrument constant (is the distance 1.0 a 1.0 b
from the sample to the photographic plate in mm, antthe electron wave- e (10'1)
length.
D, mm dhkl1 A (hkl) »n
18.301) 3.504 (10.0 E
19.415) 3.303 (00.2 - -(200)
20.720) 3.095 (10.2 '_:
31.699) 2.023 (11.0 _
36.603) 1.752 (20.0 N = 24000
37.176) 1.725 (1.2 05
a=(4.046+0.009 A, c=(6.606+0.009A, c/a=1.633:0.003
.2)

. . _ 2
temperature phase of nitrogen. A certain anomaly is ob- 17000
served, however, in the intensity distribution of diffracted
beams: the peaf00.2 is unusually high, while the descend-
ing slope of the peakl0.1) has a bend in the vicinity of the
(200) peak for the cubim-N, phase. These peculiarities are 1
due to a broad size distribution function of clusters and the 2 3 4 H
presence of a small number @fphase clusters in addition to S ;\-1 S 3-1

B-phase clusters of nitrogen in the beam. The most intense

peak(lll) of the a_-phase coincides with th(@OZ) pe_ak Of_ FIG. 1. Diffraction patterns for nitrogen clusters with different mean dizes
the B-phase. Precise measurements of diffraction ring diam¥he curves are shifted along the vertical for convenience of visualization.
etersD on electron diffraction patterns and appropriate cal-S=4 siné/\ is the diffraction vector being the Bragg anglda) Dif-
culations give the following values of the lattice parameter infraction patterns for clusters with relatively smal. Curve 1 (N

the B-phase: a=(4.046+0.005 A c=(6.606+0.005 A =700 molecules/cluster) corresponds to the icosahedral structure, 2urve

— ; N=6000 molecules/cluster) to the low-temperature cubiphase of N.
¢/a=1.633-0.003. The obtained values correspond 1o thérhe arrow indicates the traces of the peak of the high-tempergtptease.

cluster temperatu@: (38i 3)K- (b) Diffraction patterns for clusters with relatively large clusters. Curles
As the mean size of the clusters decreases, the peaks Gf=17000 molecules/cluster) ar@l (N=24000 molecules/cluster) corre-

the hcp phase become lower, while those in the cubic phasgond to the high-temperatugephase of N. The arrows indicate the traces
become highe(see curvel in Fig. 1b and curve in Fig. 1a  of the peak of the cubie-phase.

as well as Table )l The analysis of the positions of diffrac-

tion peaks in the size rangd=3000-15000 molecules/ ]

cluster made it possible to detect deformation-type SF in th@ndP, on the abscissa scale. It can be seen that the values of

cubic phase. It should be noted that the temperature of thé fall on the straight line corresponding to the dependence
: = 5% P25 for all pressures higher than 0.25 MPa for which the
cubic phase clusters fod=9000 molecules/cluster amounts 0 '

to T=(35=3)K. A further decrease il leads to vanishing
of the (200) peak in the cubic phase and to an anomalously

strong broadening of the remaining pe#&se curvel in Fig. Zg B
1a).

In order to establish the dependence of the SF depsity 50
in cubic phase clusters on their characteristic size, we first u

. . . o<l 40
determined the mean size of clusters for different values of  ; s
pressureP,. The results are shown in Fig. 2 on the logarith- = 301 y 7
mic scale: the values af/2 are laid along the ordinate scale 7
7
7
. 20 -

TABLE Il. Interplanar distances fora-N, phase P,=0.3 MPa, T, s
=120 K).Z\=64.128 mmA.
D, mm dhkl' A (hk.l) [ ]
19.516) 3.286 (111 10 | f
22.533) 2.846 (200 0.1 0.2 04 0.6
31.873) 2.012 (220
37.310) 1.716 (331 Fo. MPa
39.031) 1.643 (222

FIG. 2. Dependence of the cluster radi&2 on the gas pressuf, at the
a=(5.691+0.005A nozzle inlet at a constant temperatdrg=120 K. The straight line corre-
sponds to the dependeficé~ PJ%” and our previous resulfs.
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Ref. 3, a-N, clusters contain the same numb@our) of
stacking faults irrespective of their size. This result indicates
that SF appear in Nclusters, as in rare gases, at early stages
0.05- . .
° of formation of thea-N, structure. Such a number of inter-
secting SF piercing the entire cluster is optimal since it leads
a to the formation of a nonvanishing stépf the same type as
° . .
those appearing as a result of emergence of a screw disloca-
tion) on each of the densely packed planes facing the cu-
booctahedron. Further cluster growth does not require the
| | | formation of new nuclei on densely packed faces since it
80 120 occurs due to trapping of newly arriving atoms by the
5 A formed steps. In this case, the regularity in the packing of
! atoms is not violated, and hence no new SF appear. This
FIG. 3. Dependence of the SF densjiyin the cubic N phase on the leads to a decrease in the SF density being measured with
characteristic sizé of a cluster. increasing size of the cluster.
Thus, our study proved that an increase in the mean

cluster sizeN leads to transformations of the structure of N
peaks in the cubic phase are still distinct. The obtained decjusters in the following sequence: quasi-crysiabsahe-
pendence is in good agreement with the theory of “corredron) — a-N, (cubic phase with SF— B-N, (hcp phase.
sponding” jet§ and our previous resulfsThe departure of The formation of the cubic phase of nitrogen from icosahe-
the value ofé from the found regularity folP4<<0.25MPa  dral phase is governed by the mechanism typical of rare gas
correlates with the data obtained in Ref. 6 according tcclustersi™ The transformationa-N,— B-N, is apparently

which the peak broadening is faster under low pressuresissociated with an increase in the cluster temperature with
According to the calculations of the interference functionthe sjze.
made by Lee and Steththis effect indicates the predomi-
nance of clusters with a quasi-crystalliieosahedralstruc-
ture in the beam.

Flgurg 3 shoyvs the dependgnce of the SF density on th@B. W. van de Waal, J. Cryst, Growtt58 153 (1996,
characteristic size of crystalline clusters of the I0W- 25 \y yan de Waal. Phys. Rev. Leit6, 1083 (1996.
temperature phase of nitrogen. The plot does not show thés. 1. Kovalenko, D. D. Solnyshkin, E. T. Verkhovtseva, and V. V.
values of p _corresponding to Po=0.2MPa and Po 4§relmelr<ﬂg\c/)éll(e:2;r)n IZP)hyI:S)- ngaqsi?(?n(lgsa.A Bondarenko, and E. T
>0.6 MPa .Smce .CIUSterS of quasrcrysta!lu(leosahedral Vérk.hovtseva, Fi’z. Nizk: Temp}rlzs, 19,0 (1.99n. [Low Temp.’Physz3,. .
phase dominate in the former case, while clusters of the 149 (1997].
high-temperaturg-N, phase prevail in the latter case. It can °J. Farges, M. F. de Feraudy, B. Raoett,al, Phys. Chem88, 211(1984.
be seen that an increase in the SizeaeN2 Clustersy and 63, 1. Kovalenko, D. D. Solnyshkin, E. T. Verkhovtseva, and V. V.

hence the total number of densely packed plates leads to a (Elrgg"‘;”ko' Fiz. Nizk. Temp20, 961 (1994 [Low Temp. Phys20, 758

monotonic decrease in the SF density. Sincengg/n, 7], N. Krupskii, A. I. Prokhvatilov, and A. I. Eenburg, Fiz. Nizk. Templ,
where nge is the number of stacking faults, the observed 359(1975 [Sov. J. Low Temp. Physl, 178(1975].

regularity suggests the constancy or insignificant change inf©: F- Hagena and W. Obert, J. Chem. Pt§@.1793(1972.
. J. W. Lee and J. D. Stein, J. Phys. Chedt, 2450(1987).
nge during the cluster growth.

According to calculations based on formul&—(7) in Translated by R. S. Wadhwa
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LATTICE DYNAMICS

Contribution of surface roughness of an isotropic solid to low-temperature
surface heat capacity

V. V. Kosachev, V. L. Sorokin, and A. V. Brantov

Moscow State Institute of Engineering Physics, 115409 Moscow, Russia
(Submitted November 12, 1997
Fiz. Nizk. Temp.24, 485-492(May 1998

The effect of roughness of the free surface of a semi-infinite isotropic solid on the low-
temperature surface heat capacity is studied. The method of modified Green’s fug@stion
compared with that used by Maradudin, Wallis, and Equili@77 and perturbation theory are
used for deriving an analytic expression for the contribution of weak roughness to the low-
temperature surface heat capacity, which is a correction to the well-known result obtained by
Dupuis, Mazo, and Onsagét960 for the surface heat capacity of a semi-infinite isotropic

solid with a plane free boundary. It is proved that the inclusion of roughness of isotropic crystals
with optical surfaces increases the surface heat capacity in a wide temperaturéofatihge

order of several kelvins © 1998 American Institute of PhysidsS1063-777X98)01105-(

1. INTRODUCTION by formula(1) are smaller than experimental results approxi-
) . mately by a factor of four for MgO powders and 1.5-2 for
An analysis of the effect of the surface of a solid on thenac| ‘powders. It was proposed in this connection that the
low-temperature heat capacity is an important theoretical anfliscrepancy can be due to the lattice structure of the crystal

applied problem in view of the need in reliable information 55 \vell as the roughness of the surface and anisotropy of
on the structure of the surface and surface layers of solidgyjigs.

The first publication in this field appeared in 194Brager The inclusion of the lattice structure in theoretical
and Schuchowitzkywho calculated the heat capacity of an publication§° improves the agreement with experi-
elastic isotropic plate under the assumption of incompressy,anislt 12

ible liquid and cyclic boundary conditions for displacement  he contribution of the surface of anisotropic crystals to
field proved that the .free surfaqe increases the IQW’[he low-temperature heat capacity was considered for a hex-
t_emperaturg heat capacity of the solid and makes a contrlbtggonm mediufh as well as for cubitand strongly aniso-
tion proportional to the area of the surface and the square qropic crystalst®*41t was proved that the inclusion of anisot-

temperature. Similar results were obtained for an elastic isy |eads to an increase in the contribution of the surface to
tropic rectangular parallelepiped with fixed fatesmd for a the low-temperature heat capacity.

more realistic modt_al_, viz., an isotropic elastic plate with cy- Maradudinet al5 constructed the theory of the contri-
clic boundary conditions and free surfat@he most general p, iion of the roughness of the free surface of an isotropic
analytic expression for the low-temperature surface heat ca)iq to the low-temperature surface heat capacity on the
pacity of an isotropic solid with a free surface was derivedbasiS of the method of Green’s functions. In Refs. 16, how-
for the first time by Dupuis, Mazo, and Onsager ever, the method of Green’s functions was developed further
K3 2¢t—3c2c?+3c} by taking into account the roughness of the free boundary
AC\(T)=3mw n? £(3) ST, (1) more correctly. This research is devoted to an analysis of the
effect of roughness of the free surface of a semi-infinite iso-
wherec, andc, are the velocities of propagation of longitu- tropic solid to the low-temperature surface heat capacity tak-
dinal and transverse waves in the solg, is Boltzmann's ing into account important corrections introduced into the
constanth=27% Planck’s constanf the absolute tempera- method of Green’s function’$.
ture, S the surface area, anf{x) is the Riemann zeta func-

tion.
2. CALCULATION OF AVERAGED GREEN'S FUNCTIONS.

_ Burt® was the first to use Green’s funct|0n§ for calcuIat-_co'\lTRIBUTIO’\I OF ROUGHNESS TO LOW-TEMPERATURE
ing the low-temperature surface heat capacity of a semi-

infinite isotropic solid with a free boundary and obtained theHEAT CAPACITY

result coinciding with formula (1). Subsequent Let us consider a semi-infinite isotropic solid bounded

publication§’ also confirmed the validity of this expression. by a free statistically rough surfacg= £(x;,X,) and occu-
The experimental verificatidrcarried out for MgO and  pying the half-space;= £(x,X,) in the approximation of

NaCl powders revealed, however, that the values calculateelastic continuum. The elastic medium is characterized by

72 2 2
ceer(cr—cy)

1063-777X/98/24(5)/6/$15.00 367 © 1998 American Institute of Physics
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the densityp and the tensor of elastic modull,z,,. We  In this expressionC,z, s andp are ordinary elastic moduli
assume that the functiof(x;,x,) of the surface profile de- and mass density of the solid, which do not depend on coor-
scribes a steady-state stochastic process characterized by thieates, andd(x) is the unit step Heaviside function.
following properties: Assuming that the roughness is small, we expand
C.z.5(X) andp(x) into a Taylor series to within terms of the
(é(x1,%2))=0, gy p(x) y

(2)  order of &
(£(x1, %) E(X1,X5)) = S°W(| X = X{]),

([ Copys(X)=Cpys8(X3) = Cpys€(X1,X2) 8(X3)
where 6= \/(52) is the root-mean-square roughness ampli- ) )
tude, W(|x,|) the surface self-correlation functiom,=xi + 5 Capyst (X1,X2) 8" (X3)
+X,j, i andj being the unit vectors along the axegand ] )= 00(Xa) — pE(Xs Xo) S(X ©)]
X,, and the angle brackets denote averaging over the en- pX)=p 1( 3) 7 PEX1X2) O(Xs)
semble of realizations of the surface pro_file funct_ii(rx”). + 5 pEA(X1,%2) 8" (X3).
We assume that the surface self-correlation function has the \
Gaussian form It should be noted that the dependence of the depsifithe
(x))? medium on spatial coordinates along with,z,5(X) is just
W(|X||)=e><p{ Y ] (3)  the correction of principal importance, that has been intro-

duced in the method of Green'’s function in Ref. 16.

wherea is the roughness correlation length. We must find  Substituting expansiof8) into the equations of motion

the contribution of roughness to the low-temperature surfaces) and assuming that the displacement field is a harmonic

heat capacity. function of time, i.e.,u,(X,t)=U,(X,w)exp(-iwt), we ob-
Following the method developed by Maradudinal®®  tain

for studying the contribution of the free surface of an isotro-

pic crystal to low-temperature heat capacity, we can present Oy 0) + ) _
the contribution of the surface in the form 2,3“ [Lap @)+ Ok ap(Xi @) Jua(X, @) =0, ©
ke(B#)* < f in 0(x3) e
— —inghy (0) (e ) — 12 3
ACUT=—r—— 2 n| dyyQ(ye ™, @ L06w) = w20, 000) + — % Catra T,

where 8=1/(kgT). The functionQ(y) in (4) can be ex- 8(%3) P

pressed in terms of the difference between the frequency + 2 Casys vt (10
Fourier transform of Green’s functior3,(x,x";w) for a P g

semi-infinite medium with weakly rough surface a@(ﬁ,ﬂ 5La,3(x;w):LE}B)(x;w)+L(azg(x;w), (11)

X (x,x"; w) for an infinite medium:

- 1
Q(y)=-— f dxldxzf L(al;(X;w) == wzga'yg‘s(x3)_ ; 25 Caﬁy&
§(x1.X2) B
92 ] d
Xdx32 [Daa(XXi1y)— DL (X XIY)].  (5) X| B0xa)E e o gy (8008 5,

Using formulag4) and(5), we can calculate the contribution Dro. ) - 1

of a rough as well as a plane surface to the low-temperature Lay(Xw)= 2@ Say€™0" (Xa)+ Z % Capys
heat capacity of a semi-infinite solid bounded by a free sur-
face. Thus, the contribution of the rough surface of an iso-
tropic crystal to its heat capacity is determined by Green's
function D ,5(X,X"; ®).

In order to calculate Green’s function taking into ac-

count the correction introduced to the method of Green'’s
function developed in Ref. 16, we write the equations of

motion for a semi-infinite solid with a free rough boundary We introduce Green'’s .funCtIOB“ﬁ(X’X ) as the solution
of the system of equations

2
X

8" (x3) € X 50X

o, d
+(9_xﬂ(5(x3)§)a_x5'

in the form

éu au 2 2 (0)(y- .

a_ 7 My [La(X0)+ 6L (X @)]
+ a @
P00 " = g, CasvolX) G F Capnal®) 5 oy R g
©) XD g (XX 0) = 8, 5(X—X"), (12
where the elastic moduli and the density of the medium are N . .
functions of spatial coordinates: satisfying the conditions of leaving or exponentially attenu-
ating waves forxz,x3— + .
Cupys(X)=Cpyst(X3— E(X1,X2)) ) Since the surface of the crystal is regarded as statistically

p(X)=pO(X3—&(X1,X2)) rough, we need Green’s function averaged over the rough-
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ness of the surface. In order to calculate this function, we use  According to formula(4), the contribution of roughness

the Dyson equation written to withig? in the first Born  to the low-temperature surface heat capacity is determined

approximation: by singularities of the functiorf)(y) (5) (with averaged
(Dy=D©+(DW)+ (D@}, 13) Green’s function for |y|—0, which can be written in the

form
where we have taken into account the fact that))=0 and
Q(y)=Qo(y) +Q4(y) + Qa(y),
(DWy=—DO(L2)DO),

(D@)=DO(LHPOLAYH©

In order to calculat¢ D) and(D?), we integrate by
parts, thus excluding the derivatives of thdéunction, carry
out two-dimensional Fourier transform of Green’s function,
average over the surface roughness by using the Gaussian () LAY)=—
correlation function(3), and go over from the functions

(18

+a d%k |
()= -SZ | Tdxs [ o ldukivlxes)

d(m)(k iy[xsx3)1,

+oo
EM: J'o dx(D'L2(x,x;iy)).

D&O)(kw|x3x3) to the functiondd , 5(kw|x3x3) defined in the
basis withk=Kk;i+k,j directed along the,-axis:

Dip(kalxsxs)= 35 Sya(k)dyslkwlxgxs) Sas(k), (14
where
k, k, O
S(k)=% —kp ki O], k=\kZ+K2. (15)
0 0 k
As a result, we obtain fofD")) and(D ()

d2k
(D} (XX w))— f g ikOy=x))
75 po (

XS,0(0)8,(0) | 004,
d " "
X K’é dyg(x3x3)A5p(X3

+ d'y&(x3xg) Bﬁp(xg ] dpu’(xgxé)

8 w? d?k ) ,
2 —ik(x—x,)
* 2 5 f (2m)° € L

HereQ(y) is responsible for the contribution of a plane free
surface to the low-temperature heat capacity of a solid,
which was calculated in Ref. 4, while the singularities of the
functions Q4(y) and Q,(y) give the contribution of the
roughness to surface heat capacity.

In order to determine the singular behaviodf(y), we
introduce polar coordinates and truncate the integration do-
main in order to estimate the integral with respect to the
magnitude of the vectdk: 0<k<kp, where 1kp is of the
order of atomic spacing. If the magnitude of the vedtan
the lattice theory is confined to the first Brillouin zone, such
a truncation should be used in the limit of the theory of
elasticity. It will be clear from subsequent calculations that
the final result does not depend kp since(); »(y) has a
logarithmic singularity. We introduce the dimensionless vari-
ables

u uly| - c
U e,
Ct Ct ulyl

klzcos 0, ﬁzzsin 0

and also define Green'’s function

(19

zG z’ct)

uly| .
dap(uk|zZ)= ctu|y|daﬁ< W )

J In this case, the functiof2,(y) can be written in the form
J dx” 5(x3 ] (das(X3X3)dsa(X3X3)),
5°S y? y° dk cikp /Iyl du
aw--5% [ 5o . dzdY)
(16 2 ct ( u 0
2 2 21,1
(DP)(x,X'; )= 0 f k f d kz SS S X(u,Kz,2), (20
(2 (277) Y6 po  uv
where
X —ik(x— x n
g(|k k' |)e I a(k) d;l}i(u,lqzyz)
Xdp.v(x&o)QVp(klk/;w)dpo'(ouo) 9
X Qua(K|K';@)dsy(0,X5)S,5(K).  (17) =| = o7 dualUK(2,2)d,, (U K2, 2)
Here the operatora,,5(k|x3), B,g(k|X3), Qupa(k|k’;w) are ad, (uKlzz")
functions of the density of the medium and the velocity of (W—" A.s(Z")
propagation of longitudinal and transverse waves in an iso- 9z
tropic solid (see Appendix while g(|k|)=ma? exp A A
(—a’k?/4) is the Fourier transform of the surface self- +d#a(u’k|Z'Z”)BaB(Z”))dﬁﬂ(u'klz,,’z)} . ()
correlation function(3). 7'=0
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¢z g2 0 c2—3c? d
T2 a2 ' a2
ulyl ¢ ) cf—ct d
— 1242 — 0
= G g ECG '
c2—3c? d 0 c|2 d?
‘T dz ZdZ
¢ d 0 2¢2 d
¢ dz ! cf dz
wy|® _(u c ci—c? d
oy PP B(M,_tz>: . ot d
Ct ¢ ' ulyl c; dz
d? 0 d
' 4z - dz
Using the boundary conditions for the functidgﬂ(u,ﬂz”,z), i.e
d i
dz
d d1s(u.k|Z",2) 0 dis(u,k|2",2)
0 dz 0 0 doo(u,k|Z",2) 0 =0
c2—2¢? o d dsy(u,k|Z",2) 0 dss(u.k|2",2)/ ,,_,
- c2dz
|
and the symmetry conditions, we obtain QDY) =04(y) +Qu(y)
s S [ 3cP-8cc?+7cict+2¢8
1 Cr—Ci =—|—=In]y|
d(u, k|z,2) = 8iu?| ———| (d14(20)dy4(20) 47 \a crer(ci—cp)?
I
5 5 ci+cf
—d35(20)d34(20)). (22 +6%7 Inly| prsspapavil (24)
I “t

In formula (20), we can integrate with respect to angular ~ Substituting this expression into formuld) for heat ca-
variables, after which the problem of integration with respectPacity and considering that
to u comes into play. Since we are interested only in singular

terms inQ(y) for |y|—0, and the upper limit of integration f dy y' e ™ Iny|= -
kpci/|y|— in this case, we can divide the integration into -

_tWO parts: Gsu<u an@uoiuilﬁDct/[yL Whereuo%1 gnd we can write the final expression for the contribution from
independent of. In this casef,°du is a polynomial iny  gjightly rough surface to the low-temperature surface heat
and has no singularities at zero, while a singularity affectgapacity in the form

the upper limit of integration nkaC‘/‘y‘du Such a division

(Ix)n+l Sgr(X) (25)

(3ct—8cjc?+7cict+2c8) 62

makes it possible to expand the integrand function into NC(T)=— 677 — (3) J —
power series in U. Using the explicit form of the functions h crer(ci—ct) a

aﬁ(kw|x3x3) calculated in Ref. 15, we can immediately k5 4 4
integrate with respect to, retaining the terms with a singu- X ST+ 24073 — {(5) _2_2_2_2_ S2ST.
larity for |y|—0. This gives h crer(cf —cp)?

(26)
0.(y) 5°S 2 |Sc| 7cPci+4cict+ il —cB
= n . 3. CONCLUSION
W)= grcd ¥ MY cl(ct—c?)?

(23 In order to compare the result obtained € (T) with

that from Ref. 15, we write expressi@f6) in the form used
The functionQ,(y) can be calculated similarly. by Maradudinet al!® and also taking into account the ex-
As a result we obtain fof)(*)(y) pression(1) for a plane surface:
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ACU(T)=3 k3 . 2¢ci—3c2c?+ 3¢}
v(T)= Wﬁzf( ) Ctzclz(clz_ctz) NE
o 0.6 ¥ 0.3855¢
o1 252T2 2(3c}—7cPc?+6c)) E g5L> L s
X + _ _ . . =] o
a® cr(ci—ct)? §, 04F 2 0.3845p -
252 K5 ~ 0.3 S 0.4772  0.4778
2 3 1B o 03r 3 T.K
XSEQ— T 42407 h Z(5) 2 o2l
4, 4 >
c/+¢; © 0.1r
—————— 0°ST*. 2 <
cici(cf—ch)? @ 7 ' !
0 0.5 1.0 15 2.0
The first term in this formula coincides with the correspond- T.K

ing expressiori5.42) derived in Ref. 15. The first term in the FG 1 T .

. 5 . . . . 1. Temperature dependence of low-temperature surface heat capacity
braces proportional t&T1° is just the resul(1) obtained by of isotropic molten quartz{=0.17) for roughness parametefs-2 nm,
Dupuis et al,* in which the areaS of a plane surface iS a=10? nm(dashed curve The solid curve corresponds to the plane surface
replaced by the area of a rough surface. Maradedial’® (.
interpret this term as the contribution of phonons adiabati-
cally tuned to the surface changed as compared to the plane.

The second term in the braces, which is proportional tdribution of roughness to the surface heat capacity for
(6%1a?)ST? is associated with phonon scattering at thea~\t is very small, i.e., such a weakly rough surface is
roughness of the surface. As regards the second tef@vin  actually close to a true plariemooth) surface. As a result of
which is proportional toS8%T4, it differs from the corre- further processing, correlation lengths decreaseX ), and
sponding term in Ref. 15 in sign, numerical coefficient, and ahe surface becomes much more rigid than the plane surface.
factor depending og, andc;. It was mentioned above that Such a surface will be referred to as a rigid surface. As
this difference is associated with a more appropriate accourtompared to the velocity of sound at a plane surface, it is
of roughness in the Green’s function metH8dPhysically, ~ smaller at a soft surface and larger at a rigid surface. It fol-
this term is also connected with phonon scattering at théows from the phonon energy—momentum relation at a fixed
rough surface. In the local theory of elasticity, however, wetemperature than soft phonons make a positive contribution
cannot find the contribution of a plane surface to heat capade the surface heat capacity, increasing it as compared to the
ity, which is proportional taST*. Consequently, the second case of a plane surface, while rigid phonons reduce the sur-
term in (27), which is proportional tas?’ST*, is a roughness face heat capacity. It should be noted that the results ob-
correction to the contribution to heat capacity of a planetained by Maradudiret al.*® according to which the inclu-
surface proportionaST* to be determined. sion of roughness only reduces the thermal heat capacity, are
A comparison of the absolute values of the first and secnot confirmed in the qualitative pattern considered above.
ond terms in formula(26) gives a qualitative pattern of The obtained contribution of roughness of the surface of
roughness contribution to the low-temperature surface heain isotropic solid to the low-temperature surface heat capac-
capacity. For example, if the correlation lengthof rough- ity (26) is a small correction to the result) obtained for a
ness is smaller than the phonon thermal waveleigththe  plane boundary. The smallness of this correction allows us to
first term in (26), which is proportional to §*/a%)ST?, estimate the range of applicability of the obtained results.
makes the main contribution to the surface heat capacity dueor example, in the case of optical surfaces of isotropic crys-
to roughness. Since this term is negative, the contribution ofals obtained as a result of polishifgith typical roughness
roughness to heat capacity is also negative. In the opposifarameter$=2 nm anda=10° nm), the temperature range
limiting case whera is larger thar\ 1, the main contribution in which our calculations remain correct ®<1.9 K for
to heat capacity comes from the second term proportional tanolten quartz(Poisson’s coefficienr=0.17) " T<2.5 K
5°ST*. This term appears with the plus sign, and hencdor aluminum (=0.355), T<1 K for bismuth (=0.33),
roughness increases the surface heat capacity as comparedite 1.4 K for silver (c=0.38), andT<1.4 K for cold-drawn
the case of a plane boundary. Physically, this can be exgold (r=0.42). In the case of optical surfaces obtained at
plained as follows. In the case of a roughness with a larg¢he stage of fine diamond grindingé€10 nm, a=5
correlation lengtta> A1, potential forces acting between the X 10° nm), the range of attainable temperatures decreases
atoms of the surface are suppressed to the maximum extesignificantly and amounts, for example, only to 0.4 K for
as compared to such forces in the bulk, and hence suchraolten quartz. Conversely, at the stage of superfinish polish-
surface can be regarded as “soft.” In this case, a plane suing by an ultradisperse particle flow §€0.5 nm,
face is the surface obtained by an appropriate processing=50 nm), the temperature range increases significantly
(grinding and polishingof a rough soft surface. Such a sur- and amounts to 7.5 K for the same molten quartz.
face, which is more logical to be referred to as weakly rough,  Numerical calculations based on form®¥) were used
is characterized by correlation lengths-A1 and is consid- to analyze the behavior of the obtained correction to heat
erably more rigid since broken potential bonds are entangledapacity as a function of temperature for various values of
during processing. It follows from formul@6) that the con- roughness parameters. Figure 1 shows the temperature de-
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pendence of surface heat capacity per unit surface area, kjk;
Acy(T)=AC\(T)/S, for isotropic molten quartz. It can be Q1= 2C4a[(k2—k ) +(k;? ) kk’ }
seen that in the temperature ranfe€ 0.15 K, the contribu-

tion of roughness to the surface heat capacity is negative. pw? ) )

However, roughness makes a positive contribution to heat e (Tkiketkaky):

capacity attaining~10% atT=1.9 K in a much wider tem-

perature rangéof the order of 1.5 K A similar pattern of

the behavior of surface heat capacity taking into account

roughness is observed for all the isotropic materials men- o o 5 Skp
tioned above, and not only for polished surfaces, but also for Q21=2C44 (k3" kg ) kk’ +(k k) kk’
surfaces obtained at the stage of fine diamond grinding and

superfinish polishing. This suggests that the contribution of pr , ,
slight roughness of optical surfaces of isotropic crystals to Kk’ (kaka—kaky);
the low-temperature surface heat capacity is positive in the
overwhelming part of the temperature range attainable ac-
cording to the perturbation theory.
The authors are grateful to A. A. Maradudin and V. N. kqkakokg (k5> —k3?) (k3 —k?)
Sobakin for fruitful discussions and valuable remarks. Q22=4Ca4 kk’ +Caa kk’
_pw’
kk/ (k1k1+k2k2)
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On anomalies of optical exciton reflection spectra of crystals at low temperatures
P. S. Kosobutskii

“L'vovskaya Polytekhnika” University, 290646, L'vov, Ukraihe
(Submitted October 21, 1997; revised November 9, 1997
Fiz. Nizk. Temp.24, 493—-494(May 1998

The anomalies in the optical exciton reflection spectra of crystals at low temperatures are
interpreted. It is shown that the amplitude of the reflection minima increases upon an increase in
damping. ©1998 American Institute of Physids$$1063-777X98)01205-5

The exciton reflection spectra of direct-band semicon-:|m7/Re"r" Rer andIm T being the real and imaginary parts

ducting crystals reveal a number of anomalies at low tem-_ ~ . .
. : ; . .of r. At the phase compensation frequengy,, the condi-

peratures, which have been described extensively in the Iltt—ion
erature(see, for example, Ref.)1An interesting effect was
reported in earlier publicatiorfs# starting from the liquid O+ @o,=2m 3
helmm temperatureT=4.2 K): the amplltl.,lde of the MINI- s satisfied® and the minimum of the reflection contour is
mum in the resonance reflection contour increases with M imed since the following conditions are fulfilled:
perature, i.e., the resonance minimum becomes “brighter.” 3 _ '
Ruckmanet al? attributed this effect to quasilocal excitons ~ Rer#0, Imr=0, (4)

: : 3

in the surface layer of the crystal, while Pevisgnal” used . peing the phase shift of the wave reflected at the layer—
computer simulation to show that the above-mentioned teMayysta| interface. Hence, at the frequency corresponding to
perature dependence of the reflection spectR(m) can be e minimum, the waves reflected at the opposite faces of the

due to the nondispersive layer on the_ crystal surface.. layer oscillate in antiphase, and the amplituder Redefined
In this report, we analyze theoretically the reflection of

light by a three-layer interface vacuum—nonresonance layer—

bulk crystal in the resonant excitation region of excitons. It is - (p1—p2)

shown that irrespective of the nature of dispersion of reso- ~ R€f|  =F— 5 )

nance permittivity, the amplitude of the minimum in the o7 Om

resonance reflection contour increases upon an increase in With increasing temperature, the dampimngincreases

damping in the exciton system, i.e., upon an increase in tendue to an enhancement of the exciton-phonon interaction,

perature. This is associated not with the nature of dispersionhe., the amplitudep, decreases and hengg—p,, and

of the permittivity, but with the phase relations at the layerRmi,—0.

boundaries, taking into account the fact that the minimum of  If the hodograph of passes through the origin of coor-

the reflection contour is formed at the phase compensatioginate axes Re and Imr, we obtainR,,,=0, and the crystal

frequency. . . o becomes transparent at this frequency. The phase spectra
Let us consider the normal reflection of light in a three'also undergo significant variation in this case. IfiRed and

layer vacuum—nonresonance layer—bulk crystal system. Aﬁ' 70 simult \v. the ph tra display the famil
cording to Born and WolP,the complex reflection amplitude m ff ,,S'm‘l‘] :ineous y, the phase spectia disp ay7 € famit-
jiar ‘“ N’ <" S"-type transformations in the contodr.

is defined as

?1+?2 exp(—id) E-mail: petkosob@polynet.lviv.ua

l+?1?2 eX[I( - | 5) ’

T= o —
1v. A. Kiselev, B. V. Novikov, and A. E. CherednichenkBxciton Spec-
troscopy in the Surface Layer of SemiconducforRussian, 1z-vo LGU,
where the subscripts 1 and 2 correspond to the first and sec-<eningrad(1987.

. . . . 2 H H
ond interface respectivel=4=nd/\ is the phase shift of . Ruckman, V. May, and J. Voigt, Phys. Status Solidl@2, 97 (1980.
h in the exciton-free laver having a thicknésmd a A. B. Pevtsov, S. A. Permogorov, and A. V. Sel’kin, Pis'ma Zlksg
the wave in Yy g Teor. Fiz.39, 261 (1984 [JETP Leit.39, 312 (1984)].
refractive indexn. 4U. Arimoto, M. Tachiki, and K. Nakamura, J. Phys. Soc. Jp@,. 4356
According to formula(1), the energy coefficient of light ~ (1991.
reflection is given by the relation SM. Born and E. Wolf,Principles of Opticsdth ed., Pergamon, Oxford,
1969.
6p. S. Kosobutskii, Ukr. Fiz. Zh28, 1090(1983.
R=(ReT)?(1+tarf ¢), 2 ’S. B. Moskovskii, L. E. Solov’ev, and M. O. Chaika, Fiz. Tverd. Tela
(Leningrad 23, 3618(1981) [Sov. Phys. Solid Stat23, 2102(1981)].

where ¢ is the resultant phase of the reflected light (¢an Translated by R. S. Wadhwa
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Point contact studies of the superconducting gap of CeRu 2
Yu. G. Naidyuk, A. V. Moskalenko, and I. K. Yanson

B. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences of
Ukraine, 47, Lenin Ave., 310164, Kharkov, Ukraine

C. Geibel

Institut fir Festkaperphysik, TU Darmstadt, D-64289 Darmstadt, Germany
(Submitted December 25, 1997
Fiz. Nizk. Temp.24, 495-497(May 1998

The measuredV/dI(V) curves of point contacts between the intermetallic compound €&Ru
the superconducting state and the normal metal Cu correspond fairly well to the
Blonder—Tinkham—Klapwijk model. It is used to obtain temperature and magnetic field
dependence of the superconducting daprhe A(T) dependence corresponds well to the BCS
theory with 2A(0)/kgT; =3.1=0.1. Additionally, a region of gapless superconductivity
betweenT* =4.4-5.4 K andT2"*=6.2 K is found. The gap decreases approximately linearly in
a magnetic field and vanishes in a fi@d =3.5 T, which is well below the upper critical

field B.,=6 T and close to the irreversibility field. @998 American Institute of Physics.
[S1063-777X98)01305-X

1. INTRODUCTION crystal with the edge of a Cu electrode. The freshly broken
CeRy surface gave the bestV/dl curves with a pro-

The recently renewed interest in the intermetallic com-n nced minimuror double minimurh Th mole w
pound CeRuyl is attributable to its anomalous magnetic and. ounce urror double u € sample was

transport properties in the superconduct{8g) mixed state. 'mmerse.d n Ilqum“He to ensure good thermal F:ouplmg. The
As one of the possible reasons for this the generalizeg'fferent'al resistancdV/dl was recorded vs. bias voltaye

Fulde—Ferrell—Larkin—Ovchinnikov stdtes discussed with USiNd @ standard lock-in amplifier technique, modulating the

a spatially modulated SC order paramét@P), which could ggggtffeﬂggn\fvgvsltgspfg?r!:fefyogaegﬂsﬂtamg igglfci 2)22'
have planar nodes aligned perpendicularly to the vortices. Figures 1 and 2 show théV/dl curves vs.V of the

Until now, however, only a few direct investigations of the CeRuL-C tacts at . ¢ i d i
OP have been reported. From Shottky tunneling ERG—LU contacls at various temperatures and magnetic

experiments the SC gap was estimated to bA ®)/kgT, flfldsl' The d_ls)#bl;a-nllnlm.um Ttructgrz_ Oft abc;\tt:]: OA Iz
=11-12. Subsequent attempts by using metallic point cong caly seen. This feature is a strong indicator ot the Andreev

tacts(PC)? revealed a rather low valugess than 2 Recent reflection in the presence of weak quasiparticle reflection at
break-junction tunneling measureménts yielded theN-Sinterface, as described by the phenomenological bar-

2A(0)/keT,=4.2, quite different from the former results, rier s’Frength parametef.® The |-V characteristic in this
indicating specific difficulties of the aforementioned meth-a5€ 1S

ods. In the latter investigation a BCS-type temperature de- o
pendence of the gap peculiarities was ascertained. Unfortu- |(V)~f T(E)[f(E—eV)—f(E)]dE, 1)
nately, no magnetic field behavior of SC gap features was o
established in any of the studies, although magnetic field is 2A2
one of the sensitive probes of superconductivity. T(E)== ——> ——, |E|<A,
The aim of this paper is to study the temperature and the ES+(AT-E9)(22°+1)
magnetic-field dependences of the SC gap in GaRing a 2|E|
metallic PC between the CeRand the normal metal. We T(E)= |E|>A,

- 2_A2\12 2 '
obtaineddV/dI(V) characteristics, which correspond well to |El+(E*-A%22°+1)

the Blonder—Tinkham—KlapwijkBTK) model? taking into  where f(E) is the Fermi distribution function and is the
account the well-known mechanism of the Andreev reflecsuperconducting gap. In the modified BTK theory the broad-
tion (AR) at a normal metal-superconduct®i-S) interface.  ening of the quasiparticle density of statd§E,I') in the
The gap value was determined directly from a fit accordingsuperconductor for the finite quasiparticle lifetimés taken

to this BTK model. into account. According to the Dynes al.°
2. EXPERIMENT AND RESULTS N(E,T)=R E-il
’ [(E_ir)2_A2]1/2 '

We used CeRu polycrystals withRRR=14 and T,
=6.2 K. The PC’s were prepared by touching the CeRuwhere the broadening parametedis-#/r.

1063-777X/98/24(5)/3/$15.00 374 © 1998 American Institute of Physics
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Voltage, mV Voltage, mV

FIG. 1. The temperature dependence of the redda#d| curves vs. biay ~ FIG. 2. The magnetic field dependence of the redubed| curves vs. bias
(points for a CeRy—Cu contact withRy=1.4Q along with a fit using Eq.  V (points for CeRy—Cu contact aT = 1.8 K with Ry=1.1Q along with the

(1) with T=0 (solid lineg and T/A=0.25 (dashed ling The left scale fitusing Eq.(1) with I'=0 (solid lineg andI'/A = 0.1 (dashed ling The left
corresponds to the experimental curves and to the dashed line. The curvégale corresponds to the experimental curves and to the dashed line. The
are offset vertically for clarity. The temperatures from top curve to bottom CUrves are offset vertically for clarity. The magnetic fields from top curve to
curve T, K: 6.2, 5.2, 4.2,3.7, 3.2, 2.7, 2.2, and 1.7 K. Inset: reducedhgap Pottom curve B, T: 2.8, 2, 1.5, 1.13, 0.94, 0.56, 0.22, and 0. Insets2

vs. temperature from the fit witF=0. The solid line is BCS curve with ~Magnetic field using the fit with'=0 (triangleg andI'#0 (circles.
2A(0)/kgT* =3.

In order to obtain the temperature and magnetic field
dependences of we fitted the measuredV/d| curves ac- -
cording to Eq.(1) for '=0 andI’#0. The parameteZ was
kept fixed, independent of the temperature and magnetic
field. The plots ofA(T) and A(B) of different CeRy con-
tacts are shown in the insets in Figs. 1-3. The original BTK
theory, i.e., with'=0, usually fitted better the behavior of -
dV/dl near the double-minimurfsee Figs. 1 and)2espe-
cially compared to the fit with larg&/A>0.1 ratio, but it 0
does not reproduce the relative changeddf/dl between
V=0 and large biases. On the average, we obtained a re-
duced gap of A(0)/kgT: =3.1+0.1. Using the modified J,
BTK fit, we see that the 2(0)/kgT; ratio decreasegby
about 10-30%with increasingl’/A value (correspondingly
from 0.25 to 0.75.

As can be seen from Fig. 1, théV/dl curve atT
=5.2 K still exhibits a broad and shallow SC minimum, but
it is not possible to fit it reasonably to amy Since for this
contact BCSA(T) behavior(see the inset in Fig.)lextrapo-
lates toTg =5.25 K, we conclude that the small SC features I~ htS

AlA(0)

aboveT* and belowT2"=6.2 K correspond to a gapless
state. For different contactg; is between 4.4 and 5.25 K
probably because of the local superconducting properties in

BT

I I ] ] 1 L S
L= )

3

the contact reglqn. . . . FIG. 3. 8 ReducedA vs. temperature of different PC along with the BCS
The magnet!c fll?ld dEpenden(A}(B) |S_§1|m05_t linear  cyrve, b 24 vs. magnetic field of different PC. The lines connect the sym-
(see the insets in Figs. 2 and)3lwith a critical field B bols for clarity.



376 Low Temp. Phys. 24 (5), May 1998 Naidyuk et al.

about 3.4 T. This is quite different to what is expected for afield'! points to a change of the vortex dynamics as a pos-

type-1l superconductaf. sible reason. To solve these puzzles it is necessary to carry
out further experiments on the temperature and magnetic

3. DISCUSSION AND CONCLUSIONS field dVv/dI(V) dependences of the same point contact much
closer toT; andB? using a more perfect CeRsingle crys-

The other possibility of yielding a maximum &=0
and similar double-minimum structure atv/dl is Kondo

scattering superimposition with SC minimum, which was re-  Thjs work was carried out, in part, thanks to the support

cently discussed in detail in Ref. 8. However, in a magneticf A, . Humboldt Stiftung. We are indebted to K. Gloos for
field this maximum vanishe(see Fig. 2without the splitting 5 yseful discussion, R. Masler for BTK fit program, and
characteristic of the Kondo effetMoreover, the fit accord- R clemens for preparing the samples. I. K. Yanson ac-
ing to BTK theory, obeys the measured characteristics quitRnowledges the financial support under INTAS Project
well, thus making the magnetic scattering unlikely to occurng 94-3562.

in the observed structure.

According to our findings, CeRus a IfCS-Ilke SUPer- | o et al, Z. Phys. BL0Q 369 (1996,
conductor. The relatively Sma”&(o)/kBTc value (corre- 2W. Schmitt and G. Guntherodt, J. Magn. Magn. Maté7—48, 542
sponding to weak-coupling superconductiyitgnd the re- (1985.
gion of gapless superconductivity closeT'* are possibly jM- E. Solanki-Moser, Ph. D. Thesis, ETH dch (1987.
related to the pair-breaking effect caused, e.g., by the Ce(Tl'g'Z'gf“;;h';'ngJg\'lgé '\;as'gf"l”("fé;;)‘d K. Yagasaki, Czech. J. Phgs.783
local magnetic moments which are distributed randomly insg g Blonder, M. Tinkham, and T. M. Klapwijk, Phys. Re25, 4515
the contact region. This pair-breaking effect may also con- (1982.
tribute to the small value of the reduced d8For the reason  °R. C. Dynes, V. Narayanamurti, and J. P. Garno, Phys. Rev.2E1509
me_ntio.ned above it seems reasonable to include Kondo sca&%g&zh in Superconductivity, R. D. Parkéd), Marcel Dekker, New
tering in the BTK theory for a better understanding of the vyork (1969.
point contact characteristics and the relationship between stfyu. G. Naidyuk, K. Gloos, and A. A. Menovsky, J. Phys.: Condens.
perconductivity and magnetism in the point contacts. ,Matter 9, 6279(1997).

The gradually decreasing gap in the magnetic field A. G. M. Jansen, A. P. van Gelder, and P. Wyder, J. Phy&305073
makes the transition to the Fulde—Ferrell-Larkin—10pz Tinkham,Introduction to SuperconductivitpdcGraw-Hill, New York
Ovchinnikov state unlikely, which should be of the first or- 11(1980.
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The heat transport through one-dimensional quantum wire is considered in the frameworks of the
inhomogeneous Tomonaga—Luttinger liquid model. It is shown that even for perfect

(impurity free wire thermal transport is suppressed due to multiple scattering of plasmons on the
boundaries that connect quantum wire to the leads of noninteracting electrons. In the

presence of impurity inside the Luttinger liquid constriction resonant enhancement of thermal
conductivity at certain conditions is predicted. ¥98 American Institute of Physics.
[S1063-777X98)01405-4

Recently Kane and Fishiestudied the heat transport in a pendent conductance?/h. It is evident that at finite tem-
Luttinger liquid (LL). They claimed thatfi) in pure LL ther-  peratures thermally activated sound waves in {pl8smong
mal conductanc&(T) does not depend on electron-electron cannot affect electrical transport through perfect LL constric-
interaction and it coincides with the one of Fermi liq@fL)  tion. However the scattering of plasmons on the interfaces
Ko(T)=(#7%/3)T/h (h is the Planck constan, is the tem-  LL-FL will suppress heat transport.

peraturg; (i) in the presence of single impurit§(T) < T2 at The heat transport associated with plasmons can be ex-
low temperatures and for strong repulsive interactipn pressed in terms of transmission probabilify(e), of plas-
<1/2 (g is the correlation parameter of LL mons through LL constriction. The corresponding formula

Both above results were obtained for infinitely long LL. for thermal conductance is readily derived in Landauer—
In this case it is knowhthat the dc electrical conductance Buttiker formalism for transport coefficientgsee, e.g.,
G(T) (formally defined as response function to the change inRef. 4))
chemical potentialis renormalized by interaction. For pure
LL Go=ge*/h and in the presence of single impurity 1=,
G(T)xT?0972, So the authors of Ref. 1 concluded that the K(T)= ﬁfo dee ( d
ratio of thermal to electrical conductandg,=K/TG is
modified by interaction. In FL this quantity, known as the where fg(¢)=(e*"—1)"' is the distribution function of
Lorentz number, is universalo=(7?/3)(kg/€)® (kg is the  plasmons. In ITLL model it is assum&that the transition
Boltzman constant In infinite perfect LL wireLy=Lo/g  from interacting to noninteracting electrons is smo¢ithe
and in the presence of impurity the Lorentz “number” di- characteristic lengthp<£<L, where\g is the Fermi wave-
verges asT—0 for g<1/2! length andL is the length of LL wire. Therefore Eq(1)

The pI’EdiCtiOHS obtained for homogeneous infinite LL determines the exact thermal conductance for pe(fﬂrmu_
cannot be applied directly to the realistic situation when theity free) LL when the Lagrangian of LL is quadratic in
LL wire is connected to the reservoirs of noninteracting electerms of boson variableshe leads are modeled bydlnon-
trons(source and drain leajidn this case it was provédhat  interacting electrons which correspondge-1 LL). In the
the dc electrical conductance is not renormalized by interacpresence of electron backscattering inside the LL constric-

fa
&€

)Tt(s). @

tion in the absence of electron backscattering. tion Eq. (1) for g<1/2 determines the main contribution to
The purpose of the present communication is to reconheat transport at low temperatures.
sider the Kane—Fisher problérfor a realistic experimental So our problem is reduced to the calculation of the plas-

setup. We study thermal transport through addnstriction  mon transmission coefficient. Here we consider the special
in the framework of the inhomogeneous Tomonaga-case when the scattering potential is placed exactly in the
Luttinger liquid (ITLL) model® For simplicity we consider middle of an LL wire (in this case one could expect the
here only the case of spinless electrons. enhancement of heat transport due to resonant tunneling of
If electrons are not backscattered by inhomogeneitiesplasmons through the impurity
the entropy is totally carried by plasmons. The simplest way  Backscattering of electrons causes the appearance of
to visualize charge and heat transport in a repulsively internonlinear local term in bosonic form of LL Lagrangiafit
acting electron system is to consider the motion of@ 1 =—V,5(x) cose. For our problem this term describes the
Wigner solid (WS) through the constriction. At zero tem- scattering of plasmonsy<1, on aéfunction potential and
perature the rigid shift of WS results in the interaction inde-we immediately find the desired transmission coefficient for

1063-777X/98/24(5)/3/$15.00 377 © 1998 American Institute of Physics
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infinite  LL wire T(e)=8%/(e?+&5), where &g
=2mgV,/hi. The heat conductance E@) reads

2 gvp
Ks(T)=Ko[1+3z+62°—62°V'(2)], 2= ()

Here ¥ (z)=d InT'(2)/dz T'(z) is the gamma-function. At
low temperaturesT<gV,, Eq. (2) reproducesT3-behavior
of heat conductance found in Ref. 1.

To calculate the transmission probability of plasmons
through LL constriction we should additionally take into ac-
count the scattering of plasmons on LL-FL boundaries. For
adiabatic contactiITLL model) it can be done by matching
the wave functions of plasmons at the boundaries. The
straightforward calculations yield

Lg/Lo

T9(e) = e\? e € € 2
t(e)= 8—0 g-—9g. COSK+8_0+SmK
& e e\t 3
+ S'”K+S_OCOSK : 3 15
whereA=#s/L, g.=1/2(g"**g), g=slvg, sis the plas- T/A
mon velocity.

At first we consider the case of pure LL constriction FIG. 1. The dependence of Lorentz “number” of perfect LL constriction on
(e0—0). In this limit the transmission coefficierif,(¢)  €MPperature at different values gf 0.5 (1) and 0.3(2).
=[cos.2(s/A)+gz+ sirf(e/A)] "t is a periodic function of plas-
mon energy with the period,=n#A (n is an integey. This

property is the manifestation of quantization of plasmons ifMPUrity is placed in the middle of LL wire resonant tunnel-
LL constriction® Plasmon transport through LL wire is reso- N of plasmons through impurity occurs and thermal con-
nant at energies in the vicinity @f,(T,(e,)=1) and is sup- ductance aff>A attains its maximum for the perfect LL

pressedstrongly suppressedl,<1 for strong interactiong ~ Constriction valueK(T)=2gKq(T) (g<1). Therefore the
<1) at off-resonance energies. Lorentz “number” of LL constriction is an inverse function
At low temperatured <A thermal conductandé(T) is of the temperature as it was predicteql in Ref. 1. For the
determined by the contribution of long wavelength plasmong€sonance case studied above the “high” temperatdre (
(n=0 resonance to integral E¢L). Low energies of plas- >A) behavior ofL is determined by the temperature de-

mons correspond to the region of noninteracting electron§€ndence of conductance of LL constricfioand hence

29— 2 : i
and therefore thermal transport is not affected bylg/Lo*9(gVp/T)“97%. Moreover, unlike the case an infi-

interaction* Notice however that for long wires the corre- Nite homogeneous LL in a finite LL wire the Lg)/r(irltz number
sponding temperature interval is contracted to a point. Ofor 9<1/2 saturates at valubg=Lo(gV,/A)"%"" for T

contrary at temperaturéE> A heat conductance is strongly —0. ) o
(for g<1) renormalized by interactio (T)/K,=2g<1. When the above material was prepared for publication

The dependence of Lorentz “number” on temperature forthe author learned that the thermal transport in quantum
pure LL constriction is shown on Fig. 1. It clearly demon- wires was considered recently in Ref. 7. Our results coincide
strates the violation of Wiedemann—Franz law for LL wiresWith the ones of the cited paper in the places where two

(the effect is pronounced for the case of strong interactiorinvestigations overlagpre-LL constriction.
g<1). The author wishes to thank V. Kravtsov, R. Shekhter and

We now proceed to the transport properties of LL wire YU Lu for fruitful discussiops. This work was .partly sup-
with impurity. Electrical conductance for the problem underPorted by the Royal Swedish Academy of Scierk&/A)
study was calculated in Ref. 6. As it was expected from@nd the Natural Science Research CoufléfR). The hos-
physical consideratiorfsthe conductance dinite LL wire at pitality of the Abdus Salam International Center for Theoret-
T<A is temperature independeﬁiz(e2/h)(A/ng)2’9*2 ical Physics is gratefully acknowledged.
and the infinite LL-like behavidris restored only al>A.

The behavior of thermal conductance can be found from EQS-E o

T~ E-mail: krive@ilt.kharkov.ua
(1) and(3). At low temperatures one can neglect the quanti-
zation of plasmons an@® dependence of infinite LL wire,
Eq.(2), K(T)= KO(T)(T/ng)2 could be expected. However IC. L. Kane and M. P. A. Fisher Phys. Rev. Lét6, 3192(1996.
in exactly the same manner as for electrical conductance, théC. L. Kane and M. P. A. Fisher, Phys. Rev. Ld8, 1220(1992; Phys.
factor (I'/gvp)2 caused by interaction effects is replaced by 3Sevl_' B'\;‘gs&flzzﬁglg'wga'smne Phys. Rev. B2, R5539 (1995; V. V
(A7gVp)%. With the increase of temperature the quantization ponomarenko, Phys. Rev. 2, R8666(1995; I. Sahfi, and H. J. Schulz,
of plasmons comes into play. For our geometry when the Phys. Rev. B52, R170040(1995.
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