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The properties of existing superconductors with ejectron spectrum instabilities, namely charge-
density waves~CDWs! and spin-density waves~SDWs!, are reviewed. In such substances
the superconducting gap exists over the whole Fermi surface, whereas the dielectric gap emerges
only on its nested sections. In particular, CDW superconductors include layered
dichalcogenides, NbSe3, compounds with theA15 andC15 structures, etc. There is a lot of
evidence that high-Tc oxides also belong to this group of materials. SDW superconductors include,
e.g., URu2Si2 and related heavy-fermion compounds, Cr–Re alloys and organic
superconductors. The theoretical description given in this review is based mostly on the Bilbro-
McMillan model of the partially dielectrized metal. Various thermodynamic and
electrodynamic properties are calculated in the framework of this model. The main subject of the
review is the nonstationary Josephson effect in tunnel junctions involving CDW or SDW
superconductors. A new effect of symmetry breaking in symmetrical tunnel junctions is predicted
by the authors. A comparison with experiment is given. ©2000 American Institute of
Physics.@S1063-777X~00!00105-5#
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INTRODUCTION

The concept of the dielectric structural transition due
the electron–phonon interaction~commonly called the
Peierls transition! has its roots in the thirties, but it becam
widespread after the publication of Peierls’ book.1 At the
same time, Fro¨hlich2 considered a possible sliding of th
collective state involving electrons and lattice displaceme
in the one-dimensional~1D! metal as a manifestation of su
perconductivity. The emergent concomitant energy gap
identified by him with a superconducting gap rather th
with the dielectric Peierls gap, as had to be done. It is
markable that the very concept of the electron spectrum
ergy gap in the superconducting state had been put forth
Bardeen almost simultaneously with Fro¨hlich and even be-
fore the microscopic Bardeen-Cooper-Schrieffer~BCS!
theory was constructed.3

Fröhlich’s point of view2 was revived after the sensa
tional discovery of the giant conductivity peak in the organ
salt TTF-TCNQ.4 However, the coherent transport pheno
ena appropriate to the quasi-1D substances appeared to
manifestation of a quite different collective state: charg
density waves~CDWs!.5 Their coherent properties now con
stitute a separate and interesting branch of solid-state
ence, but they lie beyond the scope of our review and will
touched upon hereafter only in specific cases where ne
sary.

As to the superconductivity itself, it was explained in t
BCS theory on the basis of the Cooper pairing concept
was later shown by Gor’kov to be described by a pecu
type of broken-symmetry state, specifically, a state with o
diagonal long-range order~ODLRO!.6 Such a state is char
acterized by the two-particle density matrix

r̂5^Ca8
1

~r18!Ca
1~r1!Ca~r !Ca8~r 8!&, ~1!
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whereC(C1) is the annihilation~creation! field operator;
^...& denotes thermodynamic averaging, anda is a spin pro-
jection. The key property ofr̂ in the ODLRO case is the
nonzero factorization of the matrix whenur2r1u→` while
ur182r1u and ur 82r u remain finite. Then

r̂→^Ca8
1

~r18!Ca
1~r1!&^Ca~r !Ca8~r 8!&, ~2!

i.e., the ODLRO is described by Gor’kov’s order parame
~OP!.3 For the normal state,r̂→0 in the same limit.

The possibility of the normal state reconstruction at lo
temperaturesT by the boson-mediator induced electron
electron attraction in superconductors3 inspired the appear
ance of the mathematically and physically related mo
called the ‘‘excitonic insulator.’’7 In the original BCS model
for the isotropics-pairing the Fermi liquid instability is en-
sured by the congruence of the Fermi surfaces~FSs! for both
spin projections. At the same time, the excitonic instabil
of the isotropic semimetal is due to the electron–hole~Cou-
lomb! attraction, provided both FS pockets are congru
~nested!. A similar phenomenon can occur also in narro
band-gap semiconductors when the exciton binding ene
exceeds the gap value.7

In the excitonic insulator state the two-particle dens
matrix is factorized in a manner quite different from that
Eq. ~2!:

r̂→^Ca8
1

~r18!Ca~r !&^Ca
1~r1!Ca8~r 8!&, ~3!

whereur182r1u→` while ur182r u and ur 82r1u remain finite.
The averages on the right-hand side of Eq.~3! describe the
dielectric OP, which will be specified later in the review
One sees that they correspond to the ‘‘normal’’ Gree
functions~GFs! G in the usual notation, whereas the averag
in Eq. ~2! represent the ‘‘anomalous’’ Gor’kov GFsF caused
by the Cooper pairing.3 The long-range order contained i
© 2000 American Institute of Physics
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Eq. ~3! is called diagonal~DLRO!.7,8 The classification of
ODLRO and DLRO given here is expressed in the electro
representation of the operators rather than in the hole one
which these notions should be interchanged.8 However, the
difference between two kinds of the long-range order is
trinsic and deep, leading to their distinct coherence prop
ties.

The excitonic insulator state covers four possible diff
ent classes of the electronic orderings:7 CDWs, the spin-
density waves~SDWs! characterized below, orbital antifer
romagnetism, and spin currents. The last two states have
yet been observed to our knowledge and will be discusse
the following Sections only in brief.

The low-T excitonic rearrangement of the parent ele
tronic phase may be accompanied by a crystal lat
transformation7,8 due to the electron–phonon couplin
which always exists. Therefore, the Peierls and excitonic
sulator models are, in actual fact, quite similar. The m
difference is the one-band origin of the instability in th
former, while the latter is essentially a two- or multiple-ba
entity.

The SDW collective ground state can not only com
from the electron–hole pairing but also can be induced
the finite wave-vector singularities of the magnetic susce
bility, whatever the magnitude of the underlying Coulom
electron–electron repulsion.9,10 SDWs are marked by a per
odic spin-density modulation. It can be either commensu
or incommensurate with the background crystal latti
SDWs with the inherent wave vectorQ, whereuQu is related
to the Fermi momentumkF ~Planck’s constant\51!, were
first suggested by Overhauser11 for isotropic metals. Later
the SDW stabilization by band-structure effects, in partic
lar, by nesting FS sections, was shown. SDWs are no
widely abundant as CDWs, their most popular host being
and its alloys.10

In view of the similarities and differences between t
DLRO and ODLRO ground states, it seems quite natural
both theorists and experimentalists have extensively inve
gated the coexistence between superconductivity, on the
hand, and CDWs8,12–19or SDWs,8,12,15–17,20–22on the other.
The goal of our review is just to cover the main achiev
ments that have been obtained in the study of this issu
should be stressed that from the theoretical point of view
problem of the coexistence between superconductivity
DWs ~hereafter we use the notation DW for the comm
case of CDW or SDW! in quasi-1D metals is very involved
and even in its simplest statement~the so-calledg-ology! is
far from being solved.12,23,24 On no account can the mean
field treatment, which is our actual method, be fully adequ
in this situation. Nevertheless, experiment clearly dem
strates that in real three-dimensional~3D! though anisotropic
materials the superconducting and dielectric pairings do
exist in a robust manner, so that the sophisticated pecul
ties introduced by the theory of 1D objects remain of a
demic interest for them. The only, but very importan
exception is the organic family~TMTSF!2X and its
relatives.23–25 Thus the predictions of the mean-field theo
for those materials should be regarded with a certain caut

At the same time, for the overwhelming majority of s
perconductors, suspected or shown to undergo a diele
ic
for
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transition of the spin-singlet~CDW! or spin-triplet ~SDW!
type, the main question is not about the coexistence
Cooper and electron–hole pairings~it can be relatively easily
proved experimentally!, but whether the dielectrization o
the FS is favorable to or destructive of superconductiv
We adopt the latter scenario, being aware of the absenc
superconductivity in fully dielectrized substances. Partial
electrization~gapping! has also been demonstrated to hav
detrimental effect on superconductivity.13,23,26,27 There is
also an opposite point of view,28,29 which assumes enhance
ment of the superconducting critical temperatureTc by the
singular electron density of states~DOS! near the dielectric
gap edge. This conjecture is based on the model of the do
excitonic insulator with complete dielectrization8 and has not
been verified yet. On the contrary, the model of the par
dielectrization,15–18,20,22as described below, explains man
characteristic features of different classes of superconduc
and is consistent with the principal tendency inherent
those substances. Namely, in the struggle for the FS, su
conductivity is most often found to be the weakest comp
tor. Therefore, the most direct way to enhanceTc is to avoid
dielectrization of the DW type.14 It is, however, necessary t
mention the possibility of stimulation ofd-wave or even
p-wave superconductivity by DW-induced electron spectr
reconstruction.30

Irrespective of the utilitarian goals, the physics of D
superconductors is very rich and attractive. In one review
is impossible to consider all sides of the problem or cover
substances which have been claimed to belong to the cla
objects concerned. Nevertheless, we shall try at least to m
tion every type of such superconductors and their charac
istics. Special attention is given to oxides, including high-Tc

ones. To the authors’ knowledge, this aspect of high-Tc su-
perconductivity has not been examined in detail earlier. T
theoretical interpretation of the data will be made mainly
the basis of our results, although a large number of rela
sources are also involved. We shall not consider alterna
scenarios of superconductivity for the low- or high-Tc super-
conductors treated here, because many comprehensiv
views of these topics can be easily found~see, e.g., Refs
31–36!. In those places when it is necessary to indicate
relationships between our approach and other treatments
often cite reviews rather than original papers because ot
wise the list of references would become too lengthy.

Tunnel spectroscopy~TS!, point-contact spectroscop
~PCS!, and Josephson-effect data for DW superconduc
are analyzed in considerable detail because of their g
importance in revealing the most salient features of the
vestigated materials.

The outline of the review is as follows. In Sec. 1 th
background experimental data are discussed. High-Tc oxides
are considered separately in Sec. 2. A theoretical formula
is given in Sec. 3. The next Sections include theoretical
sults concerning the specific properties of DW supercond
ors and discussions of the relevant experimental data. S
tions 4 and 5 are devoted to the thermodynamic a
electrodynamic properties of DW superconductors. Jose
son and quasiparticle currents in junctions involving D
superconductors are studied in Sec. 6. The general con
sions are given at the end of the review.
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1. EXPERIMENTALLY OBSERVED PARTIALLY
DIELECTRIZED SUPERCONDUCTORS

1.1. CDW superconductors

The most direct way to visualize CDWs in semicondu
ing and metallic substances is to obtain contrast scan
tunnel microscopy~STM! real-space pictures of their su
faces. Such pictures have been obtained, e.g., for the lay
dichalcogenides 1T-TaS22xSex ~Ref. 37! and 2H-NbSe2
~Ref. 38!, quasi-1D NbTe4 ~Ref. 39!, and NbSe3 ~Ref. 40!, as
well as for the high-Tc oxide YBa2Cu3O72x(YBCO).41 At
the same time, the application of the spectroscopic ST
based technique enables one to determine the respectiv
electric energy gaps. They have been unambiguously fo
by this method and in related tunnel and point-contact m
surements, for a number of CDW superconductors: Nb3

~Refs. 40 and 42–44!, 2H-NbSe2 ~Refs. 38 and 45!,
2H-TaSe2 and 2H-TaS2 ~Ref. 45!. In the purple bronze
Li0.9Mo6O17, which exhibits a resistivity rise below 25 K an
superconductivity belowTc'1.7 K,46 the CDW-driven gap
was not identified, although the superconducting gap of
conventional BCS type is clearly seen in the tunnel spe
of ~Li0.65Na0.35!0.9Mo6O17, with the sameTc as the parent
compound.47

Since CDWs are usually interrelated with crystal latti
distortions,7,8,26,35,46the detection of the latter often serves
an indicator of the former. Such displacements, incomm
surate or commensurate with the background lattice, h
been disclosed by an x-ray diffraction technique~as
momentum-space extra or modified spots! for the perovskites
Ba12xKxBiO3~BKB!,48 which remain candidates for bein
CDW superconductors, although their highTc'30 K with
respect toTc<13 K of their partially dielectrized supercon
ducting relatives BaPb12xBixO3~BPB!14 may imply total
CDW suppression.49 X-ray diffraction has also been helpfu
for investigating CDWs in the layered superconduct
2H-TaSe2, 4Hb-TaSe2, 2H-TaS2, 2Hb-TaS2, and
2H-NbSe2 ~Refs. 27 and 30!.

Electron diffraction scattering by the same compoun
have displayed even more clear-cut CDW patterns.27 The
same method uncovered in BPB a cubic–tetragonal st
tural instability for 0<x<0.8 and a tetragonal–monoclini
one for nonsuperconducting compositions, but no inco
mensurate CDWs.51 On the other hand, according to th
electron diffraction experiments, in Ba12xAxBiO3~A5K, Rb!
the diffuse scattering, corresponding to structural fluctuati
of theR25 tilt mode of the oxygen octahedra, shows up in t
cubic phase nearx50.4 with the highest superconductingTc

~Ref. 52!. Electron diffraction on KxWO3 has revealed in-
commensurate superstructure for 0.24,x,0.26,53 whereTc

has a shallow minimum.54

Neutron diffraction measurements have revealed st
tural transitions as well as phonon softening in the oxid
RbxWO3 ~Ref. 55!, whereas the x-ray diffraction method wa
unable to discover these anomalies, which are well see
resistive measurements.56

Although direct observations of CDWs are alwa
highly desirable, the lack of them does not ensure the
sence of CDWs in the investigated substance. As an
ample, one should mention the discovery of a weak lowT
~'38 K! structural CDW transition in TTF-TCNQ by mea
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surements of the resistivity derivativedr/dT.57 This result
was only subsequently confirmed by x-ray58 and neutron59

scattering. Thus the existence of CDWs and the concomi
lattice distortion can be established by quite a number
methods. For superconducting layered chalcogenides, CD
have manifested themselves in resistivity26,27 and angle-
resolved photoemission spectra~ARPES!.60 NbSe3 is a nor-
mal structurally unstable metal under ambient pressurP
with two successive dielectric phase transitions and beco
superconducting, but still partially dielectrized44 for P
>0.5 kbar.61 Here CDWs were revealed by measurements
the resistivity and heat capacityCP .5

In BPB, the partial dielectrization and/or CDWs hav
been observed both for nonsuperconducting and super
ducting compositions in measurements ofr andCP ,14 opti-
cal reflection spectra,62 and thermopower~TP!63 ~here the
coexistence between delocalized and localized electr
made itself evident!, and x-ray absorption~EXAFS!,64 where
the inequivalence between different Bi ions is readily se
from pair distribution functions.

Definite evidence for CDW formation in nonsuperco
ducting and superconducting BKB solid solutions has be
obtained in the optical reflection spectra65 and EXAFS
measurements.64 Moreover, positron angular correlations
BKB disclosed large nesting FS sections,66 which are man-
datory for CDW emergence.

Optical reflectance and transmittance investigations
semiconducting BPB compositions withx51, 0.8, and 0.6
have elucidated the band-crossing character of the me
insulator transition there with the respective indirect diele
tric gaps 0.84, 0.32, and 0.14 eV.67 The nesting origin of the
gap for the limiting oxide BaBiO3 is confirmed by band
structure calculations,68 according to which the FS nesting
not perfect~see Sec. 3!, but dielectrization is still possible
because the BiO6 octahedron tilting distortions make the F
more unstable against nesting-driven breathing distortio
Similar calculations for BKB withx50.5 demonstrate the
vanishing of both instabilities.68

Metal–insulator transitions for superconducting hexag
nal tungsten bronzes RbxWO3 and KxWO3 are observed in
resistive, Hall, and TP measurements.54,56 It is remarkable
that thex dependence of the critical structural transition te
peratureTd anticorrelates withTc(x) in RbxWO3 ~Ref. 56!
and, to a lesser extent, in KxWO3 ~Ref. 54!. On the other
hand, such anomalies are absent in superconduc
CsxWO3, where Tc(x) is monotonic.69 For the sodium
bronze NaxWO3, superconductivity exists in the tetragona
modification, andTc is enhanced near the phase bound
with the nonsuperconducting tetragonal II structure.70 It may
turn out that the recent observation~both byr and magnetic
susceptibility,x, measurements! of Tc'91 K in the surface
region of single crystals Na0.05WO3 ~Ref. 71! is due to the
realization of an optimal crystal lattice structure without r
construction detrimental to superconductivity. In this co
nection one should bear in mind that the oxide NaxWO3 is a
mixture of two phases, at least forx>0.28.72

The two-dimensional~2D! PW14O50 bronze is an ex-
ample of another low-Tc oxide with a CDW background.73

HereTc'0.3 K after the almost complete FS exhaustion
two Peierls gaps belowTd1'188 K andTd2'60 K.
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The onset and development of CDW instabilities in la
ered dichalcogenides are very well traced byr(T)
measurements.26 The characteristic pressure dependences
Tc andTd are shown in Fig. 1~taken from Ref. 26!. One can
ascertain once more that CDWs suppress superconduct
so that for sufficiently highP whenTd,Tc , the dependence
Tc(P) saturates. For 2H-NbSe2 the ARPES spectra showe
the nesting-induced CDW wave vectorQ,60 which agrees
with diffraction data27 and rules out the Rice–Scott scena
of the CDW appearance due to saddle points of the V
Hove type.35

Resistive experiments have revealed dielectrization
NbSe3 as well.5,61 The addition of Ta has been shown
suppress both Peierls instabilities inr(T) of this substance.74

Measurements ofr and x under ambient and enhance
pressures have clearly displayed CDW instabilities
Lu5Ir4Si10 ~Ref. 75!, Lu5Rh4Si10 ~Refs. 75 and 76!, R5Ir4Si10

~R5Dy, Ho, Er, Tm, Yb, Sc! ~Refs. 75 and 78!, and
(Lu12xScx)5Ir4Si10 ~Ref. 77!. The interrelation betweenTd ,
Tc , and the reduced CDW anomaly amplitudeDr/r~300 K!
for different compositions of the alloy (Lu12xScx)5Ir4Si10

are exhibited in Fig. 2, taken from Ref. 77.
In the anisotropic compound Tl2Mo6Se6 the CDW insta-

bility at T'80 K has been observed by Hall, TP, and ma
netoresistive~MR! measurements.79

As to the Chevrel phases, it has been shown inr and TP
experiments that Eu1.2Mo6S8 and its modification
Sn0.12Eu1.08Mo6S8 are partially-dielectrized ~gapped!
superconductors.80 Applied pressure led to the suppression
Td , a decreasing of the degree of dielectric gapping, and
concomitant growth ofTc .

Two well-known structurally unstable superconduc
families, namelyA15 andC15 compounds~Laves phases!,
had been investigated in detail before the discovery of hi
Tc oxides.13 Among A15 superconductors is the compou
Nb3Ge, with the highestTc'23.2 K achieved before 1986
Many A15 substances with the highestTc’s exhibit marten-
sitic transformations from the cubic to the tetragonal str
ture with Td slightly ~for Nb3Sn and V3Si! or substantially
@for Nb3Al and Nb3~Al0.75Ge0.25!# aboveTc . Many lattice
properties show strong anomalies atTd . It was established
that the structural transformations had a substantial influe
on the superconducting properties. Theoretical interpr
tions of the electronic and lattice subsystems, electro

FIG. 1. Phase diagram of the CDW state and of the superconducting sta
2H-NbSe2 from Ref. 26. Inset: pressure dependence ofTc after T. F. Smith,
J. Low Temp. Phys.6, 171 ~1972!.
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phonon interaction, and the interplay between supercond
tivity and structural instability are based mostly on t
assumed quasi-1D features of these compounds13,81 and will
be discussed in the subsequent Sections.

In theC15 compounds HfV2 (Tc'9.3 K) or HfV2-based
pseudobinaries and ZrV2 (Tc'8.7 K) structural anomalies
are also present atTd'150 K and'120 K, respectively.13

They are detected, e.g., inr(T) ~Refs. 13 and 81! and
x(T).13 Heat capacity measurements13 have made it possible
to observe the corresponding features and even to deter
the parameters of the partial-gapping theory.

Competition between CDWs and superconductivity
inherent not only to inorganic substances. For example
TTF@Ni~dmit!2#2, the r(T) curves measured at differentP
,14 kbar demonstrate that at intermediateP>5.75 kbar an
activated regime above Tc'2 K precedes the
superconductivity.82 The suppression of superconductivi
by CDWs is also seen in thebL , phase of quasi-2D~ET!2I3,
with Tc'1.2 K and Td'150 K.25 At the same time,Tc

'8.1 K for b-~ET!2I3, which shows no traces of CDWs, an
superconductivity disappears fora-~ET!2I3, which under-
goes a metal-insulator transition at 135 K.83

Key quantities measured for CDW superconductors
be found in Table I.

in

FIG. 2. Alloy concentration dependence of CDW transition temperatureT0 ,
amplitude of anomalyDr/r(300 K), and superconducting transition tem
peratureTc for the pseudoternary system (Lu12xScx)5Ir4Si10 ~x50; 0.005;
0.01; and 0.02! ~from Ref. 77!.
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1.2. SDW superconductors

The state with coexisting superconductivity and SDW
is observed in the quasi-1D organic substan
~TMTSF!2ClO4 at ambient pressure.23,25 Specifically, physi-
cal properties of the low-T phase depend on the cooling ra
for T<22 K, as has been shown in resistive,99 nuclear mag-
netic resonance~NMR!,100 electron paramagnetic resonan
~EPR!,99 and specific heat101,102 measurements. Rapid coo
ing ~10–30 K/min! leads to the quenchedQ phase withTc

'0.9 K, a negative temperature coefficient of resista
~TCR!, and SDWs forT less than the Neel temperatureTN

'3.7 K. A fall in the cooling rate to 0.1 K/min results in th
relaxedR phase withTc'1.2 K, positive TCR, and SDWs
existing atT,6 K.103 The SDW emergence in theR phase
was verified by the broadening of the NMR line for77Se with
cooling100 and the existence of aCP(T) singularity at T
'1.4 K in a magnetic fieldH'63 kOe.101,102

On the other hand, recent polarized optical reflecta
studies of~TMTSF!2ClO4 show a broad band, with a ga
developed below a frequency of 170 cm21 ~Ref. 104! and
corresponding to collective charge transport5 by a sliding
CDW rather than a SDW. Other reflectance measuremen
~TMTSF!2ClO4 ~Ref. 103! allowed the authors to extract th
gap feature with energy in the range 3–4.3 meV, associ
with the SDW gap and substantially exceeding the co
sponding BCS weak-coupling value.

It should be emphasized that measurements of the t
mal conductivityk in the substance concerned demonstr
the conventionals-like character of the superconductin
OP.105 This fact is at variance with the inclusion24 of
~TMTSF!2ClO4 in a large list of superconductors with un
conventional pairing. At the same time, this group showed106

that the electronic contribution tok is linear in T for the
quasi-2D organic superconductork-~ET!2Cu~NCS!2, so that
unconventional superconductivity is really possible there24

It also seems quite plausible that this relatively high-Tc

(;10.4 K) superconductor is partially gaped well abo
Tc .107 Actually, r(T) has a broad peak at 85–100 K, wi
rpeak being 3–6 times as high asr~300 K!. Further decrease
of T discloses a metallic trend ofr and a superconductin
TABLE I. CDW superconductors.
s
e

e

e

in

ed
-

r-
e

transition. See Sec. 5 for subsequent speculations on
matter.

On the basis of the currently available data it is impo
sible to prove or reject the possibility of SDW persistence
the superconducting state of~TMTSF!2X~X5PF6, AsF6! ex-
isting under external pressure. However, clear SDW-ty
dielectric-pairing correlations belowTN'15 K have been in
the optical reflectance spectra.108

The interplay of SDWs and superconductivity has be
thoroughly investigated in heavy-fermion compounds.109 In
particular, the magnetic state in URu2Si2 is really of the col-
lective SDW type, rather than the local-moment antifer
magnetism observed in a number of Chevrel phases and
nary rhodium borides,110 insofar as the same ‘‘heav
fermions’’ are responsible for both collective phenomen
Therefore, the electron subsystem of URu2Si2 below TN

'17.5 K ~see Table II! can be considered as a partial
gapped Fermi liquid18,22 with appropriate parameters dete
mined byCP(T),112–114,116thermal expansion in an externa
magnetic field,116 and spin–lattice relaxation.126 The partial
dielectrization concept is supported here by the correla
between the rise inTc and fall of TN with uniaxial stress.139

It is interesting that the magnetic neutron scattering Bra
peak~100! exhibits a cusp nearTc , reflecting the supercon
ducting feedback on the SDW, which is noticeable ev
thoughTN@Tc .140 In view of the unconventional behavio
of the superconducting OP in the heavy-fermion compou
UBe13 and UPt3 ~Ref. 141!, the symmetry of their counter
part in URu2Si2 was under suspicion from the very begi
ning. And recently it was shown that the presence of a line
nodes of the OP seems plausible, because theT dependence
of the spin–lattice relaxation rateT1

21 does not exhibit the
Hebel-Slichter coherence peak36 and is proportional toT3

down to 0.2 K. One should stress, however, that the interp
with SDWs, strong-coupling effects,31 mesoscopic
in homogeneities,142 and other complicating factors migh
lead to the same consequences.

There are two other U-based antiferromagnetic sup
conductors: UNi2Al3 and UPd2Al3 ~Ref. 143!. Here the tran-
sitions to the magnetic states were revealed by studies or,
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TABLE I. ~Continued!.
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TABLE I. ~Continued!.

*Note: r stands for resistance, TP for thermopower,RH for Hall effect,x for magnetic susceptibility,CP for specific heat, TE for thermal expansion, MR fo
magnetoresistance measurements, STM for scanning tunnel microscopy, NS for neutron scattering, and TS for tunnel, ORS for optical reflectionr
point-contact, and OTS for optical transmission spectroscopies.
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x, and CP for both substances, by elastic measurement144

for UPd2Al3, and by thermal expansion145 for UNi2Al3. The
local ordered magnetic moments in UPd2Al3 and UNi2Al3

are (0.12– 0.24)mb and 0.85mb , respectively, as opposed t
(1023– 1022)mb for URu2Si2 ~Ref. 146!, and thus the SDW
nature of the antiferromagnetic state for the two former co
pounds remains open to question. The local-moment pic
also results from thedr/dT continuity for UPd2Al3 ~Ref.
147!, whereasdr/dT for UNi2Al3 manifests a clear-cu
singularity.148 Taking into account the distinctions an
likeness120 between the various properties of URu2Si2,
UNi2Al3, and UPd2Al3, one can conclude that all three com
pounds are SDW superconductors but with different degr
of magnetic-moment localization.

As to the superconducting OP symmetry, it should
noted that, similarly to URu2Si2, the dependenceT1

21(T) for
UPd2Al3 exhibits no Hebel—Slichter peak belowTc and
T1

21}T3 for low T.149 The heat capacity forT<1 K also has
an unconventional contribution}T3 compatible with an oc-
tagonald-wave state.147 However, the problem is far from
being solved.
-
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High-pressure investigation of two more heavy-fermi
compounds U6X~X5Fe, Co) uncovered an anomalous for
of Tc(P), in particular, a kink ofTc(P) for U6Fe.111 The
authors suggest that these materials undergo transition
some kind of DW state and identify the kink with the su
pression ofTN ~or Td! to a value belowTc .

The compounds LaRh2Si2 and YRh2Si2, according to the
measurements of theirr, x, andCP , have been also class
fied as SDW superconductors.127 Partial gapping of the SDW
type was found in investigations ofr, x, and CP for the
related substance Ce(Ru12xRhx)2Si2 with x50.15.150 How-
ever, superconductivity is absent there. This is regretta
because the results of Ref. 150 demonstrate that the ob
concerned can be considered as a toy substance for
theory,22 much like URu2Si2 ~Ref. 112 and 113!. FS nesting
and SDWs in Ce(Ru12xRhx)2Si2 and Ce12xLaxRu2Si2 were
observed in Ref. 151 by neutron scattering.

The cubic SDW superconducting compound CeR2,
with the C15-type structure, was found by making use
MR, Hall, TP, andx measurements.133

Recently a large family of quaternary borocarbid
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TABLE II. Physical parameters of SDW superconductors at ambient pressure.

Compound References Tc , K D, meV TN , K uSu, meV v Methods*

U6Co 111 2.5 ¯ 90–150 ¯ ¯ r
U6Fe 111 3.9 ¯ 90–150 ¯ ¯ -’’-

URu2Si2 112 1.3 ¯ 17.5 9.9 0.4 CP ,x,Hc2

113 1.3 ¯ 17.5 11.1 1.5 CP ,r,Hc2

114 1.2 ¯ 17.5 2.3 ¯ CP

115 1.37 ¯ 17.7 5.9 ¯ TS, PCS
116 ¯ ¯ 17.5 9.9 ¯ CP , TE
117 1.25 ¯ ¯ ¯ ¯ CP

118 1.3 0.3 ¯ ¯ ¯ PCS
119 ¯ ¯ 17.5 10 ¯ -’’-
120 ¯ ¯ ¯ 9.5 ¯ TS
121 ¯ 0.2 ¯ ¯ ¯ PCS
122 ¯ 0.35 ¯ ¯ ¯ -’’-
123 ¯ 0.17 ¯ ¯ ¯ -’’-
124 ¯ 0.25

~a axis!
¯ ¯ ¯ -’’-

¯ 0.7
~c axis!

¯ ¯ ¯ -’’-

125 ¯ 0.35–0.5 ¯ ¯ ¯ TS
126 ¯ ¯ ¯ 12.9 ¯ NSLR

LaRh2Si2 127 3.8 ¯ 7 ¯ ¯ CP ,r,x
YRh2Si2 127 3.1 ¯ 5 ¯ ¯ -’’-
UNi2Al3 128 1 ¯ 4.6 ¯ ¯ -’’-

120 1.2 ¯ 4.8 10 ¯ TS
UPd2Al3 129 1.9 ¯ 14.3 ¯ ¯ CP ,r

129 1.9 ¯ 13.8 ¯ ¯ x
120 ¯ ¯ ¯ 13 ¯ TS
130 1.35 0.18 ¯ ¯ ¯ -’’-
131 ¯ ¯ ¯ 4.5 ¯ PCS

Cr12x Rex(x.0.18) 132 3 ¯ 160 ¯ 7.3 r, x, NMR
CeRu2 133 6.2 ¯ 50 ¯ ¯ r, TP, MR, x, RH

134 5.4–6.7 0.95–1.3 40–50 ¯ ¯ TS
135 6.2 0.6 ¯ ¯ ¯ PCS

TmNi2B2C 136 10.9 1.3 1.5 ¯ ¯ -’’-
ErNi2B2C 136 10.8 1.7 5.9 ¯ ¯ -’’-
HoNi2B2C 136 8.6 1.0 5.2 ¯ ¯ -’’-
DyNi2B2C 136 6.1 1.0 10.5 ¯ ¯ -’’-

R-~TMTSF!2ClO4 100 1.2 ¯ 1.37 ¯ ¯ NMR
103 ¯ ¯ 6 3–4.3 ¯ ORS

Q-~TMTSF!2ClO4 100 0.9 ¯ 3.7 ¯ ¯ NMR
b-~BEDT-TTF!2I3 137 1–1.5 ¯ 20 ¯ ¯ RH

138 1.5 ¯ 22 ¯ ¯ CP

*See Table I for notation; in addition,Hc2 is the upper critical magnetic field, NSLR stands for nucle
spin–lattice relaxation, and NMR for nuclear magnetic resonance measurements.
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showing antiferromagnetic and superconducting proper
and their interplay for the casesTc.TN and Tc,TN was
discovered.136 Incommensurate magnetic structures~SDWs!
with the wave vector~'0.55;0;0!, originating from the FS
nesting, have been found for LuNi2B2C,152 YNi2B2C,152

TbNi2B2C,153 ErNi2B2C,154 HoNi2B2C,155 and GdNi2B2C.156

It is natural to make the inference that other members of
family possess the same property.

There is a diversity of results regarding the symmetry
the superconducting OP in borocarbides. Namely,T1

21(T)
for Y(Ni12xPtx)2B2C with x50 and 0.4 exhibits a Hebel–
Slichter peak and an exponential decrease forT!Tc ,157

which counts in favor of isotropic superconductivity. On t
other hand, theT-linear term in the specific heat o
LuNi2B2C measured under magnetic fieldsH in the mixed
state showsH1/2 behavior158 rather than the conventiona
H-linear dependence for the isotropic case. Hence, for
s

is

f

is

class of superconductors the question of symmetry is
open.

Finally, the alloys Cr12xRex are important SDW super
conducting substances, in which the partial gapping is v
fied by r, x, and NMR measurements.10,132

2. IMPLICATIONS FOR HIGH-Tc OXIDES

Already in Ref. 14, in a study of BPB, the conclusio
was made that structural instability is the main obstacle
high Tc’s in oxides. The validity of this reasoning wa
proved by the discovery of 30-K superconductivity
BKB.36 The same interplay between lattice distortions a
companied by CDWs and Cooper pairing is inherent to
prates, although the scale ofTc is one order of magnitude
larger. However, notwithstanding the efficiency of the acti
~and still unknown!! mechanism of superconductivity, th
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existence of the structural instability prevents even hig
Tc’s simply because of the partial destruction of the FS. T
key point of our approach is soundly confirmed by expe
ment.

Thus, thermal expansion measurements on insula
La2CuO41d and La22xMxCuO4~M5Ba, Sr! with nonoptimal
doping show two lattice instabilities havingTd1'32 K, Td2

'36 K, while the underdoped YBCO withx50.5 andTc

549 K has a single instability atTd'90 K.159 Both Td2 and
Td are close to the maximalTc in the corresponding opti
mally doped compounds. Anomalies of the lattice proper
aboveTc in La22xMxCuO4 were also observed in ultrasoun
experiments (x50.14, M5Sr)60 as well as in thermal expan
sion,Cp(T), and infrared absorption measurements.161 Such
anomalies in the vicinity ofTc have been shown to be th
rule for La22xSrxCuO4~LSCO!, YBCO, and
Bi-Sr-Ca-Cu-O162 and cannot be explained by the superco
ducting transitionper se.163 Rather they should be linked t
the structural soft-mode transition accompanying
former.162 Analysis of the neutron scattering in LSCO show
that the above-Tc structural instabilities reduceTc for the
optimal-doping composition, so that its maximum forx
50.15 actually corresponds to the underdoped regime ra
than the optimally doped one.164

It should be noted that in addition to the dopin
independent transitions159 in La22xBaxCuO4~LBCO! there
are also successive transitions from a high-temperature
tragonal ~HTT! to a low-temperature orthorhombic~LTO!
and then to a low-temperature tetragonal~LTT! phase,35 with
Tc suppressed to zero forx51/8. At the same time, the
LSCO phase diagram does not include the LTT phase,
the superconducting region is unbroken.165 LSCO doped
with Nd does have the LTT phase, and this kind of doping
widely claimed to provoke phase separation with either st
or dynamic charged and magnetic stripes. In particu
stripes of nanoscale width have been detected by EXA
ARPES, x-ray, neutron, and Raman scattering also in LS
La2CuO41d , YBCO, Y12yCayBa2Cu3O72x , and
Bi2Sr2CaCu2O81d(BSCCO!.85 63Cu and 139La NMR and
nuclear quadrupole resonance~NQR! measurements fo
LSCO with x50.06 andTc'7 K show that a cluster spin
glass emerges belowTg'5 K.166 The authors of Ref. 166
concluded that there is a freezing of hole-rich regions rela
to charged stripes belowTg , thus coexisting with supercon
ductivity. The anomalies of the dependences ofk on the
planar hole concentrationp at p51/8 in YBCO and
HgBa2Cam21CumO2m121x ~Ref. 167! give indirect evidence
that the charged stripes~if any! are pinned, probably by oxy
gen vacancy clusters.

The phase separation concept was introduced long
for structurally and magnetically unstable systems and l
revived for manganites, nickelates, and cuprates.168 As a mi-
croscopic scenario for high-Tc oxides one can choose, e.g
~i! Van Hove singularity-driven phase separation with t
density of states~DOS! peak of the optimally doped phas
electron spectrum split by the Jahn–Teller effect,35 ~ii ! drop-
let formation due to the kinetic energy increase of the ext
sic current carriers at the dielectric gap edge with D
peaks169 in the framework of the isotropic model,8 ~iii ! insta-
bility for wave vector q50 in the infinite-U Hubbard—
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Holstein model, where the local charge repulsion inhibits
stabilizing role of the kinetic energy.170 In the last case,q
becomes finite when the long-range Coulomb interaction
taken into account. The origin of such incommensur
CDWs ~ICDWs! has little to do with the nesting-induce
CDWs we are talking about. In practice, neverthele
ICDWs or charged stripes are characterized by widths si
lar to the CDW periods in the Peierls or excitonic insula
cases and can be easily confused with each other, espec
as the local crystallographic structure is random.

Returning to the La22xMxCuO4 family, it is important to
point out that the atomic pair distribution functions in re
space, measured by neutron diffraction both for M5Ba and
Sr, revealed local octahedral tilts surviving even at highT
deep into the HTT phase.171 For LSCO withx50.115 elec-
tron diffraction has disclosed that the low-T structural tran-
sition is accompanied by the CDWs of the~1/2, 1/2, 0! type
that lead to the suppression of superconductivity.172 Raman
scattering investigations have indicated that in the und
doped case there is a pseudogapEps'700 cm21 without any
definite onset temperature, which competes with a superc
ducting gap for the available FS,173 whereas for the over-
doped samples the pseudogap is completely absent.174 On the
other hand, EXAFS measurements for LSCO withx50.15
and La2CuO4.1 have demonstrated that CDWs and superc
ductivity coexist but with a clear-cut onset temperatureTes,
revealed from the Debye—Waller factor.175 The Tes’s are
doping-dependent and coincide with the correspond
anomalies of the transport properties.

In YBCO, lattice and, in particular, acoustic anomali
were observed just aboveTc soon after the discovery o
these oxides.176 NMR data for YBCO and YBa2Cu4O8 con-
firmed the conclusion that the actual gap belowTc is a su-
perposition of superconducting and dielectr
contributions.19,177 The same can be inferred from the op
cally determined ac conductivity.178 Absence of the
(16O–18O)-isotope effect inTc for YBa2Cu4O8 ~Ref. 177!
cannot be a true argument against the CDW origin of
normal state gap, because the latter may be predominant
a Coulomb~excitonic! nature~see the discussion in the in
troduction and Sec. 3!. There also exists direct STM evi
dence of the occurrence of a CDW in YBCO.41

In BSCCO, lattice anomalies aboveTc have been ob-
served in the same manner as in LSCO and YBCO.162 It is
remarkable that in BSCCO withTc584 K the lowest struc-
tural transition is atTd595 K, while for Bi–Sr–Ca–Cu–
Pb–O with Tc'107 K the respective anomaly is atTd

'130 K,179 much like the Tc vs. Td scaling in
La22x@Sr~Ba!#xCuO4, the YBCO compounds discusse
above, and electron-doped cuprates.159 Local atomic dis-
placements in the CuO4 square plane of BSCCO due to in
commensurate structure modulations have been discov
by the EXAFS method.180 The competition between supe
conducting and normal state gaps for the FS in BSCCO
detected in Ref. 181 in an analysis of the impurity suppr
sion ofTc . The other possibility, which fits with a number o
theoretical approaches, is a smooth evolution between
gaps while crossingTc ~see, e.g., Ref. 182 and the discussi
below!, but it is refuted by the experimental data.181 There is
also a good reason to believe that a distinct dip at290 meV
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in the ARPES spectra for BSCCO~see, e.g., the review183! is
due to dielectric pairing correlations.

The analysis of the relevant experimental data would
incomplete if no mention were made of the incommensur
spin fluctuations revealed by inelastic neutron scattering
La2CuO41d , LSCO,184 and YBCO,185 which change from
commensurate ones on cooling into the neighborhood ofTc .
The phenomenon might be connected, for instance, with
stripe phase state35,168or reflect an underlying mechanism o
d-wave superconductivity based on antiferromagne
correlations.33 It is worth noting that the famous resonan
peak at energy'41 meV observed by inelastic neutron sc
tering in the superconducting state of YBCO is often cons
ered as intimately related to the very establishment
superconductivity.164 Moreover, elastic neutron scattering
has shown that there is a long-range SDW order of the me
field type in La2CuO41d , appearing simultaneously with th
superconducting transition.186 Thus a third player is involved
in the game between Cooper pairing and CDWs, making
whole picture rich and entangled. According to Ref. 186
might be the case that the claimed phase separatio
La1.62xNd0.4SrxCuO4 ~Ref. 35! is actually a real-space coex
istence between superconductivity and SDWs.

Recently ARPES measurements in BSCCO have es
lished an extra 1D narrow electronic band with a small Fe
momentumkF8;0.2p in units of a21, wherea53.8 Å, in
the G2M15(p,0) direction.187 For this band, charge
~CDW! fluctuations with the nesting wave vectorQc52kF8
are expected. The authors associate the spin fluctuation
the wave vector Qs;(0.2p,0), observed for
La1.62xNd0.4SrxCuO4 and LSCO,184 with charge fluctuations
of the wave vector 2Qs coinciding with the deducedQc .
Later188 they rejected the allegations189 that the observed
asymmetry of the directionsG2M5(0,p) andG2M1 ~Ref.
187! is an artifact of a misalignment between the rotati
axis and the normal to the samples.

Let us return now to the very notion of ‘‘pseudogap
~‘‘spin gap’’ or ‘‘normal-state gap’’!.190 The corresponding
features appear in many experiments measuring diffe
properties of high-Tc oxides. This term means a DOS redu
tion aboveTc or an additional contribution to the observe
reduction belowTc if the superconducting gap is determine
and subtracted. A formal analogy exists here w
pseudograps in the rangeT3D,T,TMF for quasi-1D or
quasi-2D substances, observed both for dielectric~e.g.,
Peierls! gaps5,191 or their superconducting
counterparts.27,192,193TMF denotes the transition temperatu
in the respective mean-field theory, whileT3D is the actual
ordering temperature, lowered in reference toTMF by ther-
mal fluctuations of the order parameter.191,192

Specifically, pseudogaps with edge energies<0.03 eV
have been detected in La22x@Sr~Ba!#xCuO4 by NMR,194 Ra-
man scattering,195 and optical reflection.196 Furthermore,
photoemission measurements have shown that in LS
there is in addition a ‘‘high energy’’ pseudogap structure
0.1 eV.197

In YBCO, pseudogaps have been observed
NMR,177,194 Raman,195 optical reflectance,196 neutron
scattering,198 time-resolved quasiparticle relaxation an
Cooper pair recombination dynamics,199 specific heat,200 and
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ellipsometric178 measurements. Bi-based oxides have exh
ited pseudogaps in NMR,194 Raman,195 optical,196 ARPES,201

and resistive202 experiments. Finally, pseudogaps have be
found in Hg-based superconductors with the help of NM
investigations.203

The origin of the pseudogaps in cuprates is far fro
being clear.190 There have been a great many explanatio
mostly proceding from reduced dimensionality, preform
pairs, or giant fluctuations aboveTc . For a detailed discus
sion of this subject see Refs. 35 and 204. On the contrar
is natural to conceive the pseudogaps or the related phen
ena observed before the pseudogap paradigm became p
lar as being a result of electron-hole~dielectric! correlations
leading to a dielectric gap.35,161,205In accordance with this
basic concept, the latter coexists with its superconduc
counterpart belowTc , whereas aboveTc it distorts the FS
alone. In recent years this latter point of view has receiv
substantial support, and the calculations have been wide
to include anisotropy up to an unconventional, e.g.,d-like,
character of the dielectric order parameter and the fixation
its phase.19,30,193,206,207On the other hand, it is difficult to
agree with the conclusions~see, e.g., Ref. 190! frequently
drawn from the same body of information, that the superc
ducting gapD emerges from the normal state pseudogap
that the symmetry of the latter is undeniably thed-wave one.
A partial character of the dielectric gapping, also accepted
the review,190 may mimic pretty well the purported and ofte
highly desiredd-wave order parameter spatial pattern.206,208

This warning concerns bothD and the dielectric order pa
rameterS, so that contrary to what is usually stated, t
actual order parameter symmetry is not yet understood~see
relevant speculations in Refs. 34, 36, 110, 142, 193,
206!. However, the theory outlined below, which is based
the s-wave assumption concerning the order parameter,
be easily generalized to the anisotropic case without any
nificant changes in conclusions. That is why, also bearing
mind applications to definitelys-wave superconductors, w
leave the symmetry issue beyond the scope of this revie

It should be noted that the predominantlydx22y2-type
superconducting order parameter of cuprates, inferred mo
from phase-sensitive as well as other experiments, isnot
matched one-to-one with the antiferromagnetic spin fluct
tion mechanism of pairing.34 Actually, in a quite general
model including both Coulomb and electron–lattice intera
tions, the forward~long-wavelength! electron–phonon scat
tering was shown to be enhanced near the phase-separ
instability, thus leading to momentum decoupling for diffe
ent FS regions.209 In turn, this decoupling can result in a
anisotropic superconductivity, e.g., ad-wave one, even for
phonon-induced Cooper pairing. Nonscreened coupling
the charge carriers with long-wavelength optical phonons210

or anisotropic structure of bipolarons204 in the framework of
the approach of Ref. 32 may also ensure ad-like order pa-
rameter structure. There exists an interesting scenario inv
ing the combined action of antiferromagnetic correlatio
and the phonon mechanism of superconductivity.211 Namely,
correlations modify the hole dispersion, producing anom
lous flat bands.212 Then the robust Van Hove peak in th
DOS boostsTc , Cooper pairing being the consequence
the electron–phonon interaction.211 In the particular case o
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cuprates, the buckling mode of the oxygen atoms serve
an input quantity of the Holstein model employed.213

3. FORMULATION OF THE THEORETICAL APPROACH

The theoretical picture outlined below covers two ma
types of the distorted, partially gapped but still metal
low-T states of the parent unstable high-T phase, which are
driven by the electron–phonon and Coulomb interactio
respectively. The 1D Peierls insulator is the archetypical r
resentative of the first type.1,5,191It results from periodic dis-
placements with the wave vectorQ (Q52kF) appearing in
the ion chain. HerekF is the Fermi momentum of the 1D
band aboveTd . The emerging periodic potential gives rise
a dielectric gap and all of the filled electronic states
pushed down, leading to an energy advantage superior
the extra elastic energy cost. The phenomenon discuss
possible because FS sections~Fermi planes at a distance o
2kF in the 3D representation! are always congruent~nested!.
Then the electron gas response to the external static char
described by the polarization operator~response
function!191,214

P1D~q,0!52N1D~0!
kF

k'

lnUk'12kF

k'22kF
U, ~4!

whereq is the momentum transfer,q25ki
21k'

2 , ki and k'

are theq components normal and parallel to the FS, a
N1D(0) is the background DOS per spin direction for the 1
electron gas. It is precisely the logarithmic singularity
P1D(q,0) that drives the spontaneous ion chain distortion
the Peierls transition.

This singularity comprises a manifestation of the sh
FS edge in the standing electron wave diffraction. Of cou
the same phenomenon survives for higher dimensions bu
a substantially weaker form, because the nested FS pl
spanned by the chosen wave vector are reduced now~again
in the 3D representation! to two lines for a 2D and to a pai
of points for a 3D degenerate electron gas.46,214

Hence, in the 2D case we have214

P2D~q,0!5N2D~0!ReH 12F12S 2kF

k'
D 2G1/2J , ~5!

where N2D(0) is the 2D starting electronic DOS per sp
direction. Here the root singularity shows up only in the fi
derivative ofP2D(q,0). In three dimensions, the polarizatio
operatorP3D(q,0) has the well-known Lindhard form, an
the logarithmic singularity appears only in the derivati
@dP3D(q,0)/dq#q→2kF

, being the origin of the electron
density Friedel oscillations and the Kohn anomaly of t
phonon dispersion relations. The nesting-driven transitio
therefore, seem to be peculiar to 1D solids.

In reality, all substances in which the Peierls instabil
takes place are only quasi-1D, although stron
anisotropic.23–25,27,46,191,215Then the nesting Fermi planes a
warped similarly to what is shown in Fig. 3 for the particul
case of the~TMTSF!2X compounds.216 One can see tha
from the results of the band-structure calculations the e
tronically driven instability is fairly robust and adjusts itse
by changing the DW vectorQ, which still spans a finite area
of the FS.
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Another example, when CDW emergence becomes p
sible in quasi-2D materials even in the case when the nes
is imperfectwas demonstrated by ARPES for SmTe3 ~Ref.
217!. Here the anomalously strong incommensurate CD
correlations persist up to the melting temperatureT,Td ,
and the measured dielectric gap is 200 meV. But the m
interesting observed feature is the inconstancy of the nes
wave vectorQnest over the nested FS sections. Therefo
althoughQnestno longer coincides with the actual CDW ve
tor Q, the system still can reduce its energy belowTd!

Finally, one more reason for the instability to survive
the non-1D system is the occurrence of hidden nesting
concept first applied to the purple bronz
AMo6O17~A5K, Na!, which undergo a CDW phas
transition.215 In these oxides the lowest-lying three fille
d-block bands make up three 2D non-nested FSs. Howe
when combined together and with no regard for avoid
crossing, the total FS can be decomposed into three se
nested 1D FSs~see Fig. 4!. The wave vectorqa , which de-
viatesfrom the chain directions, unites two chosen sets of
nested FS sections. Of course, two other nesting wave
tors are possible.46,50,215The corresponding superlattice spo
in the x-ray patterns as well as ARPES spectra, resist
Hall effect, and TP anomalies, supporting the hidden-nes
concept, have been observed for AMo6O17 ~Ref. 215!, Mag-
neli phases Mo4O11 ~Ref. 50!, and monophosphate tungste
bronzes (PO2!4~WO3!2m ~Refs. 46 and 218!.

The hidden nesting is inherent also to the layered dich
cogenide family,46,50 which includes CDW superconductor
as well~see Table I!. Here, however, the cooperative~band!
Jahn–Teller effect can be the driving force for structu
modulations.50 Although the microscopic origin of the Jahn
Teller effect may have nothing to do with the divergence
the polarization operator~4!, the loss of the initial symmetry
through lattice distortions, appropriate both to the Jah
Teller low-T state and the Peierls insulator, makes their
scription quite similar at the mean-field and phenomenolo
cal Ginzburg–Landau levels.35,50 On the other hand, the
dynamic band Jahn–Teller effect may be responsible, e

FIG. 3. Two-dimensional view of the open FS for a typical~TMTSF!2X
compound. The dashed lines represent the planar one-dimensional FS
the interchain hopping rate is zero. The degree of ‘‘warping’’ of the FS
directly related to the electron hopping rate along theb crystal direction
~from Ref. 216!.
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for the phase separation in LSCO,35 with mobile walls be-
tween LTO and LTT domains.

In 2D systems the Jahn–Teller effect can lead to
degeneracy splitting of two Van Hove singularities.35 In this
connection it is necessary to mention the Van Hove pict
of quasi-2D superconductors, especially popular for highTc

cuprates.35 The logarithmic singularity ofP2D(Q0,0) in the
Van Hove scenario stems not from FS nesting but from
logarithmic divergence of the primordial electronic DO
HereQ0 connects two Van Hove saddle points and is a CD
vector of a different nature from that for nesting-drive
CDWs. Thus it is possible to distinguish between the t
scenarios. For cuprates the proper identification is yet to
done, unlike what has been shown for 2H-NbSe2 ~Ref. 60!
~see Sec. 1.1!. It should be noted that the Van Hove scenar
extended-saddle-point case included, is often used to exp
high Tc’s of oxides.35

So far, we have envisaged the Peierls instability and c
comitant issues, restricting ourselves to the case of nonin
acting charge carriers. Of course, the effects of electro
electron interaction should be taken into account prope
which is a very hard job for the case of low-dimension
metals on the verge of instability.12,31,35 One of the main
consequences of the incorporation of many-body effects
strong screening of the bare Coulomb potentials and the
ure of the Fro¨hlich Hamiltonian to give quantitative predic
tions for both the normal and superconducting me
properties.12,219 Nevertheless, these difficulties are not da
gerous for our mean-field treatment, in which the existe
of the high-T metal—low-T metal phase transition is take
for granted~inferred from experiment!! and we are not trying
to calculate the transition temperaturesTd , TN , or Tc . In
any case, the self-consistent theory of elastic waves and e
trostatic fields shows that the Peierls transition survi
when allowance is made for the long-range cha
screening.220

The SDW state of the low-dimensional metals is trea

FIG. 4. Hidden nesting in KMo6O17. The calculated FSs for the three pa
tially filled d-block bands are shown in A, B, and C, the combined FSs in
and the hidden 1D surfaces are nested by a common vectorqa in F ~from
Ref. 215!.
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in substantially the same manner as the CDW Peierls one
with P1D(q,0) replaced by the magnetic susceptibility a
the electron–phonon interaction replaced by electro
electron repulsion. Usually the approach is simplified, a
the latter is described by the simplest possible contact H
bard Hamiltonian.9 In the mean-field approximation the sub
sequent mathematics is formally the same. The only~but
essential! distinction is the spin-triplet structure of the diele
tric order parameter matrix.

The other low-T reconstructed state resulting from th
primordial semimetallic~or semiconducting! phase is the ex-
citonic insulator phase, the cause of which is the electr
hole ~Coulomb! interaction.7,8,12The necessary condition fo
the dielectrization reads

j1~p!52j2~p1Q!, ~6!

where the branchj1(2) corresponds to the electron~hole!
band, andQ is the DW vector. This is the nesting~degen-
eracy! condition we have been talking about, which is au
matically fulfilled for a single 1D self-congruent electron
band for the Peierls case.1,5,191 In the general case of a
anisotropic metal it is assumed that the condition~6! is valid
for definite FS sections, the rest of the FS remaining int
and being described by the branchj3(p).18 All the energies
j i(p) are reckoned from the Fermi level. Accepting this p
ture, due to Bilbro and McMillan, and admitting an arbitra
interplay between the electron–phonon and Coulo
interactions,8 we arrive at the general model18,22 valid for
partially gapped ‘‘Peierls metals’’ as well. This model
capable of adequately describing the superconducting p
erties, as will be readily seen in the subsequent Sections.
excitonic insulator concept presents electron spectrum
electrization of either the CDW or SDW type.7,8

Below we consider superconductivity coexisting wi
DWs, which becomes possible only because of the inco
plete character of the FS distortion.

3.1. Generic Hamiltonians of the DW superconductors and
the Dyson-Gor’kov equations

The HamiltonianHel of such a superconducting electro
subsystem

Hel5H01Hint ~7!

includes the kinetic energy term

H05(
ipa

j i~p!aipa
1 aipa , ~8!

and the four-fermion interaction processes

Hint5
1

2 (
i j lm
ab

(
pp8q

Vi j ,lm~p,p8,q!ai ,p1q,a
1 aj ,p82q,b

1 amp8balpa .

~9!

Hereaipa
1 (aipa) is the creation~annihilation! operator of the

electron in thei th band with quasimomentump and spin
projectiona561/2;

Vi j ,lm~p,p8,q!5V~q!Fq~ i ,l up!F2q~ j ,mup8!

are the matrix elements including electron–phonon and C
lomb contributions and responsible for both superconduc
ity and dielectrization, andFq( i , j up) is a Bloch formfactor

,
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determined by the transformational properties of the o
electron wave functions from thei th and j th bands. More-
over, if the antiferromagnetic ordering of the lattice rar
earth ions occurs~as, e.g., in Chevrel phases!, the
Hamiltonian also incorporates an additional term

HAF52mB* (
i j

(
ab

H i j ~Q!sab(
p

ai ,p1Q,a
1 aipb , ~10!

wheremB* 5g* mB ,mB is the Bohr magneton,g* is the ef-
fectiveg actor, which is different from 2 due to the effect o
the crystal field;s5$sx ,sy ,sz% is a vector composed of th
Pauli matrices; andH i j are matrix elements of the antiferro
magnetic molecular field. To consider CDW and SDW s
perconductors simultaneously, we introduce the notation$b

a%,
where the upper value corresponds to the CDW case and
lower value corresponds to the SDW case. Then the sys
HamiltonianH reads

H5Hel1 H0
1J 3HAF . ~11!

The relevant Dyson—Gor’kov equations for the norm
Gi j and anomalousFi j temperature Green’s functions in th
general case have the form

@ ivn2j i~p!#Gi j
ab~p,p8;vn!

2(
mgk

S im
ag~p,k!Gm j

gb~k,p8;vn!

1(
mgk

D im
ag~p,k!Fm j

1gb~k,p8;vn!5dpp8d i j dab ,

~12!

@ ivn1j i~p!#Fi j
1ab~p,p8;vn!

1(
mgk

S im
1ag~p,k!Fm j

1gb~k,p8;vn!

2(
mgk

D im
1ag~p,k!Gm j

gb~k,p8;vn!50, ~13!

where vn5(2n11)pT, n50,61,62,... . The normal
S i j

ab(p,k) and anomalousD i j
ab(p,k) self-energy parts in the

weak coupling limit are determined by the well-known se
consistency conditions:3

S i j
ab~p,k!5T(

lm
(
q,vn

FVim,l j ~p2q!Glm
ab~q,q1k2p;vn!

2dabVim, j l ~p2q!(
g

Glm
gg~q,q1k2p;vn!G

1sabH i j ~Q!3 H0
1J , ~14!

D i j
ab~p,k!5T (

lm
(
q,vn

Vi j ,lm~p2q!Flm
ab

3~q,2q1k1p;vn!. ~15!

For the special case of contact interactions, when the ma
elementsVi j ,lm(q) no longer depend onq, it happens that

S i j
ab~r ,r 8!5S i j

ab~r !d~r2r 8!, ~16!
-

-

-

he
m

l

ix

D i j
ab~r ,r 8!5D i j

ab~r !d~r2r 8! ~17!

in real space, corresponding to

S i j
ab~p,k!5S i j

ab~p2k!, ~18!

D i j
ab~p,k!5D i j

ab~p1k! ~19!

in momentum space. Hereafter we adopt the strong mix
approximation for states from different FS sections;18

Vii ,i i 5Vii , j j 5Vii ,33[2V,0 ~ i , j 51,2!. ~20!

The opposite case of weak mixing reduces in essence to
problem of superconductivity in a Keldysh–Kopaev isotr
pic semimetal,8 while the intermediate case of arbitrary rel
tionships between various matrix elements is the most r
istic but does not involve any new qualitative features
comparison to the strong mixing case.

As a consequence of Eq.~20! one has D i j
ab(p,k)

5Dabd i j , and a single superconducting order parame
Dab develops on the whole FS. We restrict ourselves to s
glet superconductivity:3

Dab5IabD, ~ Iab!252dab . ~21!

Due to the gauge invariance of Eqs.~12! and~13!, the super-
conducting order parameterD can be taken as positive rea
On the other hand, the matrixS i j

ab(p,k) has the only nonzero
componentsS12

ab5S21
ab[Sab and may be either singlet o

triplet:

Sab5S3 H dab

~sz!ab
J . ~22!

We shall consider the DWs to be pinned, i.e., we confi
ourselves to electric fields~if any! below the threshold val-
ues, so that the coherent phenomena5,221 are not taken into
account. Thus, the phase of the dielectric order parametS
is fixed8,222 ~see also the discussion in Sec. 6.4!. It is deter-
mined as well by the matrix elements of the one-parti
interband transitions and the molecular fieldH(Q), if any.17

We shall considerS to be real of either sign, since its imag
nary part would correspond to the as-yet unobserved st
with current-density~singlet Sab! or spin-current-density
~triplet Sab! waves.7,8,59,169,193,194,222

4. THEORETICAL DESCRIPTION OF THERMODYNAMIC
PROPERTIES AND COMPARISON WITH EXPERIMENT

It is natural that the occurrence of two gaps, superc
ducting and dielectric, on the FS will change the thermod
namic properties of DW superconductors as compared
BCS superconductors or partially dielectrized normal met
In the absence of impurities and with allowance for only t
paramagnetic effect of the external magnetic field, the s
tem becomes spatially homogeneous, and the Dyso
Gor’kov equations are substantially simplified.

4.1. Superconducting and dielectric gaps

When the matrix structure of the OPs in the spin and
FS section spaces is separated out,15,17,20their amplitudes,D
andS, become~generally speaking,T-dependent! quantities
to be found from a set of two integral equations in a se
consistent manner. As was stressed in the Introduction,
relations betweenD andS are antagonistic, and they tend
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reduce each other. The external magnetic fieldH also con-
tributes to this competition, introducing an additional term

Hext52mB* (
ipab

~sabH!aipa
1 aipb ~23!

to the Hamiltonian of the systemH with appropriate modi-
fications of Eqs.~12! and ~13!.15,17 Assuming constant den
sities of states on the dielectrized,Nd(0), and nondielec-
trized,Nnd(0), FSsections, with

N~0!5Nd~0!1Nnd~0! ~24!

being the total DOS at the Fermi level, the following equ
tion relatingD, S, T andh5mB* H can be obtained from Eq
~15!:15,17

15
1

2
VNnd~0!I ~D!1

1

2
VNd~0!I d , ~25!

where

I ~D!5E
0

V dj

Aj21D2

3S tanh
h1Aj21D2

2T
2tanh

h2Aj21D2

2T D , ~26!

V is the relevant cutoff frequency of the predominan
electron–phonon interactionV; and the quantityI d is equal
to I d

CDW5I (D) for the CDW case with

D~T!5AD2~T!1S2~T!, ~27!

and to I d
SDW5(1/2D)@D1I (D1)1D2I (D2)# for the SDW

case with

D6~T!5D~T!6S~T!. ~28!

The control parameter18

v5Nnd~0!/Nd~0! ~29!

characterizes the degree of the FS dielectrization and va
from infinity, which corresponds to the absence of FS diel
trization, to zero in the case of full dielectrization. It can
changed experimentally, e.g., by applying an external p
sure to the sample~see, e.g., Ref. 80!.

Another equation describing the feedback influence oD
on S can be obtained using Eq.~14!. This equation and Eq
~15! comprise a self-consistent set. As a consequence,
explicit S(T) dependences differ from those appropriate
the normal state. But ifTd or TN strongly exceedTc , self-
consistency of the calculations is not mandatory, and
explicit dependenceS(T) is not crucial for the investigation
of superconducting properties. For example, in the fram
work of the adopted simplified scheme, we may sel
S5const5S0 in the whole range 0,T,Tc ~in this Section
S.0 without any loss of generality! and insert this value
into Eq. ~15! to calculateD(T50) andTc in the absence o
magnetic field. The explicit analytical expressions can
found elsewhere.15,17 Calculations show that for both
DW cases the dependences ofTc /D0 on s0[S0 /D0 , where
D0 is the magnitude of the superconducting gap when
FS dielectrization is absent (v→`), are monotonically de-
creasing, becoming very steep for smallv.
-
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It is interesting to examine the ratioD(0)/Tc and com-
pare it with the classic BCS valuep/g'1.76, whereg
51.781... is the Euler constant. Relevant calculations de
onstrate that in the case of CDW superconductors the die
trization leads toD(0)/Tc , which is always smaller than
p/g. The deviations from this value are substantial for sm
v. It is known219 that a strong electron–phonon couplin
increases the ratio. In moderate-Tc superconductors these e
fects may compensate each other. Perhaps that is why
BCS relation betweenD~0! and Tc is fulfilled well223 in a
BPB with an unstable structure,14 despite the fact thatTc is
as high as 10 K there. It seems that, in order to check
theory, it will be necessary to carry out comprehensive m
surements of the superconducting energy gaps in a ce
class of compounds including superconductors with a
without CDWs.

On the other hand, for SDW superconductors the th
retical dependences ofD(0)/Tc on s0 are more involved,
and the ratio concerned may be either larger or smaller t
p/g.15 This quantity changes drastically whens0'0.7,
which corresponds toS0 /Tc'1.5. This fact can lead, e.g., t
a strong dependence ofD(0)/Tc on external pressure. A
comparison of the obtained results with the experiment
organic Bechgaard superconductors~TMTSF!2X is difficult,
because various measurements result in differentD values,
and one cannot rule out the emergence of fluctuation-
pseudogaps there.23 At the same time, in Cr–Re alloys
whereD~0! was determined through the nuclear spin–latt
relaxation rate,132 the quantityD(0)/Tc proved to be from
1.4 to 1.6, which speaks in favor of our theory. In URu2Si2,
the toy SDW superconductor, this ratio comprises 80%
the BCS value,121 contrary to the speculations224 that the
antiferromagnetic ordering in the anisotropic compou
should increaseD(0)/Tc over p/g.

It is easy to calculate theT behavior ofD(T) in the
vicinity of Tc . The analysis shows that for small enoughv
the superconducting transition in the SDW case becom
first-order.17,225 The numerical calculations of the depe
denceD(T) in the whole interval 0,T,Tc show that al-
though the amplitude ofD strongly depends on both theS
andv values, the forms of theD(T)/D(0) curves plotted as
functions of the normalized temperatureu5T/Tc differ in-
significantly from the Mu¨hlschlegel curve3 for both DW
cases.226

4.2. Heat capacity

It seems natural that the very existence of the dielec
gap affects theT behavior of the specific heatCs for DW
superconductors. Actually, however, the inductive meth
did not reveal a jumpDC5Cs2Cn , whereCn is the specific
heat of the normal~although dielectrized! phase near the
critical temperatureTc , for the CDW superconducting BPB
ceramics withx50.25.227 This result was supported by mea
surements of the thermal relaxation rate.228 At the same time,
a partial removal of the FS dielectrization in this substan
results in the appearance of a jumpDC measured by adia
batic calorimetry.90 The anomaly is also seen in sensitive
calorimetric measurements of BPB single crystals.229

Experiments13 on the Laves phases HfV2 and ZrV2 have
demonstrated that the ratioDC/gSTc ~gS is the Sommerfeld
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constant! is considerably smaller than the relevant BC
value 12/7z(3)'1.43, wherez(x) is the Riemann zeta func
tion. On the other hand, for SDW superconductors the s
ation is much more complicated. For example, the ra
DC/gSTc for the organic salt~TMTSF!2ClO4 depends sub-
stantially on the cooling rate. All these facts and those d
cussed below may be explained in the framework of
adopted scheme.

From a comparison of the free energies for superc
ducting and normal phases17 it follows that a phase where
CDWs and superconductivity coexist is the ground state
the anisotropic metal, whatever the value ofv. At the same
time, the SDW superconducting phase is possible only
v.D2(0)/6S2. This condition does not coincide with th
criterion of Machida and Matsubara,225 who determined in-
correctly the ground-state energies of the competing pha
According to our estimates, the coexistence of SDWs
superconductivity can be achieved only if the developm
of the dielectric gap is compensated by the appropriate
duction of the reconstructed FS section area.

On the other hand, assuming that for both cases~CDW
and SDW! the phase transition to the superconducting s
is second-order, and carrying out the standard procedure3 for
the regionT'Tc , we find that the main correction to th
BCS relationshipDC/Cn51.43 is quadratic in (Tc /S), and
that if reduces the specific heat jump atTc for CDW super-
conductors and enhances it for SDW ones.17

The reduction of the specific heat anomaly atT5Tc in
CDW superconductors was actually observed for a B
solid solution with a distorted perovskite structure.14 The
jump DC was absent for superconducting samples withTc

510 K after prolonged storage, whereas their diamagn
Meissner properties remained unchanged. The h
temperature annealing led to a restoration of the initial
pendenceC(T). Such a behavior can be explained by
increase of the area of the dielectrized FS section du
aging, perhaps due to oxygen diffusion. Measurements
BKB with x50.4 also show either a total absence of t
anomaly for polycrystals230 or a 60% reduction231 in com-
parison with the expected discontinuity232 calculated on the
basis of the BCS theory from data on the upper critical m
netic field Hc2(T). Our explanation of the results for BKB
with the help of the partial dielectrization model seems mu
less exotic than the alternative theory describing the su
conducting transition in BKB as a fourth-order one in t
Ehrenfest sense.233

An anomalously smallDC/gSTc'0.6 was observed234

in Li1.16Ti1.84O4 with Tc
onset'9 K, dielectrized by a variation

of the composition relative to the parent compound LiTi2O4,
with Tc

onset'12.6 K. Unfortunately, data available for high
Tc oxides, being the most important CDW superconducto
are almost of no help for detecting the peculiarities predic
by the partial-gapping model. In YBCO, e.g., it is claimed235

that the mean-field picture itself does not exist here, so
instead of the clear-cut jumpDC a l-like anomaly takes
place, which reflects the Bose–Einstein-condensation ra
than Cooper-pairing nature of the superconducting transit
The smearing of the jump is observed for other oxide fa
lies as well.236 The unresolved question about the superc
ducting OP symmetry also makes the whole problem v
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involved237 and at the time it is only possible to state th
there is a tendency for the anomalyDC to be less than is
required by the BCS or, especially, by the strong-coupl
theory.219

On the other hand, the properties of the SDW orga
superconductor~TMTSF!2ClO4 ~Refs. 99–102! depend on
the thermal treatment, especially the cooling rate whenT
<22 K ~see Section 1.2!. According to Refs. 101 and 102
the ratio DC/gSTc51.67.1.43 in theR phase. In theQ
phase the reduction ofTc is accompanied by a fall o
DC/gSTc to 1.10–1.14,101 which is less than 1.43. The con
tradiction with our theory is apparent because the FS gapp
leads also to a reduction of the ratioNnd(0)/N(0) and hence
to a decrease of the Sommerfeld constantgS}Nnd(0). At the
same time, the latter value ofDC/gSTc was calculated using
gS'10.5 mJ/mol•K2 for the R phase.102 Thus, in order to
compare the theory and experiment it is necessary to m
suregS directly in theQ phase. The quantityDC/gSTc also
exceeds the value 1.43 in other compounds e.g., it equals
in b-~ET!2I3 ~Ref. 25!, 2.1 in U6Fe ~Ref. 238! ~the contro-
versy of CDW vs. SDW is not yet resolved!, and 2 in CeRu2
~Ref. 239!. The same is true for different borocarbides.240 It
is reduced, however, in URu2Si2 ~Ref. 224!.

One should note that the major experimental trend
DC/gSTc for SDW superconductors is in agreement with t
outlined theory and contradicts the opposite tendency p
dicted in Ref. 224. On the other hand, the scenario of
Van Hove singularity-determined superconductivity, close
related to ours, always leads toDC/gSTc.1.43,241 the ex-
cess being larger fors-wave order parameter symmetry tha
for d-wave.

4.3. Impurity effects

Soon after the formulation of the BCS theory for pu
isotropic metals the theoretical investigation of dirty sup
conductors began. In particular, it was shown that in
framework of the BCS scheme nonmagnetic impurities
not alterTc ~the Anderson theorem!.3 At the same time, mag-
netic impurities inhibit superconductivity due to their asym
metrical interaction with components of the spin-sing
Cooper pair.242 The Anderson theorem is invalid if one goe
beyond the scope of the BCS scheme, namely, if the tra
lational invariance is absent~the proximity effect!243 or if the
strong coupling is taken into account, when the impur
renormalization of the electron–phonon kernel of the Elia
berg equation is essential.244 In the latter caseTc increases
with the nonmagnetic impurity concentrationn. But there is
an opposite and stronger effect,245 consisting in the reduction
of the phase space available to the electron–phonon inte
tion, since the low-frequency phonons become ‘‘ineffe
tive.’’ The combination of these factors leads to degradat
of Tc .

Nonmagnetic impurities also changeTc in superconduct-
ors with complicated FSs.246 In particular, it was shown247

that in compounds with fine structure of the electron DO
such asA15, nonmagnetic impurities, e.g., radiation defec
raise or lowerTc due to the smearing of the DOS peaks ne
the FS.

All of the above-mentioned reasons, except the last,
sult in a decreasing functionTc(n). At the same time, the
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opposite behavior was observed when superconductors
irradiated by neutrons or fast ions248 or were disordered.88 In
high-Tc oxides nonmagnetic impurities have be
demonstrated34,36 to substantially reduceTc , a fact which
served as a sound argument when treating these objec
unconventional ones.34

It has been shown20 that the interference between th
electron spectrum dielectrization and the impurity scatter
can changeTc in DW superconductors, thus explaining
large body of evidence both for low- and high-Tc com-
pounds. To consider the influence of impurity scattering
the critical temperatureTc in DW superconductors, we adde
new terms to the HamiltonianHel @Eq. ~7!#, describing
electron–impurity interactions.20 The calculations are
straightforward,242 although cumbersome, and give explic
analytical results in the caseuSu@Tc . Here only the most
significant result for nonmagnetic impurities in the abov
defined limit is presented. Namely20

Tc5S pTc0

guSu3H 1

eJ D
1/vS 11

p

8vuSutd
3 H 1

1/3J D , ~30!

where td is the impurity relaxation time for quasiparticle
from the degenerate FS sections,Tc0[(g/p)D0 , and ē is
the base of natural logarithms. ThusTc in DW superconduct-
ors is sensitive to nonmagnetic impurities or defects. T
effect does not reduce to a well-known result for t
electron–hole pair breaking by the Coulomb field
impurities.7 The obtained violation of the Anderson theore
is caused by the fact that the single-particle states compo
the Cooper pairs are in reality superpositions of electrons
holes. Hence, the Cooper pair components are not inte
lated, as usual, by the time inversion operation.

While comparing these theoretical results with expe
mental data, one should bear in mind that, e.g.,A15, C15,
and the Chevrel phases have involved band structu
Therefore, even a small disorder alters the latter, and he
Tc , drastically. Degradation ofTc due to this kind of elec-
tron spectrum distortion has been considered in detail in R
249. But in experiments dealing with the irradiation dama
of superconductors with unstable crystal lattices, theTc deg-
radation sometimes changes to enhancement or satura
This occurs, e.g., in Nb3Ge and Nb3Sn irradiated by16O and
32S ions.247,248 Moreover, for low-Tc superconductors with
theA15 structure a significant growth ofTc is observed after
the exposure to the particle irradiation:a particles in the case
of Mo3Ge and32S ions in the cases of Mo3Ge and Mo3Si.13

Concerning the superconducting Laves phases HfV2 and
ZrV2, which possess enhanced radiation stability ofTc , they
exhibit an increase ofTc as the degree of atomic orde
decreases.13 In layered compounds 2H-TaS2 and 2H-TaSe2
the irradiation by electrons with energy 2.5 MeV leads to
discernible rise ofTc ~Ref. 250!. As to high-Tc oxides, their
anomalously high sensitivity to atomic substitution seems
be related to the marginal existence of the relevant cry
structures favorable for the very occurrence of supercond
tivity. In this respect they are very similar, e.g., toA15 com-
pounds. The small effect of theTc growth predicted in Ref.
20 appears to be subdominant here.
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5. THEORETICAL DESCRIPTION OF ELECTRODYNAMIC
PROPERTIES AND COMPARISON WITH EXPERIMENT.
UPPER CRITICAL MAGNETIC FIELD

For a number of superconducting materials~in particu-
lar, high-field ones! the temperature dependences of the u
per critical magnetic fieldHc2(T) differ substantially from
that obtained in the framework of the BCS theory.251 Their
most striking feature is the positive curvatured2Hc2 /dT2

.0, the values ofHc2 often diverging for lowT thus even
exceeding the paramagnetic limit.15 Besides the trivial expla-
nation making allowance for the macrostructural distortion
superconductors with low dimensionality~see, e.g., Ref.
252! many other mechanisms have been proposed. Th
include, for instance, FS and OP anisotropy,253 the presence
of several groups of current carriers,254 compensation of the
external magnetic field by localized magnetic moments255

~the Jaccarino–Peter effect242!, the size effect in layered o
granular systems with Josephson coupling betw
constituents,256 extremely strong electron–phono
coupling,257 2D conventional258 or extended259 Van Hove
singularities, the enhancement of the Coulomb pseudopo
tial in weakly260 and strongly261 disordered metals due to th
Altshuler–Aronov effect,262 the influence of the magneti
field on the diffusion coefficient in the vicinity of the Ander
son transition,263 fluctuation renormalization of the cohe
ence length,263 and a bipolaronic mechanism o
superconductivity.32 The main shortcoming of these sc
narios is that in every case they are confined to a defi
class of superconducting materials.

At the same time, most superconductors with deviatio
of Hc2(T) from the BCS behavior are DW superconducto
The effect of the electron-spectrum degeneracy onHc2 was
considered first in a simplified quasi-1D model with a co
plete FS dielectrization for both the CDW264 and SDW265

cases. In our view, the main results of these papers are e
neous, since the corrections obtained to the electromagn
kernel are proportional toS/EF ~SDW case! or (S/EF)2

~CDW case!, whereEF is the Fermi energy. Such correction
cannot be taken into account in principle by a BCS-ty
theory. The correct calculations in the same quasi-1D mo
were carried out later266 for an SDW superconductor with
TN,Tc .

The more realistic model of DW superconductors w
partial FS dielectrization andTd , TN.Tc has been investi-
gated in a previous paper.16 At the end points of the tempera
ture interval 0,T,Tc the expressions forHc2(T) read

Hc2~T→0!'
pcTc

2geDnd
S 12

p2A

4g D F12
2

3 S gT

Tc
D 2G , ~31!

Hc2~T→Tc!'
4cTc~12T/Tc!

peDnd~112A!

3F12
1/2228z~3!/p422A2

~112A!2 S 12
T

Tc
D G , ~32!

A5 H 1
1/3J TcDd

pvS2tdDnd
. ~33!

Here c is the speed of light;Di5v i
2t i /3 are the diffusion

coefficients for electrons from the degenerate (i 5d) and
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nondegenerate (i 5nd) FS sections;v i are the Fermi veloci-
ties; andtnd is the relaxation time for the nondielectrized F
section.

From Eqs.~31! and~32! it follows that the appearance o
the dielectric gap leads to the reduction of the effect
electron-diffusion coefficientDeff'Dnd(11A). Such a renor-
malization is to a certain extent analogous to the diffus
coefficient reduction in ‘‘dirty’’ superconductors due to th
weak Anderson localization.260 Also we see that for DW
superconductors Eqs.~31! and ~32! predict large values o
Hc2(0) and udHc2 /dTuT5Tc

. Moreover, according to Eq

~32! and providedv is small, a positive curvature ofHc2(T)
is possible, although not inevitable.

These conclusions agree well with the experimental d
for CDW superconductors. In particular, positive curvature
observed for theA15 compounds Nb3Sn and V3Si. In agree-
ment with Eq. ~32!, for the tetragonal~partially gapped!
phase of Nb3Sn the slopeudHc2 /dTuT5Tc

is always larger

than in the cubic phase.13 In this compound a decrease
sample purity, which is accompanied by a suppression of
structural transition, also results in a change of the sign
d2Hc2 /dT2 from positive to negative. At the same time, th
observed dependence ofd2Hc2 /dT2 on the sample resistivity
seems to rule out the interpretation261 of the experimental
data for Nb3Sn in the framework of a theory taking int
account the influence of strong localization on the Coulo
pseudopotential.

The change in sign of the curvature can be achieved
varying the parameterv. The simplest ways here are to app
an external pressure or to change the composition. The l
has been implemented for BPB solid solutions, wh
d2Hc2 /dT2.0 was observed both for superconducti
ceramics267 and single crystals.268 The following fact is of
fundamental importance here: positive curvature of the c
cal field exists only for compounds withx>0.2 ~i.e., close
enough to the metal-semiconductor transition atx'0.4!, for
which numerous experimental data show the appearance
dielectric gap on the FS~see Section 1.1!. The composition
dependence rules out another explanation269 for the relation
d2Hc2 /dT2.0 by the bipolaronic mechanism of superco
ductivity in BPB. The inapplicability of this mechanism he
is supported by the relative smallness267 of the electron–
phonon coupling constantlel2ph,1, which rules out the
strong-coupling-inducedHc2(T) modification257 as well.
Positive curvature is also present in BPB’s high-Tc relative,
BKB.49

For the hexagonal tungsten bronze RbxWO3, the positive
curvature ofHc2(T) and large values ofHc2(0) are observed
precisely for partially dielectrized compositions.56 In agree-
ment with our theory,d2Hc2 /dT2.0 for the quasi-2D
purple bronze Li0.9Mo6O17 ~Ref. 270!.

High-Tc oxides usually exhibit a divergence ofHc2 for
decreasingT, with a noticeable positive curvature in th
neighborhood ofTc . For example, one should mentio
LSCO,236,271 YBCO,272 YBa2(Cu12xZnx)3O72y ,273

Bi2Sr2CuOy ,274 Tl2Ba2CuO6,
275 and Sm1.85Ce0.15CuO42y .276

In this connection, it is necessary to bear in mind that
anomalous vortex behavior in quasi-2D short-cohere
length cuprates may drastically influence the very proces
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Hc2 determination, making the proposed classical pict
oversimplified.277

Among the superconductors withd2Hc2 /dT2.0 there
are layered group-V transition-metal dichalcogenides suc
2H-TaS2 intercalated by various organic compounds,252,278

4H-TaS1.6Se0.4~collidine!1/6,
278 2H-NbS2,

279 and 2H- and
4H-Nb12xTaxSe2.

280 The superconducting properties of su
systems are described by the Klemm-Luther-Beasley~KLB !
theory,256 which is based on the idea of a Josephson coup
between layers. However, the KLB theory does not expl
the positive curvature ofHc2'(T) ~when the field is normal
to layers!, which practically always accompanies the positi
curvature ofHc2i(T).252,281 The experimentally determine
inflection pointT* of theHc2i(T) dependence does not ne
essarily coincide281 with TKLB* calculated from the condition
of equality of the vortex core radius and the interlayer d
tance. It raises doubts for the applicability of the KLB theo
also in those cases when an analysis of the inflection p
location was not carried out.

Positive curvature ofHc2 is inherent to Tl2Mo6Se6,
79

quasi-1D partially gapped NbSe3,
282 and ternary molybde-

num chalcogenides~Chevrel phases! such as EuMo6S8 under
pressure,255 La1.22xEuxMo6S8,

283 SnxEu1.22xMo6S8,
284 and

SnMo6S8 and PbMoxS8 ~with x56.00, 6.20, 6.35!.285 The
experimental situation in Chevrel compounds is rather co
plicated. For SnMo6S8 and PbMoxS8,

285 without rare-earth
ions, our interpretation seems unambiguous. In substa
with Eu ions255 the compensatory effect of Jaccarino a
Peter plays a crucial role. It was proved in famo
experiments286 in which the magnetic-field-induced supe
conductivity of Eu0.75Sn0.25Mo6S7.2Se0.8 was discovered.

As to the SDW superconductors, positive curvature
Hc2(T) is observed in heavy-fermion superconduc
URu2Si2,

112,113,117U6Fe,287 Cr12xRex ,288 and organic super-
conductors: b-~ET!2I3,

289 k-~ET!2Cu~CNS!2,
107

~TMTSF!2ClO4 at ambient pressure,290 and ~TMTSF!2PF6

~Ref. 291! and ~TMTSF!2AsF6 ~Ref. 292! under external
pressure. It is significant that in the alloy Cr78Re22 the posi-
tive sign of the curvatured2Hc2 /dT2 becomes negative afte
annealing.288 The width of the superconducting transitio
does not change in this case andHc2(0) decreases, which
implies a reduction of the microscopic defect concentrat
ni in the sample. These facts are also properly describe
our theory. Indeed, the diffusion coefficientsDd and Dnd

increase asni
21 and, according to Eq.~32!, the quantityA,

which determines the sign of the curvature, decreases in
same manner.

6. JOSEPHSON EFFECT

6.1. Green’s functions

Hereafter we consider pure DW superconductors in
absence of an external magnetic field. The norm
Gi j

ab(p;vn) and anomalousFi j
ab(p;vn) Matsubara FGs cor-

responding to the Hamiltonian~11! can be found from the
Dyson–Gor’kov Eqs.~12! and~13!. They are matrices in the
space which is the direct product of the spin space and
isotopic space of the FS sections.16,17,20 As in the previous
Sections, we confine ourselves to the caseuSu@Tc and,
hence, to the temperature range 0,T,Tc!Td(TN). Owing
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to the symmetry of the problem, only the following differe
GFs are in action:F11

ab5F22
ab , F12

ab5F21
ab , F33

ab , G11
ab

5G22
ab , G12

ab5G21
ab , andG33

ab . GFs with subscripts 12 and 2
correspond to the pairing from different nested FS sectio
Explicit expressions for these functions can be fou
elsewhere.17,293,294

6.2. Tunnel currents

To calculate the total tunnel currentI through the junc-
tion we use the conventional approach295 based on the tunne
Hamiltonian

Htun5H1H81T. ~34!

The left- and right-hand electrodes of the junction are
scribed in Eq.~34! by the termsH and H8, respectively,
which coincide with the Hamiltonian~11! with an accuracy
up to notation. Hereafter the primed entities, including s
and superscripts, correspond to the right-hand side of
junction. The tunnel termT has the form

T5 (
i ,i 851

3

(
pq8a

Tpq8
i i 8 aipa

1 ai 8q8a1h.c., ~35!

whereTpq8
i i 8 are the tunnel matrix elements. We assume t

all matrix elementsTii 8 are equal and not influenced by th
existence of the superconducting and dielectric gaps, so

Tii 8Tj j 8* 5const5uTu2. ~36!

This approximation is analogous to the neglect of the in
ence of the gapD on uTu2 in the standard Ambegaokar—
Baratoff approach. Our assumption is natural in the fram
work of a BCS-type scheme, i.e., in the case of a we
coupling for Cooper and zero-channel pairings. The we
coupling approach is valid for the latter if the inequali
EF@uSu holds. Then we can introduce the universal res
tanceR of the tunnel junction in the normal state,

R2154pe2N~0!N8~0!^uTu2&FS , ~37!

whereN(0) andN8(0) are the total electron DOSs for th
metals on the left-and right-hand -sides@see Eq.~24!#. The
angle bracketŝ...&FS in Eq. ~37! imply averaging over the
FS. In so doing it is assumed that the Fermi momentumkF is
the same for thed and nd sections of the FS for eac
superconductor.15–18

6.3. Stationary Josephson effect „critical current …

Calculations of the critical Josephson currentI c across a
symmetrical junction between DW super-conductors w
made in Ref. 226. In line with the BCS case, we have

I c~T!54eT(
i ,i 8

(
pq

uTpqu2(
vn

Fi~p;vn!Fi 8~q;2vn!,

~38!

where the outer summation is carried out over all relev
GFs. The intersection GFsF12 enter into this expression onl
in the SDW case.226 The calculations using approximation
~36! and ~37! show that the dimensionless dependences
the ratio I c(T)/I c(T50) on the dimensionless temperatu
u5T/Tc , similarly to the dependences ofD(T)/D(0) on u
~see Sec. 4.1!, do not deviate significantly from the
s.
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Ambegaokar—Baratoff curve in the case of both CDW a
SDW superconductors. Again, the amplitudeI c(0) depends
drastically on the magnitude of the dielectric OPS and the
degree of dielectrizationv of the FS.

6.4. NONSTATIONARY JOSEPHSON EFFECT „THEORY…

In the adiabatic approximationV21dV/dt!Tc , when
the ac bias voltageV(t)[Vright(t)2Vleft(t) across the Jo-
sephson junction varies adiabatically slowly on the scale
energies of the order ofTc ~heret is the time!, we obtain a
nine-term expression forI,293,294which is a generalization o
that for the BCS-superconductor case295

I @V~t!#5(
i ,i 8

@ I
~ i ,i 8!

1
~V!sin 2w1I

~ i ,i 8!

2
~V!

3cos 2w1J~ i ,i 8!~V!#, ~39!

where w5*teV(t)dt; I 1 is the Josephson current amp
tude; I 2 is the interference pair-quasiparticle current amp
tude; andJ is the quasiparticle current. The subscript (i ,i 8)
stands for the combination of GFs~only F’s for I 1,2 and only
G’s for J! needed to calculate the term. Thus, sinceF1250 in
the CDW case, the number of relevant terms forI 1,2 de-
creases. Below, in accordance with the most representa
experimental setups, we confine ourselves to junctions m
up of identical SDW or CDW superconductors on both sid
or to the case when a DW superconductor serves as
electrode and a BCS superconductor is the other one.

It is obvious that the tunnel current–voltage characte
tics ~CVCs! for CDW superconductors would be more com
plex than in the BCS case. This is so because the position
CVC anomalies~logarithmic singularities or jumps! are de-
fined by a sum or difference of the relevant poles of the G
F(v) and G(v) contained in the expressions forI ( i ,i 8)

1,2 and
J( i ,i 8) . For a BCS superconductor there is only one pole
v5DBCS, and for a CDW superconductor the poles are
v5D and v5D @see Eq.~27!#, the ‘‘combined effective
gap.’’ For SDW superconductors the situation is even m
involved, since there are two ‘‘combined effective gap
uD6u @see Eq.~28!#.

The phasesw and w8 of the superconducting order pa
rameters are free,296 with their differencewdiff5w82w obey-
ing the above Josephson relationship linking it to the b
voltage. The DWs, on the contrary, are assumed to
strongly pinned by lattice defects or impurities, so th
phasesx andx8 on each side of the junction are fixed. In th
absence of pinning the phase of the DW~and consequently
the phasex of the OPS[uSueix! is arbitrary.5,9 This fact
leads, in particular, to collective-mode conductivity.9

Pinning prevents DW sliding in quasi-1D compounds f
small electric fields, whereas for large ones various cohe
phenomena resembling the Josephson effect, e.g., Sh
steps on the CVCs, become possible.5,9 For excitonic insula-
tors the behavior is more complicated. In particular, t
phasex is fixed by the Coulomb interband matrix elemen
~which link FS sections 1 and 2! corresponding to two-
particle transitionsV2 and by the interband electron–phono
interaction described by the constantlel2ph.7,8,12,222More-
over, the excitonic transitions due to the finite values ofV2

and lel-ph are always first-order, although close to secon
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order, transitions.222 The contribution from the single
particle Coulomb interband matrix elementsV3 , which con-
nect three particles from, say, FS section 1 and one par
from FS section 2, or vice versa, results in even more rad
consequences. Namely, the self-consistency equation fo
OPS becomes inhomogeneous, with the right-hand side p
portional toV3 . This leads to fixation of the phasex.297 On
the other hand, if the causes of phase fixation are ab
~e.g., for large applied electrostatic fields!, the quasiparticle
current between two Peierls insulators involves a term p
portional to cos(x82x).221 These phenomena are left beyo
the scope of this review. However, even in the present c
of fixed x two possibilities remain open forS: its sign may
be either positive or negative, which affects the shape of
CVCs for tunnel junctions.205

As a consequence, the terms for current amplitudes
be separated into two groups which are different in symm
try when the bias voltageV changes its polarity. Namely
there are terms possessing the usual properties:

I
~ i ,i 8!

1,2
~2V!56I

~ i ,i 8!

1,2
~V!, J~ i ,i 8!~2V!52J~ i ,i 8!~V!,

~40!

where the upper and lower signs correspond to the Josep
and interference current amplitudes, respectively. At
same time, there are also terms with opposite symmetry
lations:

I
~ i ,i 8!

1,2
~2V!57I

~ i ,i 8!

1,2
~V!, J~ i ,i 8!~2V!5J~ i ,i 8!~V!.

~41!

The expressions for these terms include products of the
GFs for one electrode and 11 or 33 GFs for the other o
Therefore, for nonsymmetrical~ns! junctions composed o
different SDW superconductors~or an SDW superconducto
and a BCS superconductor! all three current amplitudesI ns

1,2

and Jns are asymmetrical with respect to the bias volta
polarity, contrary to the well-known symmetrical form o
CVCs for ns junctions involving different BCS supercon
ductors. Since for CDW superconduc-torsF1250, the CVC
asymmetry occurs in this case only for the quasiparticle c
rent Jns .

We should point out that there may also be several o
possible reasons leading to the quasiparticle CVC asymm
for junctions involving normal metals as well as superco
ductors:~i! the imperfect nesting for SDWs due to the 3
warping of the FS,298 ~ii ! the electron–hole asymmetry of th
primordial one-particle spectrum,299 ~iii ! the existence of a
submerged band of nondegenerate fermions,300 ~iv! noncoin-
cidence of the Fermi energy and the Van Hove singularity
the Van Hove scenario of superconductivity,209 ~v! direc-

tional tunneling, when the matrix elementsTpq8
i i 8 depend on

the quasimomenta and the band structure,301 ~vi! the simul-
taneous involvement of polaron and bipolaron bands204 or a
bipolaron transfer into polarons in the related scenario302

and ~vii ! a new phenomenon of symmetry breaking in sy
metrical tunnel junctions predicted by us.207,303

Tunnel junctions between two identical DW superco
ductors are even more interesting. In fact, the ground stat
a DW superconductor is degenerate with respect to the
of the dielectric OPS ~see Sec. 4!. Therefore, there may
exist two different states of the tunnel junction betweenther-
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modynamically equivalentDW superconductors. Both o
them are characterized byD5D8 andv5v8, but for the one
stateS5S8 and for the otherS52S8. The first state~re-
alized in junctionsSSISS or S2SIS2S! is a genuinely sym-
metrical,s, state, whereas the broken symmetry,bs, is inher-
ent to the other possible states~junctions SSIS2S (bs
1state) orS2SISS (bs2state)!. In principle, bs junctions
are nonsymmetrical and, hence, exhibit asymmetrical CV
similarly to their ns counterparts. Figure 5 shows a set
theoretical curves calculated for a tunnel junction betwe
identical SDW superconductors when the symmetry of
junction is broken~in the bs1state of the junction!. The
CVC asymmetry for thebs junctions, as in thens case, is
driven by the unconventional structure of the functio
F12(v) andG12(v). Analogously to thenscase, the symme
try breaking for CDW superconductors may occur only f
the quasiparticle currentJbs(V).207,303

The situation concerned is quite similar to that for man
body systems with broken symmetry. The existence of t
electrically connected pieces of DW superconductors ma
the symmetry breakingmacroscopically observable. Fluctua-
tions act here as a driving force promoting selection betw
various possible states. Thus we obtain for a formally sy
metrical junction a discrete set of states corresponding
various possible combinations of the sign of the dielec
OP in the electrodes. The statistical weight of thes state is
twice that for each of thebs states.

6.5. DISCUSSION AND COMPARISON WITH EXPERIMENT

6.5.1. CDW superconductors

The results presented above are of a quite general c
acter due to the phenomenological nature of our approa
The main obstacle that makes it difficult to make direct p
dictions for specific compounds is the absence of relia
estimates for the parameters. This especially concerns
gapped FS fraction described byv. The rare exception is the
quasi-1D substance NbSe3 ~see Table I!. But
calculations207,293show that the extremely high ratioTd /Tc

'50 in this substance is unfavorable for experimental obs
vation of the predicted interplay betweenD and S in the
CVCs. A more suitable object for such measurements se
to be the layered compound 2H-NbSe2. Of course, the study
of other partially gapped CDW superconductors would
also helpful for discovering multiple-gap structure in Josep
son and quasiparticle CVCs. Indeed, the discussion gi
below shows the CDW features might have been reveale
quasiparticle TS and PCS measurements for NbSe3 and dif-
ferent oxides.

In particular, the asymmetrical experimental depende
Gdiff(V) for NbSe3 in the normal state44 reflects the main
features of our theory.207,303The alternative description give
in Ref. 44 is based on a model298 with imperfect nesting,
predicting that the interchain hopping matrix element, co
bined withS into linear combinations, determines the CV
anomalies. The choice between the two models concer
would have been most easily made by studying the su
conducting state. The asymmetry of CVCs for junctions
volving NbSe3 was also observed in Ref. 42.

The available experimental data on the peculiarities
the quasiparticle currents through BPB-based junctions
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contradictory. According to Ref. 304, the gap edge volta
grows with increasingx and reaches the levelVup at x
>0.2, for which the ratioVup/Tc is equal to the BCS weak
coupling valueD(T50)/Tc5p/g.3 On the other hand, in
the BPB withx50.25, gap features appear in the bias ran
60–100 K of tunnel characteristics, depending on the sam
and the estimation method.305 However, theTc in Refs. 304
and 305 virtually coincide. The results of Ref. 305 can
understood on the basis of our theory. In this case the sm
gapDmin is likely to be indiscernible against the backgrou
of the larger oneDmax. This could be associated with
smearing of the anomaly corresponding to the dielectric
S[Dmax due to the averaging of the contributions to t
total currentJ(V) from areas with differentS. A possible
source of the spread inS magnitudes may be the chemic
inhomogeneities of the grain boundaries mentioned abov14

FIG. 5. Dimensionless current–voltage characteristics~CVCs! of nonsta-
tionary Josephson current through the symmetricalSS

SDWIS2S
SDW tunnel junc-

tion with broken symmetry~bs1state, see explanations in the text!. Here
i bs
1 5I bs

1 eR/D0 , I bs
1 is the current amplitude,e is the elementary charge,R

is the junction resistance in the normal state,V is the bias voltage, andD0

is the superconducting order parameter atT50 in the absence of the FS
dielectrization ~a!. The dimensionless quasiparticle conductan
gbs

diff5RdJbs /dV ~Jbs is the quasiparticle current! ~b!.
e

e
le

e
ler

p

.

Nevertheless, the question is far from a final answer. N
linearities of point-contact CVCs at much higher voltag
eV'103 K were claimed to be observed for BPB withx
50.25.306 We think that the authors were correct in suppo
ing that the effect was linked to the existence of a CDW. B
the gap valueS'103 K assumed by them does not actua
follow from the measurements. It stems merely from an
tempt to correlate their point-contact results with the opti
data.92 At the same time, a pronounced nonlinearity ofGs

diff

for BPB, according to our point of view, should be observ
at eV'100 meV, sinceS'50– 100 K.

In the tunnel CVCs of superconducting BKB sampl
only one gap feature was revealed.307 In order to reconcile
these data with the evidence of theS andD coexistence,64–66

one may adopt the hypothesis65 of the percolative nature o
the noncubic semiconducting BKB phase in bulk superc
ducting crystals. The quest for the multiple-gap structure
to be continued because its apparent absence may in re
result from small magnitudes. However, the asymmetry
the CVCs forns junctions308 favors our interpretation.

TS, PCS, and STM have been used since the disco
of high-Tc superconductivity to elucidate its nature. The r
sults proved to deviate substantially from the quasipart
CVCs in the framework of the BCS theory.295 Unfortunately,
the gap values extracted from the conductivitiesGdiff differ
for the same substance when measured by diffe
groups.309,310This undesirable situation may be due not on
to the poor quality of the samples and junctions but also
intrinsic phenomena in oxides connected to their therm
history14 or to sample heating, which can be avoided by t
short-pulse technique.311

The main unconventional properties that are oft
present in different cuprates include a two- or even multip
gap CVC structure both fors and ns junctions as well as
CVC asymmetry forns junctions. Thus, two-gap behavior i
seen in the point-contact CVC of LSCO310 and in the tunnel
CVCs for s ~or ns! break junctions involving this oxide.312

The extra dip or dip–hump features are commonly obser
for both voltage polarities ins junctions or for one polarity in
ns junctions, which involve HgBa2Ca2Cu3O82y ~PCS!313 and
HgBa2Can21CunO2n121y with n51, 2, 3 ~TS!,301 YBCO
~TS!,314 YbBa2Cu3O72y ~TS!,314 and YBa2~Cu12yZny)3O7

~PCS!.315

For BSCCO-based tunnel junctions many experime
have revealed a ‘‘pseudogap’’ persisting aboveTc ~Refs.
316–319! and smoothly evolving intoD belowTc ~Refs. 317
and 318!, but sometimes coexisting withD.319 Unfortunately,
there is disagreement whether the pseudogap manifests
only in underdoped samples318 or also in overdoped ones.317

The STM method has even made it possible to trace
~pseudogap-related?! influence of CDWs on the electroni
DOS for Bi-O semiconducting planes.320

In the superconducting state of BSCCO, tunnel measu
ments in thens setup often show a dip~with a magnitude of
about 10% of the peak height! at about V'22D/e,317

whereas fors junctions the dips~or dip–hump structures! are
observed atV'63D/e.321 A thorough analysis of tunneling
data322 led the author to the conclusion that the CVCs f
BSCCO exhibit, in reality, 4 gaps: dielectric, supercondu
ing isotropic spinon, superconducting magnetic polaron w
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dx22y2 symmetry, and small superconducting withg-wave
symmetry. In this case it was not the partial-gapping but
phase-separation scenario that was adopted. It seems pr
ture to discuss the latter results, which are not yet confirm
by other groups.

In view of the existence of an asymmetrical dip, it
hardly surprising that the overall CVC patterns forns junc-
tions with BSCCO electrodes are also asymmetrical~includ-
ing the superconducting peak heights ofGns

diff(V)!.317,318,321

Asymmetrical CVCs in thens case have also been observ
for YBCO in TS and PCS experiments,314 for Hg-based
oxides,301,313 LSCO,312 and combined
YBCO-I -HoBa2Cu3O72x junctions.323

The dependencesGns
diff(V) for ns junctions with BSCCO

are shown as typical examples of asymmetrical pattern
Fig. 6. The major features of these curves are reproduce
our theory. The dip voltagesVns

dip should be identified with
D/e, bearing in mind the data which support the existence
CDWs in cuprates~see Sec. 2!. For the reasonable assum
tion S'D) one obtainseVns

dip'2D, in accordance with the
experiment. On the other hand, according to our theory, fs
junctions the smaller extra singular point ofJs(V) and
Gs

diff(V) is eVs
dip5D1D. Then the same chosen ratioS/D

5) leads toeVs
dip53D, which exactly matches the exper

mental values.321 As to the larger singularity ateV52D, its
calculated amplitude is much smaller. Making allowance
the inevitable CVC smearing,324 one should expect that th
singularity considered is invisible.

Most of the tunnel experiments for the electron-dop
oxide Nd1.85Ce0.15CuO42x demonstrate the convention
quasiparticle CVCs.325,326Only Gs

diff(V) obtained in Ref. 325
reveals the one-polarity dip ateV'2D for the symmetrical

FIG. 6. Tunneling spectra for BSCCO measured at 4.2 K for different o
gen doping levels. The curves are normalized to the conductance at 20
and offset vertically for clarity~zero conductance is indicated for each spe
trum by the horizontal line at zero bias!. The estimated error on the ga
values (2Dp) is 64 meV. The inset shows 200 superposed spectra meas
at equally spaced points along a 0.15mm line on overdoped BSCCO (Tc

571.4 K!, demonstrating the spatial reproducibility~from Ref. 317!.
e
ma-
d

in
by
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d

setup. It seems quite plausible that in these experiments
bs regime predicted earlier207,303is achieved.

It should be noted that the dielectrization concept s
vives for arbitrary superconducting gap symmetry,327 thus
preserving almost unaltered our interpretation of the exp
mental data.

In addition to our point of view and thedx22y2 interpre-
tation of theGdiff(V) fine structure in cuprates,328 one should
mention thes-wave two-gapSN layered model and the re
lated one which takes into account the surfaceD
modification.329 Another two-gap possibility for the super
conducting DOS was presented in Ref. 330 on the basi
the anisotropics-wave gap functionD(w)5D11D2 cos 4w.
The corresponding DOS feature points areuD12D2u and
D11D2 . There was also an attempt328 to describe the above
mentioned dips inGdiff(V) by the strong-coupling multibo-
son emission. This speculation was rejected by thed-wave
adherents331 on the basis of the too small magnitude of t
strong-coupling-induced peculiarities.

So far, only the quasiparticle currentsJ(V) have been
discussed. We are not aware of any nonstationary Josep
currentI 1(V) measurements for high-Tc oxides with the aim
of observing the Riedel singularity. The latter was foun
however, in BSCCO as a by-product of the Raman-act
optical phonon detection by theJ(V) current branch.332

These phonons were generated by the Josephson curren
the emission intensity strongly decreased after the spe
phonon frequencies exceeded the Riedel values 4D(T). It is
natural to suggest that the extra Riedel singularitiesD1D
and 2D ~in the s and bs cases! or D1DBCS ~in the ns
case!,207,293 although expected to be less vigorous, can
detected in the same manner as in Ref. 332. The confir
tion of the dielectrization influence onI 1(V) would be the
experimentum crucisfor the adopted underlying concept an
may also result in practical benefits, sinceuSu is usually much
larger thanD.

6.5.2. SDW superconductors

Heavy-fermion SDW superconducting compounds
the most probable objects to be described by the prese
scheme involving FS partial gapping. For instance, tun
CVCs areasymmetricalfor break junctions~symmetrical in
essence!! made of superconducting UNi2Al3.

333 This is rec-
onciled with our theory. However, the situation may turn o
more complex. In fact, subsequent PCS investigations
UNi2Al3 revealed no clear-cut gap features, whereas peak
SDW gap edges do exist in the related compound UPd2Al3

and vanish aboveTN .131 At the same time, the noticeabl
V-like falloff near zero bias for@Gs

diff(V)#21 in UNi2Al3 is
explained by self-heating effects.131

The compound URu2Si2 is a relatively thoroughly stud-
ied partially dielectrized superconductor. There are, ho
ever, substantial discrepancies for the parametersS and v
~see Table II!. TS and PCS measurements of URu2Si2 con-
ductivity both in thes and ns setups have been carried o
recently.109,115,119,125The respective CVCs clearly demon
strated gap-like peculiarities disappearing aboveTN , thus
being a manifestation of the SDW-related partial dielect
gapping. BelowTc , superconducting gap features were a
seen at voltages associated withTc’s by the BCS relation-
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ship. Usually, such experiments give an opportunity to
tain the 2S value directly as the voltage difference betwe
two humps~tunnel method!, or valleys~point-contact tech-
nique! of the curvesGdiff(V). However, in this case the
CVCs for junctions URu2Si2IM or URu2Si2CM, where C
denotes a constriction, are highly asymmetrical. It agr
qualitatively with our theory, but a quantitative comparis
is difficult. Direct tunnel or point-contact studies lead
strikingly different values ofS as compared to the valu
cited above, e.g.,S'68 K.115,119

It also turns out that the broken symmetry scenario
already been realized for URu2Si2 point homocontacts.119 In
agreement with our theory, the CVC asymmetry is sma
for homocontacts than for heterocontacts. Moreover,
gether with symmetrical CVCs, it often happens that
S-determined anomalies of the experimentaldV/dJ curves
are more pronounced on either the positive or negativV
branches. It correlates well with our classification of fo
mally symmetrical junctions as of thes, bs1, or bs2 types.

We should note that the cited tunnel and point-cont
measurements for junctions involving URu2Si2 were carried
out for single crystals, whereas our procedure of summa
of all possible tunnel currents between different FS secti
implies a certain directional averaging. However, the g
features and the general appearance, e.g., of thedV/dJ vs.V
dependences,119 are very similar for directions along thec
axis or normal to it. This is so because some kind of av
aging is inevitably present in such experiments. In this m
ner, our approach is reconciled with the experimental da

CONCLUSIONS

A great body of information analyzed in this review in
dicates the existence of common features for different cla
of superconducting substances. It is shown that they ca
adequately described in the framework of the partial elect
spectrum dielectrization concept. The competition betw
Cooper pairing and various instabilities resulting in oth
collective states, including DWs, is likely to constrain t
maximum possibleTc . On the other hand, the combine
phase in which DWs and Cooper pairing coexist gives rise
a great many new and interesting phenomena regardles
the background microscopic instability mechanisms. Furt
theoretical and experimental investigations will undoubte
enhance the number of such phenomena and provide us
their proper explanations.
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Zh. Éksp. Teor. Fiz.63, 1010~1972! @Sov. Phys. JETP36, 531 ~1972!#.
86H. J. Levinstein and J. E. Kunzler, Phys. Lett.20, 581 ~1966!.
87L. Y. L. Shen, Phys. Rev. Lett.29, 1082~1972!.
88V. A. Finkel, Structure of Superconducting Compounds@in Russian#,

Metallurgiya, Moscow~1983!.
89M. Greenblatt, W. H. McCarroll, R. Neifield, M. Croft, and J. V. Wasz

zak, Solid State Commun.51, 671 ~1984!.
90A. M. Gabovich, D. P. Moiseev, L. V. Prokopovich, S. K. Uvarova, a
.

,

d

.

.

-

n,

B

v.

.

,

V. E. Yachmenev, Zh. E´ksp. Teor. Fiz.86, 1727~1984! @Sov. Phys. JETP
59, 1006~1984!#.

91D. P. Moiseev, S. K. Uvarova, and M. B. Fenik, Fiz. Tverd. Tela~Len-
ingrad! 23, 2347~1981! @Sov. Phys. Solid State23, 1371~1981!#.

92S. Tajima, S. Uchida, A. Masaki, H. Takagi, K. Kitazawa, S. Tanaka, a
A. Katsui, Phys. Rev. B32, 6302~1985!.

93P. Szabo´, P. Samuely, A. G. M. Jansen, P. Wyder, J. Marcus, T. Kle
and C. Escribe-Filippini, J. Low Temp. Phys.106, 291 ~1997!.

94Z. Schlesinger, R. T. Collins, B. A. Scott, and J. A. Calise, Phys. Rev
38, 9284~1988!.

95M. Suzuki, Y. Enomoto, and T. Murakami, J. Appl. Phys.56, 2083
~1984!.

96C. U. Jung, J. H. Kong, B. H. Park, T. W. Noh, and E. J. Choi, Phys. R
B 59, 8869~1999!.

97V. N. Stepankin, A. V. Kuznetsov, E. A. Protasov, and S. V. Zaitse
Zotov, JETP Lett.41, 27 ~1985!.

98T. H. Lin, X. Y. Shao, J. H. Lin, C. W. Chu, T. Inamura, and T
Murakami, Solid State Commun.51, 75 ~1984!.
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The hypothesis that the semiconducting trend of the resistivityrc(T) in quasi-two-dimensional
high-Tc superconductors is of a fluctuational nature, due to charge ordering and a
superconducting transition, is discussed. At temperaturesT.T* ~T* is the charge ordering
temperature! these are fluctuations that prevent charge ordering. ForT<Tc0 , whereTc0 is the
temperature of the two-dimensional superconducting transition in mean-field theory,
regions with strong superconducting fluctuations arise in the copper–oxygen plane, leading to a
substantial temperature dependence of the probabilitytc(T) for the tunneling of charge
along theĉ axis in the normal state. ©2000 American Institute of Physics.
@S1063-777X~00!00205-X#
to
an

tin
o

na
th

d
t

c

o

-

f t
-

r

ns
rin
-
he
fo
g

ng
gen
f the

curs

for

a-

ripe

f

a

,

al
the
nge

he
d,
ion
in
a-
1. INTRODUCTION

Included in the class of quasi-two-dimensional~highly
anisotropic! superconductors are layered superconduc
with a weak interaction between copper–oxygen planes
a strong anisotropy of the resistivity: fromrc /rab;105 for
Bi2212 torc /rab;103 for YBa2Cu3O6.7 and La22xSrxCuO4.
The temperature dependencerc(T) of the resistivity of these
superconductors in the normal state is of a semiconduc
nature, which is indicative of incoherent charge transp
along theĉ axis. It should be noted that a three-dimensio
anisotropic superconductor with coherent dynamics of
charge motion in the normal state~e.g., YBa2Cu3O6.9! be-
comes quasi-two-dimensional when either a magneticB
.Bcr , whereBcr is the dimension crossover field, is applie
parallel to theĉ axis, or in the case of a doping deficit. A
temperatures in the region whererc exceeds the Mott limit
rM;1022 V• cm, the charge transport along theĉ axis can
be treated1 as a process of tunneling through a noncondu
ing barrier with a probabilitytc :

rc~T!.rM~N0tc!
21, ~1!

where N0 is the density of states in the CuO2 plane. The
failure of attempts to explain the semiconducting trend
rc(T) near the superconducting transition temperatureTc by
a decrease in the density of statesN0 on account of super
conducting fluctuation effects in the CuO2 plane2,3 has moti-
vated an examination of the temperature dependence o
tunneling probabilitytc(T).4–6 In the present paper we dis
cuss the hypothesis that the semiconducting behavio
rc(T) in quasi-two-dimensional high-Tc superconductors
~HTSCs! is the result of strong two-dimensional fluctuatio
due to a superconducting transition and charge orde
~stripe, strong antiferromagnetic~AFM!, and superconduct
ing fluctuations!. Here it is assumed that the transition to t
superconducting state occurs in two stages. First,
T<Tc0 , whereTc0 is the two-dimensional superconductin
3311063-777X/2000/26(5)/3/$20.00
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transition temperature in mean-field theory, regions of stro
superconducting fluctuations appear in the copper–oxy
plane, leading to substantial temperature dependence o
charge tunneling probabilitytc(T). Upon transition to the
coherent superconducting state of the sample, which oc
as in layered low-temperature superconductors,7,8 the tunnel-
ing probability will cease to depend on the temperature
T,Tc , provided thattc(Tc) is small.

2. TWO-DIMENSIONAL FLUCTUATIONS

Stripe fluctuations.

The charge ordering temperatureT* is ordinarily asso-
ciated with the observation of a pseudogap, with the form
tion of metallic~met! and insulating~ins! stripes in the CuO2
plane for T,T* , and with strong spin fluctuations. ForT
.T* the charge ordering is preceded by the onset of st
fluctuations—low-dimensional regions withmet and ins
stripes in the CuO2 plane, which may be due to instability o
a charge density wave. Such regions,;100 Å in size, have
been observed in the CuO2 plane at room temperatures in
layer-by-layer x-ray diffraction~XRD! scanning of copper-
doped La2CuO41d samples,9 and, as we shall show in Sec. 3
lead to a semiconducting trend ofrc(T).

Spin fluctuations.

Strong AFM fluctuations in quasi-two-dimension
HTSCs prevent two-dimensional Heisenberg ordering of
ins stripes, despite the substantial anisotropy of the excha
constants of the intraplaneJ0 and interplaneJ1 interactions
(J0 /J1.103). For T,T* , however, in theins stripes of the
CuO2 plane, in the absence of long-range AFM order in t
copper spin system the long-range order is not destroye10

and in regions with dimensions smaller than the correlat
length of the AFM fluctuations there exist fluctuational sp
waves with a linear dispersion relation having two activ
© 2000 American Institute of Physics
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tionless branches of oscillations, along and transverse to
stripe. The velocities of the longitudinal and transverse s
waves depend on the exchange integrals, which have va
smaller thanJ0 and are determined by the number of da
gling bonds between the spins of the copper atoms, whic
different for the directions along and transverse to theins
stripe.

Superconducting fluctuations.

It can be supposed that forT;Tc0,T* the exchange of
fluctuational spin excitations leads to pairing of quasipa
cles by a mechanism which has been discussed for nea
decade11,12 and which gives rise to fluctuational superco
ducting regions in the stripe planes, with dimensions that
determined by the correlation length of the AFM fluctu
tions. The finite sizes of the superconducting regions lead
a dimensional scaling, and the local temperatureTc0

l ,Tc0 is
determined by the averaged value of the exchange inte
tions of the copper atoms in the CuO2 plane~with allowance
for the dangling bonds at the boundaries of the region!.
Lowering the temperature atT,Tc0

l is accompanied by the
excitation of 2D fluctuational vortices and antivortices in t
superconducting regions, and forT5TBKT it leads to 2DXY
ordering,13 whereupon a superconducting state can arise
the plane~hereTBKT is the Berezinski�–Kostelitz–Thouless
temperature!.

3. ANOMALIES OF THE RESISTIVITY IN THE NORMAL
STATE OF QUASI-TWO-DIMENSIONAL HTSCs

The presence of stripes in the CuO2 plane and the coex
istence of regions of metallic, almost insulating, and sup
conducting phases atTc,T,Tc0

l has a substantial influenc
on the temperature dependence of the resistivity in the
mal state. It is now experimentally established4–6 that the
temperatureT* can be determined quite accurately from t
deviation ofra(T) from a linear trend. This can be unde
stood qualitatively if it is assumed that every charge enter
an ins stripe is acted on by an additional ‘‘antiferroma
netic’’ force which repels it from this stripe. Also leading t
a substantial decrease in the resistivityra(T) at T;Tc0

l is
the appearance of fluctuational 2D superconducting regi

The rc(T) curve measured in Ref. 5 for single crysta
of quasi-two-dimensional Bi2Sr2CaCu2O81d is inconsistent,
in our view, with nonlinearity ofra(T): the growth of the
resistivity rc begins at temperatures much higher thanT* .
This can be explained by supposing thatrc(T) is substan-
tially influenced by stripe fluctuations, which prevent char
ordering. ForT.T* the presence of a small number of stri
fluctuations in the CuO2 plane has almost no effect onra(T)
but substantially alters the character of the motion of
charges along theĉ axis: every stripe fluctuation is a ‘‘trap’
for charge, holding it in the CuO2 plane of that stripe fluc-
tuation. When the charge tunnels from one layer to anot
the ratio of the probabilities of its entering ametor ins stripe
is equal to the ratio of the widthsdm anddi of the respective
stripes (dm /di.1). If in tunneling the charge first enters a
ins stripe and only in the next layer enters ametstripe, then
the thickness of the Josephson interlayer is doubled, and
tunneling probability decreases. This can explain the tra
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tion within the normal state from metallic to semiconducti
behavior ofrc(T)—the growth in the number of stripe fluc
tuations with decreasing temperature leads to growth of
resistivity.

The coexistence of regions in the CuO2 plane with me-
tallic, almost insulating, and superconducting phases forTc

,T,Tc0
l prevents the transition of charge between lay

and leads to a semiconducting character of the charge tr
port, with various tunneling paths. As can be seen from
~1!, the functionrc(T) will be determined by the channe
with the lowest tunneling probability. The important role
the weak Josephson tunneling mechanism in HTSCs
pointed out by Anderson.14 Two-dimensional fluctuationa
superconducting effects give rise to two such channels. O
of them is due to the growth of the number of fluctuation
pairs and 2D vortices in the plane as the temperature is l
ered; this leads to different temperature dependences o
coherence lengthsjab(T) in the CuO2 plane andjc(T) along
the ĉ axis and to a temperature dependence of the tunne
probability tc(T);(jc(T)/jab(T))2. Thus, in the tempera
ture region Tc0* !T!2TBKT , where Tc0* is the minimum
value of the temperatureTc0

l , the coherence lengthjab(T)
5jab0(T/TBKT21)21/2, jc(T)5jc0(T), and

tc~T!;S jc0

jab0
D 2S T

TBKT
21D , ~2!

wherejab0 andjc0 are constants. The second channel with
temperature-dependent tunneling probability arises forTBKT

!T!Tc0* on account of the exponential dependence
jab(T) in the 2D XY model of Berezinski�, Kosterlitz, and
Thouless.

At sufficiently low values oftc(Tc)<Tc0 /«F ~«F is the
Fermi energy!,7,8 at T5Tc a coherent three-dimensional s
perconducting state is established in the quasi-tw
dimensional HTSC, the temperature dependences of the
herence lengthsjab(T) andjc(T) become the same, and, a
follows from Eq. ~2!, the tunneling probability no longe
depends on temperature. This agrees with the results of m
surements of the resistivity5 and London penetration depth.15

4. DISCUSSION OF THE RESULTS

The dynamics of the motion of charges along theĉ axis
for T.Tc ~specifically, questions pertaining to its incohere
character and the nature of the semiconducting behavio
rc(T) and the temperature dependence of the tunneling p
ability tc! is a key topic in the study of high-temperatu
superconductivity. As we have shown above, in quasi-tw
dimensional systems with incoherent dynamics of cha
transport along theĉ axis in the normal state~e.g., in
Bi2212! the semiconducting behavior of the temperature
pendence has a fluctuational nature:

— for T.T* it is due to fluctuations preceding charg
ordering; the existence of stripe fluctuations and the temp
ture of their onset as functions of the doping can be es
lished in the same way as for La2CuO41d ~Ref. 9!, and the
results can be compared with the measurements ofrc(T);

—for Tc,T,Tc0 the fluctuational 2D superconductin
effects in the CuO2 plane lead to different temperature d
pendences of the coherence lengthsjab(T) andjc(T) and to
a temperature dependence of the tunneling probabilitytc .
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This circumstance can be exploited for an experimental
termination ofTc0 and TBKT from the results of measure
ments of the semiconducting trend ofrc(T).

In an anisotropic three-dimensional superconductor w
coherent dynamics of the charges along theĉ axis and three-
dimensional charge ordering~e.g., in YBCO!, the variations
in ra(T) andrc(T) for T,T* are correlated,16 i.e., the re-
gions with spin-wave fluctuations and the regions with flu
tuations of the superconducting order parameter are th
dimensional. However, the application of a magnetic fi
B.Bcr parallel to theĉ axis alters the degree of anisotrop
of the sample—it become quasi-two-dimensional, w
strongly three-dimensional fluctuations and incoher
charge dynamics, and this is manifested in the semicond
ing behavior ofrc(T) for T.Tc(B).4

The author is profoundly grateful to B. G. Lazarev f
very helpful discussions of current topics in superconduc
ity. This study was done with informational support as p
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The existence of surface spin waves near a compensated ferromagnet–antiferromagnet interface
is predicted on the basis of the classical Heisenberg model. The frequencies of these spin
waves lie outside the continuous spectra of the magnets. In the case of a noncollinear configuration
of the interface there exists a Goldstone mode of surface spin waves, while for a collinear
configuration there are activational modes. ©2000 American Institute of Physics.
@S1063-777X~00!00305-4#
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INTRODUCTION

Surface spin waves~SSWs! localized at the interface be
tween half spaces occupied by a ferromagnet~FM! and an
antiferromagnet~AFM! having anisotropy of the easy ax
type are investigated in the classical Heisenberg model.
face spin waves on the free surface of various magnets h
been investigated previously in both theoretical and exp
mental studies~see the review1 and the references cite
therein!. The free~001! surface of a simple cubic~SC! fer-
romagnetic crystal was considered in Refs. 2 and 3. In
model with a nearest-neighbor interaction, SSWs arise o
when the exchange interaction constant changes in the n
surface layer. However, in a SC ferromagnet with a~110!
free surface3 and in bcc and fcc ferromagnets, surface s
waves arise even when the exchange constant has the
value in the bulk and on the surface. SSWs always exis
the free surface of an antiferromagnet.4

Magnetic multilayer systems with practically ideal inte
faces between layers have been fabricated and studie
cently in connection with their extensive technical uses, a
the problem of SSWs on interfaces between magnets
become a topical issue. The most interesting multilayer s
tems are those consisting of thin films of a ferromagnet
an antiferromagnet~see the review5 and references cited
therein!. These systems have a shifted hysteresis loop~the
exchange bias effect! and a coercive force that is many time
greater than the coercive force of the constituent ferrom
net. Many FM/AFM systems exhibit the giant magnetores
tance effect. The theoretical and experimental study
multilayer FM/AFM materials has been of great interest
the decade of the 1990s in connection with their applicat
in magnetic storage technologies, for fabricating magn
disks and read/write heads. In addition, these materials
extremely attractive for making permanent magnets
magnetic sensors.

Spin waves in periodic FM/AFM superlattices were e
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amined in Refs. 6 and 7, and spin waves in a thin ferrom
netic slab bordering an antiferromagnet were studied in R
8–10. In the aforementioned papers the spin waves were
surface-localized and their frequencies depended subs
tially on the thickness of the ferromagnetic layer. In t
present paper we study specifically surface spin waves a
interface between a semi-infinite FM and AFM.

1. MODEL

Let us consider a simple cubic lattice of localized ma
netic moments and assume that one half space is occupie
a ferromagnet and the other by an antiferromagnet~A in Fig.
1!. In this case the FM/AFM interface is compensated, i
the magnetization of the near-surface layer of the AFM
zero in the limit of weak coupling between the magnets.

For simplicity we shall ignore the magnetic dipole
dipole interaction~exchange approximation!. The conditions
of applicability of the exchange approximation depend
the geometry of the particular problem~bulk waves, surface
waves, or waves in films!, but usually it is necessary to hav
a sufficiently short wavelength:

(kl0)2@4p/b for bulk waves in a ferromagnet,11 where
k is the wave number,l 0 is the magnetic length, andb is the
anisotropy constant of the continuum model;

kl0@2ph/(b l 0) for waves in a film of thicknessh;12

kl0@2p/b for surface waves penetrating to a dep
equal to the magnetic lengthl 0 . The static condition 4p/b
!1 is discussed in Ref. 13.

Thus the expression for the energy of the system can
written in the form

E52(
l ,d

1

2
J~ l ,l 1d!S~ l !•S~ l 1d!

2(
l

B~ l !

2
~S~ l !•ez!

2, ~1!
© 2000 American Institute of Physics
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FIG. 1. Collinear (A,B,C) and noncollinear (S) phases in the case of ‘‘checkerboard’’ ordering of the AFM with a compensated interface~b f50.2,
ba50.3, r50.4, j 50.9!.
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where l is a lattice site andd its nearest neighbors,J( l ,l
1d) is the exchange integral between sitesl and l 1d, S( l )
is the classical spin vector at sitel , and B( l ).0 is the
single-ion anisotropy constant. Let us assume that the ax
easy magnetization is thez axis and that thex axis is per-
pendicular to the interface~the discrete indexn5nx enumer-
ates the atomic layers along this axis!. This assumption is no
of a fundamental nature, since in the absence of a magn
dipole–dipole interaction the energy of the system is in
pendent of the relative directions of the easy axes and
normal to the interface. The interface lies in theyz plane,
and the upper half space (n>0) is occupied by an antiferro
magnet for whichJ( l ,l 1d)52Ja , uS( l )u5Sa , and B( l )
5Ba . The lower half space (n,0) is occupied by a ferro-
magnet withJ( l ,l 1d)51Jf , uS( l )u5Sf , and B( l )5Bf .
The exchange across the interface is assumed to be f
magnetic,J( l ,l 1d)51Jf a .

For the exposition below it will be convenient to intro
duce dimensionless anisotropy constants,

b f5
Bf

Jf
, ba5

Ba

Ja
, ~2!

and the dimensionless parameters

j 5
Jf a

AJfJa

, r5
Sa

Sf
AJa /Jf . ~3!

The parameterj characterizes the interface as a localiz
magnetic defect, andr is the difference of the exchange in
teraction constants. In the static case the set of four par
eters~2! and ~3! completely characterize the system.

The antiferromagnets in FM/AFM systems genera
have appreciable single-ion magnetic anisotropy, and the
isotropy of such well-known AFMs as FeF2 and CoO is of
the easy-axis type. On the other hand, in the ferromagnet~in
particular, iron, cobalt, and Permalloy! the anisotropy con-
stants are small, but they cannot be neglected in the
when the thickness of the ferromagnetic film is much lar
than the magnetic lengthl f5a(Jf /Bf)

1/2, where a is the
lattice constant. Indeed, in the latter case the spins in
ferromagnet are oriented parallel to the easy axis except
of
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-
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boundary layer with a thickness of the order ofl f . If the
anisotropy in the ferromagnet were neglected, then the s
in it would tend to orient themselves perpendicular to t
easy axis of the antiferromagnet.14,15

The magnetic structure of an FM/AFM system in th
model described above has been investigated in Ref.
where it was shown that for different values of the para
etersb f , ba , r, and j the stable phase turns out to be one
the collinear phases~A,B,C in Fig. 1! or the noncollinear
~canted! phase~S in Fig. 1!. The collinear phasesB and C
are stable only in the case when the anisotropy constants
of the order of the exchange constants. Such FM/AFM s
tems lie beyond the scope of this paper. PhaseA is stable for
Jf a,Jbif , whereJbif is the critical value ofJf a , at which a
second-order phase transition~bifurcation of the ground state
with spontaneous symmetry breaking! to the noncollinear
phase occurs. As the order parameter we can take the c
ponent of the total magnetization parallel to the interfa
Mz .

The dynamics of the classical total spin vectorS( l ) is
described by the discrete Landau–Lifshitz equation:

\
dS~ l !

dt
52S~ l !3

]E

]S~ l !
. ~4!

It should be emphasized thatS is the classical spin vector. A
classical treatment of the spin is justified whenS is much
greater than unity. Often instead of the spin vectorS one
uses the spin magnetic moment vectorm:

m522m0S, ~5!

wherem0 is the Bohr magneton. In terms ofm the Landau–
Lifshitz equation becomes

dm~ l !

dt
5

2m0

\
m~ l !3

]E

]m~ l !
.

We shall use the spin vectorS everywhere below.
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2. DYNAMICS OF THE FMÕAFM INTERFACE IN A COLLINEAR
SPIN CONFIGURATION

The wave vectork5(ky ,kz) for surface spin waves lie
in the plane of the interface,yz. Here the values ofky andkz

should be taken from within the two-dimensional Brillou
zone in Fig. 2. It is of interest to compare the dispers
relations for bulk spin waves of the ferromagnet and antif
romagnet with the dispersion relation for surface spin wav
In the same notation as above, the dispersion relations
bulk spin waves in a FM and in an AFM have the respect
forms

g fv561b f22@cos~akx!1cos~aky!1cos~akz!#, ~6!

and

~gav!25~61ba!224@cos~akx!

1cos~aky!1cos~akz!#
2, ~7!

where

g f5
\

JfSf
, ga5

\

JaSa
. ~8!

We note that the wave vectork in expressions~6! and
~7! appears only in the form of the combination cos(akx)
1cos(aky)1cos(akz). This is because only the nearest neig
bors have been taken into account. We shall show below
the frequency of SSWs depends on the combination

q52 cos~aky!12 cos~akz! ~9!

and is independent of the sign ofq.
Therefore the dispersion relation for bulk spin waves

conveniently written in the form of the dependence of t
frequencyv on the parametersq andkx , with the parameter
q varying from24 to 4. In Fig. 3 we show the functionv
5v(42q, kx), since the quantity 42q goes to zero at the
point kx5ky50. Although the parameter 42q varise over
the interval @0,8#, the interval shown in Fig. 3 is 42q
P@0,4#, which corresponds to the Brillouin zone for SSW
The spectrum of bulk spin waves consists of two zones c
responding to positive and negative values of the param
q.

FIG. 2. Two-dimensional reciprocal lattice and the Brillouin zone~shaded
region!; these correspond to translational symmetry of the interface betw
the magnets.
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As we shall show, the frequencies of SSWs for anyq
must lie outside the continuous spectra of both the FM a
the AFM.

In the case of a collinear spin configuration, it is conv
nient to use the complex dynamical variables

S6~ l !5Sx~ l !6 iSy~ l !, ~10!

which are the classical analogs of the magnon creation
annihilation operators. In term of these variables Eq.~4! be-
comes

6 i\
dS6~ l !

dt
52Sz~ l !

]H

]S7~ l !
2S6~ l !

]H

]Sz~ l !
. ~11!

For the Hamiltonian~1! the equation forS1( l ) is written

i\
dS1~ l !

dt
52(

d
J~ l ,l 1d!$S1~ l !Sz~ l 1d!

2S1~ l 1d!Sz~ l !%1B~ l !Sz~ l !S1~ l !. ~12!

To linearize Eq.~12! around the collinear ground state
we must replaceSz( l ) by s( l )56S( l ), whereS( l ) is the
value of the spin at sitel .

We consider a spin wave of the form

S1~ l ,t !5S1~n,ny ,nz ,t !5exp@2 ivt1 ik•Rl #un
~m! ,

~13!

en

FIG. 3. Dispersion curves for surface spin waves in the caseJf5Ja5Sf

5Sa51, Bf50.2, andBa50.4, with Jf a51 in the collinear phase~a! and
Jf a51.5 in the noncollinear phase~b!. The dot-and-dash curves correspon
to the spin-wave spectra in the FM and AFM forkx50 ~for bulk waves
propagating along the interface!.
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wherek is a wave vector from within the two-dimension
Brillouin zone lying in the plane of the interface,Rl is the
radius vector of the lattice sitel (n,ny ,nz), and the indexm
enumerates the two physically inequivalent sublatticesm
51 if n1ny1nz is even, andm52 otherwise. We assum
that in the bulk of the antiferromagnets( l )51Sa for sub-
lattice 1, ands( l )52Sa for sublattice 2, while in the ferro-
magnets( l )51Sf for both sublattices.

Substitution of~13! into Eq. ~12! leads to following re-
sult in the bulk of the antiferromagnet (n5nz.0):

un
~1!~r 2!21qun

~2!1un21
~2! 1un11

~2! 50,

un
~2!~r 1!21qun

~1!1un21
~1! 1un11

~1! 50, ~14!

where the superscripts~1! and ~2! correspond to differen
sublattices, and

r 1,25A61ba6gav. ~15!

Analogously, in the bulk of the ferromagnet (n,21)
we get

un
~1!R2qun

~2!2un21
~2! 2un11

~2! 50,

un
~2!R2qun

~1!2un21
~1! 2un11

~1! 50, ~16!

where

R561b f2g fv. ~17!

We seek the solution of the system of difference eq
tions ~14! in the antiferromagnetic half space in the form

un
~m!5x~m! exp~ i a

un!, ~18!

wherex (1) andx (2) are constants, and the parameterua char-
acterizes the degree of attenuation of the amplitude of
surface spin wave in the bulk of the AFM. Substitution
~18! into ~14! allows two different possible values,ua5ua1

andua5ua2 , for which

cosua1,252
1

2
@q6r 1r 2#. ~19!

The valuesua1 and ua2 from Eq. ~19! are the same a
u1,2 from Ref. 4. In order that the solution of the form~18!
describe a surface-localized wave, the amplitudesun

(m) of the
both components of the wave must go to zero with distan
from the interface. This is possible if Imua1,2.0. For this to
be the case, the frequencyv ~for any givenq! must lie out-
side the continuous spectrum of the antiferromagnet, wh
is given by expression~7! for positive and negative values o
q in the interval@0,4# and values ofkx in the interval@0,p#.

The general solution for the AFM half space is biparti
i.e., it is a superposition of two solutions of the form~18!,
with ua taking the valuesua1 andua2 :

un
~1!5r 1@Aa1 exp~ iua1n!1Aa2 exp~ iua2n!#,

un
~2!5r 2@Aa1 exp~ iua1n!2Aa2 exp~ iua2n!#, ~20!

where Aa1 and Aa2 are the amplitudes of the two compo
nents of the surface wave.

The general solution of equations~16! for the ferromag-
netic (n,21) half space is also bipartial, and has the fo

un
~1!5Af 1 exp~ iu f 1~212n!!1Af 2 exp~ iu f 2~212n!!,
-

e

s

h

,

un
~2!52Af 1 exp~ iu f 1~212n!!

1Af 2 exp~ iu f 2~212n!!, ~21!

where

cosu f 1,252
1

2
@q6R#. ~22!

The condition that the SSW be localized in the ferromagne
half space has the form Imuf1,2,0 and is satisfied when th
frequencyv lies outside the continuous spectrum of the F
~for any q!. Below we shall consider only SSWs with fre
quencies below the lower edge of the continuous spectrum
the interval qP@0,4#. To determine the spectrum of th
SSWs we must write the dynamical equation~12! for the
near-surface sites and substitute solution~13! into them. For
the collinear phaseA ~Fig. 1! the solutions~20! and~21! are
valid all the way up to the near-surface layers~n50 and
n521, respectively!, while equation~12! for n50 and
n521, with allowance for~13!, gives a system of algebrai
equations,

u0
~1,2!S 51ba2gav1

j

r D1qu0
~2,1!1u1

~2,1!2
Jf a

Ja
u21

~2,1!50,

u21
~1,2!~51b f2g fv2 j r!2qu21

~2,1!1u22
~2,1!2

Jf a

Jf
u0

~2,1!50,

~23!

where we have used the quantitiesr and j defined in Eq.~3!.
Substituting expressions~20! and ~21! into equation

~23!, we obtain a system of four linear homogeneous eq
tions for the amplitudesAf ,a,1,2, the compatibility condition
for which is given in implicit form by the SSW dispersio
relationv5v(k):

U 2
r j

2
j1 2

r j

2
j2 2r j F f 2

r j

2
j2

r j

2
j1 F f 1 2r j

j

2r
l12

1

2
l2 Ga21

j

2r
l2

j

2r
h1 2

j

2r
h2

Ga11
j

2r
l2

j

2r
l12

1

2
l2

j

2r
h2 2

j

2r
h1

U50,

~24!

j65r 16r 2 , h65
1

r 2
6

1

r 1
, l65

r 1

r 2
6

r 2

r 1
,

F f 2551b f2g fv2q2exp~ iu f 2!,

F f 1551b f2g fv1q1exp~ iu f 1!,

Ga15Fa1112
l1

2
, Ga25Fa2112

l1

2
,

Fa15r 1r 2211q1exp~ iua1!,

Fa25r 1r 2212q2exp~ iua1!.

After elementary transformations, the determinant~24! is
brought to the simple form
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U j1 j2 1 F f 2 /~r j !

j2 j1 F f 2 /~r j ! 1

4~61ba!24~r/ j !gav 4~r/ j !r 1r 2Ga214gav j1 j2

4~r/ j !r 1r 2Ga114gav 4~61ba!24~r/ j !gav j2 j1

U50. ~25!
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Further study of the dispersion relationv(q) and the
construction of graphs are done numerically. The dispers
curves are shown in Fig. 3a for quite typical values of t
system parameters~Jf5Ja5Sf5Sa51, Bf50.2, Ba50.4,
andJf a51!; we recall that the point 42q50 corresponds to
the valuek50, and the maximum value 42q54 corre-
sponds to the boundary of the Brillouin zone in Fig. 2!. For
simplicity the exchange constants were chosen equal, an
choice of the values ofBf andBa reflects the following two
properties of real FM/AFM systems: 1! the single-ion anisot-
ropy constants are much less than the exchange constan!
Ba is, as a rule, larger thanBf . It should be noted that the
typical form of the dispersion relation shown in Fig. 3a
valid over a rather wide range of parameters.

We see from Fig. 3a that two branches of surface wa
exist in the collinear phase. The upper branch lies quite c
to the lower boundary of the spectrum of bulk waves in
FM and, in the limit of weak coupling between the magn
(Jf a→0) it goes over to a FM bulk wave propagating alo
the interface. This is easily seen in Fig. 4, which shows
function v5v( j ) for the values ofBf ,a , Jf ,a , and Sf ,a

given above and for the values 42q50 ~Fig. 4a! and 4
2q51 ~Fig. 4b and 4c!.

The lower branch in the limitJf a→0 goes over to SSWs
of the antiferromagnetic half space, with a negat
frequency.4 As Jf a is increased, the two branches come
gether, and when the aforementioned critical valueJbif is
reached, the frequency of one of the modes goes to ze
the pointky5kz50 (42q50) ~see Fig. 4a!. Here the phase
transition described in Ref. 16 occurs, and the system pa
into the noncollinear phaseS. For the choice of parameter
indicated above we haveJbif'1.249, and the upper branc
of the SSWs goes to zero.

3. DYNAMICS OF THE FMÕAFM INTERFACE IN A
NONCOLLINEAR SPIN CONFIGURATION

Let us consider the case when the ground state of
system is a noncollinear configuration of spins with an an
of rotationu l of the spinS( l ) in thexz plane. For each lattice
site we introduce its own rotated coordinate syst
(x8y8z8), which is related with the direction of the spinS( l )
in such a way that they8 axis coincides with they axis and
thez8 axis is directed along the spinS( l ) in the ground state
Then the components of the vectorS( l ) in the (xyz) system
are expressed in terms of its components in the new sys
as

Sx~ l !5cos~u l !Sx8~ l !2sin~u l !Sz8~ l !,

Sy~ l !5Sy8~ l !, ~26!

Sz~ l !5cos~u l !Sz8~ l !1sin~u l !Sx8~ l !.
n
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Let us rewrite Hamiltonian~1! in the new variables
Sx8( l ), Sy8( l ), Sz8( l ). The exchange term becomes

S~ l !S~ l 1d!5Sy8~ l !Sy8~ l 1d!1cos~u l2u l 1d!

3@Sx8~ l !Sx8~ l 1d!1Sz8~ l !Sz8~ l 1d!#

1sin~u l2u l 1d!@Sx8~ l !Sz8~ l 1d!

2Sz8~ l !Sx8~ l 1d!#, ~27!

and the single-ion anisotropy energy

Sz
2~ l !5cos2~u l !Sz8~ l !212 sin~u l !cos~u l !Sz8~ l !Sx8~ l !

1sin2~u l !Sx8~ l !2. ~28!

Equations~4! are written in the new system as

\
dSx8~ l !

dt
5Sz8~ l !

]H

]Sy8~ l !
2Sy8~ l !

]H

]Sz8~ l !
, ~29!

2\
dSy8~ l !

dt
5Sz8~ l !

]H

]Sx8~ l !
2Sx8~ l !

]H

]Sz8~ l !
, ~30!

or, when~1!, ~27!, and~28! are taken into account and afte
linearization,

\
dSx8~ l !

dt
5(

d
J~ l ,l 1d!$cos~u l2u l 1d!S~ l 1d!Sy8~ l !

2S~ l !Sy8~ l 1d!%1B~ l !S~ l !cos2~u l !Sy8~ l !,

~31!

2\
dSy8~ l !

dt
5(

d
J~ l ,l 1d!cos~u l2u l 1d!$S~ l 1d!Sx8~ l !

2S~ l !Sx8~ l 1d!%

1B~ l !S~ l !cos~2u l !Sx8~ l !. ~32!

Since we are interested in surface spin waves, we s
the solution of equations~31! and~32! in the form of a wave
whose wave vectork is directed along the FM/AFM inter-
face and whose spin vector executes elliptical precessio

Sx8~ l !5un
u cos~vt2k•Rl !, ~33!

Sy8~ l !52vn
m sin~vt2k•Rl !, ~34!

whereRl is the radius vector of thel th site.
The result is an eigenvalue problem for the frequenc

v with a square non-Hermitian matrix. Owing to the perio
icity of the system in the plane of the interface, it is sufficie
to consider 2(Nf1Na) spins and, consequently, the dime
sion of the matrix is 4(Nf1Na), whereNf and Na are the
numbers of atomic layers parallel to the interface in the f
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romagnet and in the antiferromagnet, respectively. A num
cal diagonalization of the matrix yields the SSW spectrum
the system.

To find the SSW spectrum numerically one must fi
find the values of theu l @of which there are 2(Nf1Na)] for
the noncollinear phase under study. These are found usin
algorithm similar to that used in Refs. 6 and 7. Initially
random ~not possessing symmetry! configuration of the

FIG. 4. SSW frequencies as functions of the dimensionless exchange
action constantj 5Jf a /AJfJa for Jf5Ja5Sf5Sa51, Bf50.2, Ba50.4,
with the values 42q50 ~a! and 42q51 ~b,c!. The horizontal dotted lines
correspond to the valuesv5v f(q), v5va(q) ~the lower boundaries of the
FM and AFM spectra, respectively, for the givenq!, andv50. The vertical
dashed line corresponds to the point of the transition from the collinea
the noncollinear phase,Jbif51.249.
i-
f

t

an

2(Nf1Na) spins lying in one plane is generated. For ea
spin S( l ) the local ‘‘effective’’ field

Heff~ l !5(
d

J~ l ,l 1d!S~ l 1d!1
B~ l !

2
Sz~ l !ez ~35!

is calculated, and that spin is oriented along the direction
Heff(l). An orientation operation is performed for each sp
of the system. The energy of the system decreases in
process. After this procedure is repeated many times,
system relaxes to a local minimum of the energy. To find
absolute minimum of the energy the algorithm must
started several times. The states of the system correspon
to local minima of the energy differ from the ground state
the presence of domain walls connected to the interface.
vestigation of SSWs in such systems is beyond the scop
this study. The values ofNf , Na , and the number of itera
tions are chosen so as to achieve the required accuracy o
calculation. A numerical experiment shows that ifNf andNa

are taken 10 times larger than the magnetic lengths of
FM and AFM, respectively, thenu l is calculated to an accu
racy of not worse than 1025, and the SSW frequencies to a
accuracy not worse than 231026.

The values ofu l obtained are used to find the elemen
of the aforementioned matrix. Numerical diagonalization
the matrix gives 4(Nf1Na) real eigenfrequencies of the sy
tem. It is not difficult to identify among these the frequenci
of surface-localized modes. First, for the SSWs the am
tudes of precession of the spins tend toward zero far from
interface. Second, the SSW frequencies must lie outside
continuous spectra of the FM and AFM. These conditio
which were already discussed for the collinear phase,
also valid for the noncollinear phase, sinceu l→0 as one
moves away from the interface.

Figure 3b shows the dispersion relations for bulk wav
in the FM and AFM and surface waves near the interfa
obtained by numerical solution of the eigenvalue proble
for the system parametersJf5Ja5Sf5Sa51, Bf50.2, Ba

50.4, andJf a51.5. HereJf a.Jbif , unlike the case for the
parameters chosen for constructing the curves in Fig.
Here it was assumed thatNf523 andNa517 ~10 magnetic
lengths!.

The single mode of SSWs is a Goldstone mode —
vanishing of the frequency at the pointk50 is due to the
continuous degeneracy of the noncollinear phase with
spect to the azimuthal angle of the plane of rotation of
spins. Taking the magnetic dipole–dipole interaction into
count lifts this degeneracy, and therefore in reality the
arises an activation of the spectrum for the noncollin
phase as well. AsJf a is decreased through the phase tran
tion point, the upper branch of the SSW spectrum becom
Goldstone mode~Fig. 4!. For the lower branch of SSWs a
the pointJbif the amplitudeAf 2 of the SSW that penetrate
deeply into the ferromagnet goes to zero. In the noncollin
phase the corresponding mode in the caseJf a.Jbif should be
associated not with the negative but with the positive f
quency, and it is no longer surface-localized.

The strongest dependence of the frequency of the up
mode of SSWs onj is observed for very long wavelength
42q'0 ~Fig. 4a!. For 42q of the order of 1~e.g., 42q
51 in Fig. 4b! this dependence is only slight, even thoug
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as can be clearly seen in Fig. 4c, which shows only the up
mode of SSWs for 42q51, the dispersion curve has a pe
at the phase transition point.
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Scattering of a radially symmetric spin wave on a magnetic vortex in a two-dimensional
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The scattering amplitude for a radially symmetric spin wave~azimuthal numberm50! on a
vortex in an easy-plane ferromagnet is found by analytical and numerical calculations in the long-
wavelength approximation~wave number much larger than the inverse size of the vortex
core!. It is found that the scattering amplitude of a radially symmetric spin wave is smaller than
that for a translational mode (m561) with the same value of the wave number. ©2000
American Institute of Physics.@S1063-777X~00!00405-9#
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INTRODUCTION

Solitons are known to play an important role in the d
namics and thermodynamics of one- and two-dimensio
~1D and 2D! nonlinear ordered media, and magnets in p
ticular. For a consistent analysis of the dynamical proper
of a vortex and of the thermodynamic quantities of a
magnet it is necessary to know not only the structure of
solitons but also the properties of magnon modes in the p
ence of a soliton. Local modes, especially zero modes,
extremely important for constructing the soliton thermod
namics in the 1D case.1–3 For example, in the soliton phe
nomenology method4 the local modes govern the temper
ture dependence of the density of 1D solitons. Local mo
are also of interest in connection with the fact that re
nances at them can be observed directly in experiment.5,6

For 1D magnets a number of exact solutions describ
both solitons and magnon modes against a soliton ba
ground are known. In the two-dimensional case the situa
is considerably more complicated. As a rule, the analysis
solitons is done by numerical methods. The Belavi
Polyakov soliton, which exists in isotropic magnets, is a s
cial case, since an analytical solution is known for it. F
isotropic magnets with a Belavin–Polyakov soliton it is al
possible to find certain analytical results pertaining
soliton–magnon scattering.7 However, for magnetic vortices
which are most important for describing real magnets~it is
known that solitons of the vortex type are responsible for
Berezinsk�–Kosterlitz–Thouless transition8 and contribute to
the response function of a 2D magnet9!, practically all the
results exist only in the form of numerical data obtained
simulations on large lattices. An exception is the trans
tional mode with azimuthal numberm561,10 for which an
exact solution of the Landau–Lifshitz equation, correspo
ing to a shift of the soliton as a whole, is known forv50.
Another physically important case, for which a maxim
scattering is expected,11,12 is the radially symmetric mode
(m50). For this case, however, only numerical data for c
tain values of the wave numberk are known, and it is not
3411063-777X/2000/26(5)/4/$20.00
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possible to recover the form of the scattering amplitudes0

from these data.10

In the present paper we develop a method which use
combination of analytical and numerical calculations to p
mit investigation of the scattering of a radially symmetr
wave on a magnetic vortex and yields the functions0(k) in
the long-wavelength approximation.

MODEL AND THE PROBLEM OF THE SCATTERING OF A
MAGNON ON A VORTEX

The macroscopic dynamics of a ferromagnet is descri
by a classical vector order parameter, which is the magn
zation M or the unit vectorm5M /M0 , where M0 is the
saturation magnetization. The vectorm is conveniently writ-
ten in angle variables,m5$sinu cosw,sinu sinw,cosu%. The
energy density of an easy-plane ferromagnet is written a

W5JH ~¹u!21sin2 u~¹w!21
1

r v
2

cos2 uJ , ~1!

whereJ.0 is the exchange integral; the characteristic m
netic lengthr v5AJ/K@a, whereK is the anisotropy con-
stant anda is the lattice constant. The dynamics of the FM
described by the Landau–Lifshitz equation, which for an e
ergy of the form~1! can be written as

¹2u1sinu cosuF 1

r v
22~¹w!2G51

sinu

crv

]w

]t
, ~2!

¹~sin2 uw!52
sinu

crv

]u

]t
, ~3!

wherec is the magnon phase velocity~see Ref. 1 for details!.
The ground state of an easy-plane ferromagnet co

sponds tou5p/2 with an arbitrary value of the angl
w5w0 . Small oscillations of the magnetization against t
background of this ground state are due to magnons wi
linear dispersion relationv5ck, wherek5uku is t modulus
© 2000 American Institute of Physics
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of the wave vectork. In the static limit the system of equa
tions ~2!, ~3! has a solution describing a magnetic vortex:1

w5qx1w0 , u5u0~x!, x5r /r v , ~4!

wherew0 is an arbitrary constant;r andx are polar coordi-
nates in the planexy of the magnet;q561,62,... is the
topological charge of the vortex. The functionu0(x) satisfies
an ordinary differential equation

d2 u0

dx2
1

1

x

du0

dx
1sinu0 cosu0S 12

q2

x2D 50 ~5!

with the natural boundary conditionsu0(0)50, u0(`)
5p/2. The lowest energy of the vortex corresponds to
topological chargeuqu51.

For analysis of small oscillations against the backgrou
of the vortex, we write the angle variables in the form

u5u0~r !1q, w5qx1w01~sinu0!21m. ~6!

Substituting this expression into~2!, ~3!, and linearizing
with respect toq andm, we obtain the following system o
linear differential equations:

@2¹x
21V1~x!#q1

2q cosu0

x2

]m

]x
52

r v

c

]m

]t
, ~7!

@2¹x
21V2~x!#m2

2q cosu0

x2

]q

]x
51

r v

c

]q

]t
, ~8!

where ¹x5r v¹; the potentialsV1(x) and V2(x) have the
form10,13

V1~x!5Fq2

x2
21Gcos 2u0 ,

V2~x!5Fq2

x2
21Gcos2 u02Fdu0

dx G2

. ~9!

The dynamic part of Eqs.~7! and ~8! for a FM differ
substantially from the corresponding terms obtained for
antiferromagnet.11 In particular, in an antiferromagnet Eq
~7! and ~8! become independent for the case of a radia
symmetric mode@m50 or q5u(r ), w5w(r )#, and this
leads to the existence of purely local modes within the c
tinuous spectrum. In the case of a ferromagnet these e
tions form a coupled system even form50, and this makes
the problem complicated, since there is no known gen
method for studying such equations.

Following Ref. 10, we shall seek a solution forq andm
in the form

q5(
n

(
m52`

1`

f a~x!cos~mx1vat1dm!, ~10!

m5(
n

(
m52`

1`

ga~x!sin~mx1vat1dm!, ~11!

wherea5(n,m) enumerates the eigenfunctions, anddm is
an arbitrary phase. Substituting these formulas into~7! and
~8!, we obtain the following eigenvalue problem forf m ,gm :
a

d

n

y

-
a-

al

F d2

dx2
1

1

x

d

dx
2

m2

x2
2V1~x!G f a5Fvr v

c
1

2qmcosu0

x2 Gga ,

~12!

F d2

dx2
1

1

x

d

dx
2

m2

x2
2V2~x!Gga5Fvr v

c
1

2qmcosu0

x2 G f a ,

~13!

which is a coupled system of two differential equations co
taining Schro¨dinger operators.

In what follows we shall consider only the casem50,
q51, and it will therefore be convenient to drop the indic
on the eigenfunctions and setf a(x)[ f (x), ga(x)[g(x). As
we have said, there are no general methods of analysis
equations of this type, and their properties can differ stron
from those of the well-studied problems of the typeĤc
5vc. In particular, for systems of the form~12! and ~13!
there is no known analog of the oscillation theorem, a
features of the local-mode type, which are known to be
sent for the usual eigenvalue problem, can arise inside
continuum~see Ref. 10!. Let us restrict our analysis of th
system~12!, ~13! to small values ofv. This simplifies the
analysis, since forv50 there is a known exact analytica
solution of system~12!, ~13!, viz.,

f ~x!50, g~x!5sinu0~x!. ~14!

The existence of this solution is due to the obvious symme
of the vortex with respect to variations of the arbitrary p
rameterw0 . Substituting the expression forg(x) into Eq.
~12!, we can see that forvÞ0 the function f (x), in the
lowest order of approximation inv, is proportional tov,

f ~x!5v
r v

c
F~x!5krvF~x!, ~15!

and can be found from the solution of the ordinary differe
tial equation

d2F

dx2
1

1

x

dF

dx
1cos 2u0S 12

1

x2D F5sinu0 . ~16!

FIG. 1. Form of the functionF(x)1@x sinu0(x)#8 obtained numerically.
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The results of a numerical calculation of the functionF(x)
1@x sinu0(x)#8, where the prime denotesd/dx, are plotted in
Fig. 1.

Substituting the expression forf (x) into ~13!, we obtain
an equation forg(x):

d2g

dx2
1

1

x

dg

dx
1F S 12

1

x2D cos2 u01S du0

dx D 2G
3g5S vr v

c D 2

F~x!, ~17!

which contains the functionF(x) on the right-hand side. We
seek a solution of this equation in the form

g~x!5sinu0~x!@11b~x!#. ~18!

Substituting this into~17! and performing some straightfor
ward manipulations, we obtain

1

x sinu0

d

dx H x sin2 u0

d

dx
bJ 5S vr v

c D 2

F~x!. ~19!

From this equation we obtain the following expression
g(s):

g~x!5sinu0~x!

3F11~krv!2E
0

x dj

j sin2 u0~j!

3E
0

j

dhh sinu0~h!F~h!G , ~20!

wherek5v/c. Of course, an exact construction of the fun
tion g(x) can be carried out only numerically, using the va
ues obtained foru0(x) andF(x).

On the other hand, forx→` ~see Ref. 10 for details! the
system of equations~12! and ~13! goes over to the usua
eigenvalue problem for the Schro¨dinger equation, the solu
tion of which has the form

f m~x!5cm

krv

A11k2r v
2 @Jm~krvx!1sm~krv!Nm~krvx!#,

~21!

gm~x!5cm@Jm~krvx!1sm~krv!Nm~krvx!#, ~22!

whereJm andNm are the Bessel and Neumann functions
orderm, cm is an arbitrary constant, andsm is the scattering
amplitude, which determines the intensity of the scattering
magnons in the presence of a vortex. Since the value of
scattering amplitude is determined by the shape of the vo
near its core, essentially forr /r v,3–4, sm is a universal
function of krv and does not depend on the size of the s
tem or the boundary conditions.

LONG-WAVELENGTH ASYMPTOTIC BEHAVIOR OF THE
SCATTERING AMPLITUDE

Let us turn to an analysis of the scattering problem. I
easily shown thatF(x)}x for x→0 and thatF(x)→21 far
from the vortex. Unlike the casem561, the leading~in x!
approximation to the functiong(x) does not have relevanc
to the desired term containing the Neumann function. The
r

f

f
he
x

-

s

e-

fore, to the inner integral in~20! we add and subtract th
function @x sinu0(x)#8 and write it in the form

2E
0

j

dhh sinu0

d

dh
@h sinu0~h!#1E

0

j

dhh sinu0~h!

3H F~h!1
d

dh
@h sinu0~h!#J . ~23!

The first integral can be taken analytically. Then we c
rewrite ~20! as

g~x!5sinu0~x!H 12
~krv!2x2

4
1~krv!2

3E
0

x dj

j sin2 u0~j!
E

0

j

dhh sinu0~h!

3H F~h!1
d

dh
@h sinu0~h!#J J . ~24!

We see that when~23! is substituted into~20! the first
integral gives the next term in the Taylor series expansion
the zero-order Bessel function and does not have releva
to the scattering amplitude. The result of a numerical cal
lation of the inner integral in~24! is shown in Fig. 2. We see
that asx increases, the inner integral does not go to a c
stant but increases, although quite slowly. The numer
analysis showed that forx@1 this growth can be approxi
mated to a high degree of accuracy by the logarithmic fu
tion A1B ln(x), with A50.33 andB521. Using this ap-
proximation, we evaluate~24! analytically at large distance
from the vortex, keeping in mind that sinu0(x) exponentially
approaches 1 forx@1 ~see Ref. 1!:

FIG. 2. Form of the functionF(x) that determines the inner integral in Eq
~24!; the solid curve is the numerical dependence at all values of the a
ment, and the dashed curve is the approximate analytical asymptotic ex
sion 0.332 ln x.
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g~x!5H 12
~krv!2x2

4
1~krv!2

3FA ln~x!2
1

2
ln2~x!1constG J , ~25!

where const is a constant of integration. We note that
coefficientB can be found analytically. Of course, the log
rithmic growth of the inner integral in~24! for x!1 is due to
the following asymptotic behavior ofF(x):

F~x!5212
b

x2
, ~26!

Substituting this expression into Eq.~16!, we find that
b51. HenceB521, in good agreement with our numeric
result. Since formula~25! is valid for x@1, we can discard
all the terms of lowest order and write forg(x) an expression
that does not contain constants found numerically:

g~x!5F12
~krv!2x2

4
2

~krv!2

2
ln2~x!G . ~27!

Thus we have sufficient information aboutg(x) to un-
dertake a calculation of the scattering amplitude. To cal
late the scattering amplitude in the long-wavelength appro
mation it is necessary to compare the asymptotic behavio
the functiong(x) ~27! and the asymptotic solution~22! in the
the region where they are both applicable, i.e., for 1!x
!1/krv . In this regionkrvx!1, and one can expand th
Bessel and Neumann functions in Taylor series in the v
ablekrvx, whereupon~22! is represented as

g512
~krv!2x2

4
1s0~krv!

2

p
lnS krvx

2 D . ~28!

Comparing~27! and ~28! and discarding the terms o
lowest order, we obtain
e

-
i-
of

i-

s0~krv!5
p

4
~krv!2 lnS 1

krv
D . ~29!

CONCLUSION

It is usually assumed that the partial-wave scattering a
plitude for a givenm falls off asm increases~see, e.g., Refs
12 and 13!. Our analysis shows, however, that the scatter
amplitude form50 is smaller than that for a spin wave wit
m561, wheresm561 depends linearly onk, specifically
sm56157pkrv/4 ~see Ref. 10!. Both the scattering ampli-
tude s0 of a radially symmetric mode on a vortex and i
derivative ds0 /dk go to zero ask→0, while the second
derivatived2s0 /dk2 has a logarithmic divergence.

This study was supported in part by INTAS Gra
97-31311.
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On the low-temperature nuclear spin–lattice relaxation in amorphous materials
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A study is made of the mechanism of nuclear magnetic relaxation due to the indirect interaction
of the nuclear spins with two-level systems. The sources of this indirect interaction are the
hyperfine interaction of the nuclear spins with the electron spin and the interaction of the electron
spins with the two-level systems. It is shown that the mechanism proposed in this paper is
effective under certain conditions. ©2000 American Institute of Physics.
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It is well known that the physical properties of diso
dered systems at low temperatures (T,1 K) are determined
by tunneling two-level systems~TLS!.1 a tunneling two-level
system is an atom or group of atoms having two close-ly
equilibrium states with tunneling transitions between the
The influence of tunneling TLS on the nuclear spin–latt
relaxation has been the subject of many papers.2–6 In particu-
lar, the nuclear spin–lattice relaxation of various nuclei p
sessing quadrupole moments was investigated over a
range of temperatures in Refs. 2–4 by studying the re
ation due to the coupling of the quadrupole moment with
lattice, and a process of the Raman type was considered
the case of two TLS and for TLS and phonons.

The low-temperature nuclear spin–lattice relaxation
disordered systems with paramagnetic impurities was ex
ined in Ref. 5. In the relaxation mechanism considered th
the dipole–dipole interaction between nuclear spins of
host and the electron spins of the impurities is modulated
account of the tunneling of the nucleus from one equilibriu
position to another~it was assumed that some of the atom
possessing nucleus spin form TLS!. The efficiency of this
mechanism decreases with decreasing concentration o
paramagnetic impurities.

The low-temperature nuclear spin–lattice relaxation d
to the effective interaction arising between the nuclear s
and TLS as a result of the dipole–dipole interaction betw
the nucleus and a paramagnetic center, and to the intera
of the electron spins with the TLS as a result of the mo
lation of theg factor, was investigated in Ref. 6.

In the present paper we study the relaxation of
nuclear spins of atoms possessing an electron spin. Fur
more, on the assumption that these atoms form TLS,
consider a relaxation mechanism involving the indirect int
action between nuclear spins and the TLS, the sources of
interaction being the hyperfine interaction of the nucle
spins with the electron spin and the interaction arising
tween the electron spins with the TLS as a result of mo
lation of theg factor ~the intracrystalline field is modulate
on account of the tunneling of the TLS!.

In addition to the mechanism mentioned, there is
3451063-777X/2000/26(5)/3/$20.00
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analogous mechanism considered in Ref. 5; it arises a
consequence of the modulation of the dipole–dipole inter
tion of the nuclear spin of one atom with the electron spin
another~the modulation arises as a result of the tunneling
the atom from one equilibrium position to another!. In this
paper we will compare the relaxation rates resulting fro
these mechanisms.

1. Suppose that an amorphous diamagnetic sample
taining paramagnetic impurities, some of which are TLS,
placed in a constant magnetic fieldH0 oriented along theZ
axis. The electron spins of the paramagnetic impurities
assumed equal to 1/2. Then, as we know,7 the main contri-
bution to the electron spin–phonon interaction and, hence
the interaction of the electron spins with the TLS, com
from the Zeeman part of the effective spin Hamiltonian:

HZS5H0(
i

(
a

gaz~r i !Si
a , ~1!

where gaz is the symmetric second-rankg tensor and the
summation is over the impurities that are TLS.

We write Hamiltonian~1! in the representation ordi
narily used to describe TLS, taking as the basis functions
ground-state wave functions of the isolated potential we
making up the asymmetric wells.1 We write the radius vector
of the i th TLS in the formr i5r i01h ini ~r i0 is the radius
vector of a point lying midway between the minima of th
i th asymmetric potential well,ni is a unit vector oriented
along an axis passing through these minima, andh i is the
coordinate in the direction ofni!. We expand expression~1!
in the parameterh i /a ~a is the interatomic distance!, which
we assume to be small, since the distance between the
tential wells in which the tunneling occurs is much less th
the interatomic distances, and we restrict our analysis to
approximation linear in this parameter. Performing on t
expression thus obtained a unitary transformation which
agonalizes the Hamiltonian of the TLS, and introducing~fol-
lowing the spin analogy model1! the pseudospindi with spin-
1/2 properties, we obtain the following expression for t
desired part of the interaction Hamiltonian for the electr
spins of the paramagnetic impurities with the TLS:
© 2000 American Institute of Physics
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HDS5(
i

~Di
2Si

11Di
1Si

2!1(
i

Di
zSi

z , ~2!

where

Di
z5H0Gi

zz l

a
~di

z cosu i2di
x sinu i !,

Di
65H0Gi

6z l

a
~di

z cosu i2di
x sinu i !,

Gi
6z5(

g
ngS a

]g6z~r i !

]xi
g D

r i0

,

sinu i5
D0i

Ei
, cosu i5

AEi
22D0i

2

Ei
,

Gi
zz5(

g
ngS a

]gzz~r i !

]xi
g D

r i0

,

Ei5AD i
21D0i

2 is the energy of the TLS,D i is the asymmetry
parameter,D0i is the tunneling energy, andl is the average
distance between the minima of the asymmetric poten
well.

The Hamiltonian for the indirect interaction between t
nuclear spins and the TLS can be obtained by averaging
Hamiltonian over the fast motions of the electron spins of
impurities,

H5HSF1HDS , ~3!

whereHSF is the hyperfine interaction Hamiltonian:

HSF5(
i

AI i
zSi

z1(
i

A

2
~Si

1I i
21Si

2I i
1!.

Following Ref. 8, we obtain the effective interaction a

Heff5(
i

A

\vs
Si

z~Gi
2zI i

11Gi
1zI i

2!H0

l

a

3Fdi
z cosu i2

1

2
sinu i~di

11di
2!G

2(
i

A

\vs
Di

z~ I i
1Si

21I i
2Si

1!.

We are not considering the part of the effective Ham
tonian which is proportional toI 1S2d1,I 2S1d2,..., since
the density of states of the TLS at the Zeeman frequencie
the electrons will be less than the density of phonons at
same frequency.

In deriving this expression we took into account th
v I ,A!vs ~v I and vs are the Zeeman frequencies of th
nuclear spins and electrons, respectively, andA is the hyper-
fine interaction constant!.

To calculate the nuclear spin–lattice relaxation rate d
to the interactionHeff , we start from the Hamiltonian

H5\vs(
i

Si
z2\v I(

i
I i

z1Heff

1(
i

AI i
zSi

z1(
i

Fidi
z .
al

he
e

-

of
e

t

e

Using the nonequilibrium density matrix method9 in the
high-temperature approximation in the nuclear spins,\v I

!kT, we obtain an equation for the inverse temperature
the nuclear spins,

]b I

]t
52

b I2b

T1
, ~4!

where

1

T1
5

2

NI~\v I !
2 E

2`

`

^KI~ t !KI&dt,

KI5 iv I@ I i
z ,Heff#,

KI~ t !5expS iH0t

\ DKI expS 2
iH 0t

\ D ,

H05H2Heff , Q5
TrQ

Tr1
.

After some calculations the expression for the relaxation r
becomes

1

T1
5

pH0
2

4NI\
2 S 1

aD 2S A

\vs
D 2

(
i

uGi
1zu2cos2 u i

3S 12tanh2
Ei

2kBTD f ~v I !1
pH0

2

8NI\
2

3(
i

S A

\vs
D 2

sin2 u idS Ei

\
2v I D S l

aD 2

uGi
1zu2, ~5!

where

f ~v I !5
1

2p E
2`

` ^ddi
zddi

z~ t !&

^ddi
zddi

z&
exp~ iv I t !dt,

ddi
z5di

z2^di
z& is the fluctuation of thedi

z component of the
pseudospin.

Going over from the summation to integration over t
parameters of the TLS by means of the transformation1

(
i

~ ...!⇒E
0

Emax
dEE

r0

1

drF~E,r!~ ...!,

where

F~E,r!5
ND

«Emax
r21~12r!21/2,

r5S D0

E D 2

, «5 ln~4/r0!,

r0 is the minimum value of the parameterr (r0!1), ND is
the density of TLS, andEmax is the maximum energy of the
TLS, and taking into account that\vs5g0

zzH0 (g0
zz

5gzz(r i0)), we have

1

T1
5

p

2

ND

NI
A2S l

aD 2 1

\2Emax
S f ~v I !kBT1

\

2« D
3

1

3 (
g

U a

g0
zz

]g1z

]x0
g U2

. ~6!
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Assuming that

1

3 (
g

U a

g0
zz

]g1z

]x0
g U2

;Ug0
z1

g0
zzUS a

L D 2

,

whereL is the characteristic scale of variations of the intra
rystalline field, we obtain

1

T1
5

p

2

ND

NI
A2S l

aD 2 1

\2Fmax

3S f ~v I !kBT1
\

2« DUg0
z1

g0
zzUS a

L D 2

. ~7!

Let us compare the relaxation rate obtained with the
laxation rate due to the mechanism considered in Ref. 5.
shall assume that the atom has both a nuclear and an ele
spin, and thatNe5NI ~Ne andNI are the densities of electro
spins and nuclear spins, respectively!. The relaxation rate
obtained in Ref. 5 has the form

1

T18
5

p

2

ND

NI

1

4\2Emax
S f ~v I !kBT1

\

2« D
39ZS g Ige\

2

r 0
3 D 2S l

r 0
D 2

, ~8!

whereg I and ge are the gyromagnetic ratios of the nucl
and electrons, respectively,r 0 is the average distance be
tween the nuclear spin of one atom and the electron spi
another, andZ is the number of nuclear spins nearest to
spin under consideration.

We compare~7! and ~8!:

K5
1

T1
:

1

T18
;

4

9 Ug0
z1

g0
zzU2S l

aD 2S a

L D 2 A2

Z~g Ige\/r 0
3!2

3S r 0

l D 2

;
4

9Z Ug0
z1

g0
zzU2S r 0

L D 2 A2

~g Ige\
2/r 0

3!2 . ~9!

Estimating this quantity for the parametersZ;10,
ug0

z1/g0
zzu2;1023, L2;10216cm2, g I;104 G21 s21, ge

;107 G21 s21, andA;10219erg,10 we find thatK.1 in the
case when the average distance between the nuclear sp
one atom and the electron spin of another is greater t
331028 cm (r 0.331028 cm). It follows that the
mechanism under consideration here can be effective
some cases.

The relaxation rate obtained in Ref. 6 has the form
-

-
e

ron

of
e

of
n

in

1

TID
5

p

2

N0

NI

^S0
z&2

\2Emax
S l

aD 2S f ~v I !kBT1
\

2« D
3

1

3 S (
g

U a

g0
zz

]g1z

]x0
g U2D(

j
~ uVj 0

12u21uVj 0
11u2!,

~10!

whereVj 0
6 andVj 0

11 are the dipole–dipole interactions of th
nuclear spin of one atom with the electron spin of anoth
and ^S0

z&251/4 ~^S0
z& is the expectation value ofSz).

We compare~7! and ~10!:

K5
1

T1
:

1

TID
54A2F(

j
~ uVj 0

12u21uVj 0
11u2!G21

;
A2

~g lge\
2/r 0

3!2
.

Since the hyperfine interaction is greater than
dipole–dipole interaction between the nuclear spin of o
atom and the electron spin of another, the above expres
is greater than unity and, hence, the mechanism under
sideration here can be effective.
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Frozen structural disorder in a pseudospin model with barriers
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A pseudospin model for describing structurally disordered crystals is justified and developed. It
includes the finite energy barrier between states at the site. A metastable glass state in the
model is investigated by the Monte Carlo method. The temperature dependences of the average
energy, order parameter, Edwards–Anderson parameter, and autocorrelation function are
determined. It is shown that the glass state is maintained to a certain temperature, after which a
devitrification occurs. Features are observed in the behavior of the specific heat and
susceptibility, and an anomalous slowing of the relaxation in the devitrification region is seen.
The role of the energy barrier in the formation of the glassy state is discussed. ©2000
American Institute of Physics.@S1063-777X~00!00605-8#
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Structural disorder in crystals and the phenomena
companying it are well approximated by a pseudos
model, the simplest case of which is the Ising model.1,2 In
such models it is ordinarily assumed that the energy bar
between states is infinitely large~in comparison with the pair
interaction energy!, and therefore all of the thermodynam
results remain valid only under the assumption of infinite
long observation times, in the course of which all of t
transitions necessary for establishing the next thermo
namic equilibrium would have time to take place. Thus in t
conventional approach it is impossible to study the kine
properties of a system at the earliest times without introd
ing some additional phenomenological assumptions. The
that the pseudospin model is usually introduced under
above assumption has created the impression that this m
is exclusively a result of the infinite-barrier approximatio
and is inapplicable under other conditions.

In this paper we develop a pseudospin approach
does not rely on the approximation of infinitely large bar
ers. We show that the pseudospin formalism can be in
duced at the level of exact results, using a representatio
terms of the energy–time dynamical variables. It is a
shown that in that case one must introduce no fewer t
three pseudospin states, two of which correspond to mo
in each of the potential wells, while the third describ
above-barrier motion. An approximate version of the mod
obtained on the assumption of small transition probabilit
~frequencies!, is considered. Computer simulation metho
are used to investigate the kinetic features of the approxim
model and the properties of the metastable glassy state
arises upon rapid cooling of the system from the disorde
state.

This paper gives a justification for and a further dev
opment of the previously semi-intuitive approach, in which
has been shown that a finite energy barrier between s
affects the properties of the equilibrium phase transition3 and
also influences the dynamic, thermal, and structural feat
of the disordered crystalline system.4,5 The results of Refs.
3–5 have been used to interpret certain experime
3481063-777X/2000/26(5)/6/$20.00
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findings6–8 in terms of the concepts of ‘‘frozen dynamics
and the metastable disordered phase.

We proceed from the Hamiltonian

H5(
1

U~qi !2
1

2 (
i , j

Ji j qiqj , ~1!

whereU(qi) is the single-particle potential at sitei ; it has a
double-minimum relief and can be approximated in th
study by the piecewise-parabolic function

U~q!5U0S UqaU21D 2

, ~2!

qi is the generalized coordinate for the site, andJi j is the pair
interaction constant. We make a change of variables to
new canonical energy–time variables, according to the
mulas

Ei5
pi

2

2mi
1U~qi !t i5E dqi

A2@Ei2U~qi !#mi

, ~3!

where the integral is taken on one of the trajectories of
single-particle motion with a fixed total energyEi . In the
case of noninteracting sites the variableEi is equal to the
total energy of the single-particle problem, andt i is, to
within a constant, the instantaneous time. The solutions
the equations of motion in this case have three differ
forms, depending on the region of (Ei ,t i) values, and there-
fore the inverse transformation (pi ,qi)→(Ei ,t i) is in gen-
eral multivalued:

qi5H q1~Ei ,t i !, Ei,U0 , qi.0

q2~Ei ,t i !, Ei,U0 , qi,0

q0~Ei ,t i !, Ei.U0

. ~4!

Using the spin matrices

Ŝzi5S 1 0 0

0 0 0

0 0 21
D

© 2000 American Institute of Physics
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we write the generalized coordinate and energy in ma
form:

q̂i~Ei ,t i !5
q1~Ei ,t i !1q2~Ei ,t i !

2

3@u~Ei !2u~Ei2U0!#Ŝzi
2

1
q1~Ei ,t i !2q2~Ei ,t i !

2
@u~Ei !2u~Ei2U0!#

3Ŝzi1q0~Ei ,t i !~12Ŝzi
2 !u~Ei2U0!;

Êi5Ei$Ŝzi
2 @u~Ei !2u~Ei2U0!#1~12Ŝzi

2 !u~Ei2U0!%.
~5!

The eigenvaluessi of the matrix Ŝzi , viz., si511,21,0,
correspond, respectively, to states of motion in the right
left wells and above the barrier. The step functionu(x) is
used to automatically take into account the bounds of
range of variation of the variableEi in the different regions.

Hamiltonian~1! is expressed in the new variables as

Ĥ5(
i

Êi2
1

2 (
i , j

q̂i q̂ j . ~6!

Thus in this problem the pseudospin representation can
introduced as an exact results. For further calculations on
basis of~6! an approximate model is introduced~the limits of
applicability and other versions of the approximations w
be analyzed in detail in a later paper!. Assuming that the
frequencies of the motion within the single-particle trajec
ries are much higher than the frequencies of transition
tween these trajectories, we can average~6! over the ‘‘fast’’
variablest i . As a result, we obtain

Ĥ5(
i

Êi2
1

2 (
i , j

Ji j ŜziŜz j . ~7!

The pseudospin and energy variables in this case sepa
Indeed, the nonequilibrium free energy

F5E Tr@ P̂~Ĥ1T ln P̂!#dEidti ~8!

is minimized with respect to the parametersEi , as a result of
which we obtain

P̂5 r̂~$Ŝi%!)
i

r̂~Ei !. ~9!

wherer̂(Ei) is the Boltzmann energy distribution

r̂~Ei !5exp~2Ei /T!$Z1
21Ŝzi

2 @u~Ei !2u~Ei2U0!#

1Z0
21~12Ŝzi

2 !u~Ei2U0!%. ~10!

The partial partition functionsZ1 andZ0 are taken over the
intrawell and above-barrier regions of the single-particle m
tion, respectively:

Z15Z2[Z15E
0

1

e2«/tg~«!d«, Z05E
1

`

e2«rg~«!d«,

~11!

whereg(«) is the density of states with reduced energy«
[E/U0 , andt[T/U0 is the reduced temperature. After in
x

d

e

be
he

l

-
e-

te.

-

tegrating the free energy~8! over the variables$Ei ,t i%, we
obtain an expression analogous to~8! with the pseudospin
density matrixr̂($Ŝi%) and the effective Hamiltonian

Ĥeff52
1

2 (
i , j

Ji j ŜziŜz j2T lnS Z1

Z0
D(

i
Ŝzi

2 2TN ln Z0 ,

~12!

whereN is the total number of sites in the lattice. The seco
and third terms in this expression are the one-site free
ergy, averaged over the three regions of single-particle m
tion. Indeed, with the aid of the occupation operators for
regions of single-particle motion

n̂i 12n̂125Ŝzi

n̂i 11n̂i 25Ŝzi
2

n̂i 11n̂i 21n̂n051
J ~13!

each one-site term in~12! can be written in the form

2T lnS Z1

Z0
D Ŝzi

2 2T ln Z052T (
a5$1,2,0%

n̂ia ln Za , ~14!

which is the weighted sum of the quasiequilibrium part
free energiesFia52T ln Za .

Model ~12! can serve as a basis for studying the effe
of above-barrier motion and frozen disorder in structura
disordered crystals. It amounts to the Ising model supp
mented by a state of above-barrier motion,si50, and under
the influence of a temperature-dependent effective ‘‘anis
ropy field’’ ~14!. We shall henceforth refer to this model a
the pseudospin model with barriers~PMB!.

We investigated the properties of the PMB in a compu
simulation and showed that there is in fact a glassy stat
frozen disorder in this model. The calculations were carr
out on a two-dimensional lattice with 30330 sites for asym-
metric boundary conditions—all the boundary pseudosp
were codirectional:si51. We considered only a neares
neighbor interaction, takingj [J^ i j & /U051. The starting
configuration was prepared by uniformly mixing the sp
numberssi561, taken in equal proportions. The lattice si
N5302 allowed the system to ‘‘sense’’ effectively the an
isotropy field imposed by the boundary conditions.

The simulation procedure used was the thermostat a
rithm. Since the space of states at a site is subdivided
two regions~the right and left potential wells, coupled by th
region of above-barrier motion!, there are two stochastic pro
cesses occurring in the two regions but which are coupled
a common channel—the above-barrier region. For this ca
is possible to write the master equation, separated into
evolution equations for each of the two regions,9 where the
states at the site will be the pseudospin values:

]p~x!

]t
5(

x8
@W~xux8!p~x8!2W~x8ux!p~x!#

1(
y

@W~xuy!p~y!2W~yux!p~x!#,
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]p~y!

]t
5(

y8
@W~yuy8!p~y8!2W~y8uy!p~y!#

1(
x

@W~yux!p~x!2W~xuy!p~y!#. ~15!

wherex,x8 are the states in the first region, andy,y8 are the
states in the second region;p(x),p(y) are the probabilities
of the corresponding states; the state vectors have dim
sionality N. The second terms in the two equations cor
spond to transitions between the two regions. In our case
transitions take place via the above-barrier state, which fr
the standpoint of evolution belongs to both regions. Modi
ing the thermostat method accordingly, we obtain all
transition probabilities at a site: the pseudospin at thei th site
can undergo a transition from the statesi561 to the state
si50 with a probability

W61→05
exp~2Ei

0/t!

exp~2Ei
6/t!1exp~2Ei

0/t!
. ~16!

where

Ei
657

1

2
jsi(

k
sk2t ln~Z1 /Z0!si

2,Ei
050.

or it can remain in the former state with a probability

W615
exp~2Ei

6/t!

exp~2Ei
6/t!1exp~2Ei

0/t!
. ~17!

From thesi50 state the spin can undergo a transition
either of the statessi561 with a probability

W0→615
exp~2Ei

6/t!

exp~2Ei
2t!1exp~2Ei

1/t!1exp~2Ei
0,t!

~18!

or can remain in the former state with a probability

W05
exp~2Ei

0/t!

exp~2Ei
2t!1exp~2Ei

1/t!1exp~2Ei
0,t!

~19!

The transition probabilities introduced above satisfy the c
dition of detailed balance at equilibrium,]p(x)/]t
5]p(y)/]t50, as can be checked directly by substituti
the transition probabilities into system~15!.

During the simulation, after every 10 iterations we me
sured the average energy^E(t)& at the site, the instantaneou
average value of the pseudospin^s(t)&, the order paramete
q(t), which corresponds to the Edwards–Anderson para
eter for spin glasses, and the pseudospin autocorrela
function ^sj (0)sj (t)&:

^E~ t !&5
H

N
; ^s~ t !&5(

j

sj~ t !

N
;

q~ t !5(
j 51

N F E
t i

t

sj~ t8!dt8~ t2t i !G2

/N; ~20!

^sj~0!sj~ t !&5
( j* t i

t f2tsj~ t8!sj~ t81t !dt

N~ t f2t2t i !
.

Then, averaging over time, we get
n-
-
he
m
-
e

-

-

-
on

^E&5E
t i

t f ^E~ t8!&dt8

t f2t i
, ~21!

^s&5E
t i

t f ^s~ t8!&dt8

t f2t i
, ~22!

wheret i is the time at which the measurements start, andt f is
the limiting number of iterations, counted fromt i . We
adopted the following values:t i5100 steps at each site an
t f55000 steps at each site. For long observation times,
autocorrelation function introduced here goes over to
Edwards–Anderson parameterq(t).

By measuring the fluctuations of the energy and aver
spin value, one can calculate the specific heat and gen
ized susceptibility:

C5N(
l 51

nl @^E~ t l !&2^E&#2

nlt
2 ,

x5N(
l 51

nl @^s~ t l !&2^s&#2

nlt
2 , ~23!

wherenl5(t f2t i)/Dt, with Dt510 iterations.
Figure 1 shows the temperature dependence of the a

age value of the pseudospin~22! and of the average energ
~21!. Figure 2 shows the temperature dependences of
Edwards–Anderson parameter~20!, specific heat, and gener
alized susceptibility, all calculated according to formul
~23!. The variations of the autocorrelations in time are sho
in Fig. 3, and their temperature dependence in Fig. 4. Fr
the behavior of the curves, one can identify four temperat
regions:

I—metastable glass phase:t<0.1;
II—zone of transition from the metastable phase to

ordered phase~devitrification!: 0.1,t,0.25;
III—zone of the ordered phase: 0.25<t<1;
IV—disordering zone:t.1.
From here on it will be convenient to present the resu

individually for each temperature region.

FIG. 1. Temperature dependence of the average value of the spin^s& ~1,2!
and of the average energy^E& ~3,4!. The dashed lines indicate the boun
aries of the temperature regions;j 51 (s) and 0.1 (j).
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Region I. The main feature of the metastable phase is
freezing of the spin dynamics. The Edwards–Anderson
rameterq(t), which characterizes the degree of the spin d
namics at a site, is equal to unity to within the limits

FIG. 2. Temperature dependence of the Edwards–Anderson parameq
~a!, specific heatC ~b!, and generalized susceptibilityx ~c!.
e
a-
-

experimental error~Fig. 2!. The autocorrelation function is
featureless and degenerates into a constant~Fig. 3!. All of the
possible spin dynamics in this region is due not to therm
fluctuations but to the exchange interaction—the adjustm
of the pseudospin to its local environment. In this case
potential barrier at the site plays the role of a blocki
mechanism that effectively suppresses the temperat
induced transitions between pseudospin states. The sta
configuration, after reaching a state in which the energy o
coupling with its neighbors cannot be reduced by any sin
‘‘rotation’’ of the pseudospin, becomes ‘‘frozen’’ in tha
state. Thus, incorporating above-barrier one-site states g
rise to a mechanism for the system to attain local ene
minima. At the upper boundary of this temperature reg
the thermal fluctuation mechanism becomes important,
the system can reach an absolute energy minimum by gr
ally passing from one local minimum to another. In the ca
of spin glasses the local minima are obtained by introduc
additional rules for testing the one-site states of the syste10

a measure that seems rather arbitrary from a physical st
point.

Previously a phenomenological approach to the study

r

FIG. 3. Time dependence of^s(0)s(t)& in the temperature regions I–III for
t50.1 (s), 0.2 (h), 0.3 (j), 0.5 (d) ~a! and in regions III–IV fort
50.5 (d), 0.9 (j), 1.0 (s), and 1.1 (h) ~b!.
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the metastable state in the framework of the PMB was p
posed in Refs. 4 and 5. A crystal lattice consisting of a u
form equipartitioned mixture of sites of the two types w
considered. For sites of type 1 the occupation of the
potential well is forbidden, and for type 2, the right. On
thereby achieves the same effect of limiting the influence
thermal fluctuations, but by a less physical method. Acco
ingly, in the first temperature region there are above-bar
states which were absent from the numerical simulation
which the thermal fluctuations were not forbidden but we
effectively cut off by the potential barrier at the site.

Region II. In the devitrification zone the thermal fluctu
tions become sufficient for the system to get out of a lo
energy minimum but are not yet sufficient that it can skip
local minima altogether and pass directly into the orde
phase. Accordingly, the curves of the specific heat~Fig. 2b!
and susceptibility~Fig. 2c! have a peak that anticipates th
main peak due to the order–disorder transition.

The parameterq(t) in this region decreases sharp
from 1 to '0.7, which indicates the thawing of the sp
dynamics. However, the growth of the number of abo
barrier site states is still insignificant—approximately 0.2
1.5 transitions to above-barrier states per iteration; this
insufficient to permit the system as a whole to reach
ground state in an avalanche process.

The autocorrelation function exhibits a dependence
the observation time~Fig. 3a!. The kinetics at the sites i
characterized by a very slow, nonexponential relaxati
similar to the case of a spin glass at temperatures abovTc

~Ref. 11!.
Regions III–IV. In the zone of the ordered phase t

thermal fluctuations reach the energy scale of the lo
minima, and the system therefore ‘‘collapses’’ to the grou
state exponentially in time. In the disordering zone the th
mal fluctuations destroy the order without allowing the s
tem to be found in the ground state. The behavior of
temperature dependence of the average value of the p
dospin ^s(t)& and of the average energŷE(t)& in these
temperature regions is quite trivial. The autocorrelation fu

FIG. 4. Temperature dependence of^s(0)s(t)& in temperature regions III–
IV. The observation timet5100 corresponds to saturation of the autocor
lation function for the given temperatures.
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tion in these regions relaxes exponentially to a limiting va
that depends on the temperature~see Fig. 3b!. In this case
one can construct the dependence of^s(0)s(t)& on the tem-
peraturet with t fixed ~Fig. 4!.

The maximum of the average value of the pseudospi
reached att50.25. The lowest mobility of the pseudosp
should be expected in the ordered state of the system, w
thermal fluctuations are not yet able to ‘‘break loose’’ t
pseudospins found in the environment with the lowest
change energy. The autocorrelation function and Edwar
Anderson parameter are direct indications of this.

In the experiments under discussion the reduced pair
teraction constantj 51. We also carried out comparativ
measurements withj 50.1 ~see Fig. 1!. It is seen that whenj
is decreased, the influence of the exchange interac
mechanism becomes weaker in comparison with that of
thermal fluctuation mechanism, and this entails a narrow
of the ordered phase in terms of temperature and lead
shifts of the phase transition point and the boundary of
devitrification zone to lower temperatures.

CONCLUSIONS

1. The energy barrier between states at a site gives ris
the existence of a metastable glassy state in the l
temperature region.

2. The destruction of the glassy state occurs in a cer
temperature interval and is accompanied by a numbe
thermodynamic and kinetic features.

3. The behavior of the specific heat and generalized s
ceptibility develop features in the devitrification zone.

4. The autocorrelation function of the pseudospins in
devitrification region falls off sharply with time, but it recov
ers again after this temperature zone is passed. The re
ation of the states at a site in the devitrification region
strongly slowed and has a nonexponential character.

Thus the pseudospin model with barriers can be use
the framework of the pseudospin approach to describe
glassy state and effects of above-barrier motion in struc
ally disordered crystals. The glassy state in a structur
disordered crystal has been investigated previously us
simplified models that admit exact solutions. For example
w4 model containing a small number of sites~a 434 lattice,
direct numerical calculation! was considered in Ref. 12, aw4

model with an infinite interaction range in Ref. 13, and
one-dimensional chain with nearest-neighbor interaction
a piecewise-parabolic one-site potential in Ref. 14.
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Direct observation of a manifestation of magnetoelastic coupling in a low-dimensional
virtual ferroelastic

G. A. Zvyagina* and A. A. Zvyagin

B. I. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences
of Ukraine, pr. Lenina 47, 61164 Kharkov, Ukraine
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The propagation velocities of acoustical vibrations are measured for different directions of
propagation and polarizations in layered alkali molybdates at low temperatures. A comparison is
made of the experimentally obtained absolute sound velocities in virtual ferroelastics and
in systems with the cooperative Jahn–Teller effect. The temperature dependence of the sound
velocities are investigated experimentally in these systems. The change in the sound
velocities in an external magnetic field gives the first direct proof of the presence of an interaction
between the magnetic and elastic subsystems of a virtual ferroelastic. A comparison with
the theoretical calculations suggests the presence of a nonlinear coupling of the electronic
subsystem with optical phonons. ©2000 American Institute of Physics.
@S1063-777X~00!00705-2#
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1. INTRODUCTION

There has been increased interest of late in both exp
mental and theoretical research on low-dimensional m
netic systems with a strong coupling with the lattice, i.
with the elastic subsystem of the crystal. This is becaus
the recent synthesis of a number of low-dimensional co
pounds in which phase transitions induced by the coupling
the electrons with the lattice, such as spin–Peierls syste1

in which, as a consequence of the interaction of the spin
localized electrons with longitudinal phonons, there occur
doubling of the magnetic unit cell, and also systems w
orbit–lattice coupling, which is manifested in cooperati
phase transitions of the Jahn–Teller type.2–4 Phase transi-
tions of this type are due to the fact that the degenerac
the electronic levels~e.g., with respect to the orbital quantu
numbers! is lifted on account of the lowering of the symm
try of the crystal lattice. Such behavior is ordinarily man
fested in systems with strong electron–lattice coupling.

Among the most representative examples of lo
dimensional systems with an electron–lattice interaction
standard strength are the alkali–rare-earth double mo
dates. These substances manifest both substantial aniso
in their elastic properties and typically low-dimensional b
havior of their magnetic characteristics, and in some of
compounds belonging to this class of substances one
serves phase transitions that are reminiscent of cooper
transitions of the Jahn–Teller type. The magnetic ion
these systems is usually an ion of the rare-earth group,
therefore~unlike compounds of the iron group, where sta
dard magnetism and the Jahn–Teller effect are mutually
clusive!, owing to the strong spin–orbit coupling, one c
observe both Jahn–Teller ordering and magnetic order.4

According to x-ray structural analysis, alkali–rare-ea
double molybdates MRe~MoO4!2 ~M5K, Rb, ..., Re5Er,
Dy, Yb, ...! belong to the space groupD2h

14 (Z54) of the
orthorhombic system.5 A characteristic structural feature o
alkali–rare-earth double molybdates is their layered cha
3541063-777X/2000/26(5)/9/$20.00
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ter, with a ~010! cleavage plane. Layers of the alkali met
~M! alternate with layers of$Re(MoO4)2

2%`` along the crys-
tallographic axis with the largest lattice parameter. The lo
symmetry crystalline electric field of the ligands lifts th
degeneracy of the ground level of the rare-earth ion~the
Stark effect!, splitting this level into~Kramers! degenerate
states with an energy splittingD. The first excited electronic
state in these systems lies quite close to the ground leve~of
the order of 10– 20 cm21!. The weak splitting of the ground
state of the rare-earth ions occurs on account of the str
localization of thef electrons responsible for the magne
properties of these substances. On account of the stron
calization and the screening of thef electrons by the elec
trons of the outer shells of the rare-earth ions, thef electrons
play almost no role in the formation of the chemical bonds
the crystal. As a result, even in the case of a low symme
of the local environment of the rare-earth ions (C2) the
~quasi!degeneracy of the low-lying electronic levels can
lifted by the interaction with the elastic subsystem, t
strength of this interaction being sufficient to lift the dege
eracy, in analogy with the Jahn–Teller effect2 ~see also the
reviews3,4!. Many compounds of the alkali–rare-earth doub
molybdate class exhibit a low-temperature structural ph
transition of the cooperative Jahn–Teller type.3,6,7 A feature
of the cooperative Jahn–Teller effect in the alkali–rare-ea
double molybdates is that the ordering of the Jahn–Te
sublattices is of the antiferrodistortion type.8

The thermal population of electronic states leads to
anomalous temperature behavior of a number of macrosc
properties of these compounds. In particular, the tempera
dependence of the electronic heat capacity of such crys
exhibits a Schottky anomaly.9,10 In systems which undergo
the cooperative Jahn–Teller effect, e.g., in KDy~MoO4!2, the
phase transition is manifested in features of the tempera
dependence of the specific heat at low temperatures.9

Members of the class of substances in which the in
action energyA of the Jahn–Teller ions is less than or of th
© 2000 American Institute of Physics



rt
uc
yp

di
rn
u
in
as
g-
t

op
e
s

’
rn

n
th
s
ne
as
s

yp
os
e

o

a
se

am
rie
1

re

se
rt
pl
ic

a
t
n

g
t

ay

-

fs
in
th

te
19

f an
ing
hn–
the
-

te.
nic
the
The
s of

om-
ied.
ties
ute
of
in

:
ed

een
in

the
in

By
m-

om-
the
the
ce
e-
ob-
e

of a

of
ique

ex-
ret-
n a
ice

of

f a
ily

ac-
the

ith
l

355Low Temp. Phys. 26 (5), May 2000 G. A. Zvyagina and A. A. Zvyagin
order of the splitting of the electronic levels of the rare-ea
ions (A<D), and which therefore lack a spontaneous str
tural phase transition of the cooperative Jahn–Teller t
~there is neither ferro- nor antiferromagnetic ordering!, are
called virtual ferroelastics.11 Changes in the ratio ofA to D
can arise as a result of correlations of the Jahn–Teller
tortions. This can come about, for example, when an exte
magnetic field is applied. The field splits the Kramers do
blets into which the electronic levels are ordinarily split
the crystalline electric field of the ligands and can incre
the ratioA/D so that, at a certain critical value of the ma
netic field, the system undergoes a phase transition of
cooperative Jahn–Teller type. A study of the magnetic pr
erties of virtual ferroelastics~features in the behavior of th
magnetic resonance! in Ref. 12 yielded the phase diagram
of the KEr~MoO4!2 crystal in ‘‘magnetic field–temperature’
coordinates. The critical values of the temperature, exte
magnetic field, and field direction~relative to the crystallo-
graphic axes! at which the order of the phase transitio
changes from first to second were determined. In Ref. 13
presence of features on the microwave absorption curve
such crystals was observed when the external static mag
field passed through a critical value on the lines of ph
transitions. These features were interpreted as a manife
tion of a cooperative phase transition of the Jahn–Teller t
induced by the external magnetic field. The authors of th
papers gave the following explanation: since the chang
the position of the different levels~Kramers doublets! of the
rare-earth ions in an external magnetic field is different
account of the different values of the effectiveg factor, un-
der certain conditions the ground and first excited levels m
cross ~crossover!, and this may induce a structural pha
transition. However, the nature of the features observed
virtual ferroelastics has remained unclear, since the par
eters of the elastic subsystem of the crystal were not va
nor even measured in the experiments of Refs. 12 and
and therefore the observed effect could also be of a pu
electronic nature.

Another possibility for bringing about a structural pha
transition in virtual ferroelastics is to replace the rare-ea
ion by a substituent ion of nearly the same size. For exam
it has been shown14 that the substitution of the nonmagnet
ion Y31 for Er31 can lead to a nonmonotonic dependence~in
terms of the yttrium concentration! of the absorption spectr
of these alkali double molybdates and can give rise
temperature-induced anomalies, particularly in the electro
characteristics. This presumably can lead to cross splittin
the acoustical branches of the spectrum on account of
dynamic character of the electron–lattice interaction of l
ered systems with possible Jahn–Teller properties.

The KEr~MoO4!2 crystal is a member of the virtual fer
roelastic class, since for itA;4 cm21 andD;15 cm21 ~Ref.
15!, i.e.,A,D. Its magnetic properties were studied in Re
12 and 15, and the features of the microwave absorption
were investigated in Refs. 13 and 16–18. It was shown
the g factor of the Er31 ion is substantially anisotropic~an-
isotropy of the Ising type!. In low magnetic fields the ESR
indicates the presence of two inequivalent magnetic cen
while in higher fields only one ESR line is seen. In Ref.
the absorption spectrum of KEr~MoO4!2 was studied in the
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long-wavelength IR region (14– 40 cm21) in an external
magnetic field. The authors showed that the application o
external magnetic field to this compound does not br
about a structural phase transition of the cooperative Ja
Teller type. A study of the temperature dependence of
magnetic susceptibility in Ref. 20 did reveal a low
temperature magnetic phase transition to an ordered sta

However, in all the papers mentioned only the electro
characteristics of the system were investigated, while
properties of the elastic subsystem were not studied.
goal of the present study was to investigate the propertie
the lattice~phonons! in KEr~MoO4!4. In particular, it is nec-
essary to understand how the elastic properties of this c
pound change when an external magnetic field is appl
For this we investigated the behavior of the sound veloci
in this virtual ferroelastic. First, we determined the absol
values of the sound velocities for different directions
propagation and polarizations of the sound waves
KEr~MoO4!4 and in its isostructural modifications
KY ~MoO4!2, in which the magnetic rare-earth ion is replac
by a nonmagnetic ion, and KDy~MoO4!2, in which a struc-
tural phase transition of the Jahn–Teller type had b
observed21 previously.1! Second, a number of anomalies
the temperature dependences of the relative changes in
sound velocities for different polarizations were observed
KEr~MoO4!4 in the absence of an external magnetic field.
studying the effect of an external magnetic field on the te
perature dependence of the sound velocities in this c
pound, we detected a strong influence of the field on
elastic characteristics of the crystal. Thus we obtained
first direct proof of the existence of a strong spin–latti
coupling in this virtual ferroelastic. The results of our r
search clearly demonstrate that the phase transitions
served previously12,13 are not connected with changes of th
parameters of the elastic subsystem but more likely are
purely electronic origin.

This paper is organized as follows: the characteristics
the samples and a description of the experimental techn
are presented in Sec. 2. In Sec. 3 we describe the main
perimental results, compare them with the results of theo
ical calculations modeling the structural phase transition i
layered system of this kind with a possible electron–latt
interaction, and discuss the results. Finally, a summary
our findings is presented in the Conclusion.

2. SAMPLES AND EXPERIMENTAL PROCEDURE

We undertook a study of the acoustical properties o
number of alkali–rare-earth double molybdates: primar
the virtual ferroelastic KEr~MoO4!4, the Jahn–Teller system
KDy~MoO4!2, and the nonmagnetic KY~MoO4!2.

2! Since the
structural parameters of crystals containing Er31, Dy31, and
Y31 ions are similar, we expected that their elastic char
teristics would be similar as well. Possible differences in
behavior of crystals containing the ions Er31 and Y31 should
be due specifically to the presence of electronic~magnetic!
degrees of freedom in KEr~MoO4!4. All these crystals belong
to an isostructural series of alkali double molybdates w
space groupD2h

14 , Z54 and have the following unit cel
parameters: for the KEr~MoO4!4 crystal a55.063 Å, b
518.25 Å, c57.91 Å; for the KDy~MoO4!2 crystal a
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TABLE I. Absolute values of the sound velocities (S•105 cm/s) measured along the principal axes of the
crystals atT;77 K. Hereq is the wave vector andu is the polarization. The error of the velocity measurements
was 2–3% for longitudinal sound and 1% for transverse sound.

Crystal

qib qic qia

uib uic uic
calc.

uia uia
calc.

uic uia uia

KEr~MoO4!2 2.93 2.00 1.94 1.55 1.38 4.25 2.40 4.92
KY ~MoO4!2 3.50 2.16 2.24 1.75 1.5 4.36 2.67 5.40
KDy~MoO4!2 3.40 2.04 1.95 1.70 1.3 4.00 2.46 4.57
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55.07 Å, b518.02 Å, c57.95 Å; and for the KY~MoO4!2

crystala55.07 Å, b518.23 Å, andc57.95 Å. These single
crystals were grown the method of spontaneous crystall
tion from a fluxed melt. The crystals were thin, transpar
slabs of the order of 1 mm thick in the direction of th
perfect cleavage planeac, and samples with geometric d
mensions of;33133 mm were cut out from them. Th
samples did not have visible flaws~cracks or delaminations!.
The faces of the samples perpendicular to theb axes of the
crystals were the natural cleavage surfaces and were not
jected to any special treatment. The directions of thea andc
axes were determined with the use of an interference mi
scope with a subsequent monitoring of the orientation by
Laue method. The sample faces containing thebc and ab
planes were dry sanded on fine sandpaper. The pl
parallelism of the working faces was monitored only visua
and was within 10–20mm.

Measurements of the relative changes of the sound
locities with changing temperature were made in the pul
mode by a phase method at a frequency of 54.3 MHz.
frequency range was determined by the requirement tha
wavelength of the probe vibrations be smaller than the lin
dimensions of the samples and piezotransducers. In the m
surement of the relative changes of the sound velocities
used germanium delay lines. The change of the sample
mensions with temperature was not taken into account.
technique for acoustic studies in thin, nonconduct
samples is described, e.g., in Ref. 21~see also Ref. 22, which
describes an apparatus for studying the change in the ve
ity of ultrasound at low temperatures!. The temperature wa
changed at a rate of;10 K/h in the temperature interva
2–65 K. The temperature was measured by a carbon re
tance thermometer that was not in direct contact with
sample; the accuracy of the measurements was 0.5 K or
ter for the absolute quantities and 0.05 K or better for
relative quantities. For the measurements of the rela
changes of the sound velocities in an external magnetic fi
a superconducting solenoid was used, with a maximum m
netic field of;40 kOe.

The absolute values of the sound velocities were m
sured by a phase method which had been developed ea
and is described in detail in Ref. 23. The value of the ab
lute sound velocity was calculated using the formula

S5L
D f̄ 2

12D f̄ 2 /D f̄ 1

, ~1!

whereD f̄ 1 is the average frequency increment correspond
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to successive balancings of the rf bridge in the absence o
sample in the acoustical arm,D f̄ 2 is the average frequenc
increment when the sample is present in the acoustical a
andL is the length of the sample. The rf bridge was opera
in a pulsed mode. The sample was placed between
ezotransducers in the acoustic arm of the bridge, which c
tained two delay lines. The second, purely electromagn
arm contained a smooth attenuator, which was used to re
late the amplitude of the comparison signal. It was assum
that the change in phase introduced by the piezotransdu
and feeders as the frequency was tuned in the given ra
can be approximated by a linear function. The delay lin
served a dual purpose: they permitted determination of
amplitude–phase characteristic of the transducers when
sample was swapped or removed, and they separated
signals of different polarizations in time. The error of th
method used was 0.5% for samples with lengths of the or
of 3–4 mm, 1% for samples;1 mm long, and 3% for
samples less than 1 mm long.

3. EXPERIMENTAL RESULTS AND DISCUSSION

Measurements of the absolute sound velocities w
made in alkali double molybdates of different compositio
in the virtual ferroelastic KEr~MoO4!4, in its nonmagnetic
isostructural modification KY~MoO4!2, and in KDy~MoO4!2,
in which a spontaneous phase transition of the coopera
Jahn–Teller type occurs. The results of the measurement
different polarizations and propagation directions of t
sound waves are presented in Table I~u is the polarization
vector of the sound wave!. Knowledge of the absolute value
of the sound velocities is necessary, e.g., for calculating
lattice contribution to the low-temperature specific heat
the crystals.

From a comparison of the absolute values of the so
velocities in the virtual ferroelastic, the system with nonma
netic ions, and the Jahn–Teller crystal with the rare-ea
ions Dy31, we see that there are no substantial difference
the characteristics of these crystals. As a rule, the sound
locities in KDy~MoO4!2 lie between the corresponding va
ues for KEr~MoO4!4 and KY~MoO4!2. Therefore, one can
conclude that, at least in the high-symmetry phase, the
rameters of the dispersion curves of acoustical phonon
the virtual ferroelastic and of the system exhibiting the sp
taneous cooperative Jahn–Teller effect are close.

Let us make a comparison of the experimental values
the absolute sound velocities and the results of the theore
calculations. It is known that for the propagation direction
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a sound wave with wave vectorq along the axis perpendicu
lar to the layers, all the frequencies of the vibrational mod
of the given lattice, both acoustical and optical, are prop
tional to the interlayer interaction constant. Thus for a we
interaction between layers their frequencies remain sm
compared to the vibrations in the layer, all the way to t
boundary of the first Brillouin zone~see, e.g., the theoretica
study of the dynamical characteristics of layered crystals
Ref. 24!. Since for the velocities of the long-waveleng
acoustical vibrations the influence of the noncentral inter
tions, which are important, for example, in the study of t
bending vibrations of layered crystals, can be neglected,
the dispersion relations for low-frequency acoustical mo
for an arbitrary direction in the basal planeq5(q1,0,q3)
have the form

v2~q!5a
m1M

mM

6a
A~M2m!214mM cos2 ~aq1/2!cos2~cq3/2!

mM
.

~2!

For the direction perpendicular to the basal planeq
5(0,q2,0) we have a dispersion relation analogous to t
for a two-sublattice linear chain~see, e.g., the monograph25!:

v2~q2!5
a~m1M !

mM

3@16A124@mM/~m1M !2#2 sin2~bq2/2!#.

~3!

Herem andM are the effective masses of the layers~in this
case the layers of alkali ions M1 and of Re~MoO4!2

2 , respec-
tively!, anda is the force constant characterizing the inte
layer interaction, i.e., the elastic shear constant. The p
sign in front of the radicals corresponds to the optical mo
and the minus sign to the acoustical mode. In the lo
wavelength limit one can obtain the dispersion relation
acoustical modes of vibration in the basal plane

v2~q!5
a@~aq1!21~cq3!2#

2~m1M !
~4!

and vibration perpendicular to the layers

v~q2!5bq2F amM

2~m1M !3G1/2

. ~5!

In the derivation of the formulas for the dispersion relatio
it was assumed that the polarization of the acoustical vib
tions is collinear to the direction perpendicular to the laye
For displacements lying within the layer, the secular eq
tion turns out to be fourth-order, and so analytical formu
for the dispersion relations cannot be obtained in expl
form. One can, however, write equations for the dispers
relations for vibrations of this kind in a simplified one-ato
~scalar! model, since we are primarily interested in th
acoustical modes. In this case the role of the mass is pla
the total mass of the cell, i.e.,m1M . Thus for the first
branch~polarization in theac plane! we have26
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v2~q!5
4a1

m1M
sin2S aq1

2 D ~6!

and for transverse vibrations (ib)

v2~q!5
8ab2

ac~M1m!

3F12cosS aq1

2 D cosS bq2

2 D cosS cq3

2 D G , ~7!

wherea1 is the force constant of the interaction in the plan
The results of the calculations of the sound velocities

this simplified model of a layered crystal are presented
Table I. For estimating the values of the elastic shear c
stants we used the data obtained in Ref. 4 from meas
ments of the optical elastic vibrations. We note that the
elastic constants turned out to be different for different cr
tallographic directions. We recall that the frequencies of
optical branches of elastic vibrations atq50 are proportional
to the same elastic shear constants and inversely proport
to the reduced mass of the unit cell. Thus the propaga
velocity of acoustical vibrations can be found if one know
the values of the total and reduced mass, the interato
distance, and the frequencies of the optical elastic mo
The calculated values agree rather well with the data fr
measurements of the absolute values of the sound veloc

It follows from what we have said that measurements
only the absolute values of the sound velocities for differ
polarizations and directions cannot give evidence of the p
ence of a structural phase transition in the system. A str
tural phase transition in a crystal is ordinarily manifested
anomalous behavior of the relative changes of the sound
locities with temperature. In addition, if the features of t
acoustical characteristics are due to the electronic~magnetic!
subsystem of the crystal, then the application of an exte
magnetic field should have a substantial effect on the ch
acter of these features, even though the absolute values o
changes of the sound velocities in the external magnetic fi
are ordinarily small. We therefore investigated the behav
of the relative changes of the sound velocities of differe
polarizations along the principal crystallographic directio
in the virtual ferroelastic KEr~MoO4!4 at low temperatures
i.e., at the temperatures of the transition to the low-symme
phase. We note that in KEr~MoO4!4 the absence of aspon-
taneouscooperative Jahn–Teller effect was assumed so
on the basis of the experimental data from studies of
optical and magnetic~i.e., purely electronic! properties of
this crystal.12–15,19In Figs. 1 and 2 we present the results
measurements of the relative temperature-induced chang
the sound velocities for different polarizations. Here is
appropriate place to mention the basic characteristics of
investigated structural phase transitions according to the p
nomenological analysis of the Landau theory~see, e.g., the
monograph27 and the review28!. In the acoustical spectrum o
an orthorhombic crystal at a nonferroelastic phase transi
the temperature dependence of the velocity of transve
sound should have a kink. The sign of the jump of the d
rivative can be arbitrary. As to the velocity of longitudin
sound, its temperature dependence should have a jump a
critical point. We have constructed a standard theory for
scribing the relationship of the magnetic~pseudospin in the
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FIG. 1. Temperature dependence of the relative changes of the velocities of transverse sound in the KEr~MoO4!4 crystal;qic, uia; solid curve–the case of
zero external field, dashed curve–in an external magnetic field of 35 kOe (Hic) ~a!; qic, uib ~b!, qia, uib ~c!.
b
-
ell
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rs

b-
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en-
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case of a phase transition of the Jahn–Teller type!, Ising-like
subsystem and the elastic subsystem of an orthorhom
crystal in the mean field approximation~see, e.g., the analo
gous theoretical treatments of the cooperative Jahn–T
effect!.29–31 Taking a linear coupling of the spin~pseu-
dospin! and elastic subsystems of the crystal leads to a re
malization of the corresponding velocities of transve
sound, which become

St

S0
t 5S 11

h2x~T!

S0
t V D 21/2

, ~8!

whereS0
t is the velocity of sound in the system in the a

sence of ~pseudo!spin–lattice coupling ~in the high-
ic

er

r-
e

temperature, high-symmetry phase!, h is the linear electron–
lattice interaction parameter,V is the unit cell volume, and
x(T) is the homogeneous susceptibility of the~pseudo!spin
subsystem, which is determined self-consistently in the hi
symmetry and low-symmetry phases.29–31 Such a theory in
the mean field approximation gives a temperature dep
dence of the sound velocity which agrees qualitatively w
the result of the phenomenological Landau-type theory4,28 in
the neighborhood of the phase transition temperature,

St

S0
t 5S 12

h2

S0
t a~T2T0! D

1/2

, ~9!
FIG. 2. Temperature dependence of the relative changes of the velocities of longitudinal sound in the KEr~MoO4!4 crystal:qia, uia; the solid curve is for the
case of zero magnetic field, the dashed curve for an external magnetic field of 35 kOe (Hic) ~a!; qic, uic ~b!.
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whereT is the temperature,T0 is the transition temperature
anda is the coefficient of the quadratic term in the Land
expansion of the free energy in powers of the order par
eter. If one takes into account the nonlinear coupling of
~pseudo!magnetization of the rare-earth ions with optic
phonons,30 for example, then Eq.~8! is transformed to the
following:28

St

S0
t 5H F11x~T!S h2

S0
t V

1gD G~12gx~T!!J 21/2

, ~10!

whereg is the coupling constant for the aforementioned no
linear coupling.

A nonzero value of the measured velocity of transve
sound at temperatures below the critical point~the tempera-
ture of the kink! demonstrates the existence of a nonline
coupling between the~pseudo!spin and elastic subsystems.30

This, in turn, rigorously implies that the possible phase tr
sition is first-order.30 However, it must be emphasized th
the temperature dependence of the velocity of transv
sound manifests anomalous behavior only for one direc
of propagation of the sound wave in the crystal~see below!.
Analyzing Figs. 1 and 2, we note that only the acousti
vibrations with wave vector directed in theac plane manifest
anomalous behavior. This indicates that the electronic m
netic ~orbital! modes can be coupled only with these aco
tical vibrations, by an interaction that is possibly of th
Jahn–Teller type. We see in Fig. 1 that near 12 K the te
perature dependence of the velocities of transverse sound
anomalies for all orientations. One can interpret the
anomalies in the temperature dependence as kinks. Fo
caseqic anduia ~Fig. 1a;q is the wave vector andu is the
polarization of the acoustical phonon! the anomaly is weak
(;531025) and is displaced to lower temperatures. T
temperature dependences of the relative changes in the
locities of longitudinal acoustical vibrations are given in F
2. It should be noted that anomalous temperature behavi
present only in the caseqiuia ~Fig. 2a!. The feature near
T512 K resembles a jump that is smeared out over a sm
temperature interval. The value of the relative change of
sound velocity in this case is significant (531023). For
comparison we note that in the KEr~MoO4!4 crystal~a virtual
ferroelastic! the change of the corresponding velocity of lo
gitudinal sound is even larger than in the system contain
dysprosium ions, for which the spontaneous structural ph
transition is manifested both in the properties of the el
tronic subsystem and in the elastic characteristics.21 We did
not detect any anomalies in the behavior of the other
velocities of longitudinal sound~see, e.g., Fig. 2b!. Thus an
analysis of the temperature-induced changes in the so
velocity in KEr~MoO4!4 does not permit a rigorous identifi
cation of the anomaly in the behavior of its elastic charac
istics as being due to a structural phase transition. Howe
in comparing the behavior of some of the sound velocities
this compound with the behavior of the corresponding so
velocities in systems with a first-order Jahn–Teller ph
transition,29 one finds that they have much in common.

In accordance with the analysis set forth above, it w
necessary to investigate the behavior of the relative chan
of the sound velocities in an external magnetic field, wh
should split the Kramers doublets of electronic levels of
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rare-earth ion Er31. If there is indeed a coupling of the mag
netic and elastic subsystems in this crystal, then such
interaction should have qualitative manifestations precis
in the neighborhood of the structural transformations, wh
the change of the acoustical characteristics caused by
slight changes in the external magnetic field should be m
significant. Figures 1a and 2a show the results of meas
ments of the relative temperature-induced changes of the
locities of transverse and longitudinal sound in a 35-k
external magnetic field parallel to the propagation direct
of the sound~the dashed curves!. It is seen that a magneti
field does indeed have a substantial effect on the behavio
the acoustical characteristics of the system. This is a di
confirmation of the presence of a strong magnetoelastic
teraction in this crystal. We see in Fig. 1a that the kink in t
temperature dependence of the velocity of transverse so
in the presence of an external magnetic field becomes
nificantly more pronounced, and the characteristic tempe
ture of the kink is shifted to lower temperatures~as it should
be, according to the theoretical predictions32,33 of the behav-
ior of the magnetic characteristics!. As to the longitudinal
sound, we see in Fig. 2a that in an external magnetic field
size of the feature decreases and the temperature depen
of the sound velocity becomes more gradual.

We investigated the behavior of the velocity of tran
verse sound whose wave vector and polarization vector li
theac plane of the KEr~MoO4!4 crystal, as a function of the
magnitude and direction of the external magnetic field. T
results of the measurements are presented in Figs. 3 and
the case when the magnetic field is directed along thec axis
of the crystal, the sound velocity behaves as follows~see Fig.
3a!: for temperatures below 7 K theDS/S(H) curves have a
broad maximum in the neighborhood of 25 kOe and a k
~or slight jump! nearH;4 kOe. The anomaly atH;4 kOe
becomes sharper as the temperature is lowered. Figur
demonstrates the evolution of this anomaly in a larger sc
we see that at temperatures below 0.9 K an additional ju
appears in the magnetic-field dependence of the sound ve
ity, and it becomes more pronounced as the temperatur
lowered. Figure 4 shows data on the relative changes of
velocity of transverse sound as a function of an applied m
netic field directed along thea axis. At high fields the field
dependence is monotonic~see Fig. 4a!, and there is no maxi-
mum atH;20– 25 kOe, as there is for the other direction
the magnetic field. However, in magnetic fieldsH;1 kOe
one can see a weak anomaly in the field dependence o
sound velocity. We note that at values of the magnetic fi
below the critical values the sound velocities are practica
unaffected by changes in the amplitude of the field. Fig
4b shows the behavior of this anomaly at lower tempe
tures. A comparison of Figs. 3 and 4 clearly shows tha
change in direction of the magnetic field in theac plane
fundamentally alters the character of the dependence of
behavior of the velocities of transverse sound on the valu
the magnetic field.

These data cannot rigorously confirm the presence o
structural phase transition of the Jahn–Teller type in t
virtual ferroelastic, but certainly some of the features of t
temperature behavior of the sound velocities are similar
those which would be expected at a first-order phase tra
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FIG. 3. Relative changes in the velocities of transverse sound in the KEr~MoO4!4 crystal forqic, uia versus the strength of an external magnetic fieldHic
for various temperatures, in the field ranges 0,H,40 kOe~a! and 0,H,15 kOe~b!.
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tion of the Jahn–Teller type. At temperatures of;12 K the
elastic subsystem undergoes a phase transformation inv
ing a displacement in theac plane, which is expressed in a
anomalous temperature behavior of the elastic characteri
of the corresponding acoustical modes~this agrees with the
hysteretic character of the dependence of the dynamic m
netic susceptibility34!. We note that the theory of the tem
perature dependence of the sound velocities also attes
the presence of a nonlinear coupling of the electronic deg
of freedom of the crystal with the optical phonon branch
in agreement with the results of IR absorption studies in
lv-

ics

g-

to
es
,

is

compound.14 The results of a study of the behavior of th
acoustical characteristics of a virtual ferroelastic in an ex
nal magnetic field is unquestionably a direct indication of t
presence of an interaction between the magnetic and el
subsystems of the crystal. However these studies did no
veal any anomalies in the behavior of the elastic subsys
which would indicate the presence of a structural ph
transformation in the crystal in the range of temperatures
fields where the features are observed in the magn
behavior.12,13The features in the behavior of the elastic ch
acteristics in small magnetic fields;4 kOe and at low tem-
FIG. 4. Relative changes in the velocities of transverse sound in the KEr~MoO4!4 crystal forqic, uia versus the strength of an external magnetic fieldHia
at various temperatures, for in the field ranges 0,H,35 kOe~a! and 0,H,3.5 kOe~b!.
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peratures;1 K are apparently due to a transition of the ele
tronic subsystem to a magnetically ordered state and
metamagnetic phase transitions in it~this correlates with the
results of susceptibility measurements20!. We note that the
existence of two critical points in the magnetic-field depe
dence of the sound velocity at low temperatures in a fi
directed along one axis in theac plane, and of one critica
point in the analogous curves when the field is oriented al
the other axis, agrees with the results of Ref. 20 and attes
the presence of at least two magnetic sublattices in the m
netically ordered phase~analogous to the two inequivalen
magnetic centers in the paramagnetic phase!. Alternative ex-
planations for the anomalies in the temperature behavio
the sound velocities at temperatures;12 K, other than a
structural phase transition in the elastic subsystem, migh
either a change in the temperature-dependent occupatio
the two lowest electronic doublets~an effect of the Schottky
type! or an anomalously strong coupling between the el
tronic states and the completely symmetric deformat
mode, which could substantially alter the parameters of
crystal lattice without lowering its symmetry. As to the pha
transition that is manifested in the magnetic characteristic
the virtual ferroelastic in fields of;30– 40 kOe,12,13 it can
apparently be explained as a transition which occurs in
spin and orbital electronic subsystems of the rare-earth
and has only a weak effect on the elastic subsystem of
crystal. This transition is most likely due to~quasi!ordering
in the orbital subsystem, which could possibly lead to a d
bling of the magnetic sublattices~two magnetic centers with
different substantially anisotropicg factors! in the ~disor-
dered! magnetic subsystem of the crystal.17 A strong mag-
netic field naturally leads to the effective collapse of t
magnetic sublattices, with characteristic features in the E
spectrum,18 the anisotropy of theg factors leading to a sub
stantial orientation dependence of the critical magnetic fi
value.12

CONCLUSION

In summary, we have reported a low-temperature ul
sound study of alkali molybdates: the virtual ferroelas
KEr~MoO4!4 and its isostructural analogs KY~MoO4!2, with
a nonmagnetic ion substituted for the rare-earth erbium
and KDy~MoO4!2, in which a spontaneous cooperative effe
of the Jahn–Teller type had been observed earlier. For th
calculations we measured the absolute values of the so
velocities for different directions of propagation and pola
ization of the sound. We have compared~with good qualita-
tive agreement! the experimental data with the sound velo
ties calculated in a low-dimensional model of a tw
sublattice crystal in the absence of noncentral interacti
between atoms. Analysis of the data showed that there w
fundamental qualitative differences in these characteris
for the aforementioned types of crystals.

We determined experimentally the temperature dep
dence of the sound velocities in the virtual ferroelas
KEr~MoO4!4 for different directions of the polarization an
wave vector of the sound. The experimental data revea
anomalous temperature behavior of the characteristics o
elastic subsystem due to displacements in theac plane of the
crystal, which apparently attests to the presence of a non
-
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ear coupling of the optical phonon modes of the crystal w
oscillations of the electronic subsystem. The presence
such a nonlinear coupling will make it so that if there is
spontaneous structural phase transition in the system
should be a first-order transition. However, a rigorous c
firmation of the presence of a structural phase transit
could not be made on the basis of the available data, s
the existence of a nonlinear coupling is a necessary but
sufficient condition.

Our study of the temperature behavior of the sound
locities in a virtual ferroelastic in an external magnetic fie
has for the first time demonstrated rigorously the presenc
a substantial interaction of the magnetic and elastic s
systems in crystals of this type. Our study of the lo
temperature magnetic-field dependence of the sound ve
ties has shown that the transition of the magnetic subsys
of the crystal to the ordered state is manifested in anoma
behavior of the elastic characteristics of the system. Ho
ever, the absence of anomalies in the behavior of the so
velocities in fields of;30– 40 kOe suggests that the pha
transition previously observed by optical and magnetic me
ods is most likely due to features in the behavior of t
strongly coupled spin and orbital subsystems of the crys
The possible orbital quasiordering, which would lead to t
appearance of at least two magnetic centers with highly
isotropic g factors in the low-symmetry phase of even
paramagnetic crystal, does not have a substantial effec
the elastic subsystem of the virtual ferroelastic; this circu
stance is a new kind of manifestation of the cooperat
Jahn–Teller effect in systems with strong spin–orbit co
pling.
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1!Although estimates of the absolute values of the sound velocities

KDy~MoO4!2 are given in Ref. 21, the measurement technique used in
present study yielded more accurate data.

2!Since the yttrium ion is nonmagnetic, the application of an external m
netic field should not affect the characteristics of this crystal, in contras
compounds containing the rare-earth ions erbium and dysprosium.
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Features of the luminescence kinetics of Pr 3¿ ions in the Y 2SiO5 crystal

Yu. V. Malyukin,a) R. S. Borisov, and A. N. Lebedenko

Institute of Single Crystals of the National Academy of Sciences of Ukraine, pr. Lenina 60, 61001 Kharkov,
Ukraine

N. I. Leonyuk
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Vorob’evy gory 67, 119899 Moscow, Russia

M. Roth
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Givat Ram Campus, 91904 Jerusalem, Israel
~Submitted September 27, 1999!
Fiz. Nizk. Temp.26, 494–498~May 2000!

A temperature-dependent change in the decay kinetics of the luminescence of Pr31 impurity ions
in the Y2SiO5 crystal is observed. On the basis of the deviation of the luminescence decay
law from a single-exponential form and the presence of a characteristic rising front in the
luminescence kinetics it is established that there is a temperature-dependent transfer of
electronic excitation energy between two optical centers in the Y2SiO5 crystal. © 2000 American
Institute of Physics.@S1063-777X~00!00805-7#
on
-

th

o
t

ty
u
m
v

o

n
tio
on

u

du
by
w

of
s-
dard

rm
he

e
ed.
the
ex-

e
n
.
-

en

-
e

nes
1. INTRODUCTION

The crystal lattice of yttrium oxyorthosilicate Y2SiO5

~YSO! has certain structural features1 that are manifested in
the optical spectra and the dynamics of electronic excitati
of impurity ions.2–4 For example, the presence of two in
equivalent Y31 cation positions in the unit cell of YSO1

gives rise to a doublet structure in the optical spectra of
impurity ions Eu31, Nd31, and Pr31 ~Refs. 3, 5, and 6!. Each
of the cation positions of YSO can have its own hierarchy
inequivalent optical centers, as has been observed by
method of optical hole-burning in the spectral lines of Pr31

impurity ions in YSO.2

Elucidation of the microscopic nature of the impuri
centers in the YSO crystal and for the entire homologo
series of rare-earth oxyorthosilicates is a topical proble
since these crystals are considered promising for the de
opment of new laser and scintillator materials.7,8

In this paper we report the results of an investigation
the optical spectra and luminescence kinetics of Pr31 impu-
rity ions in the crystalline matrix of YSO. It is a continuatio
of Ref. 3 and contains yet another experimental confirma
of the thermally activated transfer of electronic excitati
energy between the two types of Pr31 optical centers in the
YSO crystal.1–3

2. EXPERIMENTAL TECHNIQUES

The spectroscopic equipment and cryogenic techniq
used in this study are described in detail in Ref. 3.

For the detection of the luminescence kinetics we mo
lated the radiation from an LGN-402 cw argon laser
means of an ML-102 electrooptic modulator. As a result,
3631063-777X/2000/26(5)/4/$20.00
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obtained laser pulses with a duration at half maximum
;50 ns, with a repetition rate of 1–10 kHz. The lumine
cence kinetics of the samples was recorded by a stan
time-correlated photon counting technique.

3. EXPERIMENTAL RESULTS

It was established in Ref. 3 that Pr31 impurity ions~like
Eu31 and Nd31)5,6 can occupy two inequivalent Y31 cation
sites in the unit cell of the YSO crystal and can thus fo
two Pr31 optical centers. Under selective excitation of t
Pr31 optical centers of one type at theb0 line ~we follow the
notation of Ref. 3!, at liquid-helium temperatures only th
luminescence spectrum of those centers was observ3

However, when the temperature was raised to 80 K under
same excitation conditions, the luminescence spectrum
hibited the spectral lineg0* due to the luminescence of th
Pr31 impurity ions occupying the other, inequivalent catio
site in the YSO lattice.3 This feature is reflected in Fig. 1
The spectral linesg0 , d1, andd2 correspond to optical tran
sitions from the lower Stark component of the term1D2 to
the three lowest Stark components of the term3H4 ~Ref. 3!.
Accordingly, g0* corresponds to optical transitions betwe
the lower Stark components of the1D2 and 3H4 terms be-
longing to the second type of Pr31 optical center. The spec
tral line g1 ~Fig. 1! is due to the luminescence from th
thermally populated Stark component of the1D2 term, which
is separated from the lowest component by 57.6 cm21 ~Ref.
3!. The spectral linesd1* , d2* , etc. do not show up in the
luminescence spectrum~Fig. 1! on account of their low in-
tensity and their coincidence with more intense spectral li
belonging to the Pr31 optical centers of the first type.
© 2000 American Institute of Physics



p
r-

ru

h
e
ct

e-
al

,
ca
n

o

o

al

e-

ec-
a
r

on-
lev-

ev-
pin

-
m of

ne
he
ec-
tics
nt
the

er
r es-

c-

364 Low Temp. Phys. 26 (5), May 2000 Malykin et al.
In addition to the temperature dependence ofg0* we ob-
served a temperature dependence of the energy of the s
tral line d1 ~Fig. 1!, which prompted us to refine the inte
pretation of the spectral linesd1 , d2, andg0* . For this we
investigated the structure of the luminescence spect
formed as a result of optical transitions from the3P0 term to
the Stark components of the3H4 term.3 A fragment of this
spectrum is shown in the inset at the top of Fig. 1. T
structure of the spectrum does not depend on the temp
ture. There is no additional temperature-dependent spe
line observed between the linesb0 andd1. The coincidence
of the frequency intervals separating the spectral linesd1 and
d2 from b0 andg0 confirms the correctness of the interpr
tation ofg0 , d1, andd2 as spectral lines belonging to optic
transitions from metastable levels of the1D2 and3P0 terms
to the three lower Stark components of the3H4 term.3 Since
optical transitions within thef shell are forbidden by parity
the intensity of the spectral lines corresponding to them
depend on temperature and on the particular combinatio
Stark levels between which the transition occurs.9,10

To obtain more detailed information about the causes
theg0* line in the luminescence spectrum~Fig. 1!, we studied
the luminescence kinetics of Pr31 ions in the YSO crystal.
The decay kinetics of the luminescence of the Pr31 impurity
ions was studied under selective excitation of one type
Pr31 optical center at theb0 line ~see the inset in Fig. 2!. It
is important to note that the spectral lineb0* , belonging to

FIG. 1. Fragment of the luminescence spectrum of Pr31 ions in the YSO
crystal, due to optical transitions between the Stark components of the t
1D2 and3H4. The inset at the top shows the luminescence spectrum of P31

ions, due to optical transitions between the single level of the3P0 term and
the Stark components of the3H4 term.
ec-
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Pr31 optical centers of the second type, lies 202.4 cm21

higher in energy.
In the part of the spectrum that is formed by optic

transitions from the single energy level of the3P0 term to the
Stark sublevels of the3H4 term ~the spectral linesd1 andd2

in the inset in Fig. 1!, the luminescence kinetics was singl
exponential both at 6 K and at 80 K~Fig. 2!. Similarly, at
T56 K the decay kinetics of the luminescence of the sp
tral line g0 was described by a single-exponential law with
time constantt;120ms. This is what would be expected fo
isolated impurity centers. The difference of the decay c
stants of the luminescence at the transitions from the sub
els of the1D2 and3P0 terms to the sublevels of the3H4 term
is due to the fact that the optical transitions from the subl
els of the1D2 term are accompanied by a change of the s
multiplicity and are therefore more strongly forbidden.9,10

At liquid-nitrogen temperatures (T580 K! the lumines-
cence decay kinetics of the spectral lineg0 ~Fig. 1! was
significantly altered~Fig. 3!. It had acquired a clearly non
single-exponential character and was described by the su
two exponentials with time constantst1;7.8 ms and t2

;30.2ms ~Fig. 3!. The faster decay of the luminescence li
g0 at 80 K than at 6 K can be explained as being due to t
activation of channels of nonradiative relaxation of the el
tronic excitations of the metastable levels. The decay kine
of the g0* luminescence line had a characteristic rising fro
that was absent in the luminescence decay kinetics of
spectral lineg0 ~Fig. 3!. Consequently, the Pr31 optical cen-

ms

FIG. 2. Luminescence decay kinetics of the spectral lined1, which is
formed as a result of optical transitions between the energy level of the3P0

term and the Stark components of the3H4 term (T580 K, detection wave-
length of the luminescence kinetics 488.9 nm, time constant of lumin
cence decayt;2.2 ms!. The inset shows a portion of the absorption spe
trum of Pr31 impurity ions in the region of the laser excitationb0.
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ters of the second type, to which the spectral lineg0* be-
longs, are excited after times exceeding the duration of
laser pulse, i.e., the direct laser excitation of the Pr31 optical
centers of the second type is ruled out. The decay law of
luminescence of the spectral lineg0* is also non-single-
exponential~Fig. 3!. Approximation of the luminescence de
cay kinetics of theg0* line by a sum of two exponential
gives the following time constants:t1* ;17.8 ms and t2*
;76.2ms.

The non-single-exponential decay law of the lumine
cence of the spectral linesg0 andg0* and the presence of
rising front in the luminescence kinetics of the spectral l
g0* cannot be explained in the model of an isolated impu
center. These features~Fig. 3! can arise in two cases. Eithe
there is a radiationless transfer of electronic excitation
ergy between the two types of Pr31 optical centers13,14 ~a
radiative mechanism is ruled out by the explicit temperat
dependence of the effect and the absence of overlap o
spectral bands in the corresponding spectra belonging to
two types of Pr31 optical centers11,12!, or a Pr31 impurity ion
in the excited state can change the type of optical cente
which it belongs.15

Both mechanisms can be described by an extrem
simple kinetic model~see the inset in Fig. 3!. According to
this model, the luminescence decay kinetics of the two e
tronic states that exchange electronic excitation energ
governed by a combination of the constantsr 1 , r 2 ~which
describe the rate of radiative relaxation! and k1 , k2 ~which
describe the rate of exchange of electronic excitation!. In the
trivial casek15k250 the luminescence decay law for ea

FIG. 3. Luminescence decay kinetics of the spectral linesg0 andg0* . Ap-
proximation of the luminescence kinetics by a sum of two exponent
gives the following time constants:t1;7.8 ms, t2;30.2ms andt1* ;17.8
ms, t2* ;76.2ms (T580 K; n1 andn2 are the populations of the levels!.
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electronic state is single-exponential with the correspond
time constant (r 1)21 or (r 2)21. If k1Þ0 but k250, the lu-
minescence decay kinetics of the upper state remains sin
exponential with a time constant (r 11k1)21. The lumines-
cence decay kinetics of the lower state can have a rising f
if r 1;r 2;k1, while for t@(k1)21 it is single-exponential. A
non-single-exponential~two-exponential! law for the lumi-
nescence decay kinetics of the upper state can arise on
the casek2Þ0. Consequently, the shape of the actual lum
nescence decay curve of the spectral linesg0 andg0* ~Fig. 3!
is evidence that there are not only forward hops but a
backward hops of the electronic excitation between the
types of Pr31 optical centers.

4. DISCUSSION OF THE RESULTS

The microscopic mechanism of the electronic excitat
transfer process remains unclear. Both hypotheses as to
possible mechanism of excitation of the luminescence of
Pr31 optical centers of the second type lead to serious inc
sistencies.

For example, two questions arise in the framework of
hypothesis of radiationless transfer of electronic excitat
energy. The classic case of Forster–Dexter transfer11,12 can-
not be realized, since there is no overlap of the spectral b
in the luminescence and absorption spectra of the Pr31 im-
purity ions localized at different cation sites.3 However, the
transfer of energy between impurity centers can occur w
the participation of lattice phonons, even in the absence
overlap of the corresponding optical spectra.16,17 This
mechanism was proposed previously in a preliminary ana
sis of the experimental results.3 In that case, however, on
cannot explain the transfer of energy over a distance o
thousand lattice constants. At an initial concentration of
at. % the average distance between Pr31 ions is large. How-
ever, if one assumes that the Pr31 impurity ions settle in
pairs in the cation sites of the same unit cell, then the p
posed transfer of energy between inequivalent Pr31 optical
centers can be rather efficient~the inequivalent ions would
be separated by a distance of;3 Å!. While there is no
experimental proof for this hypothesis, dimers of impur
ions are known to form in other crystals.18

The second alternative explanation of the experimen
results, based on the idea of a mobile Pr31 impurity ion, is
also inconsistent with the established ideas. It has b
shown2 that at each cation site the Pr31 impurity ion has
several inequivalent positions. In one of the cation sites th
are four of these, and in the other there are two.2 In turn, the
Pr31 impurity possesses mobility within the confines of ea
cation site.4 In the context of the present discussion, ho
ever, the mobility of the Pr31 ion must be such that it can
hop back and forth from one cation site to another lying
distance of;3 Å away. There must also be a vacancy at o
of the cation sites. It is now known for certain that in th
pure YSO crystal the two different Y31 cation sites differ in
the coordination of the oxygen ions.3 However, the incorpo-
ration of a Pr31 impurity ion, with a larger ionic radius~1.06
Å as compared to 0.92 Å for Y31), can significantly distort
the structure of the unit cell, which becomes more loos
packed. This is confirmed by the fact that rare-earth impu
ions with ionic radii exceeding that of Y31 can enter the

ls
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YSO crystal in large numbers.19 The looseness of the un
cell may be due to a decrease in the coordination numbe
respect to oxygen, and the Pr31 ion therefore would acquire
appreciable mobility within the unit cell.

5. CONCLUSIONS

In summary, in this paper we have presented experim
tal results which, taken together with those reported in R
3, prove that a transfer of electronic excitation energy
tween two inequivalent Pr31 optical centers occurs in th
YSO crystal. The mechanism for this transfer at the mic
scopic level cannot be explained in terms of the existing d
on the structure of the unit cell of YSO and the features
the incorporation of impurity ions in the YSO crystal lattic
At present there is no direct experimental proof for either
the two proposed mechanisms for the energy transfer,
both remain equally likely. A definitive answer to this que
tion will require further accumulation of experimental ev
dence not only for the YSO crystal but also for the crystals
its homologous series.

This study was done with the support of INTAS Gra
No. 97-515.
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Znamenski�, É. A. Manykin, D. V. Marchenko, and E. A. Petrenko, Zh
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Research results on the specific heat of TlIn12xCexS2 (0<x<0.04) crystals in the temperature
range 4.2–300 K are presented. It is found that TlIn12xCexS2 crystals have a second-
order phase transition in the temperature interval 173.4–214 K, and the sharpness of the specific-
heat peaks decreases gradually as cerium is substituted for indium in TlInS2. © 2000
American Institute of Physics.@S1063-777X~00!00905-1#
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TlInS2 is a complex layered crystal of the typ
III–III–VI 2. The structure was initially classified a
tetragonal,1 with parametersa57.74 Å, c530.0 Å, with z
516 formula units. In Refs. 2 and 3 it was established t
TlInS2 crystals occur in two modifications. The paramete
of a-TlInS2 are a58.00 Å, c53.072 Å, with four formula
units in the unit cell. Forb-TlInS2 the respective values ar
a57.75 Å, c529.698 Å, andz516. The compound TlInS2
has several other modifications besides these.4–7

In this paper we report the results of a study of the s
cific heat of TlIn12xCexS2 crystals.

The specific heat of the crystals was investigated on
apparatus described in Ref. 8. Because the heat capaci
the empty calorimeter, including its thermometer and hea
must be subtracted from the total heat capacity in orde
find the specific heat of the crystals, we measured the
capacity of the empty calorimeter in the temperature inter
4.2–300 K. The specific heat was calculated according to
formula

DCp5DQ/~mDT!,

whereDQ is the quantity of heat supplied to the sample fro
the outside,DT is the change of its temperature on accou
of DQ, andm is the mass of the sample. The total systema
error in the measurements of the heat capacity of the em
calorimeter is estimated to be 0.3–3% in the interval 4.2–
K and 0.1–0.7% in the interval 20–300 K.

In studying the temperature dependence of the spe
heat of TlInS2 crystals in the temperature range 4.2–300
we obtained over 200 values of the specific heat. The h
capacity of the crystals was never less than 65% of the t
heat capacity of the calorimetric system, and at low tempe
tures it was a significantly higher fraction.

As we see in Fig. 1, theCp(T) curve of TlInS2 in the
interval 170–215 K exhibits a series of anomalies indicat
the presence of structural phase transitions. The anom
3671063-777X/2000/26(5)/3/$20.00
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on the Cp~T! curves were observed at temperatures of 214
210.9, 208, 206.1, 196.9, and 173.4 K.

By graphically extrapolatingCp(T) we calculated the
anomalous contributionsDCp to the specific heat, with
which we could determine and analyze the characteristic
the phase transition in the TlInS2 crystal. Figure 2 shows the
temperature dependence of the specific heat in logarith
scale over the temperature interval 4.2–100 K. It is seen
the figure that the specific heat of TlInS2 is described by a
law }T2.3 in the temperature interval 5.8–8.8 K, while in th
temperature interval 8.5–20 K the specific heat varies b
linear law:

Cp529.211.51T@J/~mole•K!#

In the Lifshits model,9 with the assumption that the low
frequency part of the phonon spectrum is partially excit
we calculated the two-dimensional Debye temperature
cording to the formula

Q5
p2NK

3~dCV /dT!~12h!
,

where h(DCV)/(11CV) is the anisotropy parameter. Th
Debye temperature for TlInS2 is 92 K.

In the Lifshits model9 the low-temperature specific hea
of layered crystals is accounted for by features of the aco
tical spectra of anisotropic systems, without taking bend
vibrations into account. In Ref. 9 the low-temperature s
cific heat was calculated for materials with different valu
of the anisotropy parameter. The Debye temperature ca
lated on the basis of the calorimetric measurements ofCp(T)
increases as the temperature increases~Fig. 3!. This fact and
the character of the low-temperature specific heat are ind
tive of anharmonicity of the lattice vibrations.

In a spectroscopic study10 of the TlInS2 crystal it was
found that the temperature dependence of the dielectric c
stant has features at 189 K and near 213 K. It was shown
© 2000 American Institute of Physics
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the anomaly at 189 K is due to the softening of an IR-act
mode, and it was conjectured that a transition to the
rophase occurs at that temperature.

In Ref. 11, neutron diffraction and dilatometric metho
were used to observe the phase transitions in TlInS2 in the
temperature interval 216–200 K.

A study of the photoconductivity, temperature depe
dence of the thermal expansion coefficient, and isother
compressibility of TlInS2 in Refs. 12 and 13 revealed th

FIG. 1. Temperature dependence of the specific heat of TlInS2.

FIG. 2. Temperature dependence of the specific heat for TlInS2 at low
temperatures.
e
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presence of second-order phase transitions in the indic
temperature interval.

Thus the experimental studies of TlInS2 have shown that
the structural phase transitions in these compounds are
companied by the formation of incommensurate, spatia
modulated structures.

The results of the calorimetric measurements of the lo
temperature specific heat agree satisfactorily with the dat
other experiments. Moreover, the anomalous temperature
pendence of the specific heat attests to the presence of a
sequence of phase transitions in TlInS2 in the interval region
173.4–214.9 K. One notices a large number of transitio
The interval between anomalies of the specific heat is 2–4
Similar phase transitions with narrow temperature interv
have also been observed in other compounds.14–16 The
theory of incommensurate phase transitions17–21 admits the
existence of traveling waves of modulation of the structu
but ordinarily defects of the crystal anchor the wave
modulation to the lattice. However, it is known that a mod
lated wave can be pinned not only by defects but also by
discreteness of the crystal lattice.21

It was shown in Ref. 20 that the wave vectors cor
sponding to commensurate phases with a high order of c
mensurability are ‘‘pinned’’ in very narrow temperature in
tervals. The temperature dependence of the modulation in
region 173.4–214.9 K can be explained by the conject
that a sequence of long-period commensurate phases, w
coexist with incommensurate phases,19,20,22exists in this re-
gion.

It was shown in Ref. 22 that the jumps of certain sta
susceptibilities have the same order of magnitude as th
ordinarily observed at second-order phase transitions. Ap
ently the specific heat can be expected to display sim
behavior.

On the basis of an analysis of the experimental data
the low-temperature specific heat of TlInS2, one can reach
the following conclusions about the phase transitions in t
crystal. The phase transition temperatures in the tempera
interval 173.4–214.9 K were determined to an accuracy
0.3 K. Besides the phase transitions known previously, th
is a second-order transition which is close to the criti
point, whose behavior obeys the thermodynamic Land

FIG. 3. Temperature dependence of the Debye temperature for TlInS2.
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theory; there is no substantial correlation contribution to
energy.

The measurements of the specific heat of TlIn12xCexS2

crystals (0<x<0.04) in the temperature range 4.2–300
produced more than 150 values in all for each crystal. T
heat capacity of the samples was not less than 59% of
measured quantity anywhere in the range of the meas
ments. The results of the measurements are presented in
4. We see that at low temperatures the temperature de
dence of the specific heat of the crystals is a cubic funct
Cp58.0131023T3J•mole21K21. As the temperature is in
creased, the functionCp(T) comes to obey a linear law
Cp529.9711.57T. Quadratic behavior ofCp~T! was not
observed. Anomalies similar to those observed for the TlIn2

crystals are also observed for TlIn12xCexS2 crystals (0<x
<0.04) in the interval interval 173.4–214.9 K. However,
cerium atoms are substituted for the indium atoms in TlIn2

the sharpness of the peaks observed for TlInS2 gradually
decreases. We believe that this behavior ofCp~T! in the
phase transition region of the crystals TlIn12xCexS2 is due to
the circumstance that the cerium atoms in all probability
located in the interlayer space and lead to an appreci
change in the specific heat of the crystals. The results
study of the dielectric spectra of TlIn12xCexS2 crystals in the

FIG. 4. Temperature dependence of the specific heat of TlIn12xCexS2 crys-
tals for different values ofx: 0.02 ~1!, 0.04~2! ~a!; 0 ~1!, 0.01~2!, 0.02~3!,
0.03 ~4!, 0.04 ~5! ~b!.
e

e
he
e-
ig.
n-

n,

e
le
a

phase transition region have been explained in an analog
way.23

Based on a study of the temperature dependence of
specific heat of TlIn12xCexS2 crystals (0<x<0.04) in the
temperature range 4.2–300 K, we have established
second-order phase transitions are observed in these cry
in the temperature region 173.4–214.9 K, and the phase t
sition gradually vanishes as cerium is substituted for the
dium atoms.
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Structure, sound velocity, and thermal conductivity of the perovskite NdGaO 3
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X-ray ~300 K! and ultrasonic~77–270 K! studies and measurements of the thermal conductivity
~30–300 K! are carried out on single-crystal samples of NdGaO3 in different
crystallographic directions. The values of the lattice parameters of NdGaO3 are refined. The
sound velocities in the principal crystallographic directions are measured, and the elastic constants
and Debye temperature are calculated. The observed anisotropy of the thermal conductivity
is described in the framework of a gaskinetic model and is linked to the anisotropy of the
interaction parameters of the acoustical and optical phonons. ©2000 American Institute
of Physics.@S1063-777X~00!01005-7#
h
su
ud

a

tr
ke

th
yn
t
da

o
p-
ca
i

le
l
ls

igh
i

%

a

ced
per

O
tent
ki

f

d
and

-

he
on

50
the
m-

pal
me

he

us
up
INTRODUCTION

The properties of thin-film high-Tc superconductors
~HTSCs! have been widely studied in recent years, and t
has drawn particular attention to the materials used as
strates for the deposition of these films. In the present st
we investigate the perovskitelike crystal NdGaO3, which, un-
like the compound SrTiO3 ordinarily used, does not have
structural phase transition, at least up toT51300 K, such
transitions often being a cause of degradation of the elec
physical properties of film HTSCs. This circumstance ma
NdGaO3 attractive for use as substrates for HTSC films1,2

and also recommends it as a model crystal for studying
various physical properties of perovskitelike materials s
thesized using rare-earth elements.3 It should be noted tha
this crystal has been inadequately studied. The structural
on NdGaO3 are few and inconsistent~see, e.g., Refs. 4–6!,
and the same can be said for the magnetic properties5 and
specific heat.3

The present study was stimulated by the promise
NdGaO3 for use in technology, the peculiarities of its pro
erties, and the paucity of information about such physi
properties as its thermal conductivity and sound velocity
the temperature range 30–300 K.

EXPERIMENTAL PROCEDURES AND RESULTS

Preparation of samples

A necessary condition for obtaining high-quality sing
crystals of NdGaO3 was the careful preparation of the initia
monophase stock. We used high-quality initial materia
containing 99.99% Ga2O3 and 99.999% Nd2O3. The pow-
dered oxides were baked in an oven at 500 °C prior to we
ing. The starting material was prepared in accordance w
the stoichiometric formula of NdGaO3: 5 kg of the dessi-
cated initial components, in the proportion of 50:50 mole
was carefully mixed in a Turbula-10 mixer~WAB, Switzer-
3701063-777X/2000/26(5)/5/$20.00
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land! for 6 h, and then pressed into tablets~60 mm in diam-
eter and 10 mm thick! at a pressure of 2 MPa by means of
P-10 hydraulic press.

For the the solid-phase synthesis the tablets were pla
in a platinum container and annealed in an HT-1600 Su
Kanthal~Linn Elektronik, Germany! at 1450 °C for 4 h. The
resulting compound was practically single-phase NdGa3

~according to an x-ray phase analysis the main-phase con
was over 95%!. The crystals were grown by the Czochrals
method using automatic equipment~GALAXIE-3 by
Physitherm, France! with rf heating and automatic control o
the diameter of the crystal. The iridium crucible~100 mm in
diameter and height! was equipped with a heat shield, an
the entire system was placed inside additional ceramic
quartz shielding. A gaseous mixture~98% argon and 2%
oxygen! was continuously blown through the growth cham
ber at a rate of 2 liter/min. The NdGaO3 crystals were grown
from the melted starting material on@110#-oriented seed
crystals. For optimization of the growth parameters t
growth rate was varied from 1 to 3 mm/h, and the rotati
rate from 10 to 30 rpm. The best NdGaO3 crystals, with
diameters greater than 50 mm and lengths greater than
mm, were obtained for rates of 2 mm/h and 20 rpm. After
growth was completed the crystals were cooled to room te
perature over the course of 12 h.

All of the measurements were made along the princi
crystallographic directions on samples cut from the sa
single crystal.

Structure studies

The orthorhombic lattice of the NdGaO3 crystal can be
represented as a somewhat distorted perovskite cube~Fig. 1!
with its base inscribed in a slightly distorted square. T
lattice parametersa,b'anA2 (a,b) andc52cn . Accord-
ing to the data of Ref. 6, as in the majority of previo
studies, the NdGaO3 structure belongs to the space gro
D2h

16–Pbnm, while the neutron diffraction studies4,5 give a
© 2000 American Institute of Physics
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space group ofC2v
9 –Pbn2. A special study7 of the symme-

try of the NdGaO3 structure at 100 and 293 K shows that
both temperatures the symmetry of the crystal correspond
the space groupPbnm. It should be noted that the symmet
elements of the groupPbnm include all of the symmetry
elements of the groupPbn2, and for this reason refinemen
of the space group of NdGaO3, which is important for x-ray
structural studies, actually is irrelevant for interpreting t
thermodynamic data. The difference in the lattice parame
obtained in Refs. 4–6 and in the present study~Table I! is
more important. To refine the structural data we perform
x-ray diffraction studies on two single-crystal slabs
NdGaO3 less than 1 mm thick, cut along the crystallograph
planes~110! and~001!. As can be seen in Fig. 1, the plane
the cut in both samples is â100& face of the quasiperovs
kite. The studies were done at room temperature o
DRON-3 x-ray diffractometer with a GP-14 attachme
which made it possible to determine the crystallographic
entation in the sample to high accuracy, both relative to
plane of the surface of the samples and when taking obli
‘‘snapshots’’ for recording the reflections from planes w
combined indices, which is important for determining t
orientation of the crystalline axes in the plane of the cut
the samples. The recording of the reflections was done u
unfiltered radiation from a copper anode. As the main inf

FIG. 1. Diagram of the crystal lattice of NdGaO3 with a quasiperovskite
lattice inscribed in it.a'b (a,b); a,b'anA2, c52cn .
t
to
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d

a
,
i-
e
e

f
ng
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mation here we used the data obtained withKb radiation
(Lb51.39217 Å!, and the reflections forKa radiation served
as controls. We recorded a total of five reflections each fr
the planeŝ hh0& and^002l & (h,l 51,2, . . . 5) and 14reflec-
tions from planes with combined indices.

From the data of the straight-on ‘‘snapshots’’ we fin
d(110)53.8620(1)Å'an , d(002)53.8530(1)Å'cn .

The lattice parameters of the NdGaO3 crystal, calculated
by the least-squares method using all 24 reflections, w
found to be a55.4270(3) Å, b55.4969(3) Å, andc
57.7057(4) Å, which correspond to the following param
eters for the perovskite lattice: an5(a21b2)1/2/2
53.8623(2) Å,cn5c/253.8528(2) Å,d(110)53.8619(2)
Å, andan589.267(7) deg.

The values obtained for the parameters of the cry
structure are in good agreement with those reported in R
4–6.

As the x-ray measurements showed, the deviation of
orientation of the planes of the cut of the samples from
crystallographic planes did not exceed 10 minutes of arc

Thermal conductivity

The measurements of the thermal conductivity we
made by the steady-state plane method in the tempera
range 30–300 K with the use of a blow-through cryostat. T
absolute temperature was measured with a TSP-4 plati
resistance thermometer. The temperature gradient along
sample was determined by a Manganin–Constantan ther
couple, the sensitivity of which varied from 10mV/K at 30
K to 110 mV/K at 300 K. The relative stability of the tem
perature in the experiments was not worse than 231025.
The procedure for this measurement was fully automa
The error in the value obtained for the thermal conductiv
does not exceed 10% and is mainly of a systematic nat
The apparatus was checked by measuring the thermal
ductivity of a sample of 12Kh18N10T stainless steel. T
NdGaO3 samples for the thermal conductivity measureme
were cut from the same single crystal and had geome
dimensions of 153630.8 mm.

The thermal conductivity was measured along the cr
tallographic directions@110# and @001# in two single-crystal
samples. The resulting curves of the temperature depend
of the thermal conductivityl are shown in Fig. 2. In the
entire investigated temperature interval the thermal cond
tivity along the@001# direction was 1.4 times as large as th
along the@110# direction, which means that there is a pr
, while
TABLE I. Lattice parameters (a,b,c), molar volumeV, and densityr of the NdGaO3 crystal at room tem-
perature, according to the data of a number of studies.

Parameters

a b c
Source Å V, cm3/mole r, g/cm3 Sample

Present study 5.4270~3! 5.4969~3! 7.7057~4! 34.608~6! 7.569~1! single crystal
Ref. 6 5.4276~1! 5.4979~1! 7.7078~2! 34.627~2! 7.565~1! 9

Ref. 5 5.417~1! 5.499~1! 7.717~1! 34.61~2! 7.569~4! polycrystal
Ref. 4 5.4333~2! 5.5036~2! 7.7157~3! 34.735~4! 7.542~1! 9

Note: in Refs. 5 and 6 and in the present paper the results were obtained by an x-ray diffraction method
in Ref. 4 a neutron diffraction method was used.
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nounced anisotropy of the thermal conductivity in NdGaO3.
The behavior of thel(T) curves changes in the neighbo
hood of T5190 K; here the weak increase of the therm
conductivity with decreasing temperature becomes stron
This sort of temperature dependence of the thermal con
tivity is ordinarily due to mechanisms of resonance scat
ing of phonons by intrinsic or impurity modes.8

Sound velocity

Measurements of the absolute values of the sound
locities were made by a modified phase method9,10 which
allowed us to reduce to a minimum the errors arising a
result of inhomogeneity of the samples and to achieve
accuracy of 0.25% or better at an acoustical path length
5–6 mm~the characteristic dimensions of the sample alo
the principal crystallographic directions!. The sound was ex
cited at a frequencyf 550 MHz. The values of the longitu
dinal v l and transversev t sound velocities along the princ
pal crystallographic directions atT577 K are given in Table
II. Also given are values of the average sound velocityv,
calculated according to the formula

v35~v l
231v t1

231v t2
23!/3.

The calculated values of the elastic constants are
sented in Table III. The confidence intervals are 2% forC12,
4% for C13 andC23, and 0.5% for the otherCik .

Additional measurements of the temperature depende
of the absorptiona and the relative change of the longitud
nal sound velocityDv/v of the sample along the@001# di-
rection were made in the temperature interval 170–270
The results of these measurements are shown in Fig. 3,
which we see thatDv/v(T) does not have any pronounce
features in this temperature range.

DISCUSSION OF THE RESULTS

The NdGaO3 crystal has the orthorhombic crystal stru
ture Pbnm, with 15 atoms in the unit cell. In this system

FIG. 2. Temperature dependence of the thermal conductivity of NdGaO3 for
two crystallographic directions. Experiment:1 — the @001# direction;n —
the @110# direction. The solid curves were calculated according to form
~1! with allowance for the phonon–phonon scattering processes and
scattering of acoustical phonons by optical modes.
l
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there are 60 vibrational modes: 57 optical and 3 acoustica11

The optical modes are observed in the infrared absorp
and also in Raman scattering. The phonon modes have
following systematics:

Gopt
~R!

57A1g
~R!

17B1g
~R!

15B2g
~R!

15B3g
~n!

18A1u
~ i .r .!

17B1u
~ i .r .!

19B2u
~ i .r .!

19B3u ;

Gac5B1u1B2u1B3u ,

The optical activity of the local modes is indicated b
the letter R for Raman scattering and byi.r. for infrared
absorption (n denotes inactive modes!. Twelve of thei.r. and
fifteen of theR frequencies of the optical modes were det
mined in Refs. 11 and 12.

he

TABLE II. Sound velocity in NdGaO3 at 77 K (q andj are spherical angles!
Note: QL is a quasilongitudinal mode, QT a quasitransverse mode.

Direction of
q

Polarization
u

Sound velocity
v l ,v t ,

105 cm/s

Average
sound

velocity v,
105 cm/s

i@100# 6.57
@100# i@010# 3.78 3.90

i@001# 3.27

i@010# 6.44
@010# i@001# 4.02 4.30

i@100# 3.77

i@110# 6.72
@110# i@001# 3.68 3.95

'@001#,QT 3.30

i@001# 5.86
@001# i@010# 4.02 3.93

i@100# 3.26

i@101#,QL 6.22
q545, j50 i@010# 3.90 3.90

'@010#, QT 3.24

i@011#, QL 6.57
q545, j590 '@100#, QT 3.53 3.73

i@100# 3.17

FIG. 3. Temperature dependence of the absorptiona and the relative
change of the longitudinal sound velocityDv/v for NdGaO3 along the@001#
direction.
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The results of the measurements of the sound velo
along the principal crystallographic directions yield inform
tion about the three acoustical phonon modes in the regio
small wave vectorsq ~in the central part of the Brillouin
zone!. These acoustical vibrations are not scattered by lo
modes, and the well-established procedure for calculating
elastic properties of the crystal13 can be applied.

From the data on the sound velocities we calculated
bulk modulusB and Debye temperatureQD for both the case
of orthorhombic symmetry and in the polycrystalline a
proximation, denotedBH andQDH ~see Table IV!.

Table IV also gives the shear modulus calculated by
Hill averaging procedure and the values of the sound vel
ties for a polycrystal.14 The values ofQD were calculated by
averaging the inverse cubes of the sound velocities that s
the Christoffel equation over all possible directions of t
wave vectorq in spherical coordinates.13 The calculated val-
ues ofQDH andBH are close to the respective values ofQD

andB, apparently because in relation to the elastic proper
the orthorhombic lattice of NdGaO3 (a55.4270 Å, b
55.4969 Å,c57.7057 Å! is close to a quadruple pseudoc
bic lattice with the lattice parameters

apc5~abc/4!1/353.8591 Å.

Let us now turn to a discussion of the heat transfer p
cesses in NdGaO3. The anisotropy of the thermal conductiv
ity of NdGaO3 may be due to both anisotropy of the sou
velocities and anisotropy of the relaxation time of t
phonon–phonon scattering process. Since the phonon s
trum of the crystal under study has a large number of opt
modes, it is natural to suppose that the main mechanism
phonon scattering responsible for the thermal resistanc
NdGaO3 in the high-temperature region are the resona
scattering of acoustical phonons by these modes
phonon–phonon scattering~with umklapp!. The thermal con-
ductivity for any chosen crystallographic direction is calc
lated by the formula

l~ t !5
kB

2

2p2\3v
E

0

QD /T

t~x!
x4ex

~12ex!2
dx,

wherekB is Boltzmann’s constant,\ is Planck’s constant,v
is the average sound velocity along the direction of h

TABLE III. Elastic constants of NdGaO3 at 77 K ~1010 dyn/cm3).

C11 C22 C12 C13 C23 C33 C44 C55 C66

326.3 313.5 155.2 131.6 133.2 259.6 122.2 80.8 10

TABLE IV. Calculated physical characteristicsB, BH , mH , QD , QDH , v l ,
and v t for single-crystal NdGaO3 (B is the bulk modulus in compression
BH and mH are the bulk modulus and shear modulus in the isotrop
medium approximation! ~Ref. 15!.

B BH mH QD QDH v l v t

1010 dyn/cm2 K 105 cm/s

190.0 191.6 92.4 512.7 514.2 6.45 3.49
ty
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flow, x5\v/kBT, andt(x) is the effective relaxation time
of the phonons. The effective inverse relaxation timet21(v)
has the form

t21~v!5tU
21~v!1t res

21~v!,

where tU
21(v) and t res

21(v) are the inverse relaxation tim
for U processes and resonance scattering, respectively,

tU
21~v!5AUv2Texp~2E/T!,

the parameterAU characterizes the intensity of the scatteri
process, andE is the activation energy ofU processes. The
inverse relaxation time of phonons for elastic resonance s
tering of acoustical phonons by optical modes is given by
expression15

t res
21~v!5

3

2p\2 (
M4C~v0!

r2v7
v4S 2v0

2

v0
22v2D

3S 12tanh2
bv0

2 D ,

where r is the density,C(v0) is the number of optical
modes per unit volume with frequencyv0 , M is the coupling
parameter of the acoustical and optical modes,v is the sound
velocity, andb5\/kBT; the summation is over all optica
modes. To simplify the calculations, we assumed that
resonance scattering of phonons occurs on a single effec
optical mode with frequencyv0. The agreement between th
calculated and experimental values of the thermal conduc
ity is shown in Fig. 2. The optimum values of the adjustab
parametersM, v0 , E, andAU , obtained for the best fit of the
calculated curves with the experimental data for the t
crystallographic directions investigated, are presented
Table V. We see that the parameters characterizing
phonon–phonon interaction,E, A, and the resonance fre
quency of the effective optical modev0, do not depend on
the crystallographic direction. The values of the effecti
frequencyv0 lie in the optical-mode range.11,12 The anisot-
ropy of the thermal conductivity of NdGaO3 is due to the
dependence of the parameterM ~the interaction matrix of the
acoustical and optical phonons! on the crystallographic di-
rection.

CONCLUSION

We have presented the results of a comprehensive s
of samples of the perovskitelike crystals NdGaO3 obtained
from the same single crystal. The results of this study can
summarized as follows. We have

— refined the values of the crystal lattice parameters
NdGaO3;

-

TABLE V. Best-fit parameters for describing the thermal conductivity
NdGaO3 for two crystallographic directions (M was estimated usingr
57.57 g/cm3, C(v0)59.931023 cm23).

Direction

Parameters

M, K v0, K AU , s•K23, 10218 E, K

@110# 1467 277 4.3 180
@001# 1230 270 4.3 180
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— investigated the sound velocity along the princip
crystallographic directions;

— used the sound velocity data to calculate the b
modulus in compressionB and the Debye temperature (QD

5512.7 K!;
— made measurements of the relative change in

sound velocity along the@001# direction in the temperature
interval 170–270 K;

— investigated the thermal conductivity in the tempe
ture range 30–300 K, finding that the thermal conductiv
along the@001# direction is 1.4 times as high as that alon
the @110# direction;

— estimated the strength of the interaction of the aco
tical and optical phonons with allowance for its possible d
pendence on the crystallographic direction.

The authors are grateful to V. G. Manzhelii for suppo
of this study and to A. P. Brodyanski� for a stimulating
discussion.
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