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The properties of existing superconductors with ejectron spectrum instabilities, namely charge-
density wavegCDWs) and spin-density wavelSDWSs, are reviewed. In such substances

the superconducting gap exists over the whole Fermi surface, whereas the dielectric gap emerges
only on its nested sections. In particular, CDW superconductors include layered
dichalcogenides, Nbgecompounds with thé15 andC15 structures, etc. There is a lot of
evidence that higfi=. oxides also belong to this group of materials. SDW superconductors include,
e.g., URySi, and related heavy-fermion compounds, Cr—Re alloys and organic
superconductors. The theoretical description given in this review is based mostly on the Bilbro-
McMillan model of the partially dielectrized metal. Various thermodynamic and
electrodynamic properties are calculated in the framework of this model. The main subject of the
review is the nonstationary Josephson effect in tunnel junctions involving CDW or SDW
superconductors. A new effect of symmetry breaking in symmetrical tunnel junctions is predicted
by the authors. A comparison with experiment is given. 2@00 American Institute of
Physics[S1063-777X00)00105-3

INTRODUCTION where W (W) is the annihilation(creation field operator;
. . . (...) denotes thermodynamic averaging, anis a spin pro-
The concept of the Q|electr|p structural transition due tojection. The key property of in the ODLRO case is the
the electron—phonon  interactioficommonly called the ;61 factorization of the matrix when—ry|—o while
Peierls transitionhas its roots in the thirties, but it became Ir{=r,| and|r’—r| remain finite. Then
widespread after the publication of Peierls’ bdoRt the vt
same time, Fiblich’® considered a possible sliding of the f)—>(\lf:,(r1)\lf:(r1)><\lfa(r)‘lfa,(r’)}, (2
collective state involving electrons and lattice displacements ] ) o
in the one-dimensiondLD) metal as a manifestation of su- '€ tg‘e ODLRO is described by Gor'kov's order parameter
perconductivity. The emergent concomitant energy gap wafOP)-~ For the normal statg)—0 in the same limit.
identified by him with a superconducting gap rather than The possibility of the normal stgte re_construcuon at low
with the dielectric Peierls gap, as had to be done. It is relémperaturesT by the boson-mediator induced electron—
markable that the very concept of the electron spectrum erEl€ctron attraction in sgperconducﬁmas‘pwed the appear-
ergy gap in the superconducting state had been put forth b§ce ©of the mathematically r;md physically related model
Bardeen almost simultaneously with“Rfich and even be- Called the “excitonic insulator.” In the original BCS model
fore the microscopic Bardeen-Cooper-Schrieffé8CS) for the isotropics-pairing the Fermi I|qU|d instability is en-
theory was constructet. sured by the congruence of the Fermi surfa@&39 for both
Frohlich's point of view was revived after the sensa- spin projectio_ns. At_the sa_me time, the excitonic instability
tional discovery of the giant conductivity peak in the organic®f the isotropic semimetal is due to the electron—h@eu-
salt TTF-TCNQ' However, the coherent transport phenom-'omb) attracyop, provided both FS pockets are congruent
ena appropriate to the quasi-1D substances appeared to b&"¢St€d- A similar phenomenon can occur also in narrow-
manifestation of a quite different collective state: chargeP@nd-gap sem|condu7ctors when the exciton binding energy
density waveCDWs).5 Their coherent properties now con- €Xceeds the gap valde. , ,
stitute a separate and interesting branch of solid-state sci- " the excitonic insulator state the two-particle density
ence, but they lie beyond the scope of our review and will pdnatrix is factorized in a manner quite different from that of

touched upon hereafter only in specific cases where neceEd- (2):
sary. St (! + (1!

As to the superconductivity itself, it was explained in the = (W (W)W o (r) W (1)), ®
BCS theory on the basis of the Cooper pairing concept andhere|r;—rq|—o while [r;—r| and|r’ —r4| remain finite.
was later shown by Gor’kov to be described by a peculiaiThe averages on the right-hand side of ER).describe the
type of broken-symmetry state, specifically, a state with off-dielectric OP, which will be specified later in the review.
diagonal long-range ordé©®DLRO).® Such a state is char- One sees that they correspond to the “normal” Green's

acterized by the two-particle density matrix functions(GF9 G in the usual notation, whereas the averages
R P , in Eq.(2) represent the “anomalous” Gor’kov GE5 caused
P=(V , (r)W o (r) W (NWa(r')), (1) py the Cooper pairind.The long-range order contained in
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Eqg. (3) is called diagona(DLRO).7'8 The classification of transition of the spin-singletCDW) or spin-triplet (SDW)
ODLRO and DLRO given here is expressed in the electronitdype, the main question is not about the coexistence of
representation of the operators rather than in the hole one, f@ooper and electron—hole pairin@scan be relatively easily
which these notions should be interchan§édowever, the proved experimentally but whether the dielectrization of
difference between two kinds of the long-range order is inthe FS is favorable to or destructive of superconductivity.
trinsic and deep, leading to their distinct coherence properwWe adopt the latter scenario, being aware of the absence of
ties. superconductivity in fully dielectrized substances. Partial di-
The excitonic insulator state covers four possible differ-electrization(gapping has also been demonstrated to have a
ent classes of the electronic orderifg&€DWs, the spin- detrimental effect on superconductivity>>2%2’ There is
density wavegSDWSs characterized below, orbital antifer- also an opposite point of viet#;?° which assumes enhance-
romagnetism, and spin currents. The last two states have notent of the superconducting critical temperatiiteby the
yet been observed to our knowledge and will be discussed isingular electron density of staté®@OS) near the dielectric
the following Sections only in brief. gap edge. This conjecture is based on the model of the doped
The low-T excitonic rearrangement of the parent elec-excitonic insulator with complete dielectrizatfoand has not
tronic phase may be accompanied by a crystal latticdbeen verified yet. On the contrary, the model of the partial
transformatio® due to the electron—phonon coupling, dielectrizationt>~1820?2as described below, explains many
which always exists. Therefore, the Peierls and excitonic ineharacteristic features of different classes of superconductors
sulator models are, in actual fact, quite similar. The mainand is consistent with the principal tendency inherent to
difference is the one-band origin of the instability in the those substances. Namely, in the struggle for the FS, super-
former, while the latter is essentially a two- or multiple-band conductivity is most often found to be the weakest competi-
entity. tor. Therefore, the most direct way to enharigas to avoid
The SDW collective ground state can not only comedielectrization of the DW typé&? It is, however, necessary to
from the electron—hole pairing but also can be induced bymention the possibility of stimulation ofi-wave or even
the finite wave-vector singularities of the magnetic susceptip-wave superconductivity by DW-induced electron spectrum
bility, whatever the magnitude of the underlying Coulomb reconstructiori®
electron—electron repulsion’ SDWs are marked by a peri- Irrespective of the utilitarian goals, the physics of DW
odic spin-density modulation. It can be either commensuratsuperconductors is very rich and attractive. In one review it
or incommensurate with the background crystal latticeis impossible to consider all sides of the problem or cover all
SDWs with the inherent wave vectQ, where|Q| is related  substances which have been claimed to belong to the class of
to the Fermi momenturike (Planck’s constant =1), were  objects concerned. Nevertheless, we shall try at least to men-
first suggested by Overhaukfor isotropic metals. Later tion every type of such superconductors and their character-
the SDW stabilization by band-structure effects, in particu-istics. Special attention is given to oxides, including high-
lar, by nesting FS sections, was shown. SDWs are not sones. To the authors’ knowledge, this aspect of higlsu-
widely abundant as CDWs, their most popular host being Cperconductivity has not been examined in detail earlier. The
and its alloys- theoretical interpretation of the data will be made mainly on
In view of the similarities and differences between thethe basis of our results, although a large number of related
DLRO and ODLRO ground states, it seems quite natural thasources are also involved. We shall not consider alternative
both theorists and experimentalists have extensively investiscenarios of superconductivity for the low- or higih-super-
gated the coexistence between superconductivity, on the ormnductors treated here, because many comprehensive re-
hand, and CDW&'2%or SDWs81215-17.20-2% the other. views of these topics can be easily foufske, e.g., Refs.
The goal of our review is just to cover the main achieve-31-38. In those places when it is necessary to indicate the
ments that have been obtained in the study of this issue. telationships between our approach and other treatments, we
should be stressed that from the theoretical point of view theften cite reviews rather than original papers because other-
problem of the coexistence between superconductivity andiise the list of references would become too lengthy.
DWs (hereafter we use the notation DW for the common  Tunnel spectroscopyTS), point-contact spectroscopy
case of CDW or SDWin quasi-1D metals is very involved (PCS, and Josephson-effect data for DW superconductors
and even in its simplest statemditie so-calledy-ology) is  are analyzed in considerable detail because of their great
far from being solved®?*240On no account can the mean- importance in revealing the most salient features of the in-
field treatment, which is our actual method, be fully adequatevestigated materials.
in this situation. Nevertheless, experiment clearly demon- The outline of the review is as follows. In Sec. 1 the
strates that in real three-dimensiofi@D) though anisotropic  background experimental data are discussed. Higbxides
materials the superconducting and dielectric pairings do coare considered separately in Sec. 2. A theoretical formulation
exist in a robust manner, so that the sophisticated peculiaris given in Sec. 3. The next Sections include theoretical re-
ties introduced by the theory of 1D objects remain of aca-sults concerning the specific properties of DW superconduct-
demic interest for them. The only, but very important, ors and discussions of the relevant experimental data. Sec-
exception is the organic family(TMTSF),X and its tions 4 and 5 are devoted to the thermodynamic and
relatives?>~% Thus the predictions of the mean-field theory electrodynamic properties of DW superconductors. Joseph-
for those materials should be regarded with a certain cautiorson and quasiparticle currents in junctions involving DW
At the same time, for the overwhelming majority of su- superconductors are studied in Sec. 6. The general conclu-
perconductors, suspected or shown to undergo a dielectrgions are given at the end of the review.
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1. EXPERIMENTALLY OBSERVED PARTIALLY surements of the resistivity derivativip/dT.>” This result
DIELECTRIZED SUPERCONDUCTORS was only subsequently confirmed by x-TAyand neutror?
1.1. CDW superconductors scattering. Thus the existence of CDWs and the concomitant

] ) . . . lattice distortion can be established by quite a number of
~ The most direct way to visualize CDWs in semiconduct-meihods. For superconducting layered chalcogenides, CDWs
ing and metallic substances is to obtain contrast scanning,ye manifested themselves in resistiffi/ and angle-
tunnel microscopy(STM) real-space pictures of their sur- resolved photoemission spectRPES.® NbSe is a nor-
faces. Such pictures have been obtained, e.qg., for the Iayergﬁm structurally unstable metal under ambient presstire

dichfalcogenidgs I'TSS—XS? (Ref. d37) band zi'NbS% with two successive dielectric phase transitions and becomes
(Ref. 38, quasi-1D NbTe (Ref. 39, and NbSg(Ref. 40, as superconducting, but still partially dielectriZédfor P

well as for .the higfi¥. ox@de .YB@C%OFX(YBCO)'M. Al =0.5 kbar®! Here CDWs were revealed by measurements of
the same time, the application of the spectroscopic S'TME[Pe resistivity and heat capaci@p.®
based technique enables one to determine the respective di- In BPB, the partial dielectrization and/or CDWs have

electric energy gaps. They have been unambiguously foungeen observed both for nonsuperconducting and supercon-

by this method and in related tunnel and point-contact Meay | ting compositions in measurementsoadind Co 4 opti-
surements, for a number of CDW superconductors: NbSe g P P, OP

H 63
(Refs. 40 and 42-44 2H-NbSe (Refs. 38 and 4p giL;StlgEgzn bsea\?v(z;%ri’ e:jnedlot:ha(Tirzn(;Sp(:);lvr\::I(-Il—cl)jt):aliégzreelt:::atrons
2H-TaSe and H-TaS, (Ref. 45. In the purple bronze

. . _ . 64
Lig gM0gO;17, Which exhibits a resistivity rise below 25 K and tmhad_e |tse_lf e|V|der)Ik?ntd x-ray di?sorﬂt';(EXAF.S ' V\:jhle re
superconductivity belovl .~1.7 K,*® the CDW-driven gap € Inequivalence between difierent bl 1ons 1S readlly seen

was not identified, although the superconducting gap of théromDp?r.:jlstnp(;Jtlon flfJnctlco[r)w\j\./ f tion i
conventional BCS type is clearly seen in the tunnel spectrzz\juc ehinite evidence for ormation In nonsupercon-

; - ting and superconducting BKB solid solutions has been
of (Li Mo0gO,7, with the sameT. as the parent . . . :
Cor;pgﬁi\lu‘?g.sgo.g o=t ¢ P obtained in the optical reflection spefftaand EXAFS

Since CDWs are usually interrelated with crystal Iatticemeasu,remen@' Moreover,. positron ahgular 'correlatlons In
distortions’#26:354&he detection of the latter often serves asBKB disclosed large nesting FS sectidfisyhich are man-

an indicator of the former. Such displacements, incommendatory for CDW emergence. _ _ o
surate or commensurate with the background lattice, have OPtical reflectance and transmittance investigations of
been disclosed by an x-ray diffraction techniquas semiconducting BPB compositions with=1, 0.8, and 0.6

momentum-space extra or modified spées the perovskites have elucidated the band-crossing character of the metal-
Ba,,K,BiOs(BKB),*® which remain candidates for being insulator transition there with the respective indirect dielec-
CDW superconductors, although their higa~30K with  tric gaps 0.84, 0.32, and 0.14 €VThe nesting origin of the
respect toT < 13K of their partially dielectrized supercon- 9ap for the limiting oxide BaBi@is confrmed by band
ducting relatives BaRh,Bi,OsBPB)'* may imply total Structure calculation® according to which the FS nesting is
CDW suppressiof? X-ray diffraction has also been helpful not perfect(see Sec. B but dielectrization is still possible
for investigating CDWs in the layered superconductorsbecause the BiPoctahedron tilting distortions make the FS
2H-TaSe, 4Hb-TaSe, 2H-TaS, 2Hb-TaS, and More unstable against nesting-driven breathing distortions.

2H-NbSe (Refs. 27 and 30 Similar calculations for BKB withx=0.5 demonstrate the
Electron diffraction scattering by the same compounds/anishing of both instabilitie®’
have displayed even more clear-cut CDW pattéfnghe Metal—insulator transitions for superconducting hexago-

same method uncovered in BPB a cubic—tetragonal strud?@l tungsten bronzes RWO; and K<WO63 are observed in
tural instability for 0<x<0.8 and a tetragonal-monoclinic resistive, Hall, and TP measuremeffts® It is remarkable

one for nonsuperconducting compositions, but no incomihat thex dependence of the critical structural transition tem-
mensurate CDWS! On the other hand, according to the peratureTy anticorrelates withr(x) in RbWO;3; (Ref. 56
electron diffraction experiments, in BaA,BiOs(A=K,Rb)  and, to a lesser extent, in,WO; (Ref. 54. On the other
the diffuse scattering, corresponding to structural fluctuation§and, such anomalies are absent in superconducting
of the Rys tilt mode of the oxygen octahedra, shows up in theCS\WO;, where T¢(x) is monotonic® For the sodium
cubic phase near=0.4 with the highest superconductilig ~ bronze NaWOj;, superconductivity exists in the tetragonal |
(Ref. 52. Electron diffraction on KWO; has revealed in- modification, andT. is enhanced near the phase boundary
commensurate superstructure for 0:2¢<0.26>% whereT, with the nonsuperconducting tetragonal Il struct{fr&. may
has a shallow minimur turn out that the recent observatidoth by p and magnetic
Neutron diffraction measurements have revealed strucsusceptibility, y, measurementof T.~91K in the surface
tural transitions as well as phonon softening in the oxidegegion of single crystals NasWO; (Ref. 71) is due to the
Rb WO, (Ref. 59, whereas the x-ray diffraction method was realization of an optimal crystal lattice structure without re-
unable to discover these anomalies, which are well seen iponstruction detrimental to superconductivity. In this con-
resistive measuremen. nection one should bear in mind that the oxidg W&; is a
Although direct observations of CDWSs are always mixture of two phases, at least fae=0.28/2
highly desirable, the lack of them does not ensure the ab- The two-dimensional2D) PW,,Os bronze is an ex-
sence of CDWs in the investigated substance. As an example of another loviF, oxide with a CDW backgrouné®
ample, one should mention the discovery of a weak Tow- Here T,~0.3K after the almost complete FS exhaustion by
(=38 K) structural CDW transition in TTF-TCNQ by mea- two Peierls gaps belowy;~188 K andT4,~60K.
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FIG. 1. Phase diagram of the CDW state and of the superconducting state in & 15r
2H-NbSe from Ref. 26. Inset: pressure dependenc@& ohfter T. F. Smith, 52 o
J. Low Temp. Phys6, 171(1972. o
2— 10
The onset and development of CDW instabilities in lay-
ered dichalcogenides are very well traced y(T)
measurement®. The characteristic pressure dependences of 6
T. andT4 are shown in Fig. Itaken from Ref. 26 One can
ascertain once more that CDWs suppress superconductivity,
so that for sufficiently high? whenT4<T,, the dependence . BE
T.(P) saturates. For2-NbSe the ARPES spectra showed
the nesting-induced CDW wave vect@,®® which agrees
with diffraction datd” and rules out the Rice—Scott scenario 4}
of the CDW appearance due to saddle points of the Van
Hove type® . . . . |
Resistive experiments have revealed dielectrization in 0 0.005 0.010 0.015 0.020
NbSe as well>®! The addition of Ta has been shown to X

suppress both Peierls InStabllltIeSpOT) of this SUbStanCé' FIG. 2. Alloy concentration dependence of CDW transition temperdtgire

Measurements of andX_ under ambient _and er_1_h_anced amplitude of anomalyA p/p(300K), and superconducting transition tem-
pressures have clearly displayed CDW instabilities forperatureT, for the pseudoternary system (LuSc)slr,Siyo (x=0; 0.005;

Luslr,Si;o (Ref. 79, LusRh,Siyo (Refs. 75 and 76 RISy~ 0-01; and 0.0p(from Ref. 77.

(R=Dy, Ho, Er, Tm, Yb, S¢ (Refs. 75 and 78 and

(Lug_Sc)slr,sSipg (Ref. 79. The interrelation betweeny,

T, and the reduced CDW anomaly amplitufig/p(300 K)

for different compositions of the alloy (Lu,Sc)sIr,Siig  phonon interaction, and the interplay between superconduc-
are exhibited in Fig. 2, taken from Ref. 77. tivity and structural instability are based mostly on the

In the anisotropic compound ;MoSe; the CDW insta- assumed quasi-1D features of these compotiidand will
bility at T~80K has been observed by Hall, TP, and mag-be discussed in the subsequent Sections.
netoresistivg MR) measurements. In the C15 compounds HfY (T.~9.3K) or HfV,-based

As to the Chevrel phases, it has been showp@amd TP pseudobinaries and ZpV(T.~8.7 K) structural anomalies
experiments that EuMogS; and its modification are also present af;~150K and~120 K, respectively?

Sy 1 EU 0dM0gSs  are  partially-dielectrized (gappedd  They are detected, e.g., in(T) (Refs. 13 and 81 and
superconductor® Applied pressure led to the suppression of x(T).'® Heat capacity measuremehitaave made it possible

T4, a decreasing of the degree of dielectric gapping, and theo observe the corresponding features and even to determine
concomitant growth ofr,.. the parameters of the partial-gapping theory.

Two well-known structurally unstable superconductor =~ Competition between CDWs and superconductivity is
families, namelyA15 andC15 compoundgLaves phasgs inherent not only to inorganic substances. For example, in
had been investigated in detail before the discovery of highTTFHNi(dmit),],, the p(T) curves measured at differeft
T, oxides'® Among A15 superconductors is the compound <14 kbar demonstrate that at intermedi&e 5.75 kbar an
NbsGe, with the highesT ~23.2 K achieved before 1986. activated regime above T.~2K precedes the
Many A15 substances with the higheEt's exhibit marten-  superconductivity> The suppression of superconductivity
sitic transformations from the cubic to the tetragonal struchy CDWs is also seen in thg, , phase of quasi-2[ET),l 5,
ture with T4 slightly (for NbsSn and \4Si) or substantially with T,~1.2K and Ty~150K.?®> At the same time,T,

[for NbsAl and Nby(Aly7£Gey,5] aboveT.. Many lattice  ~8.1K for 8-(ET),l3, which shows no traces of CDWs, and
properties show strong anomaliesTat. It was established superconductivity disappears far-(ET),l3, which under-
that the structural transformations had a substantial influencgoes a metal-insulator transition at 135K.

on the superconducting properties. Theoretical interpreta- Key quantities measured for CDW superconductors can
tions of the electronic and lattice subsystems, electron-be found in Table I.
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1.2. SDW superconductors transition. See Sec. 5 for subsequent speculations on this

The state with coexisting superconductivity and spwsmatter. ) . o
is observed in the quasi-ID organic substance On the basis of the currently available data it is impos-

(TMTSF),CIO, at ambient pressufd:25 Specifically, physi- sible to prove or r_eject the possibility of SDW persistence in
cal properties of the lovT- phase depend on the cooling rate (€ superconducting state GFMTSF);X (X =PFs, AsFy) ex-
for T<22K, as has been shown in resistiajuclear mag- ISting under external pressure. However, clear SDW-type
netic resonancéNMR),1 electron paramagnetic resonanced'9|eCtr.'C'pa'””g correlations belowy~15K have been in
(EPR,% and specific hedt-1°2measurements. Rapid cool- the optical reflectance spectid. o
ing (10-30 K/min leads to the quenche@ phase withT, The mtgrplay.of SDWs and superconductivity has been
~0.9K, a negative temperature coefficient of resistancdhoroughly investigated in heavy-fermion compoufitfsin
(TCR), and SDWs foIT less than the Neel temperatufg ~ Particular, the magnetic state in UF8, is really of the col-
~3.7K. A fall in the cooling rate to 0.1 K/min results in the lective SDW type, rather than the local-moment antiferro-
relaxedR phase withT.~1.2K, positive TCR, and SDWs magnetism observed in a number of Chevrel phases and ter-
existing atT<6 K.1% The SDW emergence in tHe phase Nary rhodium borides)° insofar as the same “heavy
was verified by the broadening of the NMR line fd8e with ~ fermions” are responsible for both collective phenomena.
cooling'® and the existence of &p(T) singularity atT ~ Therefore, the electron subsystem of UBi below Ty
~1.4K in a magnetic field ~ 63 kOe 101102 ~17.5K (see Table I can be considered as a partially

On the other hand, recent polarized optical reflectancapped Fermi liquit** with appropriate parameters deter-
studies of(TMTSF),CIO, show a broad band, with a gap mined byCp(T),**~****hermal expansion in an external
developed below a frequency of 170 ch(Ref. 104 and  Magnetic field:'® and spin—lattice relaxatiotf’ The partial
corresponding to collective charge transpdsy a sliding ~ dielectrization concept is supported here by the correlation
CDW rather than a SDW. Other reflectance measurements #petween the rise i and fall of Ty with uniaxial stress®
(TMTSPF),CIO, (Ref. 103 allowed the authors to extract the It is interesting that the magnetic neutron scattering Bragg
gap feature with energy in the range 3—4.3 meV, associateeak (100 exhibits a cusp nedf., reflecting the supercon-
with the SDW gap and substantially exceeding the correducting feedback on the SDW, which is noticeable even
sponding BCS weak-coupling value. thoughT>T, .2 In view of the unconventional behavior

It should be emphasized that measurements of the thepf the superconducting OP in the heavy-fermion compounds
mal conductivity« in the substance concerned demonstratdJBe;3 and UPj (Ref. 141, the symmetry of their counter-
the conventionals-like character of the superconducting part in URySi, was under suspicion from the very begin-
OP1% This fact is at variance with the inclusithof  ning. And recently it was shown that the presence of a line of
(TMTSP),CIO, in a large list of superconductors with un- nodes of the OP seems plausible, becausel thependence
conventional pairing. At the same time, this group sho&d of the spin—lattice relaxation rafe; * does not exhibit the
that the electronic contribution ta is linear in T for the  Hebel-Slichter coherence pédkand is proportional tor®
quasi-2D organic superconducter(ET),CuNCS),, so that down to 0.2 K. One should stress, however, that the interplay
unconventional superconductivity is really possible tHfére. with SDWs, strong-coupling effect$, mesoscopic
It also seems quite plausible that this relatively high- in homogeneitied? and other complicating factors might
(~10.4K) superconductor is partially gaped well abovelead to the same consequences.
T..197 Actually, p(T) has a broad peak at 85-100 K, with  There are two other U-based antiferromagnetic super-
ppeakbEINg 3—6 times as high a&300 K). Further decrease conductors: UNjAI; and UPgAI; (Ref. 143. Here the tran-
of T discloses a metallic trend qf and a superconducting sitions to the magnetic states were revealed by studigs of

TABLE I. CDW superconductors.

Compound Reference P, kbar T ,K A, meV T, K [=l, mev v Methods”
NbSe3 61 8 2.5 — 53 — — p
40 ambient — — — 80 — STM
44 —"— — — 59 9 — TS
43 —"— — — 59 35 — STM
Feo_mNbSe3 43 —"— — — 59 25 — —"—
C00403Nbs% 43 —"— — — 59 48 - —"—
GdO.mNbSe3 43 —"— — — 53 0 — -
2H-TaSe, 26 = 0.15 — 120 — - P
45 e - - - 80 — | sm™
4Hb-TaSe, 84 ambient 1.1 — 600 — — p
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TABLE |. (Continued.

A. M. Gabovich and A. I. Voitenko

Compound Reference P, kbar TC , K A, meV T, K 2], meV v Methods
2H-TaS2 26 - 0.65 — 77 — — I
45 e - - - 50 - STM
ZHb-TaS2 26 —"— 2.5 — 22 — — p
4Hb-TaS2 84 —"— 1.1 - 22 — — —"—
ZH-NbSe2 26 —"— 7.2 — 33.5 — — —"—
45 e - - ~ 34 - STM
Eul.zMOGSS 80 —"— 0 — 110 — 0.25 p, TP
—"— 3.2 1.1 — — — 0.72 —"—
—"— 7.07 4 — 82 — 1.86 —"—
—"— 9.01 6.4 — — — 3.55 —"—
—"— 11.06 8.5 — 66 - 6.7 —"—
—"— 13.2 9.8 — — — oo _r_
Sny ,,Eu, (;Mo.S, 80 ambient — — 120 — 0 v
—"— 6 1.5 — 100 - 1.22 —"—
—"— 8 3.2 — 78 — 1.86 —"—
—n 10 7.5 - - - 9 —
—"— 12 10.1 — 60 — 19 —"—
T1,Mo,Se, 79 ambient 6.5 - 80 - - P, R, . TP
Zv, 13 e 8.7 - 120 - - P X
"= —"— - - — 7.2 0.7 CP
HfV2 13 —"— 8.8 — 150 — — P,
—"= —"= - - - 8.5 1.1 Cp
81 —"— 9.3 — 120 — - Y
Hig sNby 16V 81 - 10.7 - 87 — -~ o
Hf0 8T102V2 81 - 8.8 — 128 — — —"—
Vssi 13 —"— 17 — 21 - — various
NbSSn 13 —"— 18 — 43 — — -
85 — - 2.35 - - ~ TS
—"— —"— - 1.12 - - - —"—
— —r - 0.75 - - - —
— — - 0.18 - - - —n
86 —n - 2.8 - - - —r
87 — - 2.5 - - - —
Nb Al 88 —"— 18 - 80 — — various
Nb3Al075 13 —"— 20 — 24 — — _r_
88 — 18.5 - 105 - - —n
Nb3 OSAl07 0.3 88 —"— 17.4 — 130 — — e
LuIr Si, 75 —"— 3.8 - 80 - — TE
77 20.5 3.7 - 81 - - 0. x
(Lu o 9 T, 1)SIr Si10 77 ambient 2.8 — 86 — — [
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TABLE I. (Continued.

Compound Reference P, kbar T ,K A, meV T, K [Zl, meV v Methods”
77 23.1 2.74 - 82 — - P X
LusRh4Si10 75 ambient 3.3 - 140 - - TE
76 —"— 3.4 - 155 — - P, X
PW, O, 73 v 0.3 . 60 - - p, % MR
—"— "= 0.3 — 185 — — —"—
Li, (Mo O, 89 e 1.7 . 25 - ~ o
47 —"— 1.5 0.225 — — — TS
Rbo.stO3 56 —"— 57 — 230 — — P, RH , TP
Rb0.24W03 55 —"— — - 270 — - NS
Rb0.22WO3 55 —"— — — 200 — — —"—
K, 5, WO, 54 v 2 - 80 - - p, R, TP
K0.24WO3 - —"— 0 — 400 — — —"—
I<0‘2VVO3 —"— —"— 1.5 — 280 — — —"—
I<0.18W03 —"— —"— 2.5 — 260 — — —"—
BanO.BBiO.ZO3 90 —"— 11 — - 4 0.9 CP
91 e 11 - . 4 - p
92 —"— 11 - — 610 — ORS
93 "= — 1.15 — — - PCS
94 —"— — 1.25 — - - ORS
BanOJSBiO.ZSOS 95 —"— — 0.77 - — — TS
96 —"— — 1.3 — — — OTS
Bapb0‘73Bi0.27O3 97 —"— — 1.71 - — — TS
Ban0.7Bi0.3OS 98 "= — 0.95 — — — "=
95 —"— — 1.5 — — — —"—

*Note p stands for resistance, TP for thermopowRy;, for Hall effect, y for magnetic susceptibilityCp for specific heat, TE for thermal expansion, MR for
magnetoresistance measurements, STM for scanning tunnel microscopy, NS for neutron scattering, and TS for tunnel, ORS for optical refleation, PCS fo
point-contact, and OTS for optical transmission spectroscopies.

x, and Cp for both substances, by elastic measurentéhts High-pressure investigation of two more heavy-fermion
for UPdbAl,, and by thermal expansiti? for UNi,Al;. The  compounds EX(X=Fe, Co) uncovered an anomalous form
local ordered magnetic moments in URt, and UNRAl;  of T(P), in particular, a kink ofT.(P) for UgFel!! The
are (0.12-0.24) ; and 0.8% 4, respectively, as opposed to authors suggest that these materials undergo transitions to
(10*3—10*2),% for URW,Si, (Ref. 146, and thus the SDW some kind of DW state and identify the kink with the sup-
nature of the antiferromagnetic state for the two former comypression ofTy (or Ty) to a value belowT ...
pounds remains open to question. The local-moment picture The compounds LaRBi, and YRBSi,, according to the
also results from thelp/dT continuity for UPgAl; (Ref.  measurements of thejr, y, andCp, have been also classi-
147), whereasdp/dT for UNi,Al; manifests a clear-cut fied as SDW superconductor¥.Partial gapping of the SDW
singularity!*® Taking into account the distinctions and type was found in investigations qf x, and Cp for the
likenes$?®® between the various properties of Uiy,  related substance Ce(RyRh,),Si, with x=0.15%° How-
UNi,Al3, and UPdAI;, one can conclude that all three com- ever, superconductivity is absent there. This is regrettable,
pounds are SDW superconductors but with different degreelsecause the results of Ref. 150 demonstrate that the object
of magnetic-moment localization. concerned can be considered as a toy substance for the
As to the superconducting OP symmetry, it should betheory?? much like URySi, (Ref. 112 and 118 FS nesting
noted that, similarly to URyBi,, the dependenc‘él_l(T) for  and SDWs in Ce(Ru ,Rh,),Si, and Ce_,La,Ru,Si, were
UPGQAI; exhibits no Hebel—Slichter peak beloi, and  observed in Ref. 151 by neutron scattering.
T, *= T2 for low T.1*9 The heat capacity foF<1 K also has The cubic SDW superconducting compound CgRu
an unconventional contributionT® compatible with an oc-  with the C15-type structure, was found by making use of
tagonald-wave staté*’ However, the problem is far from MR, Hall, TP, andy measurements>
being solved. Recently a large family of quaternary borocarbides
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TABLE Il. Physical parameters of SDW superconductors at ambient pressure.

Compound References T, K A, mevV Ty, K [E,mev v Method$
UsCo 111 25 90-150 p
UgFe 111 3.9 90-150 -
URW,SI, 112 1.3 17.5 99 04 Cp.x.Heo
113 1.3 17.5 111 15 Cp.p.Hez
114 1.2 17.5 2.3 Cp
115 1.37 17.7 5.9 TS, PCS
116 17.5 9.9 Cp, TE
118 1.3 0.3 PCS
119 175 10 IR
121 0.2 PCS
122 035 R
123 017 L
124 025 e
(aaxis)
07 IR
(c axis)
125 cee 035_05 cee e e TS
LaRhSi, 127 3.8 7 Cp X
YRh,Si, 127 3.1 e 5 e e
UNisAl; 128 1 4.6 -
120 1.2 4.8 10 TS
UPdAl 129 1.9 14.3 Cp,p
130 1.35 0.18 -
Cr;_, Re(x>0.18) 132 3 160 7.3 p, x» NMR
CeRy 133 6.2 50 -+ p, TP, MR, x, Ry
134 54-6.7 0.95-1.3 40-50 e e TS
135 6.2 0.6 PCS
TmNi,B,C 136 10.9 1.3 1.5
ErNi,B,C 136 10.8 1.7 5.9 e o
HoNi,B,C 136 8.6 1.0 5.2 -
DyNi,B,C 136 6.1 1.0 10.5 o o
R-(TMTSF),CIO, 100 1.2 1.37 NMR
103 6 3-4.3 ORS
Q-(TMTSP),CIO, 100 0.9 3.7 NMR
B-(BEDT-TTP),l5 137 1-15 e 20 e e Ry

*See Table | for notation; in additior., is the upper critical magnetic field, NSLR stands for nuclear
spin—lattice relaxation, and NMR for nuclear magnetic resonance measurements.

showing antiferromagnetic and superconducting propertieslass of superconductors the question of symmetry is still
and their interplay for the caség.>Ty and T.<T, was open.

discovered® Incommensurate magnetic structu(&Ws Finally, the alloys Cy_,Re, are important SDW super-
with the wave vecto~0.55;0;0, originating from the FS conducting substances, in which the partial gapping is veri-
nesting, have been found for Lu®i,C,'®% YNi,B,C,'®?> fied byp, x, and NMR measurement&13?

TbNi,B,C,*® ErNi,B,C,*** HoNi,B,C,'*° and GdN;}B,C.1°®

It is natural to make the inference that other members of thi
family possess the same property.

There is a diversity of results regarding the symmetry of  Already in Ref. 14, in a study of BPB, the conclusion
the superconducting OP in borocarbides. Namé’ly,l(T) was made that structural instability is the main obstacle to
for Y(Ni;_,Pt),B,C with x=0 and 0.4 exhibits a Hebel- high T.'s in oxides. The validity of this reasoning was
Slichter peak and an exponential decrease Te2T.,'®’ proved by the discovery of 30-K superconductivity in
which counts in favor of isotropic superconductivity. On the BKB.3® The same interplay between lattice distortions ac-
other hand, theT-linear term in the specific heat of companied by CDWs and Cooper pairing is inherent to cu-
LuNi,B,C measured under magnetic fieldsin the mixed prates, although the scale ®f is one order of magnitude
state showsHY? behaviol®® rather than the conventional larger. However, notwithstanding the efficiency of the acting
H-linear dependence for the isotropic case. Hence, for thisand still unknown) mechanism of superconductivity, the

%. IMPLICATIONS FOR HIGH- T, OXIDES
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existence of the structural instability prevents even higheHolstein model, where the local charge repulsion inhibits the
T.'s simply because of the partial destruction of the FS. Thisstabilizing role of the kinetic enerdy? In the last caseq
key point of our approach is soundly confirmed by experi-becomes finite when the long-range Coulomb interaction is
ment. taken into account. The origin of such incommensurate

Thus, thermal expansion measurements on insulatin@DWs (ICDWs) has little to do with the nesting-induced
La,CuQ,, s and La_,M,CuQy(M=Ba, Sy with nonoptimal CDWs we are talking about. In practice, nevertheless,
doping show two lattice instabilities havinigy; ~32 K, Ty» ICDWs or charged stripes are characterized by widths simi-
~36 K, while the underdoped YBCO witk=0.5 andT, lar to the CDW periods in the Peierls or excitonic insulator
=49K has a single instability af;~90K.1**Both T4, and  cases and can be easily confused with each other, especially
T4 are close to the maximdl; in the corresponding opti- as the local crystallographic structure is random.
mally doped compounds. Anomalies of the lattice properties  Returning to the La_ ,M,CuQ, family, it is important to
aboveT. in La, ,M,CuQ, were also observed in ultrasound point out that the atomic pair distribution functions in real
experimentsX=0.14, M=Sr)®° as well as in thermal expan- space, measured by neutron diffraction both forBa and
sion,C,(T), and infrared absorption measureméfitsSuch  Sr, revealed local octahedral tilts surviving even at high
anomalies in the vicinity off, have been shown to be the deep into the HTT phasé! For LSCO withx=0.115 elec-
rule for La_,Sr,CuQy(LSCO), YBCO, and tron diffraction has disclosed that the Idvstructural tran-
Bi-Sr-Ca-Cu-3%2 and cannot be explained by the supercon-sition is accompanied by the CDWs of thB2, 1/2, 0 type
ducting transitiorper se'®® Rather they should be linked to that lead to the suppression of superconductitifyRaman
the structural soft-mode transition accompanying thescattering investigations have indicated that in the under-
former2%2 Analysis of the neutron scattering in LSCO showsdoped case there is a pseudogag~ 700 cm ! without any
that the abové-. structural instabilities reduc&, for the  definite onset temperature, which competes with a supercon-
optimal-doping composition, so that its maximum far  ducting gap for the available F$® whereas for the over-
=0.15 actually corresponds to the underdoped regime rathefoped samples the pseudogap is completely ab5&@n the
than the optimally doped ort&? other hand, EXAFS measurements for LSCO with0.15

It should be noted that in addition to the doping- and LgCuQ, ; have demonstrated that CDWs and supercon-
independent transitioh® in La,_,BaCuQ,(LBCO) there  ductivity coexist but with a clear-cut onset temperatiigg,
are also successive transitions from a high-temperature teevealed from the Debye—Waller facttdf. The T.Js are
tragonal (HTT) to a low-temperature orthorhombi¢TO) doping-dependent and coincide with the corresponding
and then to a low-temperature tetragofidl T) phas€®with  anomalies of the transport properties.
T. suppressed to zero for=1/8. At the same time, the In YBCO, lattice and, in particular, acoustic anomalies
LSCO phase diagram does not include the LTT phase, andere observed just abovE, soon after the discovery of
the superconducting region is unbrokéh.LSCO doped these oxided’® NMR data for YBCO and YBsCu,Og con-
with Nd does have the LTT phase, and this kind of doping isfirmed the conclusion that the actual gap beldwis a su-
widely claimed to provoke phase separation with either statiperposition of superconducting and dielectric
or dynamic charged and magnetic stripes. In particularcontributions>'’” The same can be inferred from the opti-
stripes of nanoscale width have been detected by EXAFSally determined ac conductivify® Absence of the
ARPES, x-ray, neutron, and Raman scattering also in LSCQ[**0-'0)-isotope effect inT, for YBa,Cu,Og (Ref. 177
La,CuQy, 5, YBCO, Y1 _yCaBaCu0;_y, and cannot be a true argument against the CDW origin of the
Bi,SrL,CaCuy0g, 5(BSCCO.% %Cu and *La NMR and normal state gap, because the latter may be predominantly of
nuclear quadrupole resonand®lQR) measurements for a Coulomb(excitonig nature(see the discussion in the in-
LSCO with x=0.06 andT.~7 K show that a cluster spin troduction and Sec.)3 There also exists direct STM evi-
glass emerges beloW,~5 K.1%® The authors of Ref. 166 dence of the occurrence of a CDW in YBC®O.
concluded that there is a freezing of hole-rich regions related In BSCCO, lattice anomalies abovie. have been ob-
to charged stripes beloWl,, thus coexisting with supercon- served in the same manner as in LSCO and YBE&Qt is
ductivity. The anomalies of the dependencesxobn the remarkable that in BSCCO witl,=84 K the lowest struc-
planar hole concentratiorp at p=1/8 in YBCO and tural transition is atT4=95K, while for Bi—-Sr—Ca—Cu—
HgB&Ca,,_ 1CuUnOomy 24 x (Ref. 167 give indirect evidence Pb-0O with T.~107K the respective anomaly is &t
that the charged stripég any) are pinned, probably by oxy- ~130K'® much like the T, vs. T4 scaling in
gen vacancy clusters. La,_,[SrBa)],CuQ, the YBCO compounds discussed

The phase separation concept was introduced long agabove, and electron-doped cuprat&sLocal atomic dis-
for structurally and magnetically unstable systems and lateplacements in the CuCsquare plane of BSCCO due to in-
revived for manganites, nickelates, and cuprdi®és a mi-  commensurate structure modulations have been discovered
croscopic scenario for highi; oxides one can choose, e.g., by the EXAFS method® The competition between super-
(i) Van Hove singularity-driven phase separation with theconducting and normal state gaps for the FS in BSCCO was
density of statesDOS) peak of the optimally doped phase detected in Ref. 181 in an analysis of the impurity suppres-
electron spectrum split by the Jahn—Teller effédij) drop-  sion of T.. The other possibility, which fits with a number of
let formation due to the kinetic energy increase of the extrintheoretical approaches, is a smooth evolution between the
sic current carriers at the dielectric gap edge with DOSgaps while crossing.. (see, e.g., Ref. 182 and the discussion
peaks®in the framework of the isotropic mod®ljii) insta-  below), but it is refuted by the experimental daf& There is
bility for wave vectorq=0 in the infinited Hubbard— also a good reason to believe that a distinct dip-80 meV
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in the ARPES spectra for BSCC@ee, e.g., the revielt) is  ellipsometri¢’® measurements. Bi-based oxides have exhib-
due to dielectric pairing correlations. ited pseudogaps in NME* Ramant®® optical 1°° ARPES?%!

The analysis of the relevant experimental data would bend resistivé’? experiments. Finally, pseudogaps have been
incomplete if no mention were made of the incommensuratéound in Hg-based superconductors with the help of NMR
spin fluctuations revealed by inelastic neutron scattering ifnvestigation$%3
La,CuQ,. 5, LSCOX®* and YBCO®® which change from The origin of the pseudogaps in cuprates is far from
commensurate ones on cooling into the neighborhodB.of  being cleatt®® There have been a great many explanations,
The phenomenon might be connected, for instance, with theostly proceding from reduced dimensionality, preformed
stripe phase state'®or reflect an underlying mechanism of pairs, or giant fluctuations abovie.. For a detailed discus-
d-wave superconductivity based on antiferromagneticsion of this subject see Refs. 35 and 204. On the contrary, it
correlations® It is worth noting that the famous resonance is natural to conceive the pseudogaps or the related phenom-
peak at energy-41 meV observed by inelastic neutron scat-ena observed before the pseudogap paradigm became popu-
tering in the superconducting state of YBCO is often consid{ar as being a result of electron-hdiéielectrig correlations
ered as intimately related to the very establishment ofeading to a dielectric gaf:*¢*?%In accordance with this
superconductivity®* Moreover, elastic neutron scattering basic concept, the latter coexists with its superconducting
has shown that there is a long-range SDW order of the mearcounterpart belowl ., whereas abové, it distorts the FS
field type in LaCuQy ., 5, appearing simultaneously with the alone. In recent years this latter point of view has received
superconducting transitiofi® Thus a third player is involved substantial support, and the calculations have been widened
in the game between Cooper pairing and CDWSs, making th&o include anisotropy up to an unconventional, edlike,
whole picture rich and entangled. According to Ref. 186, itcharacter of the dielectric order parameter and the fixation of
might be the case that the claimed phase separation iits phasg®3%1932062070n the other hand, it is difficult to
La; 6-4Nd, ,Sr,CuQ, (Ref. 35 is actually a real-space coex- agree with the conclusionsee, e.g., Ref. 190requently
istence between superconductivity and SDWs. drawn from the same body of information, that the supercon-

Recently ARPES measurements in BSCCO have estalzucting gapA emerges from the normal state pseudogap and
lished an extra 1D narrow electronic band with a small Fermihat the symmetry of the latter is undeniably thevave one.
momentumk;:~0.27 in units of a~!, wherea=3.8A, in A partial character of the dielectric gapping, also accepted in
the I'—=M,;=(m,0) direction'®” For this band, charge the review'® may mimic pretty well the purported and often
(CDW) fluctuations with the nesting wave vect@,=2k; highly desiredd-wave order parameter spatial patté#h2°®
are expected. The authors associate the spin fluctuations ®his warning concerns bothh and the dielectric order pa-
the wave vector Q¢~(0.27,0), observed for rameter?, so that contrary to what is usually stated, the
La; g N ,Sr,CuQ, and LSCO'* with charge fluctuations  actual order parameter symmetry is not yet understsee
of the wave vector @, coinciding with the deduced).. relevant speculations in Refs. 34, 36, 110, 142, 193, and
Later'®® they rejected the allegatiol$ that the observed 206). However, the theory outlined below, which is based on
asymmetry of the directionrS—M = (0,77) and'—M (Ref.  the swave assumption concerning the order parameter, can
187 is an artifact of a misalignment between the rotationbe easily generalized to the anisotropic case without any sig-
axis and the normal to the samples. nificant changes in conclusions. That is why, also bearing in

Let us return now to the very notion of “pseudogap” mind applications to definitelg-wave superconductors, we
(“spin gap” or “normal-state gap’.!®® The corresponding leave the symmetry issue beyond the scope of this review.
features appear in many experiments measuring different It should be noted that the predominanty._2-type
properties of highF, oxides. This term means a DOS reduc- superconducting order parameter of cuprates, inferred mostly
tion aboveT. or an additional contribution to the observed from phase-sensitive as well as other experimentsjois
reduction belowT  if the superconducting gap is determined matched one-to-one with the antiferromagnetic spin fluctua-
and subtracted. A formal analogy exists here withtion mechanism of pairing Actually, in a quite general
pseudograps in the rangB;p<T<Tye for quasi-1D or model including both Coulomb and electron—lattice interac-
quasi-2D substances, observed both for dielecteq., tions, the forwardlong-wavelength electron—phonon scat-
Peierlg gaps'19t or their superconducting tering was shown to be enhanced near the phase-separation
counterpart$/192193T - denotes the transition temperature instability, thus leading to momentum decoupling for differ-
in the respective mean-field theory, whilgp, is the actual ent FS region$% In turn, this decoupling can result in an
ordering temperature, lowered in referenceltpe by ther-  anisotropic superconductivity, e.g.,dawave one, even for
mal fluctuations of the order parametét1%? phonon-induced Cooper pairing. Nonscreened coupling of

Specifically, pseudogaps with edge energie®.03 eV the charge carriers with long-wavelength optical phofths
have been detected in ya[ SrBa)],CuO, by NMR®#*Ra-  or anisotropic structure of bipolardii8in the framework of
man scattering®® and optical reflectiod®® Furthermore, the approach of Ref. 32 may also ensure-like order pa-
photoemission measurements have shown that in LSC@meter structure. There exists an interesting scenario involv-
there is in addition a “high energy” pseudogap structure ating the combined action of antiferromagnetic correlations
0.1 eV and the phonon mechanism of superconductifityjNamely,

In YBCO, pseudogaps have been observed ircorrelations modify the hole dispersion, producing anoma-
NMR,}7"1%% Ramant® optical reflectancé’® neutron lous flat band$!? Then the robust Van Hove peak in the
scattering:®® time-resolved quasiparticle relaxation and DOS boostsT., Cooper pairing being the consequence of
Cooper pair recombination dynamits,specific heaf®®and  the electron—phonon interactidh In the particular case of
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cuprates, the buckling mode of the oxygen atoms serves as
an input quantity of the Holstein model employ&d.

3. FORMULATION OF THE THEORETICAL APPROACH

The theoretical picture outlined below covers two main
types of the distorted, partially gapped but still metallic
low-T states of the parent unstable higtphase, which are
driven by the electron—phonon and Coulomb interactions,
respectively. The 1D Peierls insulator is the archetypical rep-
resentative of the first type>19!It results from periodic dis-
placements with the wave vect@ (Q=2kg) appearing in
the ion chain. Her&kg is the Fermi momentum of the 1D ' —
band abovd . The emerging periodic potential gives rise to —-7/b
a dielectric gap and all of the filled electronic states are 0
pushed down, leading to an energy advantage superior ovelG. 3. Two-dimensional view of the open FS for a typicAMTSF),X
the extra elastic energy cost. The phenomenon discussed dgmpound. The dashed lines represent the planar one-dimensional FS when
possible because FS sectigifermi planes at a distance of the interchain hopping rate is zero. The degree of “warping” qf the_A FSis

. . directly related to the electron hopping rate along kherystal direction
2k in the 3D representatigrare always congruerinested.  (fom Rref. 216
Then the electron gas response to the external static charge is
described by the polarization operatorresponse
function)t°1-214

Another example, when CDW emergence becomes pos-
sible in quasi-2D materials even in the case when the nesting
' (4) is imperfectwas demonstrated by ARPES for SmT&ef.
) s 2 o 217). Here the anomalously strong incommensurate CDW
whereq is the momentum transfeq”=kj+ki, k, andk,  correlations persist up to the melting temperatiire T,
are theq components normal and parallel to the FS, andyg the measured dielectric gap is 200 meV. But the most
N;p(0) is the background DOS per spin direction for the 1Djnteresting observed feature is the inconstancy of the nesting
electron gas. It is precisely the logarithmic singularity of ,5ye vectorQ, .. over the nested FS sections. Therefore,
IT1p(q,0) that drives the spontaneous ion chain distortion—yihoughQ,,.no longer coincides with the actual CDW vec-
the Peierls transition. _ _ _ tor Q, the system still can reduce its energy beloyy
This singularity comprises a manifestation of the sharp  Finajly, ‘one more reason for the instability to survive in
FS edge in the standing electron wave diffraction. Of courseye non-1D system is the occurrence of hidden nesting, a
the same phenomenon survives for higher dimensions but i@oncept first applied to the purple bronzes
a substantially weaker form, because the nested FS pla”%&/loeon(A:K, Na), which undergo a CDW phase
spanned by the chosen wave vector are reduced(Bg@in  yransition?’® In these oxides the lowest-lying three filled

in the 3D representatiorio two lines for a 2D and to a pair g pjock bands make up three 2D non-nested FSs. However,

K, + 2ke
kL_ZkF

k
HlD(qlo)ZZNlD(O)k_Eln

of points for a 3D degenerate electron gag: when combined together and with no regard for avoided
Hence, in the 2D case we h&e crossing, the total FS can be decomposed into three sets of
2kg | 21M2 nested 1D FSgsee Fig. 4 The wave vectoq,, which de-
>5(9,0)= Nzo(O)Re{ 1-|1- (E) ] : (5)  viatesfrom the chain directions, unites two chosen sets of the

nested FS sections. Of course, two other nesting wave vec-
where Np(0) is the 2D starting electronic DOS per spin tors are possiblé®-*?1>The corresponding superlattice spots
direction. Here the root singularity shows up only in the firstin the x-ray patterns as well as ARPES spectra, resistive,
derivative ofl1,p(q,0). In three dimensions, the polarization Hall effect, and TP anomalies, supporting the hidden-nesting
OperatorH3D(q,O) has the well-known Lindhard form, and concept, have been observed for AdDg-, (Ref. 215, Mag-
the logarithmic singularity appears only in the derivative neli phases MgD;; (Ref. 50, and monophosphate tungsten
[dII3p(q,0)/dalq 2., being the origin of the electron- bronzes (PQ4(WO3),, (Refs. 46 and 218
density Friedel oscillations and the Kohn anomaly of the  The hidden nesting is inherent also to the layered dichal-
phonon dispersion relations. The nesting-driven transitionszogenide family*®*° which includes CDW superconductors
therefore, seem to be peculiar to 1D solids. as well(see Table)l Here, however, the cooperatiieand

In reality, all substances in which the Peierls instability Jahn—Teller effect can be the driving force for structural
takes place are only quasi-1D, although stronglymodulations® Although the microscopic origin of the Jahn—
anisotropic?®~252746.191.21§ han the nesting Fermi planes are Teller effect may have nothing to do with the divergence of
warped similarly to what is shown in Fig. 3 for the particular the polarization operatd#), the loss of the initial symmetry
case of the(TMTSF),X compounds® One can see that through lattice distortions, appropriate both to the Jahn—
from the results of the band-structure calculations the elec¥eller low-T state and the Peierls insulator, makes their de-
tronically driven instability is fairly robust and adjusts itself scription quite similar at the mean-field and phenomenologi-
by changing the DW vectd®, which still spans a finite area cal Ginzburg—Landau levef$:®® On the other hand, the
of the FS. dynamic band Jahn-Teller effect may be responsible, e.g.,
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in substantially the same manner as the CDW Peierls one but
with I1,5(q,0) replaced by the magnetic susceptibility and
the electron—phonon interaction replaced by electron—
electron repulsion. Usually the approach is simplified, and
the latter is described by the simplest possible contact Hub-
bard Hamiltoniar?. In the mean-field approximation the sub-
sequent mathematics is formally the same. The dbiyt
essentigldistinction is the spin-triplet structure of the dielec-
tric order parameter matrix.

The other lowT reconstructed state resulting from the
primordial semimetalli¢or semiconductingphase is the ex-
citonic insulator phase, the cause of which is the electron-
hole (Coulomb interaction’®'2The necessary condition for
the dielectrization reads

§1(p)=—&(p+Q), (6)

where the branct€,,) corresponds to the electraimole)
band, andQ is the DW vector. This is the nestinglegen-
F|G. 4 Hidden nesting in KMgD; . 'I_'he calculated FSs for the three p_ar- eracy condition we have been ta|k|ng about, which is auto-
tially fllled_d-block bands are shown in A, B, and C, the complned FSsin D'matically fulfilled for a single 1D self-congruent electronic
and the hidden 1D surfaces are nested by a common vagtior F (from band for the Peierls casé@®! In the | f
Ref. 215. : general case of an
anisotropic metal it is assumed that the conditi6his valid
for definite FS sections, the rest of the FS remaining intact
o _ _ and being described by the brangf(p).*® All the energies
for the phase separation in LSCOwith mobile walls be- &(p) are reckoned from the Fermi level. Accepting this pic-
tween LTO and LTT domains. ture, due to Bilbro and McMillan, and admitting an arbitrary
In 2D systems the Jahn—Teller effect can lead to thenierplay between the electron—phonon and Coulomb
degeneracy splitting of two Van Hove singulariti&dn this interaction we arrive at the general mod&f? valid for
connect'ion it is necessary to mentioin the Van Hove piCthG;‘)artially gapped “Peierls metals” as well. This model is
of quasi-2D superconductors, especially popular for Aigh-  capaple of adequately describing the superconducting prop-
cuprates” The logarithmic singularity ofl;5(Qo,0) in the  erties, as will be readily seen in the subsequent Sections. The
Van Hove scenario stems not from FS nesting but from theycitonic insulator concept presents electron spectrum di-
logarithmic divergence of the primordial electronic DOS. g|ectrization of either the CDW or SDW typé.
HereQ, connects two Van Hove saddle points andisa CDW  Bejow we consider superconductivity coexisting with

vector of a different nature from that for nesting-driven pys, which becomes possible only because of the incom-
CDWs. Thus it is possible to distinguish between the tWopjete character of the FS distortion.

scenarios. For cuprates the proper identification is yet to be
done, unlike what has been shown fad NbSe (Ref. 60 3.1. Generic Hamiltonian§ of the DW superconductors and
(see Sec. 1)1t should be noted that the Van Hove scenario,ine Dyson-Gor'kov equations
extended-saddle-point case included, is often used to explain  The Hamiltoniar,, of such a superconducting electron
high T.'s of oxides®® subsystem

So far, we have envisaged the Peierls instability and con-
comitant issues, restricting ourselves to the case of noninter- Her=Ho+ Hint @
acting charge carriers. Of course, the effects of electronincludes the kinetic energy term
electron interaction should be taken into account properly,
which is a very hard job for the case of low-dimensional — : + 4
metals on the verge of instability:**%° One of the main Ho %}v i(P)aipaRipa ®
consequences of the incorporation of many-body effects is_ 8nd the four-fermion interaction processes
strong screening of the bare Coulomb potentials and the fail-
ure of the Fralich Hamiltonian to give quantitative predic- , N +
tions for both the normal and superconducting metal ‘int= 2 i]}l;fq E Vi im(P:P" )8 p+.g,08) pr —q,3mp’ pRpa-
properties:>?19 Nevertheless, these difficulties are not dan- ap PP
gerous for our mean-field treatment, in which the existence ©)
of the highT metal—low-T metal phase transition is taken Hereaﬁpa(aipa) is the creation(annihilation) operator of the
for granted(inferred from experimentland we are not trying electron in theith band with quasimomentump and spin
to calculate the transition temperaturég, Ty, or T¢. In  projectiona= *1/2;
any case, the self-consistent theory of elastic waves and elec- , : . ,
troztatic fields shows that the Pyeierls transition survives ¥ i m(P:P ) =V(QF4(i.l[p)F —g(i.mlp")
when allowance is made for the long-range chargeare the matrix elements including electron—phonon and Cou-
screening®® lomb contributions and responsible for both superconductiv-

The SDW state of the low-dimensional metals is treatedty and dielectrization, and (i, ] |p) is a Bloch formfactor
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determined by the transformational properties of the one- Aﬁﬁ(r,r’)=Ai‘}B(r)5(r—r’) (17
electron wave functions from thieh andjth bands. More- )
over, if the antiferromagnetic ordering of the lattice rare-IN réal space, corresponding to
earth_ iops occu.rs(as, e.g., in Chgvrel phasesthe Eﬁﬁ(p,k)=2i‘}3(p—k), (18)
Hamiltonian also incorporates an additional term

AfP(p,k)=A%P(p+k) (19

Har=—n5 > 2 Hij(Qows> a'pioadipg: (10 in momentum space. Hereafter we adopt the strong mixing
. ok P approximation for states from different FS sectidfs;

where ug =g* ug,ug is the Bohr magnetorng* is the ef- .
fective gBactor, which is different from 2 due to the effect of  Vitii = Viijj= Viigge= — V<0 (1,]=1.2). (20
the crystal fieldo={oy, 0, ,0,} is a vector composed of the The opposite case of weak mixing reduces in essence to the
Pauli matrices; andtl;; are matrix elements of the antiferro- problem of superconductivity in a Keldysh—Kopaev isotro-
magnetic molecular field. To consider CDW and SDW su-pic semimetaf, while the intermediate case of arbitrary rela-
perconductors simultaneously, we introduce the notdfipn  tionships between various matrix elements is the most real-
where the upper value corresponds to the CDW case and thigtic but does not involve any new qualitative features in
lower value corresponds to the SDW case. Then the systegwomparison to the strong mixing case.

HamiltonianH reads As a consequence of Eq20) one hasAi‘}B(p,k)
0 ZA“‘*&”, and a single superconducting order parameter
H=He+{ 1 X Har- (11)  A*# develops on the whole FS. We restrict ourselves to sin-
glet superconductivity:

The relevant Dyson—Gor’kov equations for the normal

af _ap af\2 _ _
Gij and anomalouss;; temperature Green'’s functions in the AT=ITEA, - (1)7= = dap- (21)
general case have the form Due to the gauge invariance of Eq$2) and(13), the super-
. B . conducting order parametér can be taken as positive real.
[Ton=&(p)]Gi"(p.p"s ) On the other hand, the matrEq—j-’ﬁ(p,k) has the only nonzero
componentss $9=35=3 % and may be either singlet or
-2 SR(pK)GH(K.P @) triplet:
myk
1)
af_ aB
3 ARPITAT KD 00) = B 5y . e (azm]' 22

We shall consider the DWs to be pinned, i.e., we confine
(12 ourselves to electric fieldéf any) below the threshold val-

[iwn+&(p)F “E(p,p’ s 0p) ues, so that the coherent phenonféﬁéare not taken into

account. Thus, the phase of the dielectric order paramter
is fixed???2 (see also the discussion in Sec.)6M is deter-
mined as well by the matrix elements of the one-particle
interband transitions and the molecular fieldQ), if any.!’
_ +ay vB reoy— We shall considek to be real of either sign, since its imagi-

r%k Aim (k)G (kP75 00) =0, (13 nary part would correspond to the as-yet unobserved states

with current-density(singlet 2 “#) or spin-current-density
(triplet Ea,B) Waves7.’8'59'169'193*194'222

+ 2k S (k) FlP(k,p' s w)
myl

where w,=(2n+1)7T, n=0,=1,£2,.... The normal
Ef}ﬁ(p,k) and anomalouﬁﬁﬁ(p,k) self-energy parts in the
weak coupling limit are determined by the well-known self-

consistency condition: 4. THEORETICAL DESCRIPTION OF THERMODYNAMIC

PROPERTIES AND COMPARISON WITH EXPERIMENT

SpK=TY X [Vimv,j(p—q)gfnf(q,qjt k—p;wn) It is natural that the occurrence of two gaps, supercon-
Im q.0n ducting and dielectric, on the FS will change the thermody-

namic properties of DW superconductors as compared to

— 8agVim i (P~ Q) 2 GI2(9,q+k—p;wp) BCS superconductors or partially dielectrized normal metals.

7 In the absence of impurities and with allowance for only the

paramagnetic effect of the external magnetic field, the sys-

, (14 tem becomes spatially homogeneous, and the Dyson—

Gor’kov equations are substantially simplified.

0
+ o,5H;;(Q) X 1

Afj’ﬁ(p,k)ZT % qz Vi im(p—q) FE 4.1. Superconducting and dielectric gaps

When the matrix structure of the OPs in the spin and the
X(d, —q+K+p;w,). (19  FS section spaces is separated 8df;°their amplitudesA

For the special case of contact interactions, when the matrind =, become(generally speakingl-dependentquantities

' consistent manner. As was stressed in the Introduction, the

2P =2 ar—r"), (16)  relations between and3 are antagonistic, and they tend to
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reduce each other. The external magnetic fléldlso con- It is interesting to examine the ratid(0)/T. and com-
tributes to this competition, introducing an additional term pare it with the classic BCS value/y~1.76, wherevy
=1.781... is the Euler constant. Relevant calculations dem-
Hew= — 15 > (O'a,BH)aiT)aai 0 (23)  onstrate that in the case of CDW superconductors the dielec-
ipap trization leads toA(0)/T., which is always smaller than
7ily. The deviations from this value are substantial for small
v. It is knowrf!® that a strong electron—phonon coupling
increases the ratio. In moderalg-superconductors these ef-

to the Hamiltonian of the systery with appropriate modi-
fications of Eqs(12) and (13).1>' Assuming constant den-
sities of states on the dielectrizeNy(0), and nondielec-

trized, N,4(0), FSsections, with fects may compensate each othgr. Perhaps thazlgsig why the
BCS relation betwee(0) and T, is fulfilled well““” in a
N(0)=Ng4(0) +Npq(0) (24 BPB with an unstable structutédespite the fact thaf, is

being the total DOS at the Fermi level, the following eQua-;seglgh.taS.ngeKng]ce;Seéalt s;e(r?as;rthgt,t 'Qoomrdzhzjngheecﬁ];g?
tion relatingA, X, T andh=pugH can be obtained from Eq. y, It WI y you P v

(15):1517 surements of the superconducting energy gaps in a certain
' class of compounds including superconductors with and

1 without CDWs.
1= §VNnd(0)| (A)+ EVNd(OHd’ (29 On the other hand, for SDW superconductors the theo-
retical dependences &(0)/T. on oy are more involved,
where and the ratio concerned may be either larger or smaller than
o dg mlyX® This quantity changes drastically whem,~0.7,
(A= | —— which corresponds t&,/T.~1.5. This fact can lead, e.g., to
0 VE+A® a strong dependence & (0)/T. on external pressure. A
= = comparison of the obtained results with the experiment for
X tanhh+ &ra —tanhh_ €ra . (26) organic Bechgaard superconduct6f$1TSF),X is difficult,
2T 2T because various measurements result in diffetemalues,

Q is the relevant cutoff frequency of the predominantlya”d one cannot rule out the emergence of fluctuation-like
electron—phonon interactiod; and the quantity 4 is equal  PS€udogaps thefé. At the same time, in Cr-Re alloys,

to IgDW: I(D) for the CDW case with WhereA(O) Wasszdetermined_ through the nuclear spin—lattice
relaxation raté3? the quantityA(0)/T. proved to be from
D(T)=VAXT)+34T), (27 1.4 to 1.6, which speaks in favor of our theory. In URiy,

the toy SDW superconductor, this ratio comprises 80% of
the BCS valué?! contrary to the speculatiofé that the
antiferromagnetic ordering in the anisotropic compound
D.(T)=A(T)=3(T). (28)  should increasé (0)/T. over m/y.

It is easy to calculate th& behavior of A(T) in the
vicinity of T.. The analysis shows that for small enough

v =N, 4(0)/Ng4(0) (290  the superconducting transition in the SDW case becomes

first-order!”??® The numerical calculations of the depen-

characterizes the degree of the FS dielectrization and Vari%ﬁanceA(T) in the whole interval &2T<T, show that al-
from infinity, which corresponds to the absence of FS die|ec‘though the amplitude oA strongly depends on both tie
trization, to zero in the case of full dielectrization. It can be g4, values, the forms of tha (T)/A(0) curves plotted as
changed experimentally, e.g., by applying an external presynctions of the normalized temperatuse= T/ T, differ in-

sure to the samplesee, e.g., Ref. 80 _ significantly from the Nitlschlegel curvé for both DW
Another equation describing the feedback influencé of 55226

on 3 can be obtained using E¢l4). This equation and Eq.
(15 comprise a self-consistent set. As a consequence, the )
explicit 2 (T) dependences differ from those appropriate to*2- Heat capacity

the normal state. But iy or Ty strongly exceed ., self- It seems natural that the very existence of the dielectric
consistency of the calculations is not mandatory, and thgap affects thel behavior of the specific he&tg for DW
explicit dependenc&(T) is not crucial for the investigation superconductors. Actually, however, the inductive method
of superconducting properties. For example, in the framedid not reveal a jumpAC=C;—C,, whereC,, is the specific
work of the adopted simplified scheme, we may selecheat of the normalalthough dielectrizedphase near the

3 =constX, in the whole range &T<T, (in this Section critical temperaturd ., for the CDW superconducting BPB
3>0 without any loss of generalityand insert this value ceramics withx=0.252% This result was supported by mea-
into Eq. (15) to calculateA(T=0) andT, in the absence of surements of the thermal relaxation r&teAt the same time,
magnetic field. The explicit analytical expressions can bea partial removal of the FS dielectrization in this substance
found elsewheré>!’ Calculations show that for both results in the appearance of a julilC measured by adia-
DW cases the dependencesTaii A, on oy=3,/A,, where  batic calorimetry’® The anomaly is also seen in sensitive ac
A, is the magnitude of the superconducting gap when thealorimetric measurements of BPB single crysfals.
FS dielectrization is absent {~=), are monotonically de- Experiment$® on the Laves phases HjVand Zr\, have
creasing, becoming very steep for small demonstrated that the ratioC/ y<T, (ys is the Sommerfeld

and to!3PV=(1/2A)[D 1(D,)+D_I(D_)] for the SDW
case with

The control paramet&t
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constant is considerably smaller than the relevant BCSinvolved?®’ and at the time it is only possible to state that
value 12/7(3)~1.43, whereZ(x) is the Riemann zeta func- there is a tendency for the anomalC to be less than is
tion. On the other hand, for SDW superconductors the siturequired by the BCS or, especially, by the strong-coupling
ation is much more complicated. For example, the raticheory?*
AC/ygT, for the organic sal{TMTSF),CIO, depends sub- On the other hand, the properties of the SDW organic
stantially on the cooling rate. All these facts and those dissuperconductoTMTSF),CIO, (Refs. 99-102 depend on
cussed below may be explained in the framework of théghe thermal treatment, especially the cooling rate wiien
adopted scheme. <22K (see Section 1)2 According to Refs. 101 and 102,

From a comparison of the free energies for superconthe ratio AC/ysT.=1.67>1.43 in theR phase. In theQ
ducting and normal phas¥sit follows that a phase where phase the reduction of. is accompanied by a fall of
CDWs and superconductivity coexist is the ground state oAC/ysT to 1.10-1.147" which is less than 1.43. The con-
the anisotropic metal, whatever the valuevofAt the same  tradiction with our theory is apparent because the FS gapping
time, the SDW superconducting phase is possible only ifeads also to a reduction of the rati4(0)/N(0) and hence
v>A2(0)/632. This condition does not coincide with the to adecrease of the Sommerfeld constagitN,4(0). At the
criterion of Machida and Matsubaf& who determined in- Same time, the latter value afC/ ysT was calculated using

. . ~ 2 02 H

correctly the ground-state energies of the competing phase¥s™10.5mJ/moiK? for the R phase!”® Thus, in order to
According to our estimates, the coexistence of SDWs andompare the theory and experiment it is necessary to mea-
superconductivity can be achieved only if the developmengUrevs directly in theQ phase. The quantitsC/ysT. also
of the dielectric gap is compensated by the appropriate regxceeds the value 1.43in qther compounds e.g., it equals 1.5
duction of the reconstructed FS section area. in B-(ET)l; (Ref. 29, 2.1 in UsFe (Ref. 239 (the contro-

On the other hand, assuming that for both ca@@w  VErsy of CDW vs. SDW is not yet_resolv)adand 2 in_CeRy
and SDW the phase transition to the superconducting statéRef- 239. The same is true for different borocarbidé$It

is second-order, and carrying out the standard procddare 'S reduced, however, in URSI, (Ref. 229. _
the regionT~T,, we find that the main correction to the One should note that the major experimental trend in

BCS relationship\ C/C, = 1.43 is quadratic inT,/S), and AC/ysT, for SDW superconductors is in agreement with the

that if reduces the specific heat iumoTat for CDW Super- outlined theory and contradicts the opposite tendency pre-
conductors and enhgnces it for JSDVS ?ﬁés P dicted in Ref. 224. On the other hand, the scenario of the

The reduction of the specific heat anomalyTat T, in Van Hove singularity-determined superconductivity, closely

241

CDW superconductors was actually observed for a BP elated to ours, always leads XC/ysTc>1.43," the ex-
solid solution with a distorted perovskite structdfeThe cess being larger fos-wave order parameter symmetry than
) . for d-wave.
jump AC was absent for superconducting samples With
=10K after prolonged storage, whereas their diamagnetic
Meissner properties remained unchanged. The high#-3- Impurity effects
temperature annealing led to a restoration of the initial de-  gggn after the formulation of the BCS theory for pure
pendenceC(T). Such a behavior can be explained by anjsotropic metals the theoretical investigation of dirty super-
increase of the area of the dielectrized FS section duringgnductors began. In particular, it was shown that in the
aging, perhaps due to oxygen diffusion. Measurements foframework of the BCS scheme nonmagnetic impurities do
BKB with x=0.4 also show either a total absence of thenot a|terTC (the Anderson theore)'ﬁ At the same time, mag-
anomaly for polycrystafS® or a 60% reductiofi* in com-  netic impurities inhibit superconductivity due to their asym-
parison with the expected discontinifity calculated on the metrical interaction with components of the spin-singlet
basis of the BCS theory from data on the upper critical magCooper paif*? The Anderson theorem is invalid if one goes
netic field Hg,(T). Our explanation of the results for BKB beyond the scope of the BCS scheme, namely, if the trans-
with the help of the partial dielectrization model seems muchational invariance is absefthe proximity effec?*3or if the
less exotic than the alternative theory describing the supektrong coupling is taken into account, when the impurity
conducting transition in BKB as a fourth-order one in therenormalization of the electron—phonon kernel of the Eliash-
Ehrenfest sens&? berg equation is essentft In the latter casd, increases

An anomalously smalAC/ysT.~0.6 was observéd®  with the nonmagnetic impurity concentrationBut there is
in Liy 16Ti1 840, With TO"*~9 K, dielectrized by a variation an opposite and stronger efféé?,consisting in the reduction
of the composition relative to the parent compound kD4 of the phase space available to the electron—phonon interac-
with T2"**~12.6 K. Unfortunately, data available for high- tion, since the low-frequency phonons become “ineffec-
T, oxides, being the most important CDW superconductorstive.” The combination of these factors leads to degradation
are almost of no help for detecting the peculiarities predictedf T, .
by the partial-gapping model. In YBCO, e.g., it is claifigd Nonmagnetic impurities also changg in superconduct-
that the mean-field picture itself does not exist here, so thadrs with complicated FS%® In particular, it was showft’
instead of the clear-cut jumAC a \-like anomaly takes that in compounds with fine structure of the electron DOS,
place, which reflects the Bose—Einstein-condensation rathauch asA15, nonmagnetic impurities, e.g., radiation defects,
than Cooper-pairing nature of the superconducting transitiorraise or lowerfT . due to the smearing of the DOS peaks near
The smearing of the jump is observed for other oxide famithe FS.
lies as wel*® The unresolved question about the supercon-  All of the above-mentioned reasons, except the last, re-
ducting OP symmetry also makes the whole problem vensult in a decreasing functiof (n). At the same time, the
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opposite behavior was observed when superconductors webe THEORETICAL DESCRIPTION OF ELECTRODYNAMIC
irradiated by neutrons or fast idff8 or were disordereff In ~ PROPERTIES AND COMPARISON WITH EXPERIMENT.
high-T, oxides nonmagnetic impurities have beenUPPER CRITICAL MAGNETIC FIELD
demonstratet!® to substantially reducd,, a fact which
served as a sound argument when treating these objects
unconventional one¥.

It has been showf that the interference between the
electron spectrum dielectrization and the impurity scatterin

can changeT, in DW superconductors, thus explaining a =0, the values oH,, often diverging for lowT thus even

large body of evidence both for low- and hidh- com- : L . L
pognds. T)(/) consider the influence of impurity sglaattering Onexceedmg the paramagnetic limitBesides the trivial expla-

L . nation making allowance for the macrostructural distortion in
the critical temperatur@; in DW superconductors, we added superconductors with low dimensionaliigee, e Ref
new terms to the Hamiltoniart, [Eq. (7)], describing P » €. )

. . . . : 252) many other mechanisms have been proposed. These
electron—impurity interactio®. The calculations are . .
. 2 . . include, for instance, FS and OP anisotrépithe presence
straightforward, although cumbersome, and give explicit of several groups of current carriér$,compensation of the
analytical results in the cag&|>T.. Here only the most group . P

L . o external magnetic field by localized magnetic mome&fits
significant result for nonmagnetic impurities in the above- : : .
defined limit is presented. Namély (the Jaccarino—Peter effétd, the size effect in layered or

granular systems with Josephson coupling between
constituent$>®  extremely  strong  electron—phonon
LTy 1 ]) (30) coupling®’ 2D convention&P® or extendetf® Van Hove
1 8u|X|rq " (1/3] )" singularities, the enhancement of the Coulomb pseudopoten-
e tial in weakly?® and strongl¥® disordered metals due to the
Altshuler—Aronov effect® the influence of the magnetic
where 74 is the impurity relaxation time for quasiparticles field on th.eldiffusion coefficient in the_vici.nity of the Ander-
from the degenerate FS sectiofiso=(»/m)Ao, andeis  SON transitiorf’ fluctuation renormalization of the coher-
the base of natural logarithms. Thlisin DW superconduct- €Nnce lengttf®® and a bipolaronic mechanism  of
ors is sensitive to nonmagnetic impurities or defects. Thisuperconductivity? The main shortcoming of these sce-
effect does not reduce to a well-known result for thenharios is that in every case they are confined to a definite
electron—hole pair breaking by the Coulomb field of class of superconducting materials.
impurities’ The obtained violation of the Anderson theorem At the same time, most superconductors with deviations
is caused by the fact that the single-particle states composir@f He2(T) from the BCS behavior are DW superconductors.
the Cooper pairs are in reality superpositions of electrons andin€ effect of the electron-spectrum degeneracyHep was
holes. Hence, the Cooper pair components are not interr&onsidered first in a simplified quasi-1D model with a com-
lated, as usual, by the time inversion operation. plete FS dielectrization for both the CO\¥ and SDW*®°

While comparing these theoretical results with experi-cases. In our view, the main results of these papers are erro-
mental data, one should bear in mind that, eAdl5, C15, neous, since the corrections obtained to the electromagnetic
and the Chevrel phases have involved band structureX€rnel are proportional t&/Er (SDW casg or (X/Eg)?
Therefore, even a small disorder alters the latter, and hend&DW casg, whereE is the Fermi energy. Such corrections
T., drastically. Degradation of, due to this kind of elec- cannot be taken into account in principle by a BCS-type
tron spectrum distortion has been considered in detail in Refn€ory. The correct calculations in the same quasi-1D model
249. But in experiments dealing with the irradiation damage/Vere carried out latéf° for an SDW superconductor with
of superconductors with unstable crystal lattices, Theleg- TN <Tc- o .
radation sometimes changes to enhancement or saturation, 1he more realistic model of DW superconductors with
This occurs, e.g., in Nj&e and NBSn irradiated by°0 and partial FS dielectrization andly, Ty> T, has been investi-

323 jons?472% Moreover, for lowT, superconductors with 9@ted in a previous papétAt the end points of the tempera-
the A15 structure a significant growth at, is observed after ture interval 6<T<T, the expressions fdl,(T) read

For a number of superconducting materiéts particu-
I%?, high-field onesthe temperature dependences of the up-
per critical magnetic fieldH,(T) differ substantially from
that obtained in the framework of the BCS the8t Their
Ynost striking feature is the positive curvatul@H ., /dT?

1
1

the exposure to the particle irradiatiomparticles in the case cT 2A 2 (yT)\2

of MosGe and®%S ions in the cases of MGe and M@Si.*® Hoo(T—0)~ < ( — 1- —(—) , (3D
Concerning the superconducting Laves phases ,Hixd 277€Dng 4y 31 Te

ZrV,, which possess enhanced radiation stability of they 4CT(1-TIT,)

exhibit an increase off ; as the degree of atomic order Ho(T—-To)~ ————

decrease¥’ In layered compoundsH-TaS, and H-TaSe meDng(1+2A)

the irradiation by electrons with energy 2.5 MeV leads to a 1/2—28¢(3)/ w*— 2A2 T
discernible rise off; (Ref. 250. As to highT, oxides, their X{ - (1+2A)2 (1— T_” (32
anomalously high sensitivity to atomic substitution seems to ¢

be related to the marginal existence of the relevant crystal 1 T.Dy

structures favorable for the very occurrence of superconduc- A= [ 1/3] 703 27Dng’ (33

tivity. In this respect they are very similar, e.g.,A45 com-
pounds. The small effect of tHE, growth predicted in Ref. Here c is the speed of lightD;=v?#/3 are the diffusion
20 appears to be subdominant here. coefficients for electrons from the degeneraie=q) and
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nondegeneratd € nd) FS sectionsy,; are the Fermi veloci- H., determination, making the proposed classical picture
ties; andr, 4 is the relaxation time for the nondielectrized FS oversimplified?’”
section. Among the superconductors withH,/dT>>0 there
From Egs(31) and(32) it follows that the appearance of are layered group-V transition-metal dichalcogenides such as
the dielectric gap leads to the reduction of the effective2H-Ta$; intercalated by various organic compouriefs?’®
electron-diffusion coefficiend g~D,(1+A). Such a renor- 4H-TaS ¢Se 4collidine);°"® 2H-NbS,, " and H- and
malization is to a certain extent analogous to the diffusior#H-Nb;_,TaSe.?* The superconducting properties of such
coefficient reduction in “dirty” superconductors due to the Systems are described by the Klemm-Luther-BeagieyB )
weak Anderson localizatio?®® Also we see that for DW theory?**which is based on the idea of a Josephson coupling
superconductors Eq$31) and (32) predict large values of between layers. However, the KLB theory does not explain
H¢,(0) and |dHC2/dT|T:TC. Moreover, according to Eq. the positive curvature dfic,, (T) (when the field is normal

(32) and provided, is small, a positive curvature ¢f.,(T) to layers, which practically always accompanies the positive

is possible, although not inevitable. curvature of.chu(T).m’281 The experimentally determined
’ . . . inflection pointT* of theH,(T) dependence does not nec-
These conclusions agree well with the experimental data . T R .
: o essarily coincid®! with T, 5 calculated from the condition
for CDW superconductors. In particular, positive curvature is

: of equality of the vortex core radius and the interlayer dis-
observed for théd15 compounds N{sn and \(Si. In agree- . o
ment with Eq.(32), for the tetragonalpartially gapped tance. It raises doubts for the applicability of the KLB theory

. also in those cases when an analysis of the inflection point
phase of NgSn the slopgdH,/dT|;—r_is always larger location was not carried out.
than in the cubic phasg.In this compound a decrease of Positive curvature oH,, is inherent to TjMogSe;,

sample purity, which is accompanied by a suppression of thgyasi-1D partially gapped Nb§&%2 and ternary molybde-
structural transition, also results in a change of the sign ofum chalcogenideChevrel phasessuch as EuMgSs under
d*H.,/dT? from positive to negative. At the same time, the pressuré® La, , ,EuM0gSs, 22 SnEU, » ,M0gSs,28* and
observed dependencedfH ., /d T2 on the sample resistivity SnMa;S; and PbM@S; (with x=6.00, 6.20, 6.35°% The
seems to rule out the interpretatf8hof the experimental experimental situation in Chevrel compounds is rather com-
data for NBSn in the framework of a theory taking into plicated. For SnMgBs and PbMQ@S;,28 without rare-earth
account the influence of strong localization on the Coulombons, our interpretation seems unambiguous. In substances
pseudopotential. with Eu iong>® the compensatory effect of Jaccarino and
The change in sign of the curvature can be achieved byeter plays a crucial role. It was proved in famous
varying the parameter. The simplest ways here are to apply experiment€® in which the magnetic-field-induced super-
an external pressure or to change the composition. The latteonductivity of Ey 755n, .9M0S; 2S&) g Was discovered.
has been implemented for BPB solid solutions, where As to the SDW superconductors, positive curvature of
d?H.,/dT?>>0 was observed both for superconductingHc(T) is observed in heavy-fermion superconductor
ceramic&®’” and single crystal®® The following fact is of ~ URW,Si, >3 7UcFe ®’ Cr, _,Re,,® and organic super-
fundamental importance here: positive curvature of the criticonductors: B-(ET),l5,°% x-(ET),CU(CNS),,**
cal field exists only for compounds with=0.2 (i.e., close (TMTSP),CIO, at ambient pressuré? and (TMTSF),PF;
enough to the metal-semiconductor transitioxat0.4), for ~ (Ref. 293 and (TMTSF),AsFs (Ref. 293 under external
which numerous experimental data show the appearance offgessure. It is significant that in the alloy/gRe,, the posi-
dielectric gap on the F&see Section 1)1 The composition tive sign of the curvaturel®H.,/d T? becomes negative after
dependence rules out another explandfidfor the relation annealing®® The width of the superconducting transition
d?H,/dT2>0 by the bipolaronic mechanism of supercon-does not change in this case aHd,(0) decreases, which
ductivity in BPB. The inapplicability of this mechanism here |mpI|es a reduction of the microscopic defect concentration
is supported by the relative smalin®sof the electron— Mi in the sample. These fa_cts are also _pr_operly described in
phonon coupling constanty, o<1, which rules out the our theory. Indeed, the diffusion coefficienBy, and D4

strong-coupling-inducedH ,(T) modificatio?™ as well. ~Increase a$‘i7,1 and, according to E¢32), the quantityA,
Positive curvature is also present in BPB's highelative which determines the sign of the curvature, decreases in the

BKB.49 same manner.

For the hexagonal tungsten bronze Ri®D;, the positive
curvature ofH ,(T) and large values dfl.,(0) are observed
precisely for partially dielectrized compositiorfsin agree-
ment with our theory,d®H,/dT>>0 for the quasi-2D 6.1. Green's functions

purple bronze LggMogO;7 (Ref. 270. Hereafter we consider pure DW superconductors in the
High-T. oxides usually exhibit a divergence b, for  absence of an external magnetic field. The normal
decreasingT, with a noticeable positive curvature in the gﬁﬁ(p;wn) and anomalouéﬁj-’ﬁ(p;wn) Matsubara FGs cor-
neighborhood ofT.. For example, one should mention responding to the Hamiltoniafl1) can be found from the
LSCO%2™  YBCO."? YBay(Cu,—,Zn,)307_y ,2"*  Dyson—Gorkov Egs(12) and(13). They are matrices in the
Bi,Sr,CuQ, ™ T1,Ba,Cu0;,*">and Sm g:Ce, 1:CUO,_,.>’®  space which is the direct product of the spin space and the
In this connection, it is necessary to bear in mind that theésotopic space of the FS sectiotfs’?°As in the previous
anomalous vortex behavior in quasi-2D short-coherenc&ections, we confine ourselves to the c4S¢>T. and,
length cuprates may drastically influence the very process dience, to the temperature range D<T.<Ty4(Ty). Owing

6. JOSEPHSON EFFECT
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to the symmetry of the problem, only the following different Ambegaokar—Baratoff curve in the case of both CDW and
GFs are in action:FyP=r5f, Fb=rsb, 738, Gif  SDW superconductors. Again, the amplitugdé0) depends
=G58, G18=3g5f , andGsf. GFs with subscripts 12 and 21 drastically on the magnitude of the dielectric QPand the
correspond to the pairing from different nested FS sectiongdegree of dielectrization of the FS.

Explicit expressions for these functions can be found

7,293,294
elsewheré: 6.4. NONSTATIONARY JOSEPHSON EFFECT (THEORY)

6.2. Tunnel currents In the adiabatic approximatiok dV/dr<T,., when
the ac bias voltag®/(7)=V,ign(7) — Vier(7) across the Jo-
sephson junction varies adiabatically slowly on the scale of
energies of the order of. (herer is the timg, we obtain a
nine-term expression fdr?**2**which is a generalization of
Hyn=H+H' +T. (34)  that for the BCS-superconductor c&Se

To calculate the total tunnel currehthrough the junc-
tion we use the conventional approattbased on the tunnel
Hamiltonian

The left- and right-hand electrodes of the junction are de-
scribed in Eq.(34) by the termsH and H', respectively,

I[V(T)]:Z, [I(li'i,)(V)sin 2(p+|(2iyi,)(V)
which coincide with the Hamiltoniafl1) with an accuracy o

up to notation. Hereafter the primed entities, including sub- X€os 2p+Ji,in(V)], (39)
and superscripts, correspond to the right-hand side of th@here o= ["eV(7)d7; I is the Josephson current ampli-
junction. The tunnel tern¥ has the form tude; 12 is the interference pair-quasiparticle current ampli-

3 tude; andJ is the quasiparticle current. The subscripti ()

=> > Ti,)ic;raﬁmaiqua+ h.c., (35)  stands for the combination of GFenly s for |2 and only

ii'=1pq'a G's for J) needed to calculate the term. Thus, siffige=0 in

where T, are the tunnel matrix elements. We assume thaEhe CDW case, the number of relevant terms fof de-
pg’ : i i i
| i i creases. Below, in accordance with the most representative
all matrix elementsT"  are equal and not influenced by the oy erimental setups, we confine ourselves to junctions made
existence of the superconducting and dielectric gaps, so th% of identical SDW or CDW superconductors on both sides
Tii'Tjj'*zconst:|T|z_ (36) or to the case when a DW superconductor serves as one
electrode and a BCS superconductor is the other one.
This approximation is analogous to the neglect of the influ- 1t is obvious that the tunnel current-voltage characteris-
ence of the gaph on |T|? in the standard Ambegaokar— tjcs (CVCs) for CDW superconductors would be more com-
Baratoff approach. Our assumption is natural in the framepjex than in the BCS case. This is so because the positions of
work of a BCS-type scheme, i.e., in the case of a weakoyc anomalieslogarithmic singularities or jumpsare de-
coupling for Cooper and zero-channel pairings. The weakined by a sum or difference of the relevant poles of the GFs
coupling approach is valid fqr the latter if thg inequalit_y Fo) and G(w) contained in the expressions fb(lﬁr) and
Er>|3| holds. Then we can introduce the universal reS|s-J(i'i,)_ For a BCS superconductor there is only one pole at
tanceR of the tunnel junction in the normal state, w=Ages, and for a CDW superconductor the poles are at
R 1=47e?N(0)N'(0){|T|?)es, (37) w=A and =D [see Eq.(27)], the “combined effective
whereN(0) andN’(0) are the total electron DOSs for the gap.” For SDW superconductors the situation is even more

metals on the left-and right-hand -sidesse Eq.(24)]. The involved, since there are two “combined effective gaps”
angle brackets...)rs in Eq. (37) imply averaging over the [D+| [see Eq(28)]

FS. In so doing it is assumed that the Fermi momerikgris The phasesp 2‘”‘?' @ Of. th? supercondgctllng order pa
. rameters are fre€® with their differencep = ¢’ — ¢ obey-
the same for thed and nd sections of the FS for each . . oram T .
_18 ing the above Josephson relationship linking it to the bias
superconductol®

voltage. The DWs, on the contrary, are assumed to be
strongly pinned by lattice defects or impurities, so their
phasesy andy’ on each side of the junction are fixed. In the
Calculations of the critical Josephson currgnicross a  absence of pinning the phase of the Ddhd consequently
symmetrical junction between DW super-conductors werahe phasey of the OP3=|3|e'Y) is arbitrary>® This fact

6.3. Stationary Josephson effect  (critical current )

made in Ref. 226. In line with the BCS case, we have leads, in particular, to collective-mode conductivity.
Pinning prevents DW sliding in quasi-1D compounds for
1(T)=4eT>, >, |qu|22 Fi(p;wn) Fi(Q; — wp), small electric fields, whereas for large ones various coherent
i,i’ Pq Wp

phenomena resembling the Josephson effect, e.g., Shapiro

(38) steps on the CVCs, become possibidzor excitonic insula-
where the outer summation is carried out over all relevantors the behavior is more complicated. In particular, the
GFs. The intersection GEE;, enter into this expression only phasey is fixed by the Coulomb interband matrix elements
in the SDW casé?® The calculations using approximations (which link FS sections 1 and)2corresponding to two-
(36) and (37) show that the dimensionless dependences oparticle transitions/, and by the interband electron—phonon
the ratiol(T)/I(T=0) on the dimensionless temperature interaction described by the constany,_,."**??*More-
0=TIT., similarly to the dependences af(T)/A(0) on§  over, the excitonic transitions due to the finite values/ef
(see Sec. 4)1 do not deviate significantly from the and ., are always first-order, although close to second-
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order, transitioné?> The contribution from the single- modynamically equivalenDW superconductors. Both of
particle Coulomb interband matrix elemeMs, which con-  them are characterized dy=A" andv =v", but for the one
nect three particles from, say, FS section 1 and one particlstateX =3’ and for the othe® =—3'. The first statgre-
from FS section 2, or vice versa, results in even more radicalized in junctionsSg|Ss or S_sIS_5) is a genuinely sym-
consequences. Namely, the self-consistency equation for thmetrical,s, state, whereas the broken symmebwy, is inher-
OP 2, becomes inhomogeneous, with the right-hand side proent to the other possible statéginctions SyIS_s (bs
portional toV5. This leads to fixation of the phage’®’ On  +state) orS_y1Ss (bs—state). In principle, bs junctions
the other hand, if the causes of phase fixation are abseare nonsymmetrical and, hence, exhibit asymmetrical CVCs
(e.g., for large applied electrostatic fieldthe quasiparticle similarly to their ns counterparts. Figure 5 shows a set of
current between two Peierls insulators involves a term protheoretical curves calculated for a tunnel junction between
portional to cosy’ —x).?%* These phenomena are left beyond identical SDW superconductors when the symmetry of the
the scope of this review. However, even in the present cag@nction is broken(in the bs+state of the junction The
of fixed y two possibilities remain open fdi: its sign may CVC asymmetry for théds junctions, as in thens case, is
be either positive or negative, which affects the shape of thdriven by the unconventional structure of the functions
CVCs for tunnel junctiong® Fiw) andG;(w). Analogously to thas case, the symme-
As a consequence, the terms for current amplitudes catny breaking for CDW superconductors may occur only for
be separated into two groups which are different in symmethe quasiparticle currerd,(V).2°7-303

try when the bias voltag® changes its polarity. Namely, The situation concerned is quite similar to that for many-

there are terms possessing the usual properties: body systems with broken symmetry. The existence of two
12 12 electrically connected pieces of DW superconductors makes
Liin(=V)==170 (V) J,in(=V)==34in(V), the symmetry breakinmacroscopically observahl€luctua-

(40 tions act here as a driving force promoting selection between

where the upper and lower signs correspond to the Josephs¥#rious possible states. Thus we obtain for a formally sym-
and interference current amplitudes, respectively. At thehetrical junction a discrete set of states corresponding to

same time, there are also terms with opposite Symmetry réLariOUS pOSSib|e combinations of the Sign of the dielectric
lations: OP in the electrodes. The statistical weight of thstate is

12 twice that for each of thés states.

I(i,i

A=V=FIE5 (V) Jain(=V) =33V,
(41) 6.5. DISCUSSION AND COMPARISON WITH EXPERIMENT

The expressions for these terms include products of the 125.1. CDW superconductors

GFs for one electrode and 11 or 33 GFs for the other one.  Thg results presented above are of a quite general char-
Therefore, for nonsymmetricahs) junctions composed of cter due to the phenomenological nature of our approach.
different SDW superconductoter an SDW supergonducztor The main obstacle that makes it difficult to make direct pre-

and a BCS superconducjall three current ampllyudelsﬁ's dictions for specific compounds is the absence of reliable

and J,s are asymmetrical with respect to the bias voltageggtimates for the parameters. This especially concerns the

polarity, contrary Fo thg well_—knovyn symmetrical form of gapped FS fraction described by The rare exception is the
CVCs for ns junctions involving different BCS supercon- quasi-lD substance Nb$Se (see Table ) But

ductors. Since for CDW superconduc-tofg,=0, the CVC  5iculation&27293show that the extremely high ratiby /T,
asymmetry occurs in this case only for the quasiparticle cur-_ 5 i this substance is unfavorable for experimental obser-
rentJps. _ vation of the predicted interplay betweenand 3 in the

We should point out that there may also be several othegy/cs. A more suitable object for such measurements seems
possible reasons leading to the quasiparticle CVC asymmetiy pe the layered compound2NbSe. Of course, the study
for junctic_)ns in\_/olving normall metals as well as supercon-u¢ giner partially gapped CDW superconductors would be
ductors:(i) the imperfect nesting for SDWs due to the 3D gi5q helpful for discovering multiple-gap structure in Joseph-
warping of the FSP i) the electron—hole asymmetry of the o and quasiparticle CVCs. Indeed, the discussion given
primordial one-particle spectruffi; (iii) the existence of a pejow shows the CDW features might have been revealed in
submerged band of nondegenerate fermi3féy) noncoin- quasiparticle TS and PCS measurements for Nta®el dif-
cidence of the Fermi energy and the Van Hove singularity intgrent oxides.
the Van Hove scenario of superconductlﬁ?ﬁ,(v) direc- In particular, the asymmetrical experimental dependence
tional tunneling, when the matrix elemenfy,, depend on  G%f(V) for NbSe in the normal staté reflects the main
the quasimomenta and the band strucfiitdyi) the simul-  features of our theor§?”%*The alternative description given
taneous involvement of polaron and bipolaron bdfftisr a  in Ref. 44 is based on a mod& with imperfect nesting,
bipolaron transfer into polarons in the related scen#fio, predicting that the interchain hopping matrix element, com-
and (vii) a new phenomenon of symmetry breaking in sym-bined withZ, into linear combinations, determines the CVC
metrical tunnel junctions predicted by #§:3% anomalies. The choice between the two models concerned

Tunnel junctions between two identical DW supercon-would have been most easily made by studying the super-
ductors are even more interesting. In fact, the ground state a@onducting state. The asymmetry of CVCs for junctions in-
a DW superconductor is degenerate with respect to the sigmolving NbSe was also observed in Ref. 42.
of the dielectric OPY (see Sec. ¥ Therefore, there may The available experimental data on the peculiarities of
exist two different states of the tunnel junction betwéeer-  the quasiparticle currents through BPB-based junctions are
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1.0 Nevertheless, the question is far from a final answer. Non-
linearities of point-contact CVCs at much higher voltages
eV~10°K were claimed to be observed for BPB with
=0.253% We think that the authors were correct in suppos-
ing that the effect was linked to the existence of a CDW. But
the gap values ~10°K assumed by them does not actually
follow from the measurements. It stems merely from an at-
tempt to correlate their point-contact results with the optical
data® At the same time, a pronounced nonlinearityGf"

for BPB, according to our point of view, should be observed
ateV~100meV, since ~50-100K.

In the tunnel CVCs of superconducting BKB samples
only one gap feature was reveaf®d.In order to reconcile
these data with the evidence of theandA coexistenc&?*-5°
one may adopt the hypothe¥iof the percolative nature of
the noncubic semiconducting BKB phase in bulk supercon-
ducting crystals. The quest for the multiple-gap structure is
to be continued because its apparent absence may in reality
b result from small magnitudes. However, the asymmetry of
151 the CVCs forns junctions® favors our interpretation.

TS, PCS, and STM have been used since the discovery
of high-T. superconductivity to elucidate its nature. The re-
sults proved to deviate substantially from the quasiparticle
1.0~ CVCs in the framework of the BCS theofy? Unfortunately,

\ the gap values extracted from the conductivit@¥" differ
for the same substance when measured by different
groups®?®31°This undesirable situation may be due not only
05 to the poor quality of the samples and junctions but also to
intrinsic phenomena in oxides connected to their thermal
history** or to sample heating, which can be avoided by the
short-pulse techniqué?!
0 A | The main unconventional properties that are often
_4 i) 0 2 4 present in different cuprates include a two- or even multiple-
_ gap CVC structure both fos and ns junctions as well as
x=eV/A, oV o .
asymmetry fonsjunctions. Thus, two-gap behavior is
FIG. 5. Dimensionless current—voltage characterist@¥Cs) of nonsta- ~ S€€n in the point-contact CVC of Ls€8and in the tunnel
tionary Josephson current through the symmets$2*4SS2%tunnel junc-  CVCs for s (or ns) break junctions involving this oxid&?2
Filon V\fth brokenlsymmetry(bs+state, see explanations in the testlere  The extra dip or dip—hump features are commonly observed
bs=158R/A0, Is IS the current amplitudes is the elementary charg® ¢4 1yoth voltage polarities isjunctions or for one polarity in
is the junction resistance in the normal stafeis the bias voltage, and, . . N 313
is the superconducting order parameteiTat0 in the absence of the FS nsjunctions, which involve HgBAaCaQCLhOB—y (PCS*and
dielectrization (a). The dimensionless quasiparticle conductance HOB&Cg, 1CU,O5,1 21y With n=1, 2, 3 (19),%°* YBCO
gt =RdJ,/dV (Jps is the quasiparticle currentb). (19),*** YbBa,Cu,0;_, (TS),*™* and YBa(Cu,_,Zn,)30;
(PCS.ng
For BSCCO-based tunnel junctions many experiments
contradictory. According to Ref. 304, the gap edge voltagdave revealed a “pseudogap” persisting abole (Refs.
grows with increasingk and reaches the level,, at x =~ 316-319 and smoothly evolving intd below T, (Refs. 317
=0.2, for which the ratiov,,,/ T, is equal to the BCS weak- and 318, but sometimes coexisting with.**° Unfortunately,
coupling valueA(T=0)/T.=m/y.2 On the other hand, in there is disagreement whether the pseudogap manifests itself
the BPB withx=0.25, gap features appear in the bias rangeonly in underdoped sampf&8 or also in overdoped onés!
60—100 K of tunnel characteristics, depending on the sampléhe STM method has even made it possible to trace the
and the estimation methd® However, theT. in Refs. 304  (pseudogap-relatefinfluence of CDWs on the electronic
and 305 virtually coincide. The results of Ref. 305 can beDOS for Bi-O semiconducting planég’
understood on the basis of our theory. In this case the smaller In the superconducting state of BSCCO, tunnel measure-
gapA i, is likely to be indiscernible against the background ments in thens setup often show a difwith a magnitude of
of the larger oneA,,,. This could be associated with a about 10% of the peak heightt aboutV~—2A/e,3’
smearing of the anomaly corresponding to the dielectric gagvhereas fos junctions the dipgor dip—hump structurgsre
S =A,. due to the averaging of the contributions to theobserved av~ +3A/e.®?! A thorough analysis of tunneling
total currentJ(V) from areas with different. A possible dat&?? led the author to the conclusion that the CVCs for
source of the spread iB magnitudes may be the chemical BSCCO exhibit, in reality, 4 gaps: dielectric, superconduct-
inhomogeneities of the grain boundaries mentioned alibve. ing isotropic spinon, superconducting magnetic polaron with
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T 15 setup. It seems quite plausible that in these experiments the
G —r T bs regime predicted earligt’%is achieved.

0_ | It should be noted that the dielectrization concept sur-
3 0 T =56.0K vives for arbitrary superconducting gap symmetythus

= ~100 100 2A,=42 meV preserving almost unaltered our interpretation of the experi-

mental data.

In addition to our point of view and the,2_,2 interpre-
tation of theGY™(V) fine structure in cuprate® one should
mention thes-wave two-gapSN layered model and the re-
lated one which takes into account the surface
modification®?° Another two-gap possibility for the super-
conducting DOS was presented in Ref. 330 on the basis of
the anisotropics-wave gap functiom (¢)=A;+ A, cos 4p.

The corresponding DOS feature points afe,—A,| and
A;+A,. There was also an attemifitto describe the above-
mentioned dips irGY™(V) by the strong-coupling multibo-
-300 -150 0 150 300 son emission. This speculation was rejected by diveave

v mv adherent§! on the basis of the too small magnitude of the
strong-coupling-induced peculiarities.
FIG. 6. Tunneling spectra for BSCCO measured at 4.2 K for different oxy- SO far, only the quasiparticle currenig¢V) have been
gen doping levels. The curves are normalized to the conductance at 200 mfiscussed. We are not aware of any nonstationary Josephson
and offset verticglly for c_Iarit)(zero conductance i_s indicated for each spec- \rrent| l(V) measurements for high oxides with the aim
trum by the horizontal line at zero bjasThe estimated error on the gap . . . .
values (2 ) is =4 meV. The inset shows 200 superposed spectra measureglc observmg the Riedel S'ngma”ty' The latter was foun_d’
at equally spaced points along a 0. line on overdoped BSCCOT( however, in BSCCO as a by-product of the Raman-active
=71.4K), demonstrating the spatial reproducibilifyom Ref. 317. optical phonon detection by thé(V) current brancfi®
These phonons were generated by the Josephson current, and
the emission intensity strongly decreased after the specific
phonon frequencies exceeded the Riedel valuegrs. It is

q ; d I ducti ity natural to suggest that the extra Riedel singularifies D
x2—y2 Symmetry, and small superconducting WBRwWave o oy (in the s and bs cases or D+Agcs (in the ns

symmetry. In this case it was not the partial-gapping but thecaseyzozzga although expected to be less vigorous, can be
phase-separation scenario that was adopted. It seems preMRgecied in the same manner as in Ref. 332. The confirma-
ture to discuss the latter results, which are not yet confirmegl, of the dielectrization influence ort(V) would be the

by other groups. experimentum crucifor the adopted underlying concept and

In view of the existence of an asymmetrical dip, it IS 5y ais0 result in practical benefits, sifEéis usually much
hardly surprising that the overall CVC patterns f@junc- larger thanA.

tions with BSCCO electrodes are also asymmetricallud-
ing the superconducting peak heights @f"(V)).317:318:321
Asymmetrical CVCs in thes case have also been observed 6-5-2. SDW superconductors

Increasing oxygen concentration

di/dV [Normalized]

sample *

for YBCO in TS and PCS experiment¥ for Hg-based Heavy-fermion SDW superconducting compounds are
oxides301:313 LSco3t? and combined the most probable objects to be described by the presented
YBCO-I-HoBa,Cu,0,_, junctions®?® scheme involving FS partial gapping. For instance, tunnel

The dependence@ﬂf(V) for nsjunctions with BSCCO  CVCs areasymmetricafor break junctiongsymmetrical in
are shown as typical examples of asymmetrical patterns iessence!made of superconducting Upil;.3*® This is rec-
Fig. 6. The major features of these curves are reproduced hynciled with our theory. However, the situation may turn out
our theory. The dip voltage‘slﬂ'_f should be identified with more complex. In fact, subsequent PCS investigations for
D/e, bearing in mind the data which support the existence ofUNi,Al; revealed no clear-cut gap features, whereas peaks at
CDWs in cuprategsee Sec. R For the reasonable assump- SDW gap edges do exist in the related compound J4Rd
tion 3~ Av3 one obtain®VIP~2A, in accordance with the and vanish abova, . At the same time, the noticeable
experiment. On the other hand, according to our theorys for V-like falloff near zero bias fo[Gg'ﬁ(V)]*l in UNiAl3 is
junctions the smaller extra singular point df(V) and explained by self-heating effectd!
GI"(V) is eV?P=A+D. Then the same chosen rafid A The compound UR4Si, is a relatively thoroughly stud-
=v3 leads toe\/g'p: 3A, which exactly matches the experi- ied partially dielectrized superconductor. There are, how-
mental value$?! As to the larger singularity a&V=2D, its  ever, substantial discrepancies for the paramefeend v
calculated amplitude is much smaller. Making allowance for(see Table . TS and PCS measurements of YR con-
the inevitable CVC smearint. one should expect that the ductivity both in thes and ns setups have been carried out
singularity considered is invisible. recently!0®115119.125The respective CVCs clearly demon-
Most of the tunnel experiments for the electron-dopedstrated gap-like peculiarities disappearing abdyg thus
oxide Nd gCe& 1:CUQ,_, demonstrate the conventional being a manifestation of the SDW-related partial dielectric
quasiparticle CVC$2>32°0nly G (V) obtained in Ref. 325 gapping. BelowT,, superconducting gap features were also
reveals the one-polarity dip &V~2A for the symmetrical seen at voltages associated witii's by the BCS relation-



326 Low Temp. Phys. 26 (5), May 2000 A. M. Gabovich and A. I. Voitenko

ship. Usually, such experiments give an opportunity to ob-This work was supported in part by the Ukrainian State
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The hypothesis that the semiconducting trend of the resistiyity) in quasi-two-dimensional
high-T, superconductors is of a fluctuational nature, due to charge ordering and a
superconducting transition, is discussed. At temperaftire$* (T* is the charge ordering
temperaturgthese are fluctuations that prevent charge ordering.TRol o, whereT, is the
temperature of the two-dimensional superconducting transition in mean-field theory,

regions with strong superconducting fluctuations arise in the copper—oxygen plane, leading to a
substantial temperature dependence of the probabilify) for the tunneling of charge

along thet€ axis in the normal state. @000 American Institute of Physics.
[S1063-777X%00)00205-X]

1. INTRODUCTION transition temperature in mean-field theory, regions of strong
) ) . . superconducting fluctuations appear in the copper—oxygen
_Included in the class of quasi-two-dimensiortBighly  hahe Jeading to substantial temperature dependence of the
anisotropi¢ superconductors are layered superconductorgyarge tunneling probability,(T). Upon transition to the
with a weak interaction between copper—oxygen planes andonerent superconducting state of the sample, which occurs

a strong anisotropy of the resistivity: fropy/pap~10° for ¢4, layered low-temperature superconductrhe tunnel-
Bi2212 t0pc/pap10° for YBa,CuyOp7and Lg_,SKCUO,. ing probability will cease to depend on the temperature for
The temperature dependenggT) of the resistivity of these T<T., provided that(T,) is small.

superconductors in the normal state is of a semiconducting

nature, which is indicative of incoherent charge transport

along thet axis. It should be noted that a three-dimensional® TWO-DIMENSIONAL FLUCTUATIONS
anisotropic superconductor with coherent dynamics of thestripe fluctuations.

charge motion in the normal state.g., YBaCu;Og ¢ be-
comes quasi-two-dimensional when either a magnétic
>B,, whereB, is the dimension crossover field, is applied
parallel to the€ axis, or in the case of a doping deficit. At

temperejtzljres in the region whepg exceeds the Mqtt limit >T* the charge ordering is preceded by the onset of stripe
pu~1077 Q- cm, the charge transport along theaxis can fluctuations—low-dimensional regions witmet and ins

be treatellas a process of tunneling through a nonconduct-_, . : . . o
ing barrier with a probability, : stripes in the Cu@plane, which may be due to instability of

a charge density wave. Such regiors100 A in size, have
p(T)=pu(Note) "2, ) been observed in the Cy@lane at room temperatures in a
layer-by-layer x-ray diffractiof XRD) scanning of copper-

where N, is the density of states in the Cy@lane. The doped LaCu0,, ; samples,and, as we shall show in Sec. 3,
failure of attempts to explain the semiconducting trend ofig5q 1o a semiconducting trend pf(T).

pc(T) near the superconducting transition temperaiyréy
a decrease in the density of statég on account of super-
conducting fluctuation effects in the Cu@lané* has moti-
vated an examination of the temperature dependence of the Strong AFM fluctuations in quasi-two-dimensional
tunneling probabilityt(T).4~® In the present paper we dis- HTSCs prevent two-dimensional Heisenberg ordering of the
cuss the hypothesis that the semiconducting behavior dhs stripes, despite the substantial anisotropy of the exchange
pc(T) in quasi-two-dimensional higii. superconductors constants of the intraplank, and interplanel; interactions
(HTSC9 is the result of strong two-dimensional fluctuations (Jo/J;>10%. For T<T*, however, in thens stripes of the

due to a superconducting transition and charge orderin@uG, plane, in the absence of long-range AFM order in the
(stripe, strong antiferromagneti&FM), and superconduct- copper spin system the long-range order is not destr&yed,
ing fluctuations. Here it is assumed that the transition to theand in regions with dimensions smaller than the correlation
superconducting state occurs in two stages. First, folength of the AFM fluctuations there exist fluctuational spin
T<T., WhereT is the two-dimensional superconducting waves with a linear dispersion relation having two activa-

The charge ordering temperatufé is ordinarily asso-
ciated with the observation of a pseudogap, with the forma-
tion of metallic(me) and insulatingins) stripes in the Cu®
plane forT<T*, and with strong spin fluctuations. Far

Spin fluctuations.
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tionless branches of oscillations, along and transverse to th@n within the normal state from metallic to semiconducting
stripe. The velocities of the longitudinal and transverse spirbehavior ofp.(T)—the growth in the number of stripe fluc-
waves depend on the exchange integrals, which have valuésations with decreasing temperature leads to growth of the
smaller thanJy and are determined by the number of dan-resistivity.
gling bonds between the spins of the copper atoms, which is The coexistence of regions in the Cu@lane with me-
different for the directions along and transverse to ithe  tallic, almost insulating, and superconducting phasesTfor
stripe. <T<T'co prevents the transition of charge between layers
and leads to a semiconducting character of the charge trans-
port, with various tunneling paths. As can be seen from Eq.
(1), the functionp(T) will be determined by the channel

It can be supposed that fr~T,<T* the exchange of with the lowest tunneling probability. The important role of
fluctuational spin excitations leads to pairing of quasipartithe weak Josephson tunneling mechanism in HTSCs was
cles by a mechanism which has been discussed for nearlygbinted out by Andersotf: Two-dimensional fluctuational
decadé"'? and which gives rise to fluctuational supercon- superconducting effects give rise to two such channels. One
ducting regions in the stripe planes, with dimensions that aref them is due to the growth of the number of fluctuational
determined by the correlation length of the AFM fluctua- pairs and 2D vortices in the plane as the temperature is low-
tions. The finite sizes of the superconducting regions leads tered; this leads to different temperature dependences of the
a dimensional scaling, and the local temperaﬂ:Lr(%Tco IS coherence lengths,,(T) in the CuQ plane andt,(T) along
determined by the averaged value of the exchange interaghe ¢ axis and to a temperature dependence of the tunneling
tions of the copper atoms in the Cuflane(with allowance  probability to(T) ~ (£.(T)/£a5(T))?. Thus, in the tempera-
for the dangling bonds at the boundaries of the regions ture region T*,<T<2Tgkr, where T, is the minimum

Lowering the temperature &t<Ty, is accompanied by the value of the temperatur,,, the coherence length,(T)
excitation of 2D fluctuational vortices and antivortices in the=¢_, (T/Tgr—1) Y2 &.(T)=&.(T), and

superconducting regions, and fbre Tz it leads to 2DXY

Superconducting fluctuations.

ordering®® whereupon a superconducting state can arise in t(T)~ £co )2 -1 )

the plane(hereTgt is the Berezinski-Kostelitz—Thouless ¢ Eavo) \ TekT ’

temperaturg whereé,,, andé., are constants. The second channel with a
temperature-dependent tunneling probability arisesTfaer

3. ANOMALIES OF THE RESISTIVITY IN THE NORMAL <T<T§O on account of the exponential dependence of

STATE OF QUASI-TWO-DIMENSIONAL HTSCs &.p(T) in the 2D XY model of Berezinskj Kosterlitz, and

The presence of stripes in the Cuflane and the coex- Thouless.

istence of regions of metallic, almost insulating, and super- At sufficiently low values ofto(Tc)<Teo/zr (ef is the
. 9 ! 9, Pl Eermi energy,”® at T=T, a coherent three-dimensional su-
conducting phases 8, <T<T, has a substantial influence

N the temperature dependen t the resistivity in the n Iperconducting state is established in the quasi-two-
on the temperature dependence ot the TesIStvity € NOlgimensional HTSC, the temperature dependences of the co-
mal state. It is now experimentally establishédthat the

) ) herence lengthg,,(T) an T me th me, an
temperaturel™* can be determined quite accurately from the erence lengthg,;,(T) and &(T) become the same, and, as

e . . follows from Eq. (2), the tunneling probability no longer
deviation qu‘?‘(T) from a linear trend. This can be ””def' depends on temperature. This agrees with the results of mea-
stood qualitatively if it is assumed that every charge enterin

urements of the resistivityand London penetration depth.
an ins stripe is acted on by an additional “antiferromag- A P pth

netic” force which repels it from this stripe. Also leading to
a substantial decrease in the resistiyity(T) at T~T., is
the appearance of fluctuational 2D superconducting regions. The dynamics of the motion of charges along thaxis

The p(T) curve measured in Ref. 5 for single crystals for T>T, (specifically, questions pertaining to its incoherent
of quasi-two-dimensional Bsr,CaCuyOg, 5 is inconsistent, character and the nature of the semiconducting behavior of
in our view, with nonlinearity ofp,(T): the growth of the p.(T) and the temperature dependence of the tunneling prob-
resistivity p. begins at temperatures much higher tHan ability t.) is a key topic in the study of high-temperature
This can be explained by supposing tha{T) is substan- superconductivity. As we have shown above, in quasi-two-
tially influenced by stripe fluctuations, which prevent chargedimensional systems with incoherent dynamics of charge
ordering. ForT>T* the presence of a small number of stripe transport along thet axis in the normal statde.g., in
fluctuations in the Cu@plane has almost no effect @p(T) Bi2212) the semiconducting behavior of the temperature de-
but substantially alters the character of the motion of thgpendence has a fluctuational nature:
charges along thé axis: every stripe fluctuation is a “trap” — for T>T* it is due to fluctuations preceding charge
for charge, holding it in the CuQplane of that stripe fluc- ordering; the existence of stripe fluctuations and the tempera-
tuation. When the charge tunnels from one layer to anotheture of their onset as functions of the doping can be estab-
the ratio of the probabilities of its enteringn@etor ins stripe  lished in the same way as for J@uQ,, s (Ref. 9, and the
is equal to the ratio of the widttas,, andd; of the respective results can be compared with the measuremenis.(@f);
stripes @,/d;>1). If in tunneling the charge first enters an —for T.<T<Ty the fluctuational 2D superconducting
ins stripe and only in the next layer entersreetstripe, then  effects in the Cu@ plane lead to different temperature de-
the thickness of the Josephson interlayer is doubled, and thgendences of the coherence lengthg(T) and&.(T) and to
tunneling probability decreases. This can explain the transia temperature dependence of the tunneling probability

4. DISCUSSION OF THE RESULTS
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The existence of surface spin waves near a compensated ferromagnet—antiferromagnet interface
is predicted on the basis of the classical Heisenberg model. The frequencies of these spin

waves lie outside the continuous spectra of the magnets. In the case of a noncollinear configuration
of the interface there exists a Goldstone mode of surface spin waves, while for a collinear
configuration there are activational modes. 2000 American Institute of Physics.
[S1063-777X00)00305-4

INTRODUCTION amined in Refs. 6 and 7, and spin waves in a thin ferromag-
netic slab bordering an antiferromagnet were studied in Refs.
Surface spin wave§SSW3 localized at the interface be- 8—10. In the aforementioned papers the spin waves were not
tween half spaces occupied by a ferromagffé!) and an  surface-localized and their frequencies depended substan-
antiferromagne(AFM) having anisotropy of the easy axis tially on the thickness of the ferromagnetic layer. In the

type are investigated in the classical Heisenberg model. Supresent paper we study specifically surface spin waves at the
face spin waves on the free surface of various magnets havgterface between a semi-infinite EM and AFM.

been investigated previously in both theoretical and experi-
mental studies(see the review and the references cited
therein. The free(001) surface of a simple cubitSC) fer- 1. MODEL

romagnetic crystal was considered in Refs. 2 and 3. In this | ot ys consider a simple cubic lattice of localized mag-

model with a nearest-neighbor interaction, SSWs arise onlyetic moments and assume that one half space is occupied by
when the exchange interaction constant changes in the Neaferromagnet and the other by an antiferromagaen Fig.
surface layer. However, in a SC ferromagnet witla0) 1) |n this case the FM/AFM interface is compensated, i.e.,

free surfac and in bcc and fcc ferromagnets, surface SpiNhe magnetization of the near-surface layer of the AFM is
waves arise even when the exchange constant has the samg in the limit of weak coupling between the magnets.
value in the bulk and on the surface. SSWs always exist on g, simplicity we shall ignore the magnetic dipole—

the free surface of an a”tifeffomagﬁet- _ _ _ dipole interactionexchange approximationThe conditions
Magnetic multilayer systems with practically ideal inter- ¢ applicability of the exchange approximation depend on

faces between layers have been fabricated and studied rgje geometry of the particular problefiulk waves, surface
cently in connection with their extensive technical uses, ang,sves or waves in filmsbut usually it is necessary to have

the problem of SSWs on interfaces between magnets haé;sufficiently short wavelength:
become a topical issue. The most interesting multilayer sys- (klo)?> 4/ B for bulk waves in a ferromagnétwhere

tems are those consisting of thin films of a ferromagnet ang, 5 the wave numbel, is the magnetic length, anélis the
an antiferromagnetsee the review and references cited anisotropy constant of the continuum model:

therein. The_zse systems have a shifted hyste_;resis I@pp klo>2mh/(Bl,) for waves in a film of thicknesh;*?
exchange bias effecand a coercive force that is many times klo>2m/3 for surface waves penetrating to a depth

greater than the coercive force of the constituent ferromagéqua| to the magnetic lengtly. The static condition 4/
net. Many FM/AFM systems exhibit the giant magnetoresis-«<1 s discussed in Ref. 13.

tance effect. The theoretical and experimental study of s the expression for the energy of the system can be
multilayer FM/AFM materials has been of great interest inyyyitten in the form

the decade of the 1990s in connection with their application
in magnetic storage technologies, for fabricating magnetic

E=-, ElJ(I,I+5)S(I)~S(I+5)

disks and read/write heads. In addition, these materials are o

extremely attractive for making permanent magnets and

magnetic sensors. _2 il)(S(l)ez)z 1)
Spin waves in periodic FM/AFM superlattices were ex- T2 ’
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FIG. 1. Collinear A,B,C) and noncollinear $) phases in the case of “checkerboard” ordering of the AFM with a compensated intdaee.2,
B.=0.3,p=0.4,j=0.9.

wherel is a lattice site ands its nearest neighborsl(l,l boundary layer with a thickness of the orderlef If the

+ 6) is the exchange integral between siteendl + &, (1) anisotropy in the ferromagnet were neglected, then the spins
is the classical spin vector at site and B(1)>0 is the in it would tend to orient themselves perpendicular to the
single-ion anisotropy constant. Let us assume that the axis @&asy axis of the antiferromagniét:®

easy magnetization is theaxis and that the axis is per- The magnetic structure of an FM/AFM system in the
pendicular to the interfacghe discrete inden=n, enumer- model described above has been investigated in Ref. 16,
ates the atomic layers along this gxiShis assumption is not where it was shown that for different values of the param-
of a fundamental nature, since in the absence of a magnet&tersg;, B,, p, andj the stable phase turns out to be one of
dipole—dipole interaction the energy of the system is indethe collinear phasefA,B,C in Fig. 1) or the noncollinear
pendent of the relative directions of the easy axes and th&anted phase(S in Fig. 1). The collinear phaseB and C
normal to the interface. The interface lies in the plane, are stable only in the case when the anisotropy constants are
and the upper half spaca£0) is occupied by an antiferro- of the order of the exchange constants. Such FM/AFM sys-
magnet for whichd(l,I+8)=—1J,, |S(1)|=S,, and B(l) tems lie beyond the scope of this paper. Phase stable for
=B,. The lower half spacen<0) is occupied by a ferro- J;,<Jui, WhereJdy; is the critical value ofl;,, at which a
magnet withJ(l,1+68)=+J;, |S(1)|=S;, and B(I)=B;. second-order phase transiti@ifurcation of the ground state
The exchange across the interface is assumed to be ferreith spontaneous symmetry breaking the noncollinear

magnetic,J(I,l + &) =+ J¢,. phase occurs. As the order parameter we can take the com-
For the exposition below it will be convenient to intro- ponent of the total magnetization parallel to the interface,
duce dimensionless anisotropy constants, M, .
B B The dynamics of the classical total spin vecgft) is
5f:J_f, ﬁa=J—a, 2) described by the discrete Landau-Lifshitz equation:
a
and the dimensionless parameters ds(l) JE
h——=—)X——=~. (4)
I s, dt as(l)
j= , == VJa/Js. (3
J ,_\]fJa P Sf alvf

It should be emphasized th&tis the classical spin vector. A
The parametey characterizes the interface as a localizedclassical treatment of the spin is justified wh8ris much
magnetic defect, and is the difference of the exchange in- greater than unity. Often instead of the spin vectoone
teraction constants. In the static case the set of four paranuses the spin magnetic moment veatar
eters(2) and(3) completely characterize the system.
The antiferromagnets in FM/AFM systems generally — m=—2,,S, (5)
have appreciable single-ion magnetic anisotropy, and the an-
isotropy of such well-known AFMs as Fgland CoO is of  hare , s the Bohr magneton. In terms of the Landau—
the easy-axis type. On the other hand, in the ferromadirets Lifshitz equation becomes
particular, iron, cobalt, and Permallothe anisotropy con-
stants are small, but they cannot be neglected in the case
when the thickness of the ferromagnetic film is much larger dm(l) - @ 1)
than the magnetic length=a(J;/B)? wherea is the dt h
lattice constant. Indeed, in the latter case the spins in the
ferromagnet are oriented parallel to the easy axis except in We shall use the spin vect& everywhere below.

JE
Xam—(l).
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FIG. 2. Two-dimensional reciprocal lattice and the Brillouin zdskaded
region); these correspond to translational symmetry of the interface between
the magnets.

2. DYNAMICS OF THE FM/AFM INTERFACE IN A COLLINEAR
SPIN CONFIGURATION

The wave vectok= (k, ,k,) for surface spin waves lies __\\
in the plane of the interfacgz. Here the values df, andk, _4l “\.\_\
should be taken from within the two-dimensional Brillouin | T
zone in Fig. 2. It is of interest to compare the dispersion -6 . ! . e -
relations for bulk spin waves of the ferromagnet and antifer- 0 1 2 3 4

romagnet with the dispersion relation for surface spin waves.
In the same notation as above, the dispersion relations fqig. 3. pispersion curves for surface spin waves in the dasel,=S;

bulk spin waves in a FM and in an AFM have the respective=s,=1, B;=0.2, andB,=0.4, with J;,=1 in the collinear phasé) and
forms Jia=1.5 in the noncollinear phagb). The dot-and-dash curves correspond

to the spin-wave spectra in the FM and AFM fiy=0 (for bulk waves
yiw=6+ B;—2[ coq ak,)+cogaky)+cogak,)], (6) propagating along the interface

and

2=(6+ B,)%—4[cogak
(7a©)"=(6+ Ba)"~ 4l cosak,) As we shall show, the frequencies of SSWs for any

+cos{aky)+cos(akz)]2, (7) must lie outside the continuous spectra of both the FM and
where the AFM. _ _ _ _ o
In the case of a collinear spin configuration, it is conve-
f f nient to use the complex dynamical variables

"=3s Yais (8)
We note that the wave vectér in expressiong6) and

(7) appears only in the form of the combination aig)

+cosg@k))+cos@k,). This is because only the nearest neigh-

bors have been taken into account. We shall show below that

the frequency of SSWs depends on the combination S.(1)

H
ilﬁ — =25,(1)
q=2 cogak,)+2 cogak,) 9 dt 93 (1)
and is independent of the sign qf For the Hamiltoniar(1) the equation fo5, (1) is written

Therefore the dispersion relation for bulk spin waves is ~ dS,(I)
conveniently written in the form of the dependence of the 17— :—2(; J(L1+0){S4(1)S,(1+6)
frequencyw on the parameters andk, , with the parameter
g varying from —4 to 4. In Fig. 3 we show the functioe
=w(4—q, k), since the quantity 4q goes to zero at the
point ky=k,=0. Although the parameter-4q varise over
the interval [0,8], the interval shown in Fig. 3 is 4q
€[0,4], which corresponds to the Brillouin zone for SSWs. . .

} . We consider a spin wave of the form

The spectrum of bulk spin waves consists of two zones cor-
responding to positive and negative values of the parameter S, (l,t)=S,(n,n,,n,,t)=exd —iwt+ik- R|]uf1“),
g. (13

S+ (D=8 =iSy(), (10

which are the classical analogs of the magnon creation and
annihilation operators. In term of these variables & be-
mes

-S. () —=—+ (11

H
ISL1)”

=S, (1+0)S(N}+B(1)S)S.(1). (12
To linearize Eq(12) around the collinear ground states,
we must replaces,(1) by o(l)=*x5(1), whereS(l) is the
value of the spin at sité.
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wherek is a wave vector from within the two-dimensional
Brillouin zone lying in the plane of the interfac®, is the
radius vector of the lattice sit€n,n, ,n,), and the indexu
enumerates the two physically inequivalent sublattiges:
=1 if n+ny,+n, is even, andu=2 otherwise. We assume
that in the bulk of the antiferromagnet(l) =+ S, for sub-
lattice 1, ando ()= — S, for sublattice 2, while in the ferro-
magneto (1) =+ S; for both sublattices.

Substitution of(13) into Eq. (12) leads to following re-
sult in the bulk of the antiferromagnein€ n,>0):

1 2 2 2
uP(r)2+quP+u@,+u? =0,

2 1,0 1
up?(r)?+quit’+uy +ufl, =0,

(14

where the superscriptdl) and (2) correspond to different
sublattices, and

I’1’2= \/6+ Bai Yaw- (15)

Analogously, in the bulk of the ferromagnen< —1)
we get

IR= QP 2,2l =0,

UPR—qu —ul, ~ud, =0, i
where

R=6+ B¢~ yiw. (17

We seek the solution of the system of difference equa-

tions (14) in the antiferromagnetic half space in the form
u=x'" explifn), (18)

wherexy andx(® are constants, and the parametgchar-
acterizes the degree of attenuation of the amplitude of th
surface spin wave in the bulk of the AFM. Substitution of
(18) into (14) allows two different possible value$,= 6,;
and 6,= 0,,, for which

1
€0Sba1 =~ 5[+ Tar2]. (19
The valuesf,; and 6,, from Eq. (19) are the same as
61, from Ref. 4. In order that the solution of the for{h8)
describe a surface-localized wave, the amplitud¢s of the

both components of the wave must go to zero with distance

from the interface. This is possible if 16, ,>0. For this to
be the case, the frequenay(for any givenq) must lie out-

side the continuous spectrum of the antiferromagnet, which

is given by expressiof¥7) for positive and negative values of
g in the interval[0,4] and values ok, in the interval[ 0,7].
The general solution for the AFM half space is bipartial,
i.e., it is a superposition of two solutions of the foifB),
with 6, taking the value9),;, and 6,,:
U= 1 [ Aag €XP(i 6211) + A eXRi 6o0) ],
U= 1o Aas €XR(i 6211) — Ag eXRi 0o0) ], (20

where A,; and A,, are the amplitudes of the two compo-
nents of the surface wave.

The general solution of equatiot6) for the ferromag-
netic (n<—1) half space is also bipartial, and has the form

ult = A explifry(—1—n)) +Agp expli 2 —1—n)),
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U =— Ay exp(i br1(—1-n))
+ A explibs2(—1—n)), (21
where
C0Sb; = — %[qi R]. (22

The condition that the SSW be localized in the ferromagnetic
half space has the form Iy, ,<O and is satisfied when the
frequencyw lies outside the continuous spectrum of the FM
(for any g). Below we shall consider only SSWs with fre-
quencies below the lower edge of the continuous spectrum in
the intervalqe[0,4]. To determine the spectrum of the
SSWs we must write the dynamical equati@i®?) for the
near-surface sites and substitute soluiib8) into them. For
the collinear phasa (Fig. 1) the solutiong20) and(21) are
valid all the way up to the near-surface layérs=0 and
n=—1, respectively, while equation(12) for n=0 and

n= —1, with allowance for(13), gives a system of algebraic
equations,

(21 _ ﬁ

(1,2
Uy 1

j
5+ Ba=va0t +quP+u u%r=o,

a

. Ji
(5481 o) - 2 E o
(23

where we have used the quantitieandj defined in Eq(3).
Substituting expression$20) and (21) into equation

(23), we obtain a system of four linear homogeneous equa-

tions for the amplituded\; , ; ,, the compatibility condition

for which is given in implicit form by the SSW dispersion

relation w= w(Kk):

pj pj ,
— 5 -5 —rl Fr2
pj pj .
7§_ ?§+ Ffl _pJ
. . . . =0,
RPN I R §
2p + 2 - a2 2p — 2p77+ 2p77*
> j j 1 j j
Gaﬁg?\— ZM—E?\— 207 207
(24
1 1 r{ ro
Ei=r1%T,, Ui—aia, ,—Eia,

Fio=5+Bi— yro—q—expiby,),
Fi1=5+ B~ yro+q+expiby),

A

N
Gal:Fa1+ 1- 7,

+
7, GazzFa2+ 1—
Fa=riro—1+qg+expif,g),

Faoo=riro,—1—q—expify).

After elementary transformations, the determiné®) is
brought to the simple form
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& - 1 Fi2/(pj)
& & Feal(pj) 1
| o e ~0. (25)
4(6+ Ba) —4(plj)yaw 4(plj)rir;Gapt4y,w & &
A(plj)rirGart4yaw 46+ Ba) —4(pl]) vaw & .
|
Further study of the dispersion relatian(q) and the Let us rewrite Hamiltonian(1) in the new variables

construction of graphs are done numerically. The dispersio&;(l), Si(l), S;(I). The exchange term becomes
curves are shown in Fig. 3a for quite typical values of the

system parameter§);=J,=S;=S,=1, B;=0.2, B,=0.4, SHS(1+6)=S(1)Sy(1+ )+ cog 6, b1 5)
andJ;,=1); we recall that the point 4 =0 corresponds to <TSUNS 1+ 8)+S (NS (1 +8

the valuek=0, and the maximum value 4q=4 corre- [SDS )F S (D3 )]
sponds to the boundary of the Brillouin zone in Fig. Bor +sin(6,— 6,4 5)[S,(S,(1+6)
simplicity the exchange constants were chosen equal, and the , ,

choice of the values d8; andB, reflects the following two =S, (DHS(1+ )], (27)

properties of real FM/AFM systems) the single-ion anisot- and the single-ion anisotropy energy

ropy constants are much less than the exchange constants; 2

B, is, as a rule, larger thaB; . It should be noted that the S2(1)=cog(6,)S,(1)?+ 2 sin(6,)cog 6;)S.(1)S.(1)

typical form of the dispersion relation shown in Fig. 3a is ) L

valid over a rather wide range of parameters. +sinf(6)S,(1)?. (28)
We see from Fig. 3a that two branches of surface Wave%_quationsm) are written in the new system as

exist in the collinear phase. The upper branch lies quite close

to the lower boundary of the spectrum of bulk waves in the asg(l) | oH , oH

FM and, in the limit of weak coupling between the magnets ~ # —5;— = Sz(1) 7S,(1) —Sy(|)my (29

(Jsa—0) it goes over to a FM bulk wave propagating along z

the interface. This is easily seen in Fig. 4, which shows the ds;(h) IH IH

function w=w(j) for the values ofB;,, J;a, and S, —h 4 :Sé(l)as;(l) —SL(UM, (30

given above and for the values—4=0 (Fig. 49 and 4

—q=1 (Fig. 4b and 4¢ or, when(1), (27), and(28) are taken into account and after
The lower branch in the limil;,— 0 goes over to SSWs [inearization,

of the ;ntiferromagnetic half space, with a negative sl

frequency: As J;, is increased, the two branches come to- S(h) ,

gether, and when the aforementioned critical valyg is A dt :25 J(L1+ ) {cog 6= 61+ ) S+ 9)Sy(1)

reached, the frequency of one of the modes goes to zero at

the pointk,=k,=0 (4—q=0) (see Fig. 4a Here the phase —S(HS(1+8)}+B(1)S(1)cos(6))S;(1),

transition described in Ref. 16 occurs, and the system passes (31)

into the noncollinear phasg. For the choice of parameters

indicated above we havé,;~1.249, and the upper branch dS[,(I) ,

of the SSWs goes to zero. —h :Ea J(I,1+ 8)cog 6,— 6,1 ){S(1+ 8)Si(1)

—S(HS(I+ )}
3. DYNAMICS OF THE FM/AFM INTERFACE IN A ,
NONCOLLINEAR SPIN CONFIGURATION +B(1)S(l)cog26,)S(1). (32

Let us consider the case when the ground state of the Since we are interested in surface spin waves, we seek
system is a noncollinear configuration of spins with an angldhe solution of equationg81) and(32) in the form of a wave
of rotation 6, of the spinS(1) in thexz plane. For each lattice Whose wave vectok is directed along the FM/AFM inter-
site we introduce its own rotated coordinate systemface and whose spin vector executes elliptical precession:
(x"y’z"), which is related with the direction of the sp{l) BT _
in such a way that thg’ axis coincides with the axis and Sx(=uycogwt—k-Ry), (33
thez' axis is directed along the spB(I)_m the ground state. S}r/(l)z —vEsinwt—k-R)), (34)
Then the components of the vec@() in the (xy2) system
are expressed in terms of its components in the new systemhereR, is the radius vector of thkh site.
as The result is an eigenvalue problem for the frequencies
/ - / ith a square non-Hermitian matrix. Owing to the period-
)= 1)- ), w Wit . . 0 the perl
Sdh)=cog6)S(1) = sin(6) S, (1) icity of the system in the plane of the interface, it is sufficient
sy(|)=s;(|), (26)  to consider 2K+ N,) spins and, consequently, the dimen-
, ' ) sion of the matrix is 4K;+N,), whereN; andN, are the
S,(1)=cog6,)S, (1) +sin(6)S,(1). numbers of atomic layers parallel to the interface in the fer-
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@ 2(N¢+Ny) spins lying in one plane is generated. For each
05 spin (1) the local “effective” field
or f B(l)
! Heﬁ(|):25 J11+0)S(1+8)+ ——S(1e, (35

-0.5
I is calculated, and that spin is oriented along the direction of

-1.0 a Hex(l). An orientation operation is performed for each spin

i of the system. The energy of the system decreases in the

-1.5F process. After this procedure is repeated many times, the
I system relaxes to a local minimum of the energy. To find the
-2.01 absolute minimum of the energy the algorithm must be
sl ............. . ............. o o . ............. o started several times. The states of the system corresponding
0 0.5 1.0 1.5 20 to local minima of the energy differ from the ground state by
j the presence of domain walls connected to the interface. In-
® vestigation of SSWs in such systems is beyond the scope of
this study. The values df;, N,, and the number of itera-

tions are chosen so as to achieve the required accuracy of the
calculation. A numerical experiment shows thalif andN,

0r are taken 10 times larger than the magnetic lengths of the
I FM and AFM, respectively, thef, is calculated to an accu-
racy of not worse than I¢, and the SSW frequencies to an
accuracy not worse thanx210™ .

-2 : The values of¢, obtained are used to find the elements

i of the aforementioned matrix. Numerical diagonalization of
-3 the matrix gives 4Kl;+ N ) real eigenfrequencies of the sys-
- tem. It is not difficult to identify among these the frequencies

-4 ; i ; i i . of surface-localized modes. First, for the SSWs the ampli-
0 0.5 1.0 1.5 2.0 tudes of precession of the spins tend toward zero far from the
J interface. Second, the SSW frequencies must lie outside the
@ continuous spectra of the FM and AFM. These conditions,
- which were already discussed for the collinear phase, are
1.25 also valid for the noncollinear phase, sinée—~0 as one
i moves away from the interface.
1.20 - Figure 3b shows the dispersion relations for bulk waves
i in the FM and AFM and surface waves near the interface,
115 ¢ obtained by numerical solution of the eigenvalue problem,
I : for the system parametedks=J,=S;=S,=1, B;=0.2, B,
1.10 - /_\/ =0.4, andJ;,=1.5. HereJ;,>J,;, unlike the case for the
I parameters chosen for constructing the curves in Fig. 3a.
105 Here it was assumed thhk =23 andN,=17 (10 magnetic
1.00 I ‘ . . . ' . lengths.
0 0.5 1.0 1.5 20 The single mode of SSWs is a Goldstone mode — the
j vanishing of the frequency at the poikt=0 is due to the

continuous degeneracy of the noncollinear phase with re-
FIG. 4. SSW frequencies as functions of the dimensionless exchange integpect to the azimuthal angle of the plane of rotation of the
action constang =Jia/\JJa for Ji=Ja=$=5=1, B=0.2, B,=0.4,  gning Taking the magnetic dipole—dipole interaction into ac-
with the values 4 g=0 (a) and 4-q=1 (b,0. The horizontal dotted lines . . . .
correspond to the values= w;(q), o= w,(q) (the lower boundaries of the Co_unt lifts th'$ d?generacy' and therefore in rea“ty t.here
FM and AFM spectra, respectively, for the giveh andw=0. The vertical ~ arises an activation of the spectrum for the noncollinear
dashed line corresponds to the point of the transition from the collinear tphase as well. Ad;, is decreased through the phase transi-
the noncollinear phasdy;;=1.249. tion point, the upper branch of the SSW spectrum becomes a

Goldstone modéFig. 4). For the lower branch of SSWs at

the pointJy;; the amplitudeA;, of the SSW that penetrates
romagnet and in the antiferromagnet, respectively. A numerideeply into the ferromagnet goes to zero. In the noncollinear
cal diagonalization of the matrix yields the SSW spectrum ofphase the corresponding mode in the chge- Jy,;s should be

the system. associated not with the negative but with the positive fre-
To find the SSW spectrum numerically one must firstquency, and it is no longer surface-localized.
find the values of the), [of which there are 2{;+N,)] for The strongest dependence of the frequency of the upper

the noncollinear phase under study. These are found using anode of SSWs on is observed for very long wavelengths
algorithm similar to that used in Refs. 6 and 7. Initially a 4—qg~0 (Fig. 43. For 4—q of the order of 1(e.g., 4—q
random (not possessing symmejryconfiguration of the =1 in Fig. 4b this dependence is only slight, even though,
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as can be clearly seen in Fig. 4c, which shows only the uppePR. L. Stamps, R. E. Camley, and R. J. Hicken, Phys. Re64B4159

mode of SSWs for 4 g=1, the dispersion curve has a peak

at the phase transition point.
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The scattering amplitude for a radially symmetric spin wézmuthal numbem=0) on a

vortex in an easy-plane ferromagnet is found by analytical and numerical calculations in the long-
wavelength approximatiotwave number much larger than the inverse size of the vortex

core. It is found that the scattering amplitude of a radially symmetric spin wave is smaller than
that for a translational moder(= = 1) with the same value of the wave number. 2000

American Institute of Physic§S1063-777X00)00405-9

INTRODUCTION possible to recover the form of the scattering amplituge

. . . from these dat&’

Solitons are known to play an important role in the dy- .

. . . . In the present paper we develop a method which uses a
namics and thermodynamics of one- and two-dimensional L : . :

. . . combination of analytical and numerical calculations to per-

(1D and 2D nonlinear ordered media, and magnets in par-_.. . o . . ;
. . . . . mit investigation of the scattering of a radially symmetric
ticular. For a consistent analysis of the dynamical pmpert'eYQ‘/vave on a magnetic vortex and yields the functinyk) in
of a vortex and of the thermodynamic quantities of a 2D 9 Y st

magnet it is necessary to know not only the structure of tht;fhe long-wavelength approximation.

solitons but also the properties of magnon modes in the pres-

ence of a soliton. Local modes, especially zero modes, are

extremely important for constructing the soliton thermody-MODEL AND THE PROBLEM OF THE SCATTERING OF A
namics in the 1D cask2 For example, in the soliton phe- MAGNON ON A VORTEX

nomenology methddthe local modes govern the tempera-
ture dependence of the density of 1D solitons. Local mode
are also of interest in connection with the fact that reso

nances at them can be observed directly in experithnt. saturation magnetization. The vectaris conveniently writ-

For 1D magnets a number of exact solutions describing,, ;. angle variablesn={sin §cose,sin 4sin¢,cosd}. The

both solitons ‘and magnon ques against a solltorj ba,Ckénergy density of an easy-plane ferromagnet is written as
ground are known. In the two-dimensional case the situation

is considerably more complicated. As a rule, the analysis of 1

solitons is done by numerical methods. The Belavin— W:J| (VO)?+sir? 6(V¢)?+ r_2C052 9] , @
Polyakov soliton, which exists in isotropic magnets, is a spe- v

cial case, since an analytical solution is known for it. ForwhereJ>0 is the exchange integral; the characteristic mag-
isotropic magnets with a Belavin—Polyakov soliton it is alsonetic lengthr, = JJ/K>a, whereK is the anisotropy con-
possible to find certain analytical results pertaining tostant anda is the lattice constant. The dynamics of the FM is
soliton—magnon scatterirfg-owever, for magnetic vortices, described by the Landau—Lifshitz equation, which for an en-
which are most important for describing real magn@tss  ergy of the form(1) can be written as

known that solitons of the vortex type are responsible for the

The macroscopic dynamics of a ferromagnet is described
By a classical vector order parameter, which is the magneti-
‘zation M or the unit vectorm=M/M,, where M, is the

Berezinsk—Kosterlitz—Thouless transitiSrmnd contribute to V26+sin 6 cosé _12_ (V)2 |= sin¢ &_QD, 2
the response function of a 2D maghefpractically all the My cr, ot

results exist only in the form of numerical data obtained by sing 96

simulations on large lattices. An exception is the transla-  V(sir? 6¢)=— 3

tional mode with azimuthal numben= + 1,'° for which an cry dt
exact solution of the Landau—Lifshitz equation, correspondwherec is the magnon phase velocitgee Ref. 1 for details

ing to a shift of the soliton as a whole, is known fer=0. The ground state of an easy-plane ferromagnet corre-
Another physically important case, for which a maximal sponds to§= /2 with an arbitrary value of the angle
scattering is expecteld;'? is the radially symmetric mode ¢=¢,. Small oscillations of the magnetization against the
(m=0). For this case, however, only numerical data for cerbackground of this ground state are due to magnons with a
tain values of the wave numbérare known, and it is not linear dispersion relatiom=ck, wherek=|k| is t modulus

1063-777X/2000/26(5)/4/$20.00 341 © 2000 American Institute of Physics
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of the wave vectok. In the static limit the system of equa- [ 42 1 g m2 of, 2qmcosé,
tions (2), (3) has a solution describing a magnetic vortex: | —+ — —— ——V,(x) |f,= ‘t————1g,,
dx? xdx  x? c X2
e=0ax+ @, 0=0p(x), x=rlr,, 4 (12
where ¢q is an arbitrary constant; and y are polar coordi- [ 42 1 4 m?2 T of, 2qmcos6y
nates in the planety of the magnetg==*=1,£2,... is the —+ X ax —2—V2(x) 0,= C” +———|fa,
topological charge of the vortex. The functiép(x) satisfies L 9X X ] X

an ordinary differential equation (13

which is a coupled system of two differential equations con-
-0 (5) taining Schrdinger operators. _
In what follows we shall consider only the case=0,
) - g=1, and it will therefore be convenient to drop the indices
with the natural boundary Condltlon§0(0)=0, (90(00) on the eigenfunctions and SEI(X)Ef(X), ga(X)Eg(X). As
=m/2. The lowest energy of the vortex corresponds 0 &ye have said, there are no general methods of analysis for

topological chargeq|=1. _ equations of this type, and their properties can differ strongly
For analysis of small oscillations against the backgroun rom those of the well-studied problems of the ty|§lap

of the vortex, we write the angle variables in the form — . In particular, for systems of the forfi2) and (13)
6=0o(r)+9, @=qx+@o+(sinfy) u. (6) there is no known analog of the oscillation theorem, and
features of the local-mode type, which are known to be ab-
Substituting this expression int@), (3), and linearizing  sent for the usual eigenvalue problem, can arise inside the
with respect tod and ., we obtain the following system of continuum(see Ref. 1D Let us restrict our analysis of the
linear differential equations: system(12), (13) to small values ofw. This simplifies the
analysis, since fokw=0 there is a known exact analytical
20 cosfy du r, du

—_ v~ ) solution of systen{12), (13), viz.,
x2  dx c at’

2

d?6, 1dé,
0 % +sin 0o cosao( 1- q_z
X

oE X dx

[—V2+Vi(x)]9+

f(x)=0, g(x)=sinfy(x). (14
[—V2+V,(x) - 2q costo ‘9_"3 D @ (8) The existence of this solution is due to the obvious symmetry
X x2 dx c dt of the vortex with respect to variations of the arbitrary pa-
) rameter¢q. Substituting the expression fa(x) into Eq.
where V,=r,V; the potentialsVy(x) and Vy(x) have the (17 e can see that fow+0 the functionf(x), in the
form™ lowest order of approximation im, is proportional tow,
q° r
Vi(x)= ;—1 cos 20y, f(x):wva(x)=ker(x), (15)
q? d6,)? and can be found from the solution of the ordinary differen-
Va(x)=| ——1|coS fo— x| (9) tial equation
X X
2
The dynamic part of Eq9.7) and (8) for a FM differ d_F Ed_FJFCOS 2| 1— i F=sin6,. (16)
substantially from the corresponding terms obtained for an  dx2 X dX 2

antiferromagnet! In particular, in an antiferromagnet Egs.
(7) and (8) become independent for the case of a radially
symmetric modefm=0 or 9=46(r), ¢=¢(r)], and this

leads to the existence of purely local modes within the con-
tinuous spectrum. In the case of a ferromagnet these equa- 0.2+
tions form a coupled system even far=0, and this makes
the problem complicated, since there is no known general i
method for studying such equations. 0.1
Following Ref. 10, we shall seek a solution férand u -
in the form &
£
+ oo 72} 0 L X , i X L
>
9=, > f(x)codmy+w,t+ Sy, (10) e 5 10 x
n m=-—wx L -
- 0.1
p=2 2 guLosinmyt it o), (11) '
where &= (n,m) enumerates the eigenfunctions, afiq is 02

an arbitrary phase. Substituting these formulas {joand
(8), we obtain the following eigenvalue problem ff,9m,: FIG. 1. Form of the functiorF(x) +[x sin 6,(X)]’ obtained numerically.
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The results of a numerical calculation of the functie(x) :
+[xsingy(x)]’, where the prime denotekdx, are plotted in K
Fig. 1. =
Substituting the expression fé(x) into (13), we obtain L
an equation fog(x): r . . )
d’g 1dg 1 d6,)2 - X
@ ;& 1- ; cog 0o+ W [
wr,)? -1k
xXg=|—] F. (17 T
> L
which contains the functioR (x) on the right-hand side. We S r
seek a solution of this equation in the form -2¢
g(x)=sinGo(x)[ 1+ B(X)]. (18 I
Substituting this intd17) and performing some straightfor- [
ward manipulations, we obtain _3L
1 9 i o —(wr”)zF 19 -
X sinfy dx XS OdX'B o (). (19 FIG. 2. Form of the functiomb(x) that determines the inner integral in Eq.

. . . . . (24); the solid curve is the numerical dependence at all values of the argu-
From this equation we obtain the following expression forment, and the dashed curve is the approximate analytical asymptotic expres-
a(s): sion 0.33-Inx.

g(x) =sin fy(x)

X

1+ (kr )zjx d¢ fore, to the inner integral if20) we add and subtract the
7 Jo gsir? 6y(&) function[x sindy(x)]” and write it in the form

3
< | dynsinannFcn | (20
0

3 _ d ) £ .
—f dnnSIn%d—[ﬂSInﬂo(n)]Jrf dnnsinbdy(n)
0 n 0

wherek= w/c. Of course, an exact construction of the func-
tion g(x) can be carried out only numerically, using the val- X
ues obtained fopy(x) andF(x).

On the other hand, for—« (see Ref. 10 for detailghe
system of equation$12) and (13) goes over to the usual The first integral can be taken analytically. Then we can
eigenvalue problem for the Schiinger equation, the solu- rewrite (20) as
tion of which has the form

d
F(n)+ﬁ[775in00(71)]]- (23

Kr o (kr,)?x2 .
(%) = G gms [In(KT,X) + (KT Nin(KT ), 90x)=sinfo(x)| 1=+ (kr,)
V1+Kk2re
(21) fx dé fgd ing
X N

00 = CnlIn(K1,X) + (KT Ng(KE, X)L, (22 0 Esir? (&) Jo 77 SO0l
whereJ,, and N, are the Bessel and Neumann functions of d
orderm, ¢, is an arbitrary constant, and, is the scattering % [ F(n)+ d_[ 7 Sin 0( 77)]} _ (24)
amplitude, which determines the intensity of the scattering of n

magnons in the presence of a vortex. Since the value of the

scattering amplitude is determined by the shape of the vortex \We see that whefi23) is substituted intq20) the first
near its core, essentially far'r,<3-4, o, is a universal integral gives the next term in the Taylor series expansion of
function ofkr, and does not depend on the size of the systhe zero-order Bessel function and does not have relevance
tem or the boundary conditions. to the scattering amplitude. The result of a numerical calcu-
lation of the inner integral i24) is shown in Fig. 2. We see
that asx increases, the inner integral does not go to a con-
stant but increases, although quite slowly. The numerical
analysis showed that for>1 this growth can be approxi-
Let us turn to an analysis of the scattering problem. It ismated to a high degree of accuracy by the logarithmic func-
easily shown thaF (x)«x for x—0 and that~(x) ——1 far  tion A+B In(x), with A=0.33 andB= —1. Using this ap-
from the vortex. Unlike the casm= =1, the leadingin x) proximation, we evaluaté4) analytically at large distances
approximation to the functiog(x) does not have relevance from the vortex, keeping in mind that gl§(x) exponentially
to the desired term containing the Neumann function. Thereapproaches 1 fox>1 (see Ref. L

LONG-WAVELENGTH ASYMPTOTIC BEHAVIOR OF THE
SCATTERING AMPLITUDE
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N PR Ci Sp k)= (ke )2 In| — 29
9(x)=1 1= —5—+(kr,) ao(kr,) =7 (kr,)%In k) (29
Al 1I , ) CONCLUSION
X | AInG) =7 In%(x) +const (25 It is usually assumed that the partial-wave scattering am-

plitude for a giverm falls off asm increasegsee, e.g., Refs.
where const is a constant of integration. We note that thd2 and 13. Our analysis shows, however, that the scattering
coefficientB can be found analytically. Of course, the loga- amplitude form=0 is smaller than that for a spin wave with
rithmic growth of the inner integral itR4) for x<1 isdueto m==*1, whereo,-.; depends linearly ork, specifically
the following asymptotic behavior d¥(x): Om=+1= + mKr,/4 (see Ref. 1D Both the scattering ampli-
tude o of a radially symmetric mode on a vortex and its
derivative dop/dk go to zero ask—0, while the second
(26)  derivatived?o/dk? has a logarithmic divergence.
This study was supported in part by INTAS Grant
97-31311.
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Substituting this expression into E¢L6), we find that
b=1. HenceB= —1, in good agreement with our numerical
result. Since formuld25) is valid for x>1, we can discard
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Comparing(27) and (28) and discarding the terms of
lowest order, we obtain Translated by Steve Torstveit



LOW TEMPERATURE PHYSICS VOLUME 26, NUMBER 5 MAY 2000

LOW-DIMENSIONAL AND DISORDERED SYSTEMS

On the low-temperature nuclear spin—lattice relaxation in amorphous materials
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A study is made of the mechanism of nuclear magnetic relaxation due to the indirect interaction
of the nuclear spins with two-level systems. The sources of this indirect interaction are the
hyperfine interaction of the nuclear spins with the electron spin and the interaction of the electron
spins with the two-level systems. It is shown that the mechanism proposed in this paper is
effective under certain conditions. @000 American Institute of Physics.
[S1063-777X00)00505-3

It is well known that the physical properties of disor- analogous mechanism considered in Ref. 5; it arises as a
dered systems at low temperaturds<(1 K) are determined consequence of the modulation of the dipole—dipole interac-
by tunneling two-level system@LS).! a tunneling two-level tion of the nuclear spin of one atom with the electron spin of
system is an atom or group of atoms having two close-lyinganother(the modulation arises as a result of the tunneling of
equilibrium states with tunneling transitions between themthe atom from one equilibrium position to anothen this
The influence of tunneling TLS on the nuclear spin—latticepaper we will compare the relaxation rates resulting from
relaxation has been the subject of many papetin particu-  these mechanisms.
lar, the nuclear spin—lattice relaxation of various nuclei pos- 1. Suppose that an amorphous diamagnetic sample con-
sessing quadrupole moments was investigated over a wid@ining paramagnetic impurities, some of which are TLS, is
range of temperatures in Refs. 2—4 by studying the relaxPlaced in a constant magnetic fieth oriented along th&
ation due to the coupling of the quadrupole moment with theXis. The electron spins of the paramagnetic impurities are

lattice, and a process of the Raman type was considered f@sumed equal to 1/2. Then, as we krlotie main contri-
the case of two TLS and for TLS and phonons. bution to the electron spin—phonon interaction and, hence, to

The low-temperature nuclear spin—lattice relaxation inthe interaction of the electron spins with the TLS, comes

disordered systems with paramagnetic impurities was exan{tom the Zeeman part of the effective spin Hamiltonian:
ined in Ref. 5. In the relaxation mechanism considered there,

the dipole—dipole interaction between nuclear spins of the HZS=HOE > go(r)s?, (1)
host and the electron spins of the impurities is modulated on b
account of the tunneling of the nucleus from one equilibriumWr1ere g

o . is the symmetric second-rank tensor and the
position to anothefit was assumed that some of the atoms

summation is over the impurities that are TLS.

possessing nucleus spin form TLS'he efficiency of this We write Hamiltonian(1) in the representation ordi-
mechanism decreases with decreasing concentration of theyjly used to describe TLS, taking as the basis functions the
paramagnetic impurities. ground-state wave functions of the isolated potential wells

The low-temperature nuclear spin—lattice relaxation dugnaking up the asymmetric welldWe write the radius vector
to the effective interaction arising between the nuclear spinyf the jth TLS in the formr,=r;o+ 7;n; (o is the radius
and TLS as a result of the dipole—dipole interaction betweekector of a point lying midway between the minima of the
the nucleus and a paramagnetic center, and to the interactioth asymmetric potential wellp, is a unit vector oriented
of the electron spins with the TLS as a result of the modujlong an axis passing through these minima, ands the
lation of theg factor, was investigated in Ref. 6. coordinate in the direction af;). We expand expressial)

In the present paper we study the relaxation of thein the parameter,; /a (a is the interatomic distangewhich
nuclear spins of atoms possessing an electron spin. Furthefe assume to be small, since the distance between the po-
more, on the assumption that these atoms form TLS, weential wells in which the tunneling occurs is much less than
consider a relaxation mechanism involving the indirect interthe interatomic distances, and we restrict our analysis to the
action between nuclear spins and the TLS, the sources of thigoproximation linear in this parameter. Performing on the
interaction being the hyperfine interaction of the nuclearexpression thus obtained a unitary transformation which di-
spins with the electron spin and the interaction arising beagonalizes the Hamiltonian of the TLS, and introducifud-
tween the electron spins with the TLS as a result of modutowing the spin analogy modglthe pseudospid; with spin-
lation of theg factor (the intracrystalline field is modulated 1/2 properties, we obtain the following expression for the
on account of the tunneling of the TLS desired part of the interaction Hamiltonian for the electron

In addition to the mechanism mentioned, there is arspins of the paramagnetic impurities with the TLS:

1063-777X/2000/26(5)/3/$20.00 345 © 2000 American Institute of Physics
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Using the nonequilibrium density matrix metfoéh the

HDS_E (D;'S"+D/'S” HE DSy, (2)  high-temperature approximation in the nuclear spihs,
<KkT, we obtain an equation for the inverse temperature of
where the nuclear spins,
| _
Df=H,G{* (df cos§, —d sin6;), B__BB %)
a at T,
N B R - where
D; =HoG; “=(d; cos#,—d;sing,),
a
! 2 Jw (K, (DK, dt
ag=(r, T " N(Gen? | (KiKpdt,
G:=3 ny( 9{9 Ey )) ’ Ti Ny(howy)
’ Ki=iwil1f, Herl,
g B BT~ Ao i Hot iHot
smBFE, COS@FT' K,(t)zexp<—o )K, exr{——()),
h h
&gzﬁrﬂ)
G?=> n (a : m
' zy: 7 axy o Ho=H—Hetr, Q=77

E= \/Ai2+ Agi is the energy of the TLS), is the asymmetry After some calculations the expression for the relaxation rate

parameterA; is the tunneling energy, arldis the average becomes

distance between the minima of the asymmetric potential

well. 1 wHj (1
The Hamiltonian for the indirect interaction between the T, 4N, A2 a

nuclear spins and the TLS can be obtained by averaging the

2

A 2
ﬁw) EI |G:"%%cog 6,
S

Hamiltonian over the fast motions of the electron spins of the mH3
impurities, _tanr?Zk T flon+ 8N,%2
|
H:HSF+ HDS! (3) A 2 E. | 2
. I
whereHsp is the hyperfine interaction Hamiltonian: XZ hws) SirF 6, 5(%‘ wl)(a) G2 (5
A
Hee=2 AIISIH Y 5 (ST +S717). where
1 I
. : o : = (odisdi(t))
Following Ref. 8, we obtain the effective interaction as f(w)= f Wexp(lw,t)dt,
I
Hep= E sZ(G 7. (3i“|i*)H05 dd?=d?—(d?) is the fluctuation of thel” component of the
pseudospm.
1 Going over from the summation to integration over the
X | df cos6, — Esin 6,(d;" +d) parameters of the TLS by means of the transformation
A 2 jEmax 1
L )= dE| dpF(E,p)(...),
-3 F DTS TS, o ()= | dE ) deRER)-)
We are not considering the part of the effective Hamil-Where
tonian which is proportional t6*Sd*,1~S*d,..., since /
the density of states of the TLS at the Zeeman frequencies of F(E.p)=—& p M (1-p)~ 1
max

the electrons will be less than the density of phonons at the
same frequency. Ag)?

In deriving this expression we took into account that PZ(E) , &=In(4/py),
0, ,A<ws (0, and wg are the Zeeman frequencies of the
nuclear spins and electrons, respectively, Arid the hyper-  po iS the minimum value of the parametepo<1), Np is

fine interaction constant the density of TLS, andE,,.« is the maximum energy of the
To calculate the nuclear spin—lattice relaxation rate dudLS, and taking into account thatws=g5H, (95"
to the interactiorfHe, we start from the Hamiltonian =g*4(rip)), we have
1 @ Np (1|2 h
H=h F—h Ii+H S~ ) R +—
@s20 S—hon 2, 11+ e T, 2N thmax(f(w')kBT 2¢
a o +2z|2
+ > AIZS+ D) Fid?. —2 9 (6)
i i g0 axo
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Assuming that 1 7 Ng (SH? (1?2 3
+27]2 z+ 2 T "o N #2 =] | flopkgT+ 5~
12 a dg Jo |[ @ Tio 2 N A%Epaxl@ 2¢e
zzZ zz 1
3% 160" % go°[ 1A XE 2 iag_ﬂz E (|V+_|2+|V++|2)
whereA is the characteristic scale of variations of the intrac- 314 198 oxg| |15 10 jo 17
rystalline field, we obtain (10)
1 7Np I} 1 whereV;; andV;," are the dipole—dipole interactions of the
T, 2N \al p2F, nuclear spin of one atom with the electron spin of another,
- , and(S§)?=1/4 ((S) is the expectation value &).
| F(w kgT+ o QLZZ a @ We comparg7) and (10):
2ell oo 1A 11 2 +-)2 +42 o
Let us compare the relaxation rate obtained with the re- k= T, m—4A 2 (IVio [ +1Vjo'[%)
laxation rate due to the mechanism considered in Ref. 5. We
shall assume that the atom has both a nuclear and an electron A?
spin, and thaN.= N, (N andN, are the densities of electron - 2/,3\2"
. . . . (nveliclrg)
spins and nuclear spins, respectiyelfhe relaxation rate
obtained in Ref. 5 has the form Since the hyperfine interaction is greater than the
dipole—dipole interaction between the nuclear spin of one
i_ K & (f( YT+ _) atom and the electron spin of another, the above expression
T: 2N 442, @UEBTT 2¢ is greater than unity and, hence, the mechanism under con-
sideration here can be effective.
Y1 veh? 211)\2 The research reported in this paper was made possible
X9z rg (E) ' (8) by Grant No. 2.12 of the Academy of Sciences of Georgia.

where y, and y, are the gyromagnetic ratios of the nuclei E-mail: nic@physics.iberiapac.ge
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Frozen structural disorder in a pseudospin model with barriers
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A pseudospin model for describing structurally disordered crystals is justified and developed. It
includes the finite energy barrier between states at the site. A metastable glass state in the
model is investigated by the Monte Carlo method. The temperature dependences of the average
energy, order parameter, Edwards—Anderson parameter, and autocorrelation function are
determined. It is shown that the glass state is maintained to a certain temperature, after which a
devitrification occurs. Features are observed in the behavior of the specific heat and
susceptibility, and an anomalous slowing of the relaxation in the devitrification region is seen.
The role of the energy barrier in the formation of the glassy state is discussed00@®

American Institute of Physic§S1063-777X00)00605-9

Structural disorder in crystals and the phenomena acfinding$ 2 in terms of the concepts of “frozen dynamics”
companying it are well approximated by a pseudospinand the metastable disordered phase.

model, the simplest case of which is the Ising mddeln We proceed from the Hamiltonian
such models it is ordinarily assumed that the energy barrier 1
between states is infinitely larga comparison with the pair H= ; u(q)— EiZj JijGid; » (1)

interaction energy and therefore all of the thermodynamic
results remain valid only under the assumption of 'nfm'telywhereu(qi) is the single-particle potential at siteit has a

long observation times, in the course of which all of thedouble-minimum relief and can be approximated in this
transitions necessary for establishing the next thermodyétudy by the piecewise-parabolic function

namic equilibrium would have time to take place. Thus in the
conventional approach it is impossible to study the kinetic
properties of a system at the earliest times without introduc- U(a)=Uo
ing some additional phenomenological assumptions. The fact ) ) ) .
that the pseudospin model is usually introduced under thi iS the generalized coordinate for the site, dpds the pair

above assumption has created the impression that this mod8feraction _COTStant' We make a glhange of :j/_anableshtofthe
is exclusively a result of the infinite-barrier approximation new canonical energy—time variables, according to the for-

and is inapplicable under other conditions. mulas
In this paper we develop a pseudospin approach that

2

9_q1] @

a

2

: da
does not rely on the approximation of infinitely large barri- Ei:%JrU(qi)ti:f a ,
ers. We show that the pseudospin formalism can be intro- : V2[Ei—U(g)]m,

duced at the level of exact results, using a representation ihere the integral is taken on one of the trajectories of the

terms of the energy—time dynamical variables. It is alsGsingle-particle motion with a fixed total energg;. In the

shown that in that case one must introduce no fewer thagase of noninteracting sites the varialleis equal to the

three pseudospin states, two of which correspond to motiogptal energy of the single-particle problem, andis, to

in each of the potential wells, while the third describeswithin a constant, the instantaneous time. The solutions of

above-barrier motion. An approximate version of the modelthe equations of motion in this case have three different

obtained on the assumption of small transition probabilitieforms, depending on the region d&(,t;) values, and there-

(frequenciey is considered. Computer simulation methodsfore the inverse transformatiorp(,q;)— (E; ,t;) is in gen-

are used to investigate the kinetic features of the approximateral multivalued:

model and the properties of the metastable glassy state that

arises upon rapid cooling of the system from the disordered 9+(Ei.ti), Ei<Uo, ;>0

state. gi=4 9-(Ei ,t), E<Uy, @;<0. (4)
This paper gives a justification for and a further devel- ao(Ei ), E>Ug

opment of the previously semi-intuitive approach, in which it

has been shown that a finite energy barrier between staté4sing the spin matrices

()

affects the properties of the equilibrium phase transitamd 10 0
also influences the dynamic, thermal, and structural features _

of the disordered crystalline systém.The results of Refs. S;=({0 0 O
3-5 have been used to interpret certain experimental 0 0 -1
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we write the generalized coordinate and energy in matrixegrating the free energ§8) over the variablegE; ,t;}, we

form: obtain an expression analogous (&) with the pseudospin
9. (B t)+q_(E t) density matrixp({S;}) and the effective Hamiltonian
P [ [l
ai(Ei t)= 5
& A ——EE 35,8 -—TInEEAZ—TNInZ
X[ O(E;)— 0(E;—U) 1S5 e 24 11521 Zy) 5 S o
(12)
Ei.t))—q_(E; .t
+C1+( i) —a_(E ')[G(Ei)—H(Ei—UO)]

2 whereN is the total number of sites in the lattice. The second

XS 4+ 0o(E; t:)(1—2)O(E: —U,): and third terms in this expression are the one-site free en-

Seit Qo(Bi 1) (1= 551) 6(E —~ Uo) ergy, averaged over the three regions of single-particle mo-

Ei=E{S2[0(E)— 0(E;—Ug)]+(1—82) 6(E;—Ug)}. tion. Indeed, with the aid of the occupation operators for the
(5) regions of single-particle motion

The eigenvalues; of the matrix S,;, viz., s;=+1,—1,0, ~ .
correspond, respectively, to states of motion in the right and + 7M1 ::Q’Zi

left wells and above the barrier. The step functiéfx) is N +hi =S (13
used to automatically take into account the bounds of the f;, +A;_+h,,=1

range of variation of the variablg; in the different regions.

Hamiltonian(l) is eXpressed in the new variables as each one-site term |(1]_2) can be written in the form
1

=2 E-52 Gd;. (6)
' ] —Tln( )sz, TINZy=—T > f,InZ,, (14

Thus in this problem the pseudospin representation can be a={+-0
introduced as an exact results. For further calculations on the
basis of(6) an approximate model is introducétie limits of
applicability and other versions of the approximations will
be analyzed in detail in a later papeAssuming that the
frequencies of the motion within the single-particle trajecto-
ries are much higher than the frequencies of transition be-
tween these trajectories, we can averé@eover the “fast”
variablest; . As a result, we obtain

A

which is the weighted sum of the quasiequilibrium partial
free energies;,=—TInZ,.

Model (12) can serve as a basis for studying the effects
of above-barrier motion and frozen disorder in structurally
disordered crystals. It amounts to the Ising model supple-

mented by a state of above-barrier motigyw 0, and under
the influence of a temperature-dependent effective “anisot-
ropy field” (14). We shall henceforth refer to this model as

N .1 A the pseudospin model with barrigi8MB).

H= 2. Ei— EiEj i1 S2iS;j - () We investigated the properties of the PMB in a computer

’ simulation and showed that there is in fact a glassy state of
The pseudospin and energy variables in this case separafozen disorder in this model. The calculations were carried

Indeed, the nonequilibrium free energy out on a two-dimensional lattice with 3CBO sites for asym-
o R metric boundary conditions—all the boundary pseudospins
sz Tr[P(H+TInP)]dE;dt; (8)  were codirectionalis;=1. We considered only a nearest-

neighbor interaction, taking=J;,/Uy=1. The starting
is minimized with respect to the paramet&ss as a result of  configuration was prepared by uniformly mixing the spin

which we obtain numberss; = *+ 1, taken in equal proportions. The lattice size
N=30" allowed the system to “sense” effectively the an-
P=p({SHII p(E). (9) isotropy field imposed by the boundary conditions.
: The simulation procedure used was the thermostat algo-
wherep(E;) is the Boltzmann energy distribution rithm. Since the space of states at a site is subdivided into
two regions(the right and left potential wells, coupled by the
p(E)=exp(—E; /T){Z; 'S 6(E) — 0(Ei—Up)] region of above-barrier motionthere are two stochastic pro-
4 > cesses occurring in the two regions but which are coupled by
+2Z57(1-S;) 0(Ei—Uo)}- (10 a common channel—the above-barrier region. For this case it

The partial partition functionZ; andZ, are taken over the IS Possible to write the master equation, separated into two
intrawell and above-barrier regions of the single-particle mo-£volution equations for each of the two regidnshere the

tion, respectively: states at the site will be the pseudospin values:
1 o
— =7 — —elT, — —er Jp(X
2.2 =2,= | e aterde, Zo= [ e raterae - )—E [W(X[x')p(x') = W(x'[X)p(x)]
11
whereg(e) is the density of states with reduced enekgy + W(x —W(vlx)o(x
=E/Uq, andr=T/U, is the reduced temperature. After in- zy: [Wedy)p(y) (yhp()]
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J 1 i 1
_r;(ty) =2, [W(yly")p(y")=W(y'ly)p(y)] :
y

+§[W<y|x>p<x>—W<x|y>p<y>]. (15)

wherex,x’ are the states in the first region, ang’ are the
states in the second regiop(x),p(y) are the probabilities

of the corresponding states; the state vectors have dimen-
sionality N. The second terms in the two equations corre-
spond to transitions between the two regions. In our case the
transitions take place via the above-barrier state, which from
the standpoint of evolution belongs to both regions. Modify-
ing the thermostat method accordingly, we obtain all the -3 , -3
transition probabilities at a site: the pseudospin at thesite 0 05 1.0 15 20
can undergo a transition from the state= =1 to the state 1

s;=0 with a probability

FIG. 1. Temperature dependence of the average value of théspit,2)
exp(— EiO/ 7) and of the average enerd§) (3,4). The dashed lines indicate the bound-

Wi o= = . 16 i iorjs; . .
+150 X —E=/ ) T expl = EiO/T) (16 aries of the temperature regiorjsz 1 (O) and 0.1 @)
where
. 1 t (E(t))dt’
Ef=F=]si> sk—7In(Z,/Z)s?, EX=0. <E>=f f&, (21)
2 k t tf_ti
or it can remain in the former state with a probability te(s(t’))dt’
. sS)=| —/——, 22
exp(—E; /1) an jti te—t; (22
+1= = 0/ 5 °
exp(—E /1) +exp —EY7) wheret; is the time at which the measurements start, tais!
From thes;=0 state the spin can undergo a transition tothe limiting number of iterations, counted from. We
either of the states,= =1 with a probability adopted the following values; =100 steps at each site and
. t;=5000 steps at each site. For long observation times, the
We exp(—Ej /1) autocorrelation function introduced here goes over to the
0—=x1 exp(—E; 7)+exp —E; /1) +exp — EC, 7) Edwards—Anderson parameig(t).
(18 By measuring the fluctuations of the energy and average

spin value, one can calculate the specific heat and general-

or can remain in the former state with a probability ized susceptibility:

exp(—EY/7) n
- E(t))—(E)]?
Wo exp(—E; 7)+exp —E'/7)+exp—El, 7 19 C=N>, LE@)—ET (Ir1>7_2< L ,
=1 [
The transition probabilities introduced above satisfy the con-
dition of detailed balance at equilibriumgp(x)/dt 2 [(s(t))—(s)]?
=dp(y)/dt=0, as can be checked directly by substituting X:N;l n 7 ' (23

the transition probabilities into syste(h5).

During the simulation, after every 10 iterations we mea-wheren, = (t;—t;)/At, with At=10 iterations.
sured the average ener{f(t)) at the site, the instantaneous Figure 1 shows the temperature dependence of the aver-
average value of the pseudosgs(t)), the order parameter age value of the pseudospi22) and of the average energy
q(t), which corresponds to the Edwards—Anderson param21). Figure 2 shows the temperature dependences of the
eter for spin glasses, and the pseudospin autocorrelatidadwards—Anderson paramet@0), specific heat, and gener-

function (s;(0)s;(t)): alized susceptibility, all calculated according to formulas
(23). The variations of the autocorrelations in time are shown
(E(t))= ﬂ; (s(t)>=z ﬂ in Fig. 3, and their temperature dependence in Fig. 4. From
N T N the behavior of the curves, one can identify four temperature
S ? regi?nS: tastable glass phase<0.1
_ I\ g4 ) —metastable glass phases<0.1;
q(t)_z’l J;isj(t ar ti)} N; 20 ll—zone of transition from the metastable phase to the
ordered phasédeuvitrification: 0.1< 7<0.25;
30 () s (1 +dt lll—zone of the ordered phase: 025<1;
(s(0)s(1)) = : N(t—t—1) : IV—disordering zoner>1.
I

From here on it will be convenient to present the results
Then, averaging over time, we get individually for each temperature region.
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experimental errofFig. 2). The autocorrelation function is
6 featureless and degenerates into a conskgt 3). All of the
possible spin dynamics in this region is due not to thermal
fluctuations but to the exchange interaction—the adjustment

41 of the pseudospin to its local environment. In this case the
potential barrier at the site plays the role of a blocking
i mechanism that effectively suppresses the temperature-

induced transitions between pseudospin states. The starting
configuration, after reaching a state in which the energy of its
! ‘, coupling with its neighbors cannot be reduced by any single
e “rotation” of the pseudospin, becomes “frozen” in that
state. Thus, incorporating above-barrier one-site states gives
rise to a mechanism for the system to attain local energy
minima. At the upper boundary of this temperature region
FIG. 2. Temperature dependence of the Edwards—Anderson parameterthe thermal fluctuation mechanism becomes important, and
(&), specific heaC (b), and generalized susceptibiliy (c) the system can reach an absolute energy minimum by gradu-
ally passing from one local minimum to another. In the case
of spin glasses the local minima are obtained by introducing
Region I. The main feature of the metastable phase is thadditional rules for testing the one-site states of the system,
freezing of the spin dynamics. The Edwards—Anderson paa measure that seems rather arbitrary from a physical stand-

rameterq(7), which characterizes the degree of the spin dy-point.
namics at a site, is equal to unity to within the limits of Previously a phenomenological approach to the study of
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tion in these regions relaxes exponentially to a limiting value
that depends on the temperatysee Fig. 3h In this case

one can construct the dependencé sf)s(t)) on the tem-
\ peraturer with t fixed (Fig. 4).
" 1 The maximum of the average value of the pseudospin is
08r 4 reached atr=0.25. The lowest mobility of the pseudospin
- ‘ should be expected in the ordered state of the system, where
" thermal fluctuations are not yet able to “break loose” the
\ pseudospins found in the environment with the lowest ex-
\ change energy. The autocorrelation function and Edwards—
N Anderson parameter are direct indications of this.
N In the experiments under discussion the reduced pair in-
~ teraction constanj=1. We also carried out comparative
~o measurements with=0.1 (see Fig. 1 It is seen that whep
1 is decreased, the influence of the exchange interaction
mechanism becomes weaker in comparison with that of the
thermal fluctuation mechanism, and this entails a narrowing
FIG. 4. Temperature dependence(sf0)s(t)) in temperature regions Ill-  Of the ordered phase in terms of temperature and leads to
IV. The observation timeé=100 corresponds to saturation of the autocorre- shifts of the phase transition point and the boundary of the
lation function for the given temperatures. devitrification zone to lower temperatures.

<s(0)s(100)>

04} Q

. A I 1 1 1 1
1

the metastable state in the framework of the PMB was progo'\'CLUS'o'\IS

posed in Refs. 4 and 5. A crystal lattice consisting of a uni- 1, The energy barrier between states at a site gives rise to
form equipartitioned mixture of sites of the two types wasihe existence of a metastable glassy state in the low-
considered. For sites of type 1 the occupation of the |ef§emperature region.

potential well is forbidden, and for type 2, the right. One 2 The destruction of the glassy state occurs in a certain
thereby achieves the same effect of limiting the influence Ofemperature interval and is accompanied by a number of
thermal fluctuations, but by a less physical method. Accordthermodynamic and kinetic features.

ingly, in the first temperature region there are above-barrier 3. The behavior of the specific heat and generalized sus-
states which were absent from the numerical simulation, irseptibility develop features in the devitrification zone.

which the thermal fluctuations were not forbidden but were 4. The autocorrelation function of the pseudospins in the

effectively cut off by the potential barrier at the site. devitrification region falls off sharply with time, but it recov-
Region Il. In the devitrification zone the thermal fluctua- ers again after th|s temperature zone iS passed' The re|ax_
tions become sufficient for the system to get out of a locaktion of the states at a site in the devitrification region is
energy minimum but are not yet sufficient that it can skip thestrongly slowed and has a nonexponential character.
local minima altogether and pass directly into the ordered  Thys the pseudospin model with barriers can be used in
phase. Accordingly, the curves of the specific h&ag. 2D the framework of the pseudospin approach to describe the
and susceptibilityFig. 29 have a peak that anticipates the glassy state and effects of above-barrier motion in structur-
main peak due to the order—disorder transition. ally disordered crystals. The glassy state in a structurally
The parameter(7) in this region decreases sharply disordered crystal has been investigated previously using
from 1 to ~0.7, which indicates the thawing of the spin simplified models that admit exact solutions. For example, a
dynamics. However, the growth of the number of above-y4 model containing a small number of sit@s4x 4 lattice,
barrier site states is still insignificant—approximately 0.24—direct numerical calculatiorwas considered in Ref. 12,
1.5 transitions to above-barrier states per iteration; this isnodel with an infinite interaction range in Ref. 13, and a
insufficient to permit the system as a whole to reach itsone-dimensional chain with nearest-neighbor interaction and

ground state in an avalanche process. a piecewise-parabolic one-site potential in Ref. 14.
The autocorrelation function exhibits a dependence on
the observation timgFig. 38. The kinetics at the sites is | ‘
characterized by a very slow, nonexponential relaxation,E-mail: kovar@host.dipt.donetsk.ua
similar to the case of a spin glass at temperatures abgve
(Ref. 11.
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Direct observation of a manifestation of magnetoelastic coupling in a low-dimensional
virtual ferroelastic

G. A. Zvyagina* and A. A. Zvyagin

B. I. Verkin Institute for Low Temperature Physics and Engineering, National Academy of Sciences
of Ukraine, pr. Lenina 47, 61164 Kharkov, Ukraine
(Submitted November 16, 1999; revised December 10, 11999

Fiz. Nizk. Temp.26, 482—-493(May 2000

The propagation velocities of acoustical vibrations are measured for different directions of
propagation and polarizations in layered alkali molybdates at low temperatures. A comparison is
made of the experimentally obtained absolute sound velocities in virtual ferroelastics and

in systems with the cooperative Jahn—Teller effect. The temperature dependence of the sound
velocities are investigated experimentally in these systems. The change in the sound

velocities in an external magnetic field gives the first direct proof of the presence of an interaction
between the magnetic and elastic subsystems of a virtual ferroelastic. A comparison with

the theoretical calculations suggests the presence of a nonlinear coupling of the electronic
subsystem with optical phonons. @000 American Institute of Physics.

[S1063-777X00)00705-7

1. INTRODUCTION ter, with a(010) cleavage plane. Layers of the alkali metal
M) alternate with layers ofRe(MoQ,), }.... along the crys-

There has been increased interest of late in both experg-

mental and theoretical research on low-dimensional magt_allograpmc axis with the largest lattice parameter. The low-

netic systems with a strong coupling with the lattice, i.e_’symmetry crystalline electric field of the ligands lifts the

with the elastic subsystem of the crystal. This is because dfcJeNeracy of the ground level of the rare-earth (tre
the recent synthesis of a number of low-dimensional com>t@rk effeck splitting this level into(Kramers degenerate
pounds in which phase transitions induced by the coupling oftates With an energy splitting. The first excited electronic
the electrons with the lattice, such as spin—Peierls systemsState in these systemr;llles quite close to the ground (evel

in which, as a consequence of the interaction of the spins df'® order of 10—20cnm). The weak splitting of the ground
localized electrons with longitudinal phonons, there occurs £t@t€ Of the rare-earth ions occurs on account of the strong
doubling of the magnetic unit cell, and also systems withlocalization of thef electrons responsible for the magnetic

orbit—lattice coupling, which is manifested in cooperative Properties of these substances. On account of the strong lo-
phase transitions of the Jahn—Teller tpéPhase transi- calization and the screening of ttieelectrons by the elec-
tions of this type are due to the fact that the degeneracy drons of the outer shells of the rare-earth ions, ftledectrons
the electronic levelge.g., with respect to the orbital quantum play almost no role in the formation of the chemical bonds of
numbers is lifted on account of the lowering of the symme- the crystal. As a result, even in the case of a low symmetry
try of the crystal lattice. Such behavior is ordinarily mani- of the local environment of the rare-earth ion€,J the
fested in systems with strong electron—lattice coupling. ~ (quasjdegeneracy of the low-lying electronic levels can be
Among the most representative examp|e5 of |0w-|ift6d by the interaction with the elastic Subsystem, the
dimensional systems with an electron—lattice interaction oftrength of this interaction being sufficient to lift the degen-
standard strength are the alkali—rare-earth double molyberacy, in analogy with the Jahn—Teller effetsee also the
dates. These substances manifest both substantial anisotrojgyiews"?). Many compounds of the alkali—rare-earth double
in their elastic properties and typically low-dimensional be-molybdate class exhibit a low-temperature structural phase
havior of their magnetic characteristics, and in some of thdransition of the cooperative Jahn—Teller tylfe’ A feature
compounds belonging to this class of substances one olef the cooperative Jahn—Teller effect in the alkali—rare-earth
serves phase transitions that are reminiscent of cooperativiiouble molybdates is that the ordering of the Jahn—Teller
transitions of the Jahn—Teller type. The magnetic ion insublattices is of the antiferrodistortion type.
these systems is usually an ion of the rare-earth group, and The thermal population of electronic states leads to an
therefore(unlike compounds of the iron group, where stan-anomalous temperature behavior of a number of macroscopic
dard magnetism and the Jahn—Teller effect are mutually exproperties of these compounds. In particular, the temperature
clusive), owing to the strong spin—orbit coupling, one can dependence of the electronic heat capacity of such crystals
observe both Jahn—Teller ordering and magnetic dtder.  exhibits a Schottky anomaf'® In systems which undergo
According to x-ray structural analysis, alkali—rare-earththe cooperative Jahn—Teller effect, e.g., in KBIpO,),, the

double molybdates MR®o00QO,), (M=K, Rb, ..., Re=Er, phase transition is manifested in features of the temperature
Dy, Yb, ..) belong to the space grodb%ﬁ (Z=4) of the dependence of the specific heat at low temperatlres.
orthorhombic system.A characteristic structural feature of Members of the class of substances in which the inter-

alkali—rare-earth double molybdates is their layered characaction energyA of the Jahn—Teller ions is less than or of the

1063-777X/2000/26(5)/9/$20.00 354 © 2000 American Institute of Physics
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order of the splitting of the electronic levels of the rare-earthiong-wavelength IR region (14-40¢r) in an external
ions (A=<A), and which therefore lack a spontaneous strucmagnetic field. The authors showed that the application of an
tural phase transition of the cooperative Jahn-Teller type@xternal magnetic field to this compound does not bring
(there is neither ferro- nor antiferromagnetic ordeyjrgre  about a structural phase transition of the cooperative Jahn—
called virtual ferroelasticst Changes in the ratio ok to A Teller type. A study of the temperature dependence of the
can arise as a result of correlations of the Jahn—Teller disnagnetic susceptibility in Ref. 20 did reveal a low-
tortions. This can come about, for example, when an externaémperature magnetic phase transition to an ordered state.
magnetic field is applied. The field splits the Kramers dou-  However, in all the papers mentioned only the electronic
blets into which the electronic levels are ordinarily split in characteristics of the system were investigated, while the
the crystalline electric field of the ligands and can increaseroperties of the elastic subsystem were not studied. The
the ratioA/A so that, at a certain critical value of the mag- goal of the present study was to investigate the properties of
netic field, the system undergoes a phase transition of thie lattice(phonon$ in KEr(MoOy),. In particular, it is nec-
cooperative Jahn—Teller type. A study of the magnetic propessary to understand how the elastic properties of this com-
erties of virtual ferroelasticéeatures in the behavior of the pound change when an external magnetic field is applied.
magnetic resonangén Ref. 12 yielded the phase diagrams For this we investigated the behavior of the sound velocities
of the KE(Mo0O,), crystal in “magnetic field—temperature” in this virtual ferroelastic. First, we determined the absolute
coordinates. The critical values of the temperature, externalalues of the sound velocities for different directions of
magnetic field, and field directiotrelative to the crystallo- Ppropagation and polarizations of the sound waves in
graphic axes at which the order of the phase transition KEr(MoO,), and in its isostructural modifications:
changes from first to second were determined. In Ref. 13 thKY (M0oO,),, in which the magnetic rare-earth ion is replaced
presence of features on the microwave absorption curves & @ nonmagnetic ion, and KIWoO,),, in which a struc-
such crystals was observed when the external static magnefi¢ral phase transition of the Jahn-Teller type had been
field passed through a critical value on the lines of phas@bserved' previously” Second, a number of anomalies in
transitions. These features were interpreted as a manifestfle temperature dependences of the relative changes in the
tion of a cooperative phase transition of the Jahn—Teller typgound velocities for different polarizations were observed in
induced by the external magnetic field. The authors of thos&ET(M0O,)4 in the absence of an external magnetic field. By
papers gave the following explanation: since the change istudying the effect of an external magnetlc_f_leld on the tem-
the position of the different leveldramers doubletsof the ~ Perature dependence of the sound velocities in this com-
rare-earth ions in an external magnetic field is different orPouUNd, we detected a strong influence of the field on the
account of the different values of the effectigefactor, un-  €lastic characteristics of the crystal. Thus we obtained the
der certain conditions the ground and first excited levels mafirst direct proof of the existence of a strong spin—lattice
cross (crossover, and this may induce a structural ph‘,ﬂsecouphng in this virtual ferroelastic. The results of our re-
transition. However, the nature of the features observed iﬁearch clea_rly de[‘;"”s‘rate that the phase transitions ob-
virtual ferroelastics has remained unclear, since the paramc‘-erved previousfyf-**are not connected with changes of the

eters of the elastic subsystem of the crystal were not variegarameters of the elastic subsystem but more likely are of a

nor even measured in the experiments of Refs. 12 and 1§,ure_-ll_3r/1_electron|_c origin. 4 as follows: the ch teristics of
and therefore the observed effect could also be of a pureIY IS paper 1S organized as Toflows. e characteristics o
electronic nature. he samples and a description of the experimental technique

Another possibility for bringing about a structural phaseare presented in Sec. 2. In Sec. 3 we describe the main ex-

transition in virtual ferroelastics is to replace the rare-eartrPC(Zrl'?:lEt?;{iiiltﬁq’o%%?ﬁartiéh;? (;,;”trhalthiermizutlrt;nosft%ﬁq:]e;
ion by a substituent ion of nearly the same size. For exampl uiatl ng uctural p ton |

it has been showifi that the substitution of the nonmagnetic _ayered.system Of. this kind with a pos§ible electron—lattice
ion Y3* for EF*" can lead to a nonmonotonic dependefine mtergcu_on, qnd discuss t'he results. F|r'1ally, a summary of
terms of the yttrium concentratipof the absorption spectra our findings is presented in the Conclusion.
of these alkali double molybdates and can give rise to
temperature-induced anomalies, particularly in the electroni¢ SAMPLES AND EXPERIMENTAL PROCEDURE
characteristics. This presumably can lead to cross splitting of We undertook a study of the acoustical properties of a
the acoustical branches of the spectrum on account of theumber of alkali—rare-earth double molybdates: primarily
dynamic character of the electron—lattice interaction of lay-the virtual ferroelastic KEMoQ,),, the Jahn—Teller system
ered systems with possible Jahn—Teller properties. KDy(MoQ,),, and the nonmagnetic }<(W|oo4)2.2> Since the
The KEI(MoO,), crystal is a member of the virtual fer- structural parameters of crystals containing'EDy*", and
roelastic class, since for K~4 cm *andA~15cm ! (Ref.  Y3* ions are similar, we expected that their elastic charac-
15), i.e.,A<A. Its magnetic properties were studied in Refs.teristics would be similar as well. Possible differences in the
12 and 15, and the features of the microwave absorption in ibehavior of crystals containing the ions’Eand Y** should
were investigated in Refs. 13 and 16-18. It was shown thabe due specifically to the presence of electrom@gneti¢
the g factor of the EF* ion is substantially anisotropi@n-  degrees of freedom in KBvI0O,),. All these crystals belong
isotropy of the Ising type In low magnetic fields the ESR to an isostructural series of alkali double molybdates with
indicates the presence of two inequivalent magnetic centerspace groupD3;, Z=4 and have the following unit cell
while in higher fields only one ESR line is seen. In Ref. 19parameters: for the K®EvoO,), crystal a=5.063A, b
the absorption spectrum of K@1oO,), was studied in the =18.25A, ¢=7.91A; for the KDyMoO,), crystal a
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TABLE |. Absolute values of the sound velocitie$-(10° cm/s) measured along the principal axes of the
crystals aff ~ 77 K. Hereq is the wave vector and is the polarization. The error of the velocity measurements
was 2—3% for longitudinal sound and 1% for transverse sound.

qllb dlle dla
ullb ullc ulc ulla ula ullc ula ula
Crystal calc. calc.
KEr(MoOy,), 2.93 2.00 1.94 1.55 1.38 4.25 2.40 4.92
KY (MoO,), 3.50 2.16 2.24 1.75 1.5 4.36 2.67 5.40
KDy(MoOy,), 3.40 2.04 1.95 1.70 1.3 4.00 2.46 457

=5.07A, b=18.02A, c=7.95A; and for the KYM0O,), to successive balancings of the rf bridge in the absence of the

crystala=5.07 A, b=18.23 A, ancc=7.95A. These single sample in the acoustical arm,f, is the average frequency
crystals were grown the method of spontaneous crystallizancrement when the sample is present in the acoustical arm,
tion from a fluxed melt. The crystals were thin, transparen@ndL is the length of the sample. The rf bridge was operated
slabs of the order of 1 mm thick in the direction of thein a pulsed mode. The sample was placed between pi-
perfect cleavage planac, and samples with geometric di- €zotransducers in the acoustic arm of the bridge, which con-
mensions of~3X1X3 mm were cut out from them. The tained two delay lines. The second, purely electromagnetic
samples did not have visible flawsracks or delaminations ~ arm contained a smooth attenuator, which was used to regu-
The faces of the samples perpendicular toihaxes of the late the amplitude of the comparison signal. It was assumed
crystals were the natural cleavage surfaces and were not suthat the change in phase introduced by the piezotransducers
jected to any special treatment. The directions ofatendc ~ and feeders as the frequency was tuned in the given range
axes were determined with the use of an interference micragcan be approximated by a linear function. The delay lines
scope with a subsequent monitoring of the orientation by théerved a dual purpose: they permitted determination of the
Laue method. The sample faces containing llteand ab amplitude—phase characteristic of the transducers when the
planes were dry sanded on fine sandpaper. The planéample was swapped or removed, and they separated the
parallelism of the working faces was monitored only visuallysignals of different polarizations in time. The error of the
and was within 10—2Qm. method used was 0.5% for samples with lengths of the order
Measurements of the relative changes of the sound vesf 3—4 mm, 1% for samples-1 mm long, and 3% for
locities with changing temperature were made in the pulsedamples less than 1 mm long.
mode by a phase method at a frequency of 54.3 MHz. The
frequency range was detgrmmed by the requirement thgt thf_ EXPERIMENTAL RESULTS AND DISCUSSION
wavelength of the probe vibrations be smaller than the linear
dimensions of the samples and piezotransducers. In the mea- Measurements of the absolute sound velocities were
surement of the relative changes of the sound velocities wenade in alkali double molybdates of different composition:
used germanium delay lines. The change of the sample din the virtual ferroelastic KEMoQO,),, in its nonmagnetic
mensions with temperature was not taken into account. Thisostructural modification K¥MoQ,),, and in KDY(MoO,),,
technique for acoustic studies in thin, nonconductingin which a spontaneous phase transition of the cooperative
samples is described, e.g., in Ref.(8&e also Ref. 22, which Jahn-Teller type occurs. The results of the measurements for
describes an apparatus for studying the change in the velodifferent polarizations and propagation directions of the
ity of ultrasound at low temperaturesThe temperature was sound waves are presented in Tabl@ lis the polarization
changed at a rate of10K/h in the temperature interval vector of the sound wayeKnowledge of the absolute values
2-65 K. The temperature was measured by a carbon resisf the sound velocities is necessary, e.g., for calculating the
tance thermometer that was not in direct contact with thdattice contribution to the low-temperature specific heat of
sample; the accuracy of the measurements was 0.5 K or bethe crystals.
ter for the absolute quantities and 0.05 K or better for the  From a comparison of the absolute values of the sound
relative quantities. For the measurements of the relativeelocities in the virtual ferroelastic, the system with nonmag-
changes of the sound velocities in an external magnetic fieldetic ions, and the Jahn-Teller crystal with the rare-earth
a superconducting solenoid was used, with a maximum magens Dy**, we see that there are no substantial differences in
netic field of ~40 kOe. the characteristics of these crystals. As a rule, the sound ve-
The absolute values of the sound velocities were mealocities in KDy(MoQ,), lie between the corresponding val-
sured by a phase method which had been developed earliaes for KEfMoO,), and KY(MoQ,),. Therefore, one can
and is described in detail in Ref. 23. The value of the absoeonclude that, at least in the high-symmetry phase, the pa-

lute sound velocity was calculated using the formula rameters of the dispersion curves of acoustical phonons of
_ the virtual ferroelastic and of the system exhibiting the spon-

SoL Af, 0 taneous cooperative Jahn-Teller effect are close.
1—Af_2/Af_1, Let us make a comparison of the experimental values of

o the absolute sound velocities and the results of the theoretical
whereAf; is the average frequency increment correspondingalculations. It is known that for the propagation direction of
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a sound wave with wave vectgralong the axis perpendicu- Ao a
. . . 2 1 n2 a1
lar to the layers, all the frequencies of the vibrational modes ~ @“(q)= ———=sin| —= (6)
of the given lattice, both acoustical and optical, are propor- o
tional to the interlayer interaction constant. Thus for a weakand for transverse vibrationgh)
interaction between layers their frequencies remain small 8ab?
compared to the vibrations in the layer, all the way to the  w?(q)= m
boundary of the first Brillouin zonésee, e.g., the theoretical
study of the dynamical characteristics of layered crystals in ag; bg, CO3
Ref. 24. Since for the velocities of the long-wavelength X|1=cog —~|cog —~|cos —-| |, @)

acoustical vibrations the influence of the noncentral interac- ) ) T

tions, which are important, for example, in the study of thewherea, is the force constant of the interaction in the plane.
bending vibrations of layered crystals, can be neglected, and The results of the calculations of the sound velocities in
the dispersion relations for low-frequency acoustical mode$his simplified model of a layered crystal are presented in
for an arbitrary direction in the basal plamg=(q;,043) Table I. For estimating the values of the elastic shear con-

have the form stants we used the data obtained in Ref. 4 from measure-
ments of the optical elastic vibrations. We note that these
5 . M+M elastic constants turned out to be different for different crys-
o (q)=a mM tallographic directions. We recall that the frequencies of the
, optical branches of elastic vibrationsggt O are proportional
N V(M —m)?+4mM cos (ad;/2)cos (cas/2) to the same elastic shear constants and inversely proportional
T o . . .
mM to the reduced mass of the unit cell. Thus the propagation

@) velocity of acoustical vibrations can be found if one knows
the values of the total and reduced mass, the interatomic
For the direction perpendicular to the basal plage distance, and the frequencies of the optical elastic modes.
=(0,0,,0) we have a dispersion relation analogous to thaifhe calculated values agree rather well with the data from
for a two-sublattice linear chaifsee, e.g., the monograh ~ measurements of the absolute values of the sound velocities.
It follows from what we have said that measurements of
02(qy) = a(m+M) only t.he _absolute v_alue_s of the sounq veIo_cities for different
mM polarizations and directions cannot give evidence of the pres-
—— ence of a structural phase transition in the system. A struc-
X[1=V1-4[mM/(m+M)?]? sinf(ba,/2)]. tural phase transition in a crystal is ordinarily manifested in
3 anomalous behavior of the relative changes of the sound ve-
_ o locities with temperature. In addition, if the features of the
Herem andM are the effective masses of the layérsthis  4coustical characteristics are due to the electramimgneti¢
case the layers of alkali ions Mand of RéMoO,), , respec-  gpsystem of the crystal, then the application of an external
tively), and a is the force constant characterizing the inter- magnetic field should have a substantial effect on the char-
layer interaction, i.e., the elastic shear constant. The plugcter of these features, even though the absolute values of the
sign in front of the radicals corresponds to the optical modenanges of the sound velocities in the external magnetic field
and the minus sign to the acoustical mode. In the longyre ordinarily small. We therefore investigated the behavior
wavelength limit one can obtain the dispersion relation fory the relative changes of the sound velocities of different

acoustical modes of vibration in the basal plane polarizations along the principal crystallographic directions
2 2 in the virtual ferroelastic KEMoO,), at low temperatures,
2 a[(aql) +(Cq3) ] H h fth e he |
w?(q)= 5 v (4) i.e., atthe temperatures of the transition to the low-symmetry
(m+M) phase. We note that in KBvoO,), the absence of apon-

taneouscooperative Jahn—Teller effect was assumed solely
on the basis of the experimental data from studies of the
172 optical and magnetic¢i.e., purely electronic properties of

) this crystal?5|n Figs. 1 and 2 we present the results of

measurements of the relative temperature-induced changes of

In the derivation of the formulas for the dispersion relationsthe sound velocities for different polarizations. Here is an
it was assumed that the polarization of the acoustical vibraappropriate place to mention the basic characteristics of the
tions is collinear to the direction perpendicular to the layersinvestigated structural phase transitions according to the phe-
For displacements lying within the layer, the secular equanomenological analysis of the Landau thedsge, e.g., the
tion turns out to be fourth-order, and so analytical formulasmonograph’ and the revie#). In the acoustical spectrum of
for the dispersion relations cannot be obtained in explicitan orthorhombic crystal at a nonferroelastic phase transition
form. One can, however, write equations for the dispersionthe temperature dependence of the velocity of transverse
relations for vibrations of this kind in a simplified one-atom sound should have a kink. The sign of the jump of the de-
(scalaj model, since we are primarily interested in therivative can be arbitrary. As to the velocity of longitudinal
acoustical modes. In this case the role of the mass is playesbund, its temperature dependence should have a jump at the
the total mass of the cell, i.,em+M. Thus for the first critical point. We have constructed a standard theory for de-
branch(polarization in theac plane we havé® scribing the relationship of the magnetjgseudospin in the

and vibration perpendicular to the layers

amM

o(q)=bq, 2(mIM)?
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FIG. 1. Temperature dependence of the relative changes of the velocities of transverse sound ifiMte©KECrystal; gl c, ulja; solid curve—the case of
zero external field, dashed curve—in an external magnetic field of 35 K& (a); gjlc, u|b (b), glla, ul|b (c).

case of a phase transition of the Jahn—Teller tylsing-like ~ temperature, high-symmetry phase is the linear electron—
subsystem and the elastic subsystem of an orthorhombiattice interaction parametey, is the unit cell volume, and
crystal in the mean field approximatidsee, e.g., the analo- x(T) is the homogeneous susceptibility of tfgseudg@spin
gous theoretical treatments of the cooperative Jahn—Tellesubsystem, which is determined self-consistently in the high-
effect.?°=3! Taking a linear coupling of the spijpseu- symmetry and low-symmetry phas€s3! Such a theory in
dospin and elastic subsystems of the crystal leads to a renothe mean field approximation gives a temperature depen-
malization of the corresponding velocities of transversedence of the sound velocity which agrees qualitatively with

sound, which become the result of the phenomenological Landau-type th&8tin
g 7Px(T)| 12 the neighborhood of the phase transition temperature,
—_ = + —
s+ ©
{ 2 1/2
where S}, is the velocity of sound in the system in the ab- St<1_ t”) ' 9)
sence of (pseudgspin—lattice coupling (in the high- So Spa(T—To)
a b
W r w |
~ ~
%) %)
<L < L
I }0‘4
0 5 10 15 20 25 30 0 5 10 15 20
T,K T,K

FIG. 2. Temperature dependence of the relative changes of the velocities of longitudinal sound in(Me®Ercrystal:g| a, ul/a; the solid curve is for the
case of zero magnetic field, the dashed curve for an external magnetic field of 351K€e(&); gl|c, ul|c (b).
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whereT is the temperaturel is the transition temperature, rare-earth ion E¥'. If there is indeed a coupling of the mag-
anda is the coefficient of the quadratic term in the Landaunetic and elastic subsystems in this crystal, then such an
expansion of the free energy in powers of the order paramnteraction should have qualitative manifestations precisely
eter. If one takes into account the nonlinear coupling of then the neighborhood of the structural transformations, where
(pseudomagnetization of the rare-earth ions with optical the change of the acoustical characteristics caused by even
phonons’’ for example, then Eq(8) is transformed to the slight changes in the external magnetic field should be most
following:*® significant. Figures 1a and 2a show the results of measure-
12 ments of the relative temperature-induced changes of the ve-
— = (1—9X(T))] , (10) locities of transverse and longitudinal sound in a 35-kOe
So external magnetic field parallel to the propagation direction
of the sound(the dashed curveslt is seen that a magnetic

whereg is the coupling constant for the aforementioned non-,. ) . .
linear ?:oupling pling field does indeed have a substantial effect on the behavior of

A nonzero value of the measured velocity of transverséhe acoustical characteristics of the system. This is a direct

sound at temperatures below the critical pdihie tempera- confirmat?on c_)f the presence Of_ a s_trong magneto_elas_,tic in-
ture of the kink demonstrates the existence of a nonlinearteraction in this crystal. We see in Fig. 1a that the kink in the

coupling between thépseudaspin and elastic subsysterifs. j[emperature dependence of the velocity of_ transverse soqnd
This, in turn, rigorously implies that the possible phase trani" the presence of an external magnetic field becomes sig-

sition is first-order® However, it must be emphasized that nificantly more pronounced, and the characteristic tempera-

the temperature dependence of the velocity of transversi'® Of the kink is shifted to lower temperatur@s it should

sound manifests anomalous behavior only for one directiof?® @ccording to the theoretical predictidh¥ of the behav-

of propagation of the sound wave in the cryssse below. ior of the magpetit; characteristbcsAs to the Iongitgdiﬂal
Analyzing Figs. 1 and 2, we note that only the acousticals_ound' we see in Fig. 2a that in an external magnetic field the
vibrations with wave vector directed in the plane manifest ~ SiZ€ of the feature Qecreases and the temperature dependence
anomalous behavior. This indicates that the electronic mag?f the sound velocity becomes more gradual.

netic (orbital) modes can be coupled only with these acous- W€ investigated the behavior of the velocity of trans-
tical vibrations, by an interaction that is possibly of the Verse sound whose wave vector and polarization vector lie in

Jahn—Teller type. We see in Fig. 1 that near 12 K the temtheac plane of the KEiMoO,), crystal, as a function of the
perature dependence of the velocities of transverse sound h&gnitude and direction of the external magnetic field. The
anomalies for all orientations. One can interpret thesd®Sults of the measurements are presented in Figs. 3 and 4. In
anomalies in the temperature dependence as kinks. For tf{ge case when the magnetic field is directed along-thgis
caseq||c andulja (Fig. 1a;q is the wave vector and is the of the crystal, the sound velocity behaves as foll¢gsex Fig.
polarization of the acoustical phonothe anomaly is weak 3@ for temperatures beto 7 K the AS/S(H) curves have a
(~5x10°°) and is displaced to lower temperatures. Thebroad maximum in the neighborhood of 25 kOe and a kink
temperature dependences of the relative changes in the v&r slight jump nearH~4 kOe. The anomaly ati~4 kOe
locities of longitudinal acoustical vibrations are given in Fig. becomes sharper as the temperature is lowered. Figure 3b
2. It should be noted that anomalous temperature behavior gemonstrates the evolution of this anomaly in a larger scale;
present only in the casg|ula (Fig. 2a. The feature near We see that at temperatures below 0.9 K an additional jump
T=12K resembles a jump that is smeared out over a smafpPpears in the magnetic-field dependence of the sound veloc-
temperature interval. The value of the relative change of thély, and it becomes more pronounced as the temperature is
sound velocity in this case is significant X80 %). For lowered. Figure 4 shows data on the relative changes of the
comparison we note that in the Ko0,), crystal(a virtual velocity of transverse sound as a function of an applied mag-
ferroelastig the change of the corresponding velocity of lon- netic field directed along tha axis. At high fields the field
gitudinal sound is even larger than in the system containinglependence is monotonisee Fig. 4a and there is no maxi-
dysprosium ions, for which the spontaneous structural phas@um atH ~20-25kOe, as there is for the other direction of
transition is manifested both in the properties of the electhe magnetic field. However, in magnetic fieltts~1 kOe
tronic subsystem and in the elastic characterigfids/e did ~ one can see a weak anomaly in the field dependence of the
not detect any anomalies in the behavior of the other twsound velocity. We note that at values of the magnetic field
velocities of longitudinal sounésee, e.g., Fig. 2bThus an  below the critical values the sound velocities are practically
analysis of the temperature-induced changes in the sourihaffected by changes in the amplitude of the field. Figure
velocity in KEMoO,), does not permit a rigorous identifi- 4b shows the behavior of this anomaly at lower tempera-
cation of the anomaly in the behavior of its elastic charactertures. A comparison of Figs. 3 and 4 clearly shows that a
istics as being due to a structural phase transition. Howeveghange in direction of the magnetic field in tlae plane
in comparing the behavior of some of the sound velocities ifundamentally alters the character of the dependence of the
this compound with the behavior of the corresponding soundbehavior of the velocities of transverse sound on the value of
velocities in systems with a first-order Jahn—Teller phasgéhe magnetic field.
transition?® one finds that they have much in common. These data cannot rigorously confirm the presence of a
In accordance with the analysis set forth above, it wasstructural phase transition of the Jahn—Teller type in this
necessary to investigate the behavior of the relative changedrtual ferroelastic, but certainly some of the features of the
of the sound velocities in an external magnetic field, whichtemperature behavior of the sound velocities are similar to
should split the Kramers doublets of electronic levels of thehose which would be expected at a first-order phase transi-
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FIG. 3. Relative changes in the velocities of transverse sound in théVioE),), crystal forg||c, ula versus the strength of an external magnetic fielid
for various temperatures, in the field ranges <40 kOe(a) and 0<H <15 kOe(b).

tion of the Jahn—Teller type. At temperatures-o12 K the ~ compound:* The results of a study of the behavior of the
elastic subsystem undergoes a phase transformation invol@coustical characteristics of a virtual ferroelastic in an exter-
ing a displacement in thac plane, which is expressed in an nal magnetic field is unquestionably a direct indication of the
anomalous temperature behavior of the elastic characteristiggesence of an interaction between the magnetic and elastic
of the corresponding acoustical modgsis agrees with the subsystems of the crystal. However these studies did not re-
hysteretic character of the dependence of the dynamic mageal any anomalies in the behavior of the elastic subsystem
netic susceptibility). We note that the theory of the tem- which would indicate the presence of a structural phase
perature dependence of the sound velocities also attests t@nsformation in the crystal in the range of temperatures and
the presence of a nonlinear coupling of the electronic degredgelds where the features are observed in the magnetic
of freedom of the crystal with the optical phonon branchespehaviort***The features in the behavior of the elastic char-
in agreement with the results of IR absorption studies in thisacteristics in small magnetic fields4 kOe and at low tem-

a b
T,K
-1 5107° ’
> 04K
0.8K
@ | 1.5K
0 n
< <
L L s L 1 1
0 10 20 30 40 0 1 2 3 4
H, kOe H, kOe

FIG. 4. Relative changes in the velocities of transverse sound in théVioEY,), crystal forg|c, ul|a versus the strength of an external magnetic ftéjé
at various temperatures, for in the field rangesH<35 kOe(a) and 0<H < 3.5 kOe(b).
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peratures~ 1 K are apparently due to a transition of the elec-ear coupling of the optical phonon modes of the crystal with
tronic subsystem to a magnetically ordered state and t@scillations of the electronic subsystem. The presence of
metamagnetic phase transitions irthis correlates with the such a nonlinear coupling will make it so that if there is a
results of susceptibility measureméflis We note that the spontaneous structural phase transition in the system, it
existence of two critical points in the magnetic-field depen-should be a first-order transition. However, a rigorous con-
dence of the sound velocity at low temperatures in a fieldirmation of the presence of a structural phase transition
directed along one axis in thec plane, and of one critical could not be made on the basis of the available data, since
point in the analogous curves when the field is oriented alonge existence of a nonlinear coupling is a necessary but not
the other axis, agrees with the results of Ref. 20 and attests &fficient condition.
the presence of at least two magnetic sublattices in the mag- Our study of the temperature behavior of the sound ve-
netically ordered phaséanalogous to the two inequivalent locities in a virtual ferroelastic in an external magnetic field
magnetic centers in the paramagnetic pha&kernative ex-  has for the first time demonstrated rigorously the presence of
planations for the anomalies in the temperature behavior ot substantial interaction of the magnetic and elastic sub-
the sound velocities at temperaturesi2 K, other than a Systems in crystals of this type. Our study of the low-
structural phase transition in the elastic subsystem, might bi&mperature magnetic-field dependence of the sound veloci-
either a change in the temperature-dependent occupation 8¢S has shown that the transition of the magnetic subsystem
the two lowest electronic doubletan effect of the Schottky Of the crystal to the ordered state is manifested in anomalous
type) or an anomalously strong coupling between the elecbehavior of the elastic characteristics of the system. How-
tronic states and the completely symmetric deformatiorever, the absence of anomalies in the behavior of the sound
mode, which could substantially alter the parameters of th&elocities in fields of~30-40kOe suggests that the phase
crystal lattice without lowering its symmetry. As to the phasetransition previously observed by optical and magnetic meth-
transition that is manifested in the magnetic characteristics g®ds is most likely due to features in the behavior of the
the virtual ferroelastic in fields of-30-40kOe!**3it can  strongly coupled spin and orbital subsystems of the crystal.
apparently be explained as a transition which occurs in thdhe possible orbital quasiordering, which would lead to the
spin and orbital electronic subsystems of the rare-earth iongppearance of at least two magnetic centers with highly an-
and has only a weak effect on the elastic subsystem of thigotropic g factors in the low-symmetry phase of even a
crystal. This transition is most likely due tquasjordering ~ paramagnetic crystal, does not have a substantial effect on
in the orbital subsystem, which could possibly lead to a douthe elastic subsystem of the virtual ferroelastic; this circum-
bling of the magnetic sublatticésvo magnetic centers with stance is a new kind of manifestation of the cooperative
different substantially anisotropig factorg in the (disor- ~ Jahn-Teller effect in systems with strong spin—orbit cou-
dered magnetic subsystem of the crystalA strong mag-  pling.
netic ﬁgld ”at”“'?‘”y Iea.ds to the ef.fef:tlve collap.se of the The authors express their sincere gratitude to S. V. Zher-
magnetic sublattices, with characteristic features in the ESR . :

s ; . litsyn, V. I. Kut’ko, I. G. Kolobov, S. B. Feodos’ev, and V.
spectrum:® the anisotropy of the factors leading to a sub-

stantial orientation dependence of the critical magnetic fiel '.F'I for_ assistance In different stages of this study and for
valuel? ruitful discussions. A. A. Z. thanks the Deusche Fors-

chungsgemeinschaft for support and the Institute of Theoret-
ical Physics of the University of Ko for hospitality during
the completion of part of this study.

In summary, we have reported a low-temperature ultra-

sound study of alkali molybdates: the virtual ferroelastic*E | na@ilt khark
. . . -mall: zvyagina@ilit.knarkov.ua

KEr(M0Oy), and Its |sostr_uctural analogs KMoO,),, V\_”th . VAlthough estimates of the absolute values of the sound velocities in
a nonmagnetic ion substituted for the rare-earth erbium ion,kpy(Mo0,), are given in Ref. 21, the measurement technique used in the
and KDy(MoQ,),, in which a spontaneous cooperative effect present study yielded more accurate data.
of the Jahn—Teller type had been observed earlier. For thesZ)éif:Fef_”}Z y:]”iulfg iort‘ i?f ”C’t”tfr?ag?]e“&tth? f_‘pp"‘ﬁﬂfm of ?nle_XtemT m??'

: etic Tiela snould not arfec € characteristics O IS Crystal, In contrast to
calcu!gtlons We_ measur,ed the absolute valugs of the Soun(Iiompounds containing the rare-earth ions erbium and dysprosium.
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A temperature-dependent change in the decay kinetics of the luminescence afmPurity ions

in the Y,SiOy crystal is observed. On the basis of the deviation of the luminescence decay
law from a single-exponential form and the presence of a characteristic rising front in the
luminescence kinetics it is established that there is a temperature-dependent transfer of
electronic excitation energy between two optical centers in §®iQg crystal. © 2000 American
Institute of Physicg.S1063-777X00)00805-7

1. INTRODUCTION obtained laser pulses with a duration at half maximum of

The crystal lattice of yttrium oxyorthosilicate ,%iOs ~50 ns, W't_h a repetition rate of 1-10 kHz. The lumines-
(YSO) has certain structural featufethat are manifested in cence Kinetics of the samplt_es was rgcorded by a standard
the optical spectra and the dynamics of electronic excitationgme'corr('jIatecj photon counting technique.
of impurity ions?>~* For example, the presence of two in-
equivalent ¥* cation positions in the unit cell of YSO 3. EXPERIMENTAL RESULTS
gives rise to a doublet structure in the optical spectra of the

impurity ions EG*, Nd®*, and P#* (Refs. 3, 5, and 6 Each N N5 o .
of the cation positions of YSO can have its own hierarchy ofE.u3 gnd Nd ) can occupy two inequivalent™¥” cation
tes in the unit cell of the YSO crystal and can thus form

inequivalent optical centers, as has been observed by thfé PR* optical ; Und lect itai f th
method of optical hole-burning in the spectral lines ot Pr F\>A|l30* i Olp |cat cen fers. tn er tste ec|.|ve exc:calllontﬁ €
impurity ions in YSO? optical centers of one type at tifg line (we follow the

Elucidation of the microscopic nature of the impurity notation of Ref. 3, at liquid-helium temperatures only the

centers in the YSO crystal and for the entire homologou%ﬁm'nescen%e stpr)]ecttrum Oft those Cente;st W8aos KObSdérV?ﬁ'
series of rare-earth oxyorthosilicates is a topical problem, owever, when Ihe temperature was raised to underthe

since these crystals are considered promising for the deveFa ¢ excitation con(_jltlo*ns, the Iummesc'ence spectrum ex-
opment of new laser and scintillator materiafs. hibited the spectral lineg; due to the luminescence of the

In this paper we report the results of an investigation 01":)r3 Impurity ions occupying the other, inequivalent cation

the optical spectra and luminescence kinetics 8f Rmpu- site in the YS_O latticé. This feature is reflected i_n Fig. 1.
rity ions in the crystalline matrix of YSO. It is a continuation The spectral lineyy, 8, andd;, correspond to optical ran-

of Ref. 3 and contains yet another experimental com‘irmatioﬁr'{“or;]S frolm the IgweL Stark compon(fanrt] of éhe te;mfZ to
of the thermally activated transfer of electronic excitation€ three lowest Stark components of the t Hh (Ref. 3.

: . . o
energy between the two types ofProptical centers in the Accordingly, yg corresponds to optical tra3nS|t|ons between
YSO crystalt—3 the lower Stark components of th®, and*H, terms be-

longing to the second type of Pr optical center. The spec-
tral line y, (Fig. 1) is due to the luminescence from the
thermally populated Stark component of ti, term, which

The spectroscopic equipment and cryogenic techniquess separated from the lowest component by 57.6 titRef.
used in this study are described in detail in Ref. 3. 3). The spectral linesy; , &5, etc. do not show up in the

For the detection of the luminescence kinetics we moduluminescence spectrufirig. 1) on account of their low in-
lated the radiation from an LGN-402 cw argon laser bytensity and their coincidence with more intense spectral lines
means of an ML-102 electrooptic modulator. As a result, webelonging to the Pi" optical centers of the first type.

It was established in Ref. 3 that®Primpurity ions(like

2. EXPERIMENTAL TECHNIQUES

1063-777X/2000/26(5)/4/$20.00 363 © 2000 American Institute of Physics
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FIG. 2. Luminescence decay kinetics of the spectral liiye which is
formed as a result of optical transitions between the energy level GRhe
M&rm and the Stark components of the, term (T=80 K, detection wave-
length of the luminescence kinetics 488.9 nm, time constant of lumines-
cence decay~2.2 us). The inset shows a portion of the absorption spec-
trum of PP impurity ions in the region of the laser excitatighy.

FIG. 1. Fragment of the luminescence spectrum &f Rons in the YSO

D, and®H,. The inset at the top shows the luminescence spectruntof Pr
ions, due to optical transitions between the single level offhgterm and
the Stark components of tHgl, term.

Pr* optical centers of the second type, lies 202.4 ¢ém

In addition to the temperature dependence/pfwe ob-  higher in energy.
served a temperature dependence of the energy of the spec- In the part of the spectrum that is formed by optical
tral line 8, (Fig. 1), which prompted us to refine the inter- transitions from the single energy level of the, term to the
pretation of the spectral lined,, 8,, and v} . For this we  Stark sublevels of théH, term (the spectral line$,; and 5,
investigated the structure of the luminescence spectrunm the inset in Fig. 1, the luminescence kinetics was single-
formed as a result of optical transitions from fti&, termto  exponential both 6 K and at 80 K(Fig. 2). Similarly, at
the Stark components of thi#l, term3 A fragment of this T=6 K the decay kinetics of the luminescence of the spec-
spectrum is shown in the inset at the top of Fig. 1. Thetral line y, was described by a single-exponential law with a
structure of the spectrum does not depend on the temperéme constant~ 120 us. This is what would be expected for
ture. There is no additional temperature-dependent spectradolated impurity centers. The difference of the decay con-
line observed between the lin@s and 6,. The coincidence stants of the luminescence at the transitions from the sublev-
of the frequency intervals separating the spectral likeand  els of the'D, and®P, terms to the sublevels of tH#l , term
8, from By and yy confirms the correctness of the interpre- is due to the fact that the optical transitions from the sublev-
tation of yo, 8;, andé, as spectral lines belonging to optical els of the'D, term are accompanied by a change of the spin
transitions from metastable levels of the, and®P, terms  multiplicity and are therefore more strongly forbiddel.
to the three lower Stark components of thé, term? Since At liquid-nitrogen temperaturesT(= 80 K) the lumines-
optical transitions within thé shell are forbidden by parity, cence decay kinetics of the spectral ling (Fig. 1) was
the intensity of the spectral lines corresponding to them casignificantly alteredFig. 3). It had acquired a clearly non-
depend on temperature and on the particular combination afingle-exponential character and was described by the sum of
Stark levels between which the transition occlit®. two exponentials with time constants~7.8 us and r,

To obtain more detailed information about the causes of-30.2 us (Fig. ). The faster decay of the luminescence line
the y; line in the luminescence spectruffig. 1), we studied 1y, at 80 K than &6 K can be explained as being due to the
the luminescence kinetics of Prions in the YSO crystal. activation of channels of nonradiative relaxation of the elec-
The decay kinetics of the luminescence of th&"Pimpurity  tronic excitations of the metastable levels. The decay kinetics
ions was studied under selective excitation of one type obf the y§ luminescence line had a characteristic rising front
Pr3* optical center at thgg, line (see the inset in Fig.)2It  that was absent in the luminescence decay kinetics of the
is important to note that the spectral li@ , belonging to  spectral liney, (Fig. 3. Consequently, the PF optical cen-
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electronic state is single-exponential with the corresponding
time constanti(;) ! or (r,) L. If ky;#0 butk,=0, the lu-
minescence decay kinetics of the upper state remains single-
exponential with a time constant(+k;) . The lumines-
cence decay kinetics of the lower state can have a rising front
if ry~r,~Kkjy, while fort>(k,) ! it is single-exponential. A
non-single-exponentialtwo-exponentigl law for the lumi-
nescence decay kinetics of the upper state can arise only in
} the casek,+# 0. Consequently, the shape of the actual lumi-
PR nescence decay curve of the spectral lipggand y§ (Fig. 3)

* gl is evidence that there are not only forward hops but also
. . backward hops of the electronic excitation between the two
-, S types of Pt* optical centers.

in(Iy,I)

o7 L i 4. DISCUSSION OF THE RESULTS

N The microscopic mechanism of the electronic excitation

y transfer process remains unclear. Both hypotheses as to the

R possible mechanism of excitation of the luminescence of the

Pr3* optical centers of the second type lead to serious incon-

. L sistencies.

6 e, For example, two questions arise in the framework of the

, . , ", hypothesis of radiationless transfer of electronic excitation

0 100 200 energy. The classic case of Forster—Dexter trahsfécan-

Channel number (0.5 ps/ channel) not be realized, since there is no overlap of the spectral band
in the luminescence and absorption spectra of tHé -

FIG. 3. Luminescence decay kinetics of the spectral lipeand ¥; . Ab- ity jons localized at different cation sitésdowever, the

p_rommatlon of .the I.umlnescence kinetics by a sum of two fxponentlalstransfer of energy between impurity centers can occur with

gives the following time constants; ~7.8 us, 7,~30.2 us andr] ~17.8 e . . .

s, 75 ~76.2 us (T=80 K; n, andn, are the populations of the levels  the participation of lattice phonons, even in the absence of
overlap of the corresponding optical specftd! This
mechanism was proposed previously in a preliminary analy-

ters of the second type, to which the spectral lijfe be-  sis of the experimental resuftdn that case, however, one

longs, are excited after times exceeding the duration of theannot explain the transfer of energy over a distance of a

laser pulse, i.e., the direct laser excitation of th&"Ruptical  thousand lattice constants. At an initial concentration of 0.1

centers of the second type is ruled out. The decay law of that. % the average distance betweefi'Pons is large. How-

luminescence of the spectral lingg is also non-single- ever, if one assumes that the*Primpurity ions settle in
exponentialFig. 3). Approximation of the luminescence de- pairs in the cation sites of the same unit cell, then the pro-
cay kinetics of they§ line by a sum of two exponentials posed transfer of energy between inequivalerit Ruptical
gives the following time constants:y ~17.8 us and 75 centers can be rather efficietthe inequivalent ions would
~76.2 us. be separated by a distance of3 A). While there is no

The non-single-exponential decay law of the lumines-experimental proof for this hypothesis, dimers of impurity
cence of the spectral lineg, and y¢ and the presence of a ions are known to form in other crystaf.

rising front in the luminescence kinetics of the spectral line  The second alternative explanation of the experimental

y& cannot be explained in the model of an isolated impurityresults, based on the idea of a mobilé Pimpurity ion, is

center. These featur€Big. 3) can arise in two cases. Either also inconsistent with the established ideas. It has been

there is a radiationless transfer of electronic excitation enshowrf that at each cation site the 3Primpurity ion has
ergy between the two types of Proptical centerS'* (a  several inequivalent positions. In one of the cation sites there
radiative mechanism is ruled out by the explicit temperaturere four of these, and in the other there are o turn, the
dependence of the effect and the absence of overlap of tHer* impurity possesses mobility within the confines of each
spectral bands in the corresponding spectra belonging to theation site? In the context of the present discussion, how-
two types of P¥' optical centers™!3, or a PF* impurity ion  ever, the mobility of the Pf" ion must be such that it can

in the excited state can change the type of optical center thop back and forth from one cation site to another lying a

which it belongs™® distance of~3 A away. There must also be a vacancy at one

Both mechanisms can be described by an extremelgf the cation sites. It is now known for certain that in the
simple kinetic modelsee the inset in Fig.)3According to  pure YSO crystal the two different® cation sites differ in
this model, the luminescence decay kinetics of the two electhe coordination of the oxygen iofiddowever, the incorpo-
tronic states that exchange electronic excitation energy igation of a P#* impurity ion, with a larger ionic radiugl.06
governed by a combination of the constanis r, (which A as compared to 0.92 A for%"), can significantly distort
describe the rate of radiative relaxaticond ky, k, (which  the structure of the unit cell, which becomes more loosely
describe the rate of exchange of electronic excitatibnthe  packed. This is confirmed by the fact that rare-earth impurity
trivial casek, =k,=0 the luminescence decay law for eachions with ionic radii exceeding that of % can enter the
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Research results on the specific heat of TIfCe S, (0=<x=<0.04) crystals in the temperature

range 4.2—300 K are presented. It is found that [[I}Ce,S, crystals have a second-

order phase transition in the temperature interval 173.4-214 K, and the sharpness of the specific-
heat peaks decreases gradually as cerium is substituted for indium i TIl@S2000

American Institute of Physic§S1063-777X00)00905-1

TIinS, is a complex layered crystal of the type onthe G(T) curves were observed at temperatures of 214.9,
I-I-VI ,. The structure was initially classified as 210.9, 208, 206.1, 196.9, and 173.4 K.
tetragonaf, with parametera=7.74 A, c=30.0 A, with z By graphically extrapolating®,(T) we calculated the
=16 formula units. In Refs. 2 and 3 it was established thanomalous contributions\C, to the specific heat, with
TlinS, crystals occur in two modifications. The parameterswhich we could determine and analyze the characteristics of
of a-TlinS, area=8.00 A, c=3.072 A, with four formula the phase transition in the TllpSrystal. Figure 2 shows the
units in the unit cell. Fop-TlInS, the respective values are temperature dependence of the specific heat in logarithmic
a=7.75 A,c=29.698 A, andz=16. The compound TlinS  scale over the temperature interval 4.2-100 K. It is seen in

has several other modifications besides tHeée. the figure that the specific heat of Tlip% described by a
In this paper we report the results of a study of the spelaw «T23in the temperature interval 5.8—8.8 K, while in the
cific heat of Tlin,_,CeS, crystals. temperature interval 8.5—-20 K the specific heat varies by a

The specific heat of the crystals was investigated on théinear law:
apparatus described in Ref. 8. Because the heat capacity of
the empty calorimeter, including its thermometer and heater, Cp=—9.2+1.51T[J(mole-K)]
must be subtracted from the total heat capacity in order to L ) )
find the specific heat of the crystals, we measured the heat In the Lifshits modef, with the assump'tlon th?t the IO\.N'
capacity of the empty calorimeter in the temperature interva\‘requency part of the phonon spectrum is partially excited,

4.2-300 K. The specific heat was calculated according to th&'® calculated the two-dimensional Debye temperature ac-

formula cording to the formula

B mNK
Q= 3(dCy/dT)(1—7)’

AC,=AQ/(MAT),

whereAQ is the quantity of heat supplied to the sample fromwhere »(AC,)/(1+C,) is the anisotropy parameter. The
the outside AT is the change of its temperature on accountDebye temperature for TlipSs 92 K.
of AQ, andmis the mass of the sample. The total systematic  In the Lifshits model the low-temperature specific heat
error in the measurements of the heat capacity of the emptyf layered crystals is accounted for by features of the acous-
calorimeter is estimated to be 0.3—3% in the interval 4.2—2Qical spectra of anisotropic systems, without taking bending
K and 0.1-0.7% in the interval 20—300 K. vibrations into account. In Ref. 9 the low-temperature spe-

In studying the temperature dependence of the specificific heat was calculated for materials with different values
heat of TlInS crystals in the temperature range 4.2—300 Kof the anisotropy parameter. The Debye temperature calcu-
we obtained over 200 values of the specific heat. The hedated on the basis of the calorimetric measuremenG¢T)
capacity of the crystals was never less than 65% of the totahcreases as the temperature incredBag 3). This fact and
heat capacity of the calorimetric system, and at low temperathe character of the low-temperature specific heat are indica-
tures it was a significantly higher fraction. tive of anharmonicity of the lattice vibrations.

As we see in Fig. 1, th€,(T) curve of TlInS in the In a spectroscopic studyof the TIInS, crystal it was
interval 170—215 K exhibits a series of anomalies indicatingfound that the temperature dependence of the dielectric con-
the presence of structural phase transitions. The anomaliesant has features at 189 K and near 213 K. It was shown that

1063-777X/2000/26(5)/3/$20.00 367 © 2000 American Institute of Physics
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Thus the experimental studies of TliBave shown that
the structural phase transitions in these compounds are ac-
companied by the formation of incommensurate, spatially
modulated structures.
the anomaly at 189 K is due to the softening of an IR-active The results of-t.he calorimetric measurements of the low-
mode, and it was conjectured that a transition to the fer_temperaturg specific heat agree satisfactorily with the data of
rophase occurs at that temperature. other experiments. Moreover, the anomalous temperature de-

In Ref. 11, neutron diffraction and dilatometric methods pendence of the specific heat attests to the presence of a new

were used to observe the phase transitions in FlinShe sequence of phase transitions in TYrB the interval region
temperature interval 216—200 K 173.4-214.9 K. One notices a large number of transitions.

A study of the photoconductivity, temperature dep(::n_T_he_lntervaI between_anoma_llles of the specific heat Is 2—-4 K.
§|m|lar phase transitions with narrow temperature intervals

dence of the thermal expansion coefficient, and isotherm% o b b din oth A Th
compressibility of TlIIng in Refs. 12 and 13 revealed the ave aiso been Observed In other compo - 1he
theory of incommensurate phase transittéis admits the

existence of traveling waves of modulation of the structure,

but ordinarily defects of the crystal anchor the wave of
100 modulation to the lattice. However, it is known that a modu-
lated wave can be pinned not only by defects but also by the
discreteness of the crystal lattite.

It was shown in Ref. 20 that the wave vectors corre-
sponding to commensurate phases with a high order of com-
mensurability are “pinned” in very narrow temperature in-
tervals. The temperature dependence of the modulation in the
region 173.4-214.9 K can be explained by the conjecture
that a sequence of long-period commensurate phases, which
coexist with incommensurate phasé$®??exists in this re-
gion.

It was shown in Ref. 22 that the jumps of certain static
susceptibilities have the same order of magnitude as those
ordinarily observed at second-order phase transitions. Appar-
ently the specific heat can be expected to display similar
behavior.

2 On the basis of an analysis of the experimental data on
the low-temperature specific heat of TllnSne can reach
the following conclusions about the phase transitions in this
1 L L ! L crystal. The phase transition temperatures in the temperature
4 10 20 50 100 interval 173.4—214.9 K were determined to an accuracy of
T.K 0.3 K. Besides the phase transitions known previously, there
FIG. 2. Temperature dependence of the specific heat for TltSow 1S @ second-order transition which is close to the critical
temperatures. point, whose behavior obeys the thermodynamic Landau

FIG. 1. Temperature dependence of the specific heat of TlInS
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120 phaszg transition region have been explained in an analogous
way:

Based on a study of the temperature dependence of the

33}-% .ooa72 specific heat of Tlip_,CeS, crystals (G=x=<0.04) in the
o temperature range 4.2-300 K, we have established that

f second-order phase transitions are observed in these crystals
a o in the temperature region 173.4-214.9 K, and the phase tran-
8,°° sition gradually vanishes as cerium is substituted for the in-
° dium atoms.
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X-ray (300 K) and ultrasonid77—270 K studies and measurements of the thermal conductivity
(30—300 K are carried out on single-crystal samples of Ndga@® different

crystallographic directions. The values of the lattice parameters of Ngd@egrefined. The

sound velocities in the principal crystallographic directions are measured, and the elastic constants
and Debye temperature are calculated. The observed anisotropy of the thermal conductivity

is described in the framework of a gaskinetic model and is linked to the anisotropy of the
interaction parameters of the acoustical and optical phonons20@ American Institute

of Physics[S1063-777X00)01005-7

INTRODUCTION lang) for 6 h, and then pressed into tablé&® mm in diam-

. i . eter and 10 mm thigkat a pressure of 2 MPa by means of a
The properties of thin-film higfA-. superconductors P-10 hydraulic press

(HTSC9 have been widely studied in recent years, and this For the the solid-phase synthesis the tablets were placed

has drawn particular attention to the materials used as suby platinum container and annealed in an HT-1600 Super
stra_tes fo_r the deposition qf these films. In the pr_esent StUdKanthal(Linn Elektronik, Germanyat 1450 °C for 4 h. The

we investigate the peroysklte!|ke _crystal NdGa@hich, un- resulting compound was practically single-phase NdgaO
like the compound SrTiordinarily used, does not have a (according to an x-ray phase analysis the main-phase content

structural phase transition, at least upTe- 1300 K, such was over 95% The crystals were grown by the Czochralski
transitions often being a cause of degradation of the electr%ethod using automatic equipmertGALAXIE-3 by
physical properFies of film HTSCs. This circumstance _make%hysitherm, Frangewith rf heating and automatic control of
NdGaQ attractive for use as substrates for HTSC fﬂr’ns the diameter of the crystal. The iridium cruciffE00 mm in
anq also recgmmends 't. as a model CTVSF""' for stu_dymg thaiameter and heightwas equipped with a heat shield, and
various physical properties of perovskitelike materials SYNthe entire system was placed inside additional ceramic and
thesized using rare-earth elemehts.should be noted that uartz shieiding. A gaseous mixtur88% argon and 2%
this crystal has been inadequately studied. The structural dag&yger) was con.tinuously blown through the growth cham-
ondN(:]GaQ are fewt;cmd m(;:t;nas;erﬁ!;ee, €.g., Refsé. 4'}96 ber at a rate of 2 liter/min. The NdGa@rystals were grown
an Ff.er?arrf)e can be said for the magnetic properae from the melted starting material ofl10]-oriented seed
spes:ljr:c eat. q imulated by th . rystals. For optimization of the growth parameters the
€ present study was stimulated by the promise C)érowth rate was varied from 1 to 3 mm/h, and the rotation
NdGag, for use in technology, the peculiarities of its prop- ate from 10 to 30 rpm. The best NdGa®rystals, with

erties, gnd th? paucity of inform.at.ion about such physic.a iameters greater than 50 mm and lengths greater than 50
properties as its thermal conductivity and sound velocity Nmm. were obtained for rates of 2 mm/h and 20 rpm. After the
the temperature range 30-300 K. growth was completed the crystals were cooled to room tem-
perature over the course of 12 h.
All of the measurements were made along the principal
EXPERIMENTAL PROCEDURES AND RESULTS crystallographic directions on samples cut from the same

Preparation of samples single crystal.

A necessary condition for obtaining high-quality single
crystals of NdGa@was the careful preparation of the initial
monophase stock. We used high-quality initial materials, = The orthorhombic lattice of the NdGaQ@rystal can be
containing 99.99% G#; and 99.999% NgD;. The pow- represented as a somewhat distorted perovskite @tigel)
dered oxides were baked in an oven at 500 °C prior to weighwith its base inscribed in a slightly distorted square. The
ing. The starting material was prepared in accordance withattice parametera,b~a,\2 (a<b) andc=2c,. Accord-
the stoichiometric formula of NdGa©5 kg of the dessi- ing to the data of Ref. 6, as in the majority of previous
cated initial components, in the proportion of 50:50 mole %,studies, the NdGagQstructure belongs to the space group
was carefully mixed in a Turbula-10 mix¢éWAB, Switzer-  D3—Pbnm while the neutron diffraction studiés give a

Structure studies
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mation here we used the data obtained wHth radiation
,\. O .\, (Ap=1.39217 A, and the reflections fdf , radiation served
as controls. We recorded a total of five reflections each from
@ the planeghh0) and(002) (h,I=1,2,...5) and 14eflec-
© .Q tions from planes with combined indices.
From the data of the straight-on “snapshots” we find
?i d(110)=3.862q1)A~a,, d(002)=3.853q1)A~c,.
O The lattice parameters of the NdGa€rystal, calculated
5 \r by the least-squares method using all 24 reflections, were
€ | found to be a=5.4270(3) A, b=5.4969(3) A, andc
(R ‘ > O =7.7057(4) A, which correspond to the following param-
cn | eters for the perovskite lattice: a,=(a’+hb?)Y%2
.< = ;3.8623(2) A,c,=c/2=3.8528(2) A,d(110)=3.8619(2)
c n k. , and a,=89.267(7) deg.
b ﬁ\ The values obtained for the parameters of the crystal

structure are in good agreement with those reported in Refs.
@ -c: end 00 4w
a As the x-ray measurements showed, the deviation of the
FIG. 1. Diagram of the crystal lattice of NdGa@ith a quasiperovskite orientation of Fhe planes _Of the cut of the sa_mples from the
lattice inscribed in ita~b (a<b); a,b~a,y2, c=2c,. crystallographic planes did not exceed 10 minutes of arc.

space group OCZU—anZ. A special stud{of the symme- Thermal conductivity

try of the NdGaQ structure at 100 and 293 K shows that at ~ The measurements of the thermal conductivity were
both temperatures the symmetry of the crystal corresponds tmade by the steady-state plane method in the temperature
the space groupbnm It should be noted that the symmetry range 30—300 K with the use of a blow-through cryostat. The
elements of the groubnm include all of the symmetry absolute temperature was measured with a TSP-4 platinum
elements of the groupbn2, and for this reason refinement resistance thermometer. The temperature gradient along the
of the space group of NdGaQwhich is important for x-ray sample was determined by a Manganin—Constantan thermo-
structural studies, actually is irrelevant for interpreting thecouple, the sensitivity of which varied from 10V/K at 30
thermodynamic data. The difference in the lattice parameterk to 110 «V/K at 300 K. The relative stability of the tem-
obtained in Refs. 4—6 and in the present st(@igble ) is  perature in the experiments was not worse thanl@ °.

more important. To refine the structural data we performedrhe procedure for this measurement was fully automated.
x-ray diffraction studies on two single-crystal slabs of The error in the value obtained for the thermal conductivity
NdGag; less than 1 mm thick, cut along the crystallographicdoes not exceed 10% and is mainly of a systematic nature.
planes(110 and(001). As can be seen in Fig. 1, the plane of The apparatus was checked by measuring the thermal con-
the cut in both samples is @00 face of the quasiperovs- ductivity of a sample of 12Kh18N10T stainless steel. The
kite. The studies were done at room temperature on &dGaG samples for the thermal conductivity measurements
DRON-3 x-ray diffractometer with a GP-14 attachment,were cut from the same single crystal and had geometric
which made it possible to determine the crystallographic ori-dimensions of 156X 0.8 mm.

entation in the sample to high accuracy, both relative to the  The thermal conductivity was measured along the crys-
plane of the surface of the samples and when taking obliqutllographic direction$110] and[001] in two single-crystal
“snapshots” for recording the reflections from planes with samples. The resulting curves of the temperature dependence
combined indices, which is important for determining theof the thermal conductivith are shown in Fig. 2. In the
orientation of the crystalline axes in the plane of the cut ofentire investigated temperature interval the thermal conduc-
the samples. The recording of the reflections was done usintiyity along the[001] direction was 1.4 times as large as that
unfiltered radiation from a copper anode. As the main infor-along the[110] direction, which means that there is a pro-

TABLE |. Lattice parametersg,b,c), molar volumeV, and densityp of the NdGaQ crystal at room tem-
perature, according to the data of a number of studies.

Parameters
a b c
Source A V, cnf/mole  p, glen? Sample
Present study 5.4278) 5.49693) 7.70574) 34.6086) 7.5691) single crystal
Ref. 6 542761)  5.49791)  7.70782) 34.6272) 7.5651) "
Ref. 5 5.4171) 5.4991) 7.7171) 34.612) 7.5694) polycrystal
Ref. 4 5.4338) 5.50362)  7.71573) 34.73%4) 7.5421) "

Note:in Refs. 5 and 6 and in the present paper the results were obtained by an x-ray diffraction method, while
in Ref. 4 a reutron diffraction method was used.
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TABLE Il. Sound velocity in NdGa@at 77 K (q andj are spherical anglgs
| Note: QL is a quasilongitudinal mode, QT a quasitransverse mode.
Average
100 Sound velocity sound
C Direction of Polarization v,V velocity v,
- q u 10° cm/s 10° cm/s
- L
. r I[200] 6.57
E [100] I[010] 3.78 3.90
= Ifoo1] 3.27
< I[010] 6.44
[010] Ifo01] 4.02 4.30
10 I[100] 3.77
i I[110] 6.72
L » . . [110] i[o01] 3.68 3.95
100 1[001],QT 3.30
TK I[001] 5.86
’ (001 I[010] 4.02 3.93
FIG. 2. Temperature dependence of the thermal conductivity of N¢@&aO if100] 3.26
two crystallographic directions. Experiment.— the[001] direction; A — I[101],QL 6.22
the [110] direction. The solid curves were calculated according to formulaq=45’j=0 If010] 3.90 3.90
(1) with allowance for the phonon—phonon scattering processes and the 1[010], QT 3.24
scattering of acoustical phonons by optical modes.
i[011], QL 6.57
g=45,j=90 1[100], QT 3.53 3.73
I[200] 3.17

nounced anisotropy of the thermal conductivity in NdGaO
The behavior of the\(T) curves changes in the neighbor-
hood of T=190 K; here the weak increase of the thermal

conductivity with decreasing temperature becomes stronge{here are 60 vibrational modes: 57 optical and 3 acoustical.

This sort of temperature dependence of the thermal conduc|=he optical modes are observed in the infrared absorption

F'V'ty is ordinarily dge .to .mech_amsrr-]s of resonance scatter—and also in Raman scattering. The phonon modes have the
ing of phonons by intrinsic or impurity modés.

following systematics:

Sound velocity Fopi=7A1gF 7B1g+ 5Bog+ 5Bgg
(R) (R) (R) (R) (n)

+8A,,+7B1,1t9B,,+9B3,;
(i.r.) (i.r.) (i.r.)

Measurements of the absolute values of the sound ve-
locities were made by a modified phase mefti@dvhich
allowed us to reduce to a minimum the errors arising as a
result of inhomogeneity of the samples and to achieve an  1'ac™ BiuT BoutBay,
accuracy of 0.25% or better at an acoustical path length of  The optical activity of the local modes is indicated by
5—6 mm(the characteristic dimensions of the sample alonghe |etter R for Raman scattering and byr. for infrared
the principal crystallographic directionsThe sound was ex-  apsorption (i denotes inactive modgsTwelve of thei.r. and

cited at a frequency=>50 MHz. The values of the longitu- fifteen of theR frequencies of the optical modes were deter-
dinal v; and transverse; sound velocities along the princi- mined in Refs. 11 and 12.

pal crystallographic directions at=77 K are given in Table
Il. Also given are values of the average sound veloeity
calculated according to the formula

v3=(v; 3 +u P +ud)IB.

The calculated values of the elastic constants are pre-
sented in Table Ill. The confidence intervals are 2%Ggs,
4% for C,3 andC,3, and 0.5% for the otheC;y, .

Additional measurements of the temperature dependence
of the absorptiorr and the relative change of the longitudi-
nal sound velocityAv/v of the sample along thE001] di-
rection were made in the temperature interval 170-270 K.
The results of these measurements are shown in Fig. 3, from
which we see that\v/v(T) does not have any pronounced

: : 0.1 TN W SN TR NN S S S N7
features in this temperature range. 180 200 220 240 260 280
T,K

AV/v, 10
«a, dBfcm

DISCUSSION OF THE RESULTS

. FIG. 3. Temperature dependence of the absorptiomnd the relative
The NdGa_Q crystal has_the Ortho_rhombm Cry_Stal struc- change of the longitudinal sound velocity /v for NdGaG, along thel001]
ture Pbnm with 15 atoms in the unit cell. In this system direction.
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TABLE lIl. Elastic constants of NdGaQat 77 K (10° dyn/cn?). TABLE V. Best-fit parameters for describing the thermal conductivity of
NdGaG, for two crystallographic directionsM was estimated using
Cu Ca Ci Cis Cas Cas Cius Css  Cee =7.57 glcnd, C(wp)=9.9x10%° cm™3).
326.3 3135 1552 1316 1332 259.6 1222 80.8 108.0 Parameters
Direction M, K wg, K Ay, sK3 1018 E, K
[110] 1467 277 4.3 180
.. [001] 1230 270 4.3 180
The results of the measurements of the sound veIocm[/ :

along the principal crystallographic directions yield informa-
tion about the three acoustical phonon modes in the region of

small wave vectorgy (in the central part of the Brillouin flow, x=#w/kgT, and 7(x) is the effective relaxation time

zone. These acoustical vibrations are not scattered by locadf the phonons. The effective inverse relaxation timé(w)
modes, and the well-established procedure for calculating thgas the form

elastic properties of the crystiican be applied. . . .

From the data on the sound velocities we calculated the 7 (@)= 7y (@) Tres(@),
bulk modulusB and Debye temperatuf@, for both the case  where 7,'(») and 7,.s(w) are the inverse relaxation time
of orthorhombic symmetry and in the polycrystalline ap-for U processes and resonance scattering, respectively,
proximation, denote®,, and®yy (see Table IV. 1 )

Table IV also gives the shear modulus calculated by the  7u (0)=AyoTexp(—E/T),
Hill averaging procedure and the values of the sound velocithe parameteA,, characterizes the intensity of the scattering
ties for a polycrystat’ The values o, were calculated by process, and is the activation energy dff processes. The
averaging the inverse cubes of the sound velocities that solMgverse relaxation time of phonons for elastic resonance scat-

the Christoffel equation over all possible directions of thetering of acoustical phonons by optical modes is given by the
wave vector in spherical coordinate’s. The calculated val- expressiof?

ues of®,y andBy are close to the respective valuest
andB, apparently because in relation to the elastic properties ;3 M*C(wo) 20§
the orthorhombic lattice of NdGaO(a=5.4270 A, b Tres(®@) = o2 e 02— o2
=5.4969 A,c=7.7057 A is close to a quadruple pseudocu- 0

bic lattice with the lattice parameters

a,=(abc/4)¥3=3.8591 A

X

l—tanﬁ@),

where p is the density,C(wg) is the number of optical
‘modes per unit volume with frequenay,, M is the coupling
parameter of the acoustical and optical modeis, the sound

Let us now turn to a discussion of the heat transfer pro
cesses in NdGa The anisotropy of the thermal conductiv-

ity of NdGaQ, may be due to both anisotropy of the Soundvelocity, andB="#/kgT; the summation is over all optical

velocities and amsotropy of the rele}xanon time of themodes. To simplify the calculations, we assumed that the
phonon—phonon scattering process. Since the phonon speg-

trum of the crvstal under study h larae number of oot sonance scattering of phonons occurs on a single effective
um ofthe crystal under study has a large number ot op CaJ)Ptical mode with frequency,. The agreement between the

modes, it is nat'ural o suppose that the main mech.anlsms iculated and experimental values of the thermal conductiv-
phonon scattering responsible for the thermal resistance m is shown in Fig. 2. The optimum values of the adjustable

NdGagG; in the high-temperature region are the resonancEarameterM’ o, E, andAy,, obtained for the best fit of the

s%atterlng hOf acoust'ilcgllﬁ Ptuonozls byTLhetshe moldes aNBalculated curves with the experimental data for the two
phonon—phonon scatterirggith umklapp. The thermal con- crystallographic directions investigated, are presented in

ldlicgvgy tfrc])r ?ny crlwosen crystallographic direction is Calcu'Table V. We see that the parameters characterizing the
ated by the formuia phonon—phonon interactior, A, and the resonance fre-

K2 0p /T x4 guency of the effective optical mode,, do not depend on
)\(t)zz—Bsf r(x)—zdx, the crystallographic direction. The values of the effective
2mh v Jo (1-¢€) frequencyw, lie in the optical-mode rang€:'2 The anisot-

wherekg is Boltzmann’s constant; is Planck’s constany ~ TOPY of the thermal conductivity of NdGaQs due to the

is the average sound velocity along the direction of heafléPendence of the paramebérthe interaction matrix of the
acoustical and optical phononen the crystallographic di-

rection.

TABLE IV. Calculated physical characteristiBsBy , my, Op, Opy, vy,

andu, for single-crystal NdGa@ (B is the bulk modulus in compression, CONCLUSION

By and my are the bulk modulus and shear modulus in the isotropic-

medium approximation(Ref. 15. We have presented the results of a comprehensive study

of samples of the perovskitelike crystals NdGa@btained

B 0 C) : ;
By M ° oH o o from the same single crystal. The results of this study can be
10 dyn/cn? K 10° cm/s summarized as follows. We have
190.0 1916 24 512.7 514.2 6.45 3.49 — refined the values of the crystal lattice parameters of

NdGaQ;
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