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The electronic structurépopulation of the valencd ands shellg of Y and Pr in the RM Laves
phases with Mg, Al, Fe, Co, and Ni has been determined experimentally by the x-ray

K-line shift method. It was found that the Y and Pr electronic structures ip Rith Mg and Al

are practically the same as in metals, but the distribution of the three outer electrons
between thal ands shells in Y is essentially different from that in Pr. In the Laves phases with
3d metals(Fe, Co, or Nj, the outer-electron distributions between thands shells in Y

and Pr are practically identical and do not depend ondtimetal. © 1999 American Institute of
Physics[S1063-78319)00110-0

It is believed that the similarity in the physical and based on the following consideration: while Pr is f €le-
chemical properties among rare-eaff®E) compounds is de- ment, and Y is not arf element, they are both believed to
termined by their outefvalence s andd electrons, and the have similar outersd shells, which determine the main
difference, by the localized electrons. The population of physical properties of the substances they are part of.
the 4f states in RE compounds was studied adequately by The compounds we prepared by arc melting were prac-
various methods, whereas that of the owtesind d states, tically single phase and close in crystallographic characteris-
whose knowledge is also important for understanding thdics to those described in literatuté.
properties of compounds, is practically unknown. Direct ex- ~ The x-ray line shift method, the measurement procedure,
perimental data are actually lacking, while indirect informa-and the processing of experimental data were described in
tion does not, as a rule, allow unambiguous interpretation. detail elsewherésee, e.g., Ref.)1

It was shown that the electronic structure of elements in ~ This work deals with a measurement of tKex;- and
a compoundi.e. the population of the outex(p), d, and f K B1-line shifts of Y and Pr in the Laves phases relative to
shellg can be studied to advantage by the direct microscopiéhe corresponding metal. To establish their electronic struc-
method of x-ray line shift:> A change in the number of the ture in the metal, similar measurements were carried out on
Va|ence e|ectrons in an atom resu|ts in a Sménergy RF3 ioniC Compounds (RY, Pr) The resu|tS Of these mea-
change of the x-ray lines, whose magnitude and sign can besurements are given in Table I. _ _
used to determine the type and number of the electrons AS seen from Table IKay- and KBy-line shifts of Y
[s(p).d,f] involved in the chemical bonding. It is essential @nd Pr in compounds with Al and Mg are close to zero,
that such effects can be calculated with a satisfactory accivhereas compounds with Fe, Co, and Ni reveal effects of
racy by Dirac—Fock formalism. ~20-50meV, negative for Y and positive fpr Pr, vyhmh are

The Laves phases RMwith a MgCu-type structure practically mdependent of thed3element. This |mpl|es that
(C15) are a convenient subject for studying the physics ofvhen bound withs and p elements(Mg and Al in Laves
RE compounds. These phases form with a large variety of pphases, the;e RE elements have nequy thg same electronic
elements §, p, andd elements Among such RM com- structure as in 'meFaIs, but when combined withélements
pounds, one has discovered all kinds of magnetic interadF& €0, N), itis different.

tions, superconductivitfincluding the one coexisting with The electronic configurations of Y and Pr in the Laves
ferromagnetisty Kondo lattices, heavy-fermion and phases and in metals were derived from experimental shifts

and Dirac—Fock calculations made in the Koopmans single-
lectron approximatiofDF—K).>

The electronic structure of an RE element in the metal
can be obtained by least-squares solving the coupled equa-

fluctuating-valence systems. While these intermetallic com
pounds have been investigated thoroughly for a number of
years by various techniquésee, e.g., Refs. 3 dthere is still

no full understanding of their structure on a microscopic
level.

This work makes use of the x-ray line shift method to cal ox
experimentally determine the electronic structure of Y and Pr -~ AEK(Na,Ns,ng,ng) =AER®, K=Ka; and Kp1,
in the Laves phases with Mg, Al, Fe, Co, and(Ne. with s,

p, andd elements This choice of the RE elements was Ng+Ng=3,
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TABLE |. X-ray K-line shifts of Y and Pr(relative to the metaland occupation of their outer shells in the metal and Laves phasesrRikle absence of
charge transfer from the RE to the M element, éimdparenthesgswith a transferg= 0.3 el/R atom.

AE,;, meV AEg,, meV Outer shell population, el/R atom

Compound exp. calc. exp. calc. 5s(Y) or 6s(Pr) 4d(Y) or 5d(Pr)
Y-MET. 184+5 176 78+9 98 1.20:0.05 1.80-0.05
YA, 12+6 12 15+11 15 1.08-0.05 1.92-0.05
YFe, —28+6 —-29 —40*+12 -36 1.46-0.05 1.54-0.05
(—29) (—37) (1.23-0.04) (1.46-0.04)
YCo, —17+6 -22 —43+12 -27 1.40+0.05 1.6G-0.05
(—21) (—28) (1.18:0.04) (1.52£0.04)
YNi, —26+6 -32 —55+11 -39 1.48-0.04 1.52-0.04
(—=31) (—40) (1.26-0.04) (1.44-0.04)
PrvEer. 42+5 37 —34+9 20 1.86-0.07 1.14-0.07
PrMg, -6=7 -15 —52+14 -16 2.08-0.09 0.92-0.09
PrAl, 8+7 -1 —-37+14 -2 1.88+0.09 1.12-0.09
PrCo 467 45 44+ 14 48 1.16:0.11 1.86-0.11
(45 (47 (0.94+0.10) (1.79:0.10)
PrNi, 367 34 30-14 36 1.33:0.10 1.670.10
(34 (36) (1.11+0.10) (1.59-0.10)

Note: The shifts for the RY, Pr metals are relative to RF

presented in Table I. A comparison of the experimental with

calculated shift$SE¢ again shows them to be in satisfactory

where AEZ(Ng,Ng,ng,ng) are calculated shifts approxi- agreement.

mated by a second-order polynomialEi™ are the experi- As seen from Table |, the occupation numbers of the

mental valuesi =0.9 is the Pauling ionicityNs andNg are  ter REs andd shells in Laves phases with Mg and Al, as

thedouter-ghell ociﬁpatlo_n ?humbers of Ydand Pr:jn_the kr]nftakwell as in metals, differ strongly for Y and Pr. The situation
andn; andn are those in the compouritiere and in wha for Laves phases with 8 metals is different; indeed, the

follows, s refers to the § and 6 shells of Y and Pr, respec- populations of the outedl shells(and, hence, of the shells

tively, andd, to their 4d and & shells. . .
The occupation numbers of tleandd shells of Y and as wel) in Y and Pr are close to one another, with the mean
valuesny=1.57+0.03 andng=1.43+0.03.

Pr obtained in this way and the calculateBS shifts for the - : ) _
Thus experimental x-raK-line shifts of Y and Pr in

metal-fluoride pair are listed in Table I. As seen from a com- / ' o
parison of AES? with AES®, our experimental results are Laves phases can be described satisfactorily in terms of the

K 1 I . . . .
fitted satisfactorily by F—K—type calculations. redistribution of their outes andd electrons, without invok-

A comparison of the Y and Pr electronic structures ining any charge transfer to the partner in the compound. Note
metals shows that the outer electron distribution betweemlso that the population of the Yd4states in Laves phases
their s andd shells is noticeably different, namely, in Y it is with 3d metals,ng=1.7, quoted in Ref. 6, is close to the one
close tod?st, and in Pr, tod's?. obtained by us.

The electronic structures of Y and Pr in the Laves phases 2. The mechanism mostly discussed in the literature is
were determined in a similar manner. The only differenceelectron transfer from RE ta elements(see, e.g., Refs.
consisted ifNs andNg being considered already established3 4.8, but, as a rule, without any specific conclusions on the
(see Table ), while the last equatiorifor ns andng) Was  type and number of transferred electrons. This mechanism is
different, depending on the mechanism of the assumefiyq\y |ikely for Laves phases with Mg and Al, because they

change in the RE electronic structure assouateql with thﬁave practically the same electronegativities as the RE ele-
transfer from the metal to the compound. Two versions Were o nts

analyzed. o
1. The redistribution of the three outer electrons of an It can be shown that our data are capable of elucidating

RE element between its and d states follows from band the type of the electrons(d) transferred from an RE to tie

calculationg These calculations showed that the magneticelernent in Laves phases. It is known that removal ofsan

properties of YM (M=Fe, Co, Nj can be well accounted glectron r.esults in a positive shift of the x-rt(;ql andK B,
for without invoking electron transfer from yttrium to ai3  ines, while removal of & electron, to negative ondsee,
element. Experimental evidence for such a mechanism ma§-9-» Ref. 2 Because the effects observed for Y and Pr in
be provided by Mesbauer measurements on Gd and Dy in-aves phases with @ elements are of opposite sigisee
Laves phases, which are explained, without any quantitativdable ), one may conclude that our experimental data can-
evaluation, as due to the—d transition in the RE elemert. not be reconciled by assuming that charge transfer from any
In this case the last equation in the system acquires thBE element to the M element is effected by odlpr only s
form ny+ng=3. The results of a solution of the system areelectrons.

Ng+nyg=3(1-1i),
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A general case off sdelectrons transferred from an RE Laves phases with®elements brings about substantial re-
element to an M element, with the other-§ distributed arrangement. The outer-electron distributions in Y and Pr
between thes andd states of the RE element, is more com- between thes andd shells in the metal and the Laves phases
plex, because it allows satisfactory description of experimenwith Mg and Al differ considerably, and in the Laves phases
tal data within a relatively broad range qf with 3d elements they are similar.

The results of solution of the coupled equations for the ) )
Laves phases of Y and Pr performed under the condition The authors are indebted to O. I. Sumbaev for fruitful

ng+ns=2.7 (i.e. for the maximum possiblg=0.3, see Ref. Crticisms. .
8) are presented in Table | in parentheses. Support of the Russian Fund for Fundamental Research

As seen from Table |, even a charge transfeqef0.3  (Grant 96-02-1781iis gratefully acknowledged.

provides as good an agreement \{vith the experimental data ag, | sumbaev, Usp. Fiz. Naule4, 281(1978 [Sov. Phys. Usp21, 141
in the case of electron redistribution between the osit@nd (1978]. )
d states of the RE elemeng€0). In theq=0.3 case the 20. I. Sumbaev, Zh. Esp. Teor. Fiz57, 1716(1969 [Sov. Phys. JETBO,
; ; 927 (1969].

occupation numbensy andng for Y and Prin ques phases 3K. H. J. Buschow, Rep. Prog. Phys0, 1179(1977.
turn out to pe smaller than those in the preceding case. HOW+i 1, 3. Buschow, Rep. Prog. Phy2, 1373(1979.
ever their difference$0.08 and 0.22 for thel ands states,  ®I. M. Band and V. I. Fomichev, LNPI Preprint No. 498979.
respectively lie practically within experimental accuracy. eTéI?,a(ngg’ J. Inoue, K. Terao, S. Kanda, and M. Shimizu, J. Phyg, F
Note also that the out_er electron distributions between the Y7E. R. Bauminger, G. M. Kalvis, and I. Nowik, Mssbaer Isomer Shifts
and Prs andd shells, in the case of charge transfer, are also egited by G. K. Shenoy and F. E. Wagri@torth-Holland, Amsterdam,
close. 1978, p. 661.
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Thus it has been shown that the electronic structure of Y ;- W'BCS’?EE?’ fég'; Herbst, R. K. Mishra, and F. E. Pinkerton, Phys.

and Pr practically does not change in a transition from a pure ev. Bos ( '

metal to Laves phases with Mg and Al, whereas transition taranslated by G. Skrebtsov
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The nuclear-quadrupole coupling parameters at the rare-earth metal and copper sites in the
RBaCu,0Oq lattices (R=Sm, Y, E) have been determined bYCu(®’zn) and 8’Ga®"zn)
Mossbauer emission spectroscopy. The crystal electric-field-gradient tensor has been
calculated for all sites of the above lattices in the point-charge approximation. A comparison of
the experimental with calculated parameters shows that holes in thgCBEx lattices

are localized primarily at chain-oxygen sites. 1®99 American Institute of Physics.
[S1063-783%9)00210-5

By comparing the experimental with calculated nuclear-1. EXPERIMENTAL TECHNIQUE
qguadrupole coupling parameters describing the interaction of

the electric quadrupole moment of a probe nucleus with the !n studying RB%CU“O8+’§57(R:.Sm’ Y, Ej we -used ce-
o . famic samples. Th&'Cu and®’Ga isotopes were introduced
electric-field gradien{EFG) tensor at the nucleus one can

: : . into the ceramic by diffusion doping in an oxygen environ-
determine the charges on lattice atoms. The most reveallniglent at 700 °C for two hours. In the RE2O, compound
. 7

re_sults are qbtained when such a comparison is_performe&lbjected to a similar procedur€Ga enters the REM sites,
with “crystalline” probes(the EFG at such probes is gener- and®’Cu, the Ci1) and Cu2) sites, in accordance with their

ated primarily by lattice ions This is why we proposed and natural occupatioh? Note that control annealing of a
used for experimental determination of the nuclear q“adquBaZCu@g sample made under similar conditions did not
pole coupling parameters at copper sites in Rigreuprates  (asult in a change ofT,~80K. The §Cu(®’zn) and

Mossbauer emission spectroscaES) on the®’Cu®’Zn)  67G4577n) Mossbauer spectra were measured at 4.2 K with a
isotope; indeed, in this case the crystal-field préf&n** 6775 apsorber.

resides in copper sites, and the EFG tensot’ah nuclei,

which is completely determined by the lattice ions, can be

calculated using the point-charge modérhis method is 2. EXPERIMENTAL RESULTS
particularly efficient when applied to lattices having several
crystallographically inequivalent positions for the copper at-
oms, because one can avoid in this case the problems as
ciated with the uncertainty in the Sternheimer coefficient forlection of the particular spectral unfolding version into the

°Zne" cente_rsl. This situation arises, in particular, in yinjets and identification of the latter with th&n?* centers
RBa,Cu,Og high-T. superconductor$R stands here for a at the C(l) and Cu2) sites were made based on the(®u
rare-earth metalREM) or yttrium|, whose structure has two cnvironment in RBsCwOg being similar to that in
different copper sites, G) and Cuy2). Note that for REM  RBa,Cu,0,. Therefore it appeared natural to require a zero
sites one can determine also the parameters of nuclear quaé’Symmetry parameter of the EFG tensor for thé2Tsites
rupole interactio2n at the crystal-field protSézn?* using  jn RBa,Cu,O; as this is observédior the Cu2) sites in
*Ga®’zn) MES? Besides, the RB&£u,05 compound was  RBa,Cu,0,. It was found that only thé1—3—5 triplet sat-
studied in considerable detail by NMR and NQR on tf@ sfies this requirement, and it is this triplet that should be
and ®*Cu isotopegRefs. 3 and 4, respectivelyThis offers  assigned to th&7zn?* centers in the C@) sites (Fig. 19.
new possibilities for experimentally validating the proposedaccordingly, the(2—4—6 triplet in Fig. 1a relates to these
interpretation of ©Zn Mossbauer emission spectroscopy centers at the Q@) sites. The equal intensities of the two
data. triplets corresponds to equal populations of the two sites.
The objective of this work was experimental determina-The nuclear-quadrupole coupling parameterfan®* cen-
tion of the nuclear quadrupole coupling parameters for theers at the C(1) and Ci2) sites are listed in Table I.
copper and REM sites in the RE2u,Og lattices by The ®’Ga®7zn) spectra are quadrupole triplefSig. 1b)
67Cu(®’zn) and ®’Ga®zn) Mossbauer emission spectros- corresponding to the only state of tA&n?* center. Based
copy, and calculation of the crystal EFG tensor parametersn the data of Ref. 2, we assumed these spectra to be due to
for these sites, with subsequent comparison of experimentahe ®’Zn?* centers occupying REM sites. Table | presents the
with calculated values to derive information on the chargenuclear-quadrupole coupling parameters f&n?* centers
state of atoms in the above lattices. at the R sites.

67Cu(®’zn) Mossbauer spectra were sets of six lines of
approximately equal intensitjfFig. 1(a)], which were un-
Ided into two equal-intensity quadrupole triplets. The se-
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FIG. 1. (a) %"Cu(®zn) and (b) 8’Ga®"Zn) Mossbauer emission spectra of
YBa,Cu,05 measured at 4.2 K. The positions of dibeled lines in the
67Cu(®7zn) spectrum and of components of the quadrupole triplets corre-
sponding to thé’Zn?* probe at the C(1), Cu2), and Y sites are identified. The crystal EFG tensor was calculated in the point-

charge approximation. Its components were derived from the
following expressions
3. DISCUSSION OF EXPERIMENTAL RESULTS

* 3 2.2 *
To determine the atomic charges at the RBaOg lat- Vpp:% S Z (Mria)L(3Pii/ i) = ”ZEK €k Gppi:
tice sites, one has to compare the experimental with calcu-
lated nuclear-quadrupole coupling parameters for’tdae®"
probe at the copper sites. In a general case, the measured P9
guadrupole coupling constafitis a sum of two terms

:Ek e:Zi (3pkiqki/rEi):2k ek Gpqk (3

wherek is the index of summation over the sublatticess
C=eQU,;=eQ(1— )V, +eQ(1-Rg)W,,, (1) that over the sublattice siteg, p are the Cartesian coordi-

whereeQ is the quadrupole moment of the probe nucleusnates.gg are the atomic charges on thesublattice, and
U,,, V,,, andW,, are the principal tensor components of 1S the distance from th; ion to the site of interest.

the total, crystal-fieldgenerated by the lattice ionsand va- The lattice sumss,; andGpq were computed within a
lence (created by the nonspherical valence electrons of thephere of radius 30 iusmg a larger summation radius did
probe atom EFG, andy andR, are the Sternheimer coeffi- NOt change the resultThe structural data needed were taken

cients for the probe atom. from Ref. 5, and the lattice was presented in the form
For the®7Zn2* probe, the valence-electron contribution RB&CU1)2CU(2);0(1)20(2)20(3)20(4),- S
to the total EFG tensor may be negleclesh that one ob- Figure 2 shows a unit cell of the REaL,Og lattice with
tains from Eq.(1) notation of all atomic sites. The values assigned to summa-
tion indexk in Eq. (3) ranged from 1 to 8 for the sublattices
C(Zn~eQ1-y)V,;. (2 forR, Ba, CUl1), Cu2), O(1), O(2), O(3), and G4) respec-
tively.

The atomic charges on the Rfga,0g sublattices can be
TABLE I. Parameters of’Cu(®*Zn) and *Ga®’zn) Mdssbauer emission  qearived from 67Cu(87Zn) MGssbauer emission spectroscopy
spectra. using four coupled equatiorts:
Compound Site C(zn), MHz 7 (1) an equation for the ratio of quadrupole coupling con-
stants for the®’Zn?" centers at the Qi) and Cy2) sites,

SmBaCu,Og cul) 14.12) 0.755)

cu 12.02) <0.2 P3,=eQU;z/€QU,4,

YBa,Cu,0q Y -2.52) 0.305)
2 o 0709 2 &{[Grrie—PalGrzal =0, @
Cu2) 12.31) <0.2 K

ErBa,Cu,0 Cu(l 14.42 0.685

A C$2; 12,;(2; <0.2a ) (2) two equations for the EFG tensor asymmetry param-

eters at the Cl) and Cy2) sites, »5 and 7,, respectively
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An analysis of solution(Al) shows that atoms @),

; ek [Gxxia— Gyyis— 73622161 =0, (5  0(2), and G3) have effective charges corresponding to
nearly filled oxygen valence shells, i.e. that the EFG’@t

nuclei in the @1), O(2), and 43) sites should be generated

; e [Guxia— Gyyka— 74G221a] =0, (6)  py lattice ions. Hence Eqs4)—(6) for region A can be
complemented by three equations of the tyge-(6) con-
(3) charge neutrality condition structed for any pair of the sites(D and 2), O(1) and

6F 4265 + 265 + 26% 4 2¢f 1+ 26X + 263 4265 =0. (7) O O2)and Q3
Equations(4)—(7) are all homogeneous so that the sys- >, ex [ Gyxki— Gyyki— 1G22kl =0, (8)
tem they form can determine the atomic charges only in units
of charge of one of them. One can conveniently take for it
the charge on the R ions, which may be expected to be close 2 ex [ Gyxkm— Gyykm™ "mGzzkm =0, 9
to their formal chemical chargeH3e). This is supported by k
direct Massbauer spectroscopy data on #&d isotope’, by
which the gadolinium atoms in GdB@u,0y are trivalent. > € [G,ok— PimGazknl =0, (10
Equations(4)—(7) are not sufficient to find the atomic :
charges on seven sublattices. However taking into accounthere indiced and m label the oxygen sites to which the
that the coefficients of the anion charges exceed by an ordéfO NMR dat& relate, and can have the values 5 and 6, 5 and
of magnitude or even more those of the cation charges, sys- 6 and 7 for the above pairs of sites;, and z, are experi-
tem (4)—(7) permits one to determine the anion charges tomental values of the EFG tensor asymmetry parameters; and
within small corrections depending on the cation chargesP,,=eQU,,/eQU,,is the ratio of the experimental quad-
We made a number of assumptions concerning the catiorupole coupling constants f6fO occupying the correspond-
charges, namely, that the R/Ba charge ratio is (& fol-  ing sites.
lows from the traditional chemical relations for the REM and According to modelB1), the valence shell of the @),
barium valence states in their compoundbat charges on O(3), and Q4) oxygens can be nearly filled. Hence Egs.
Ba and @1) should be equal in absolute magnitu@e con-  (8)—(10) for regionB can be written for the @) and Q3),
serve charge neutrality in the Ba—O layers in the laftised  O(2) and Q4), and @3) and Q4) site pairs.
that the C1)/Cu(2) charge ratio may vary from 1:3 to 3:1 Thus we have seven coupled equatiqd$—(10) for
(in accordance with the possible valence states of copper seven unknownse —e} (the charge of the R atoms is as-
One also has to bear in mind that the local environmensumed to bet 3e). The coefficients of this system were cal-
symmetry of the C(2) sites requires that the axis of the culated taking into account that the principal axes of the
crystal EFG tensor coincides with the crystallographic axis crystal-field EFG tensor for the (@), O(2), O(3), and Q4)
and that our measurements yi&ld,,>0. For the C(l) sites  sites having filled shells should coincide with tbeb, a, b
one can isolate two regions within which the experimentalrystallographic axe$.The x andy EFG tensor axes were
conditionsn;~0.7 andV,3>0 are satisfied, namely, region chosen coinciding with the anda, c anda, c andb, andc
A near ef/ef~1.5 (where |Vpp3| <|Vces|), and regionB  and a axes for the @), O(2), O(3), and Q4) sites,
neare! /el ~0.3 (where|Vyps|>|Vee). respectively’ The uncertainty of theeQU,, sign for 'O
In accordance with these assumptions, there exist twéorced us to substitutB,,, into Eqs.(8)—(10) with both posi-
sets ofe} satisfying the experimental values®f,, 73, and tive and negative signs. The solutions yielding a negative
74. Assuming the R, Ba, and Cu atoms to have standardharge for cations or a positive one for anions were dropped
valencege} =3, e5 =2, e} =2, ande} =2), one obtains for as unphysical.
regionA: However, when six experimental figures are introduced,
for all physically acceptable solutions in regiohsndB one

* __ * _—
65 =—2.025, e€5=—2.035 observes substantial differences between the calculated and

e*——1.086 ef=—1454, Al experimental values of the remaining parameters. Besides,
! 8 AL e charge states of tHéO probes whose NMR data were
and for regionB: used in thg4)—(10), equations were found to be at odds with

N N the starting assumption that these probes feel only the crystal

65 =—-0.715, & =-2.076, field, and the charge state of barium atoms always differed

x_ x_ considerably from the traditional value af2. All this im-

€7 =203, e;=-2078 BD plies that one cannot u$é0 NMR data for YBaCu,Og as a
(with all charges given in units of the electronic charge criterion for selecting between the andB solutions.

One has to have independent criteria for choosing be- One can try to use as criteria for choosing between the
tween the solutions of typé& and B. For the RBaCu;0O;  A- andB-type solutions the correlations established between
compounds, we cho5é’0 NMR data as such criteria. Be- the 8’Cu(®Zn) MES and®3Cu NMR data for copper sites in
cause for YBaCu,Og there also exist 'O NMR the cuprate lattices. Figure(@ presents aC(Cu)—C(Zn)
measurement§,one can try to use them as a criterion for diagram constructédising the quadrupole coupling constant
selecting physically reasonable solutions. C(Cu) measured by3Cu NMR spectroscopy for th&Cu
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22 2

indices(Al), (A2), and(B1) refer to the charge distribution models used in

V2, calculations. FIG. 4. C(Zn)-V,, diagram for the REM sites ofl) EuBaCu,0;, (2)

YBa,Cu;0;, (3) GdBaCu;0;, (4) TmBa,Cu0O;, and(5) YBa,Cu,Og. The
indices (A1) and (A2) refer to the charge distribution models usedvp,
) calculations. The data for RBau;O; are from Ref. 2.
probe, and theC(Zn) values obtained by Msbauer emis-
sion spectroscopy for tH€Zn probe residing in copper sites

of the same cuprates. It was found that most of the data fit on . . o .
a straight line results in a considerable deviation of both points from

straight line(12). This obviously may serve as supportive
evidence for the validity of moddlAl).

It was found that the values of2(Zn) determined by
whereC(Cu) andC(Zn) are in MHz. 67Ga®"zn) Mossbauer emission spectroscopy for the REM

This linear dependence is a consequence of the constasites in the RBgCu0; lattices are related linearly to the
valence contribution of3Cl/?* centers to the EFG in differ- principal component of the crystal-field EFG tensgy, cal-
ent cuprates. The main reason for the deviation from the&ulated for the REM sites in the point-charge approximation.
straight line(11) is that the copper valence differs from2.  This linear relation is a consequence of the “crystalline”
Besides, the quantitie€(Cu) andV,, were found to be  nature of the®’Zn?* probe. As seen from Fig. 4, the point
related through corresponding to the YB&u,Og compound does not fit this
relation (in the latter caseV,, was calculated by model
(A1)).

This deviation requires introducing corrections into
whereV,, are the principal components of the crystal EFGmodel (A1) of charge distribution over the YB&u,Oy lat-
tensor calculated for the copper sites in whighCu) were tice sites. To achieve the required increas¥gf, one has to
measured b§*Cu NMR. localize holes on the @) and Q3) sublattices. Because

The C(Cu)-V,, diagram is shown in Fig. 3b; another there are no known sources of holes in RBaOg-type lat-
reason why it could deviate from the straight lifel) is a  tices, we redistributed the charges among the)0O0(2),
wrong calculation of the crystal EFG tensor because of am(3), and Cul) sublattices(leaving ef=3,e;=2, ande}
inappropriate choice for the atomic charges. Therefore the-2) to finally obtain
position of the points in th€(Cu)-C(Zn) andC(Cu)-V,,

C(Cu)=197-11.3C(Zn), (12)

C(Cu)=179-191.4/,,, (12)

diagrams corres.ponding.to the same copper sitg can be used et=185 ef=-2.15 e:=-10,
to choose possible versions of charge distribution over the
lattice.
Figure 3a displays the Cl) and Cu2) sites in e7=—1.85 e;=—145 (A2)

YBa,Cu,0Oq (the ®3Cu data were taken from Ref).4Both
points are seen to fit satisfactorily the straight lidé), thus
supporting the divalent state of copper in the ¥YB8a,0Og
lattice. The points for Ci) and Cy2) for which V,, was
calculated on mode(Al) lie near the straight ling11) in
Fig. 3b, whereas the calculation made within mo¢@l)

As seen from Fig. 4, moddA2) demonstrates a satis-
factory agreement with th€(Zn)-V,, relationship. Note
that model(A2) practically does not change the position of
the Cu1) point in Fig. 3b while displacing slightly the C2)
point, but this displacement is of a reasonable magnitude.
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The method of molecular dynamics is used to study the dynamic properties of the high-
temperature superconductor YR&a,O-. It is shown in the system La,Sr,CuQ, that, due to

the presence of strong anharmonism and a substantial difference in the interatomic forces,

local “hot” regions arise around the B charge defects in the Cy@nd CuO planes, where

the mean kinetic energy of the vibrations of the oxygen atoms reaclieseV. All

other types of defects: oxygen and copper vacancies, substitutional atoms, and charge defects, do
not lead to such effects. @999 American Institute of Physids$1063-783499)00310-X

In the infrared scattering spectra of all high-temperaturgRef. 7). The authors link these bands with peculiarities of
superconductoréHTSC) peaks have been discovered in thethe crystal structure and the phonon spectra of these systems.
superconducting phase, with energies-0.4eV in  Phonon features are also observed in the tunneling spectra up
La, ,SrCuQ, (Ref. 1), ~0.7eV in YBaCu;O; (Ref. 2, to ~180meV in bismuth compounds in which the electrical
0.8-1.2eV in BiS)Ca,_,Cy,0, (n=1,2,3) (Ref. 3. The  characteristics of point tunneling contacts were investighted.
correlation of these peaks with the transition temperaiyre Only a direct experiment using inelastic scattering of slow
is noteworthy: the higher the peak energy, the highéfr,is  neutrons can give an unambiguous answer on the nature of
The nature of these peaks is insufficiently clear. Most authese peculiarities since the diversity of these properties and
thors associate them with excitations in the electron subthe complexity of HTSC structures complicate an interpreta-
system in the presence of polarons. But in this case, as tht@n of the experimental results.
density of current carriers varies, the frequency of these os- On this level, the method of molecular dynamics
cillations according to the Drude modern*? wherenis  (MMD) is of special interest. The use of MMD allows one to
the number of carriers, should also varfowever, this is determine both the structural and the dynamic characteristics
not observed, and the positions of the peaks remain ursf solids. It requires a knowledge of the crystal structure and
changed within the limits of measurement error. Neverthethe pairwise interaction potential®IP). Studies conducted
less, some theoretical works have provided a possible explavith the aid of this method for the most part assume that all
nation by assuming that these absorption peaks are due the bonds in the HTSC's in question are iofi¢! It seems to
interband electron transitioddNo attempts have been made us that such an approach is incorrect since it does not take
to identify them with vibrations of the crystal lattice, and it into account the actual properties of copper-containing
would be complicated, methodologically speaking, to detecHTSC's. All HTSC's of this class have a layered structure in
them experimentally with the help of slow neutron scatter-which CuO layers with pronounced “metallic” bonding al-
ing. ternate with “dielectric” layers. The distinguishing feature

Experiments have been performed which indirectly indi-of our potentials is that they meet this requirement. Calcula-
cate the existence in these systems of local high-frequendjons show? that the depths of the potential wells in the CuO
vibrations. As is well known, the Debye temperature in lan-layers are comparable in order of magnitude with ordinary
thanum compounds is 400 K. However, the authors of Ref. metallic potentials, but in the transverse direction, due to
5, in neutron-scattering measurements of the partial kinetiszveak screening, they are similar to ionic potentials. In the
energy of the atoms in L&uUO, and YBaCu;O,, discov-  present work we use model potentials calculated according
ered that the Debye temperature for oxygen is 1400 Ko a pseudopotential scheme using the Heine—Abarenkov—
(120meV} and 1500K, respectively, in these compounds.Animalu form factor with Zhou exchange-correlation
They suggested that unrecorded high-frequency vibrationsorrections-> Their construction is described in detail in
can play an important role in the HTSC mechanism. At roomRef. 12.
temperature, the specific heat of 1lggSr Cu0O, and In Refs. 14-16, for the anharmonic system
YBa,Cu;O; reaches only~85% of its maximum value in La, ,Sr,CuQ, it was shown that using potentials reflecting
the classical limit 3lk (Ref. 6), which also may suggest the the physical properties of layered structures leads to the ap-
existence of high-frequency modes of the lattice vibrationgearance of local high-frequency vibrations with energy
which do not contribute to the specific heat at room tempera=-0.4 eV of the oxygen atoms in the Cy@ayer near the Sr
ture. Raman scattering by the compounds ds8r, 1:Cu0, impurity atoms. For small Sr concentrations the kinetic en-
and YBgCu;O; show bands in the 100—150 meV region ergy of the atoms of the system undergoes a spatial redistri-

1063-7834/99/41(10)/5/$15.00 1585 © 1999 American Institute of Physics
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bution. “Hot” regions are formed, imbedded in a “cold” between the “metallic” and “dielectric” layers were of the
matrix through which, in principle, a superconducting cur-order of several eV. The depth of theBaD' ™~ potential was
rent can flow. This steady-state picture did not depend on the-6 eV, and of the B&"—C?* potential,~3 eV. The poten-
initial conditions and did not vary, even if the system per-tials with Ba had a much larger well depth than the remain-
sisted for up to 10° s, which is~ 1000 times longer than the ing PIP’s of this system. This apparently is because Ba has a
relaxation time. The question arises, how general are thedarge ionic radius, which in turn correlates with the model
results for other copper-containing HTSC’s. The aim of theradius. The model radius is one of the parameters for calcu-
present work is to study the influence of peculiarities in thelating the PIP’s in the Heine—Abarenkov—Animalu method.
interatomic forces on the lattice dynamics of another high-Such atoms include, in addition to Ba, Sr and Ca, which are
temperature superconductor, Y®aLO,. This system also also present in all copper-containing HTSC's.
exhibits strongly anharmonic propertit's. The temperature was introduced into the system in the
usual way for MMD: a velocity was assigned to all the
atoms, equal in magnitude but random in direction, with sub-
sequent playout to equilibrium. The system was assumed to
The unit cell of the model crystallite had the parametershave reached equilibrium when the velocity distribution
a=0.382,b=0.388, anct=1.168 mm. Due to limitations of function ceased to vary with time and the main parameters of
the program and the computer and the complexity of thdhe system(kinetic energy, potential energy, total energy,
crystal lattice, the simulation was performed in one case fofinimum distance between atoms, gftuctuated due to the
five layers: BaO—Cu@-Y—-CuQ,—BaO and in the second finite dimensions of the system about some mean value,
case, for three layers: BaO—CuO—BaO. The BaO layers werwhich did not vary over a time-10"*'s.
rigidly fixed in place, and cyclic boundary conditions were ~ To analyze the dynamic properties, we calculated the
imposed along th& andY axes. The model crystallite con- density of vibrational state&(w) as the Fourier transform
tained around 700 mobile atoms in the first case, and aroun@f the autocorrelation function(7) (Ref. 20
800 mobile atoms in the second. In the initial state the va-
lences were taken to .be?"?, B&", C', and & (in the Glw)= J'MY(T)exp(_in)dT, 1)
BaO layey and G~ (in the CuQ layen. As defects, we 0
investigated @, Cu'*, and Cd", which figure in specula-
tions about high-temperature superconductivity more thafvhere
once, copper and oxygen vacancigsthe CuQ layen, and
the charge defect B4 (in the BaO layer, su_bstitution of Y » T):E (vi(7)w;(0))/v3(0)
for Ba and Ba for Y. In the case of CuO chains, the valences i
in the initial state were taken to be €y O'~ (in the CuO _ _ _ _
layen, and B&*, O~ (in the BaO layer. As defects in the is the autocorrelauo_n functiom;(7) is the velocity ve_ctor of
chains, we investigated oxygen and copper vacancies, arffiéith atom at the time-, and( . . .) denotes averaging over
the charge defects?0, CZ*, C&** (in the CuO chaing  various time intervals.
and B4" (in the BaO layer.
The procedure for forming the crystallite consisted in the
following operations: translation of the atoms in the unit cell,2. RESULTS OF CALCULATIONS AND DISCUSSION
assignment of the potentials and interaction forces, minimi- )
zation of the potential energy, consisting in a choice of the-1- Dynamics of the CuO , layer
equilibrium size of the unit cell, and prescription of the ini- Figure 1 depicts the partidaCu, Y, O) and total density
tial conditions of the calculation. After this, we refined the of vibrational states, calculated for the Culayer atT
positions of the atoms using relaxation and by holding the=90 K. The negative values and small oscillations are due to
crystallite for ~10"'%s at T~0 without any external influ- calculational error and the finite dimensions of the crystallite.
ence on the system. If the structure remained stable durinpformation about the density of vibrational sta{€s/S) for
the calculation time, the dynamic characteristics were calcuthe yttrium system was obtained in Refs. 21-24 with the
lated. The lattice constant was reproduced with an accuradyelp of inelastic neutron scattering. Note that in their general
of up to 5%. outline the results of these different works coincide. The lim-
In the calculation of the potentials, we take account ofiting frequency of the DVS in all of these works lies in the
the fact that the entire cell is not “metallic,” only the Cy4O vicinity of 100 meV, and the positions of the main peaks
and CuO layers, and the well-known fact that the electrorpractically coincide. Figure (), for comparison, presents
density in this system is about one electron per unit cell. Allthe experimental DVS from Ref. 21. Since our results were
of the electrons are located in a narrow layerrg, — the  obtained for only three mobile layers, they cannot be com-
Bohr radius. In calculations of the electronic structif@nd  pared directly with experiment; however, qualitative agree-
a study of the Fermi surface by photoelectron spectros€opy ment does obtain. The presence of an upper edge to the pho-
it was shown that the electron density at the Fermi level ison spectrum at-100 meV and peaks in the range 60—
~0.7 in the Cu@ layers and~0.3 in the CuO chains. All 90 meV due to oxygen atoms agrees with experiment. The
pairwise interaction potentials in these layers have a depth afopper peaks are found mainly in the ranges 20-50 and 75—
the potential well of the order of~0.1eV. Potentials 80 meV. The contribution t&(w) from the yttrium atoms is

1. EXPERIMENTAL TECHNIQUE
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FIG. 2. Density of vibrational states for the Cu@ayer atT =90 K with the
51 3 charge defect B4 (5%).
M/\/\ appeared in analogy with the situation we observed earlier in
0 . . LoD, the lanthanum systefit.We also modeled the situation with

the simultaneous presence of‘Baions and 10% Cti" ions

in the CuQ layer. This led to the disappearance of the peak
at ~0.17-0.18eV with the preservation of the peak at
0.5eV. The well depth of the potentials with €u are
roughly 3—4 times deeper than the corresponding PIP’s with
CW*. A study of the lattice dynamics of the Cu@ayer in

the presence of all the enumerated defects other th&h Ba
did not lead to the appearance of local high-frequency vibra-
tions.

Great attention has been given to monitoring the state of
the system since all physical characteristics can be calculated
only after the system has reached steady state. The steady-
state setup time, defined as the “decay” time of the autocor-

®, meV relation function, for our specific system,-is4x 10 s, In

the calculations we ran the system for times always much
FIG. 1. Densities of vibrational states: partial Cu &), Y— (2,0 —(3), longer than~10~ 115, after which we calculated the velocity
er;dstic:mfrtgn;(:;t{g:i;geef:e'r% é?%’:fr al‘gfgfgga:‘('fi‘atief(‘;ts' In- distribution functions; if they did not vary with timewithin

the limits of erro¥, then we calculated the DVS. In the initial

state and in the presence of all the investigated defects other
found in the energy range 20—100 meV. The experimentathan B&", the velocity distribution function is described by
peaks in the range-12—15meV are probably due to the a Maxwell distribution. When B4 ions are present in the
heavy Ba atoms. system, on the other hand, noticeable deviations from the

The authors of Ref. 25 proposed that the appearance of axwell distribution are observed in the high-energy region,
Ba** charge defect is possible in a reversible oxidation—especially for the oxygen atoms. For a rough estimate of the
reduction reaction. Direct experiments using high-resolutiortemperature of the “hot” and “cold” regions, we used an
x-ray electron spectroscopy made it possible to observe suaxpansion in Maxwell distributions with weighting factdfs.

a valence state of BeRef. 26. Ba'* appeared in the transi- Figure 3 plots velocity distribution functions for the times
tion to the superconducting state, accompanied by a struecy=8x10 !'s, 7,=9x10"'s, and 7,=10 s at
tural deformation of the lattice. The qualitative behavior of T=90 K. The low-energy part of the distribution is described
the potentials of B&" with copper and oxygen atoms from by two Maxwell distributions—one with characteristic tem-
the CuQ layer is analogous to the behavior of the PIP’s withperatureT;=85K and a weighting factor of 0.5, and one
SP* in the lanthanum system. The Ba-CU/?* pairwise  with characteristic temperatur€,=90K and a weighting
potential is characterized by a well depth of 8eV, and theactor of 0.45(curve 1 in Fig. 3), and in the high-energy
Ba**—O'~ potential, by a well depth of 36 eV. region there are two peaks corresponding to temperatures of

We introduced 5% B into the BaO layer. The abrupt ~2600K and~5700K (see inset The deviations from a
change in the nature of the PIP led to the appearance of locMaxwell distribution in the copper and yttrium subsystems
vibrations with an energy of-0.17—0.18 eV and an energy are insignificant. Oxygen atoms with large energies are
of ~0.5eV. The density of vibrational states for the GuO found near the BY ions. Their mean kinetic energy is
layer atT=90 eV with Bd" (5%) defects is shown in Fig. 2. 15-20 times larger than in the rest of the matrix. The effect
Simultaneously, we observed a redistribution of the kinetids substantially less than in the lanthanum system, but iden-
energy in the system. “Hot” regions in a “cold” matrix tical to it from the point of view of its physical content.

G(w), arb. units
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FIG. 3. Velocity distribution function of the oxygen atoms in the GuO 0.00 30-04 0.08
layer for times 7,=8x10"''s, 7,=9x10 s, and 75=10"°s (thin v, 10° m/s

curves at T=90K in the presence of Ba defects(5%). Theoretical dis- ) o ) )
tribution: thick curvel — for T=T-A + T,A,. whereT=85. T,=90 K FIG. 4. Velocity distribution function of the oxygen atoms in the CuO
: 1AL 12R2, 1 v 12 ) : . _ 11 - - - 11 .
A,;=0.5, andA,=0.45. chains for timesr;=4X10"**s, 7,=5X10 **s, andr;=6X 10" *"s (thin
curves at T=90K in the presence of Ba defects(5%). Theoretical dis-
tribution: thick curvel — for T=T,;A;+T,A,, whereT,=8, T,=45, A;

2.2. Dynamics of the CuO chains =0.4, andA,=0.55; thick curve2 — for T=1000 K.

The partial(Cu, O and total density of vibrational states
for the CuO chains at =90 K having no defects were cal- the local high-frequency peak&HP) in the DVS are pre-
culated in a similar way. The peaks at 30 and 65—70 meV arserved, and the “hot” points “wander” over the entire plane
due to vibrations of the oxygen atoms, and the peaks at 4@ith a lifetime of ~10™ *?s.
and 50 meV are due to vibrations of the copper atoms. When As in the CuQ plane, we investigated the effect of vari-
the charge defect B4 (5%) is introduced into the BaO ous point defect§oxygen and copper vacancies, replacement
plane, the copper and oxygen atoms located near the defest Cut™ by Ci#* and Cd*) on the dynamics of the CuO
are shifted out of their equilibrium positions by10—15%  chains, but the local high-frequency peaks appeared only for
in the direction of the B&" defect. Local peaks appear in the the Bd* charge defect.
density of vibrational states with energies 0.2 eV and In Ref. 12 it was noted that the PIP’s of corresponding
~0.52 eV, due to vibrations of the oxygen atoms. layers in the lanthanum and yttrium systems are very similar,

As in the CuQ plane, the velocity distribution functions both in their overall character and in order of magnitude. In
in the CuO chains, in the initial state with all defects exceptthe lanthanum system the Sr—O potential had a very deep
Ba**, are well described by the corresponding Maxwell dis-minimum (~30eV), which led to the appearance of local
tributions. In the presence of Ba in the chains, the devia- high-frequency peaks of the oxygen atoms while in the yt-
tion of the velocity distribution functions from a Maxwell trium system such a role is played by the*Baharge defect,
distribution is very large and much greater than in the €uO whose potential with oxygen also has a very deep well
plane. Figure 4 plots velocity distribution functions at (36 eV). Both in that case and in the other case, local high-
T=90K for oxygen atoms at different time steps. The low-frequency peaks of oxygen atoms having large energy
energy part for the oxygen atoms can be described by tw¢~0.4—-0.5¢e\) arise around defects having a deep and an-
Maxwell distributions—one withT,;=8 K (with weighting  harmonic PIP (S¥", Ba"). The mean kinetic energy of
factor equal to 0.4 and the other withT,=45K (with  these atoms is substantially greater than in the matrix, i.e.,
weighting factor 0.5b (curve 1 in Fig. 4), and the high- “hot” regions arise. The effect of “hot” points is observed
energy part can be described by a Maxwell distribution withonly when the velocity distribution function deviates from
T=1000K (curve 2 in the inset. The velocity distribution the Maxwell distribution. Therefore it can be said that the
function of the copper atoms differs from a Maxwell distri- dynamics of the crystal lattice of the Cy@nd CuO con-
bution much more than in the CyQayer. The high-energy ducting layers, both in the lanthanum system and in the yt-
atoms in the CuO chains are found, as in the ¢la&Yer, in  trium system, are quite general.

the close vicinity of the B& ions and form “hot” regions It should be noted that it has been experimentally
in which the mean kinetic energy of the atoms~45—20  showrf®=%in thallium and bismuth systems that thallium is
times greater than in the matrix. present in two valence states' Tland TF* while in bismuth

When all of the B&" ions have been replaced by Ba  systems Bi has the valences’Biand BP*. It is possible that
ions in the model experiment, the velocity distribution againthis charge difference of the (Bi) ions induces the same
turns out to be near to a Maxwell distribution, but in this casecharge defects in the BaO planes as in the lanthanum and
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The parameters of the electric-field gradient tensor at the copper, barium, and mercury sites in
the HgBaCg,_,Cu,0,,., lattices (1=1,2,3) have been determined by s&bauer

emission spectroscopy on tA&Cu(®’zn), 1**Ba(**Cy), and®Hg(**’Au) isotopes, and calculated

in the point-charge approximation. An analysis of these results combined with available

53Cu NMR data showed that the experimental and theoretical data can be reconciled by assuming
that the holes originating from defects in the material are localized primarily on the

sublattice of the oxygen lying in the copper pldfier HgBa,Ca,Cu;Og, in the plane of the

Cu(2) atomd. © 1999 American Institute of Physid$$1063-783%9)00410-4

HgBa,Ca,_1Ch0,,,» compounds(HgBaCaCu@ (n  probe occupying the Qi) and Cu2) sites[Fig. 1c].
=1,2,3) exhibit record-high superconducting transition tem- ~ The local symmetry of all sites in the HgBaCaCuO lat-
peraturesT., which makes determination of the charge tices is lower than cubic, and interaction of the quadrupole
states of the oxygen atoms in HgBaCaCuO lattices resporitoment of the probe nuclewsQ with the electric-field gra-
sible for the phenomenon of highs superconductivity in dient(EFG) splits the Masbauer ;pectrum into sevgral com-
these ceramics an important problem. This paper reports tHeenents. In the case of tfeézn isotope, the experimental
use of Mmsbauer emission spectroscopy on tf@u(¢7zn), spectrum splits into three components, and the spectrum al-
1338513y, and Hg(7Au) isotopes to determine the lows determination of the quadrupole coupling constant for
charge states of atoms in the HgBaCaCuO lattices. the ®Zn probe,C(Zn)=eQU,,/h, of its sign, and of the

The Massbauer sources HgR2a, ;%7Cu,Ouns, and EFG tensor asymmetry parameter with the measured

_ n ) X

19749Ba,Ca,_;Cu, O, » Were prepared by diffusion doping quantityeQU,, being a sum of two terms
of the compounds HgB&aCu;Og (1223, T.=112K), eQU,,=eQ(1—y)V,,+eQ(1—Ry)W,,, (1)
HgBa,CaCyOgy (1212, T,=93K), and HgBaCuQ, (1201, o
T.=79K) by the ®°Cu and *Hg radioactive isotopes at whereU,,, V,,, andW,, are the principal components of

450°C for 2 hours in an oxygen atmosphere. T#8a ra- the total, crystal-field, and valence EFGs, respectively,xand
dioactive isotope  was introduced into the andR, are the Sternheimer coefficients for the probe atom.

HgBa,Ca,_;Cu,0,,. , ceramics during the preparation. The The zinc daughter atom left after the radioactive decay
67Cu(®7zn) and SBa(*iCy Méssbauer spectra were ob- of the ®’Cu parent isotope stabilizes in the divalent stéte

tained at 4.2 K wittf’ZnS and CsCl absorbers, respectively.Only vaIenc7e Sgﬁte of zinc possible in oxide syst)smsthe
The 9%Hg(1’Au) Mossbauer spectra were measured at 80 wease of thé’Zn?" probe the valence-electron contribution to

with metallic gold serving as an absorber. Figures 1_3the total EFG tensor may be neglected, which yields

present typical spectra, and Table | lists the results of their C(zn)~eQ(1—vy)V,,/h. 2
treatment.

It was assumed that tHECu, *8Ba, and'®Hg parent
isotopes occupy during diffusion doping the copper, bariu

The crystal-field EFG tensor can be calculated within the
mpoint—charge model, so that by comparing the experimental

and mercury sites, respectively, with the daughter isotopeg'(zr_‘) and caIcuIa_tedaQ(l— V2, q“a”t_'“es one can de-.
termine the effective charges of atomic centers at lattice

677n, ¥3Cs, and'®’Au turning up in the same lattice sites. oS

Because barium and mercury atoms occupy unigue sites in .
y PY o We calculated the crystal-field EFG tensors for the

all HgBaCaCuO lattice5? it was expected thadf*Ba(***Cs) ; o
and 19Hg(197Au) Mossbauer spectra would reflect the only :ﬁﬁ:ﬁggﬁo lattices represented as superpositions of several

state of the corresponding probes. As seen from Figs. 2 an
3, this is what is observed in experimental spectra. In the [Hg][Ba,|[Cu][O(1),][O(2),],

(1201 and (1212 compounds, copper atoms also reside in

unique sites;? so that the®’Cu(®’zn) spectra of these com- [Hgl[Ba][Cal[Cu,][O(1)4][O(2)],

pounds correspond to the only state of fi&n probe[see

Figs. 1a and 1p Finally, in the (1223 lattice, the copper [Hal[Ba:][Ca][Cu(1)[[Cu(2)2][O(1)2][O(2),][O(3)2]-
atoms reside in two crystallographically inequivalent sftes, Figure 4 presents parts of unit cells of the
so that the®’Cu(®’zn) Mossbauer spectra of this ceramic HgBaCaCuO compounds. The structural data required for
should be assigned to the two states of tf#n Mossbauer the calculations were taken from Refs. 1 and 2. The lattice

1063-7834/99/41(10)/4/$15.00 1590 © 1999 American Institute of Physics
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FIG. 1. ’Cu(®"Zn) Mdssbauer spectra df) (1203, (b) (1212, and (c) FIG. 3. **"Hg(**"Au) Mossbauer spectra ¢8) (1203, (b) (1212, and(c)
(1223 compounds. The position of the quadrupole triplet components cor{1223 compounds. The position of the quadrupole doublet components cor-
responding td’Zn?* centers at copper sites is identified. responding td*’Au centers at mercury sites is identified.

sum tensors were found to be diagonal along the crystallo- . .
graphic axes and axially symmetric for all sites. —7)V22=72MHz for the Cu2) sites. These values differ

If one uses the valuesy=—12.2 (Ref. 3 and Q substantially from the experiment&(Zn) figures for the
—0.17b(Ref. 4 for the 5Zn?* centers, then taking modal Cu(1) and Cy2) sites[C(Znl) andC(Zn2), accordingly.
corresponding to the standard valence stakég?", B&* To exclude the error caused by a wrong choice of the value
c&*, C/?*, 0?") one obtains for the HJBEa,CO; lat- for y, one can compare the ratiocS=C(Znl)/C(Zn2)

tice eQ(1— 7)V, 1~ 79 MHz for the Cil) sites andeQ(1 :1.2_3(8) ands=V,, /V,,=1.08. In this case, however, _
the difference between the measured and calculated values is

also substantial. Similar discrepancies are observed for the
other compounds as well.

The nature of the discrepancies can be established by a
combined analysis df’Cu(®’zn) MES data and*Cu NMR
a measurements for copper sites in the copper cuprate lattices.
Figure 5a presents @(Cu)—C(Zn) diagram constructed in
Ref. 5. The experimental data obtained for divalent copper
compounds fit onto a straight line

C(Cu)=197-11.3C(Zn), 3

whereC(Cu) andC(Zn) are in MHz.

The main reason for the deviation from straight i3

is the difference of the copper valence froh®.

One can obtain additional information from a
C(Cu)-V,, diagram proposed in Ref. Brig. 5b|. Plotted
along the horizontal axis here are the calculated principal
components/,, of the crystal-field EFG tensor for the cop-
per sites for whictC(Cu) was measured Cu NMR. The
L N . C(Cu)—-V,, plot can be fitted by the expression
-2 -1 0 7 2

V, mm/s C(Cu)=179-191.4V,,, (4)

FIG. 2. 133Ba(*3% g Mossbauer spectra @) (1201, (b) (1212, and (c)
(1223 compounds. whereC(Cu) is given in MHz, and/,,, in e/A3.

Relative count rats
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TABLE I. Nuclear quadrupole coupling parameters of #ign, 13%Cs, and'®’Au probes at the cation sites of the HgBa,_;Cu,0,, . , lattices.

VZZ
Compound Site Probe C(Zn) 7 |C(Cs)| |C(Au)| A B
HgBa,CuO, Cu 57Zn 14.05) <0.2 0.858 0.737
Ba 183%Ccs <40 0.080 0.076
Hg 97Au 262(6) —-1.078 —1.032
HgBa,CaCyO, Cu 57Zn 14.55) <0.2 0.937 0.753
Ba Bs <40 0.088 0.093
Hg ¥97Ay 2686) —-1.100 -0.961
HgBa,CaCuOg Cu(1) 57Zn 18.05) <0.2 1.010 1.006
Cu(2) 57Zn 14.65) <0.2 0.931 0.766
Ba 183%Ccs <40 0.064 0.071
Hg 17Au 264(6) —-1.138 —-1.010

Note C are the quadrupole coupling consta(ifHz), 7 is the asymmetry parameter, awg, is the crystal-field EFG principal component for modaland
B (in e/A3).

There is one more reason for a deviation of thedata[Fig. 5a. We readily see that all points fit satisfactorily
C(Cu)—-V,, plot from straight line(4), namely, a wrongly onto relation (3), which implies that copper in the
calculated EFG tensor caused by an erroneous choice of tlitggBaCaCuO compounds is divalent.
atomic charges. At the same time th€(Cu)-V,, graph in Fig. 5b does

53Cu NQR data for th€1201), (1212, and(1223 com-  not follow the linear relatiort4) if V,,was calculated assum-
pounds (Refs. 6-8, respectively are plotted on the ing standard atomic chargésmodelA). The deviation of the
C(Cu)-C(zn) diagram together with ot’Cu(®’zn) MES  data from the straight lin&) obviously should be attributed
to the inadequacy of the model chosen Y&y, calculation.
This conclusion is also supported by the considerable
difference between the valueS=C(Znl)/C(Zn2) and
s=V,A/V,,. An agreement can be reached witldrtype
models; namely, for thé¢1201) and (1212 compounds one
should localize holes at the(D atoms, and fo£1223, they
should be localized on the (@ sublattice. Holes in these
compounds may appear as a result of part of the mercury
atoms being stabilized in a univalent state. When calculating

C(Zn), MHz
14 16 18

60 T T T

N - F
~|— v L — . = ——
0.6 08 10
—5 4 J
sz s €/A g
+
aAd_ FIG. 5. (a) C(Cu)—C(Zn) diagram for compounds of divalent coppisolid

line). (b) C(Cu)-V,, diagram for compounds of divalent copper. The points
relate to: 1—Cu in (1201, 2—Cu in (1212, 3—Cu(1) in (1223, and
FIG. 4. Parts of the unit cells ofa) (120, (b) (1212, and (c) (1223 4—Cu(2) in (1223. IndicesA and B refer to theV,, calculation models
compounds. used.
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Q.S. values obtained do not permit determination of the lat-
tice contribution to the totai’’Au EFG. However taking into
account that EFG tensor calculations yieler 0 for the mer-
cury sites, one can find the quadrupole coupling constant for
the °7Au nucleus ag§C(Au)|=2 Q.S.(see Table)l Note
also that the values o€(Au) for all HgBaCaCuO com-
pounds are very similafsee Table)l, and this is in accord
with V,, calculations for mercury sites in modets
There is obviously a direct relation between the valence
state of thé®*"Hg parent atoms and that of th&Au daughter
atom; indeed, electron capture #"Hg" and **'Hg?" pro-
duces, accordingly:®’Au* and*®’Au?*. However the A&"
state is unstable and decays into the*Aand AG" states,
the ratio of the uni- to trivalent gold atoms being determined
by the type and concentration of carriers in the material.
Because the conduction in HgBaCaCuO ceramics is typically
10 p-type, the presence in th&'Hg(**’Au) Mdssbauer emission
@5, mm/s spectra of the trivalent gold only implies evidently the diva-
FIG. 6. I.S. vs Q.S. graph for compounds of univalhi—I) and trivalent lent state of the m_ercury atoms._ Thls agrees with XPSgdat_a
(Au-1Il) gold (the experimental data for the various gold compounds pre-2Nd may be considered as additional evidence for the exis-
sented by filled squares are from Ref).1The open squares relate to the tence in HgBaCaCuO compounds of residual defects result-
data for HgBaCuO,, HgBaCaCyOs, and HgBaCaCu,0; (these values  ing in hole localization at the oxygen sublattices.
coincidg. Finally, *Ba(*3Cs experimental spectra represent
single lines without any fine structure, and therefore one can
the EFG tensor within modeB, it was assumed that mer- only make an estimate of the quadrupole coupling constant
cury is univalent in the(1203, (1212, and (1223 com-  |C(Cs)| for the'3*Cs probe. This can be accounted for by the
pounds in amounts of 30, 90, and 80%, respectively. For thémall magnitude o¥,, at barium sites in all HgBaCaCuO
B model the discrepancy between the valuesSainds is ~ compoundgsee Table)l
smaller too. It should be noted, howeyer, .that.XPS measure- Support of the Russian Fund for Fundamental Research
ments do not support mercury stabilization in a unlvalent(Gram 97-02-16216is gratefully acknowledged
state(see, e.g., Ref.)9and one will possibly have to invoke ‘
defects in the material to account for the presence of holes at
the oxygen sublattices. *Deceased.
197Hg(**’Au) measurements show that interaction of the
quadrupole moment of th€’Au nucleus with the EFG splits
the Mossbauer spectrum into two components spaced by . L. wagner, P. G. Radaelli, D. G. Hinks, J. D. Jorgensen, J. F. Mitchell,
Q.S=(1/2)|eQU,,(1+ 5?3)*? and that an experimental 2B. Dabrowski, G. S. Knapp, and M. A. Beno, Physic2(, 447(1993.
spectrum does not allow separate determinatio@ aind 7, Iﬁlhx}c':rgzezrégigﬁ(' l';gf;”' R.T. Downs, R. L. Meng, and C. W. Chu,
as well as the sign of. Besides;*’Au MGssbauer Spectros-  sg ‘siemheimer, Phys. Ret46 140 (1966.
copy does not permit one to identify the valen@harge “A. Forster, W. Potzel, and G. M. Kalvius, Z. Phys.38, 209 (1980.
state of gold atoms from the magnitude of the isomer shift®V. F. Masterov, F. S. Nasredinov, N. P. Seregin, and P. P. Seregin, Fiz.
I.S. only. As shown in Ref. 10, however, such identification (Tl";ég'] Tela(St. Petersbujg37, 3400(1993 [Phys. Solid Stata7, 1868
can be made by a combined analysis of the isomer shifts aner “viachi, R. Usami, H. Yamauchi, N. Koshizuka, and H. Yastoka,
quadrupole splittings of*’Au Mossbauer spectra. Figure 6 Physica C235-240, 1675(1994.
shows, in particular, I.S. vs Q.S. graphs for compounds of M. Horvatic, C. Berthier, P. Carretta, J. A. Gillet, P."@ansan,
uni- and trivalent gold, which exhibit a good agreement of *{: Eg;?;rl ?('_‘dKftéi'kgag‘_)zﬁ"Zzgi’;'?fei'si;gml;?@fma‘ A o,
the data on HgBaCaCuO compounds with those for trivalent ang H. ihara, Phys. Rev. B3, R8906(1996.
gold. In other words, thé®/Au daughter atoms produced in °R. P. Vasquez, M. Rupp, A. Gupta, and C. C. Tsuei, Phys. ReS1,B
the decay of thé®Hg parent isotope are stabilized at mer-  15657(1995.
cury sites of the HgBaCaCuO lattices, formally in trivalent © <@nd. K- Leary, and M. Bartlett, J. Chem. Phy, 5050(1973
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An analysis is made of the geometric and morphological properties of YBCO superconducting
films and of their effect on the magnetic and transport phenomena. A study is presented

of the statistical characteristics of critical currents derived from the variation of trapped magnetic
flux induced by passing a pulsed transport current. It is shown that the critical currents in

the materials under study have a specific statistical distribution, whose main properties are due to
the morphology of their structure and can be determined by geometric-probability analysis.

The superconducting film is considered as a percolation system. An empirical normal-phase
cluster-area distribution function was used to derive the distribution function of magnetic

critical currents, which describes adequately the experimental data on how transport current affects
trapped magnetic flux. The critical current for transition of a film to the resistive state has

been calculated. €999 American Institute of PhysidsS1063-78349)00510-9

Development of superconducting composites with highperature was maintained at 650 °C during the whole growth
critical currents is an important problem in cryoelectrortics. period (8 h). The thickness of the films thus prepared was
One of the promising methods to increase the critical curren®.4um. Figure 1 displays a fragment of an electron photo-
consists in using hard superconduct@rs. type-1l supercon- micrograph of such a film. One readily sees a characteristic
ductors with pinning centergpossessing microscopic inho- texture created during the growth due to surface defects at
mogeneities. Being only partially superconducting becausghe film/substrate interface. The bright regions correspond to
of the presence of normal-phase fragments, such materiatke YBgCu;O;_, superconducting phase, and the dark ones,
can support high currents in magnetic fields far in excess ofo normal-phase CuO inclusions and voids in the bulk of the
the thermodynamic critical field of a “pure” bulk supercon- material. The normal-phase inclusions have a columnar
ductor. It is these inclusions of the normal phase that act astructure oriented along the axis. The total film area
pinning centers inhibiting the motion of vortices under thescanned for subsequent statistical treatment wasu®0
action of the Lorentz force. The fraction of the area occupied by the superconducting

This work studies critical currents in YBCO supercon- phase is 80%, which is considerably in excess of the electric-
ducting films containing normal-phase inclusions with acurrent percolation threshol&0% for two-dimensional con-
given texture. The structure of the inhomogeneities does ndtnuum percolatiof). Thus a sufficiently dense supercon-
vary over the film thickness, and all magnetic-flux distribu-ducting cluster providing in-plane transport-current flow
tions are two-dimensional. The critical currents at liquid-formed in the film. At the same time the fraction of surface
nitrogen temperature were measured magnetically from tharea occupied by the normal phase and, hence, subject to
variation of the trapped magnetic flux induced by the transimagnetic-flux penetration, is 20%. This is less than the per-
port current. We shall call such critical currents magnetic incolation threshold for magnetic-flux transport in the trans-
order to distinguish them from the critical current determinedverse direction so that the fragments of the normal phase
from the sample transition to resistive state. merged to form final clusters, and vortices cannot move in

The object of the work was to study the statistical naturethe film plane without crossing an infinite superconducting
of magnetic critical currents and to establish their relation tocluster. A superconducting film with a two-dimensional
the geometric-morphological properties of the superconductmagnetic-flux distribution is an example of a two-
ing film structure. dimensional system where the electric and magnetic perco-

The YBCO superconducting films were prepared bylation cannot coexist. Such a superconducting structure en-
magnetron sputtering in pure oxygen at a pressure of 1 Torsures efficient pinning, because when a transport current is
The discharge current was increased from 100 to 400 mApassed, there is no percolation of the magnetic-flux directed
during the first 30 min and not varied subsequently. Theperpendicular to the film plane.
substrate was afiL102] sapphire crystalthe r-cut) with a We showed earliérthat the statistical properties of pin-
0.02-um thick cerium oxide buffer layer. The substrate tem-ning centers play an important part in the determination of

1063-7834/99/41(10)/4/$15.00 1594 © 1999 American Institute of Physics
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statistic. Also shown in Fig. 2 is a histogram of a sample of
normal-phase cluster areas constructed with an area step of
0.02113um?. Plotted along the vertical axis is the number
of clustersN falling in a given area step, and along the hori-
zontal axis, the number of this group The sample size is
526. The maximum and minimum normal-phase cluster ar-
eas were 0.4015 and 0.0@2?, respectively. The asymme-
try of the distribution is 1.743. The discrepancy between the
sample mean (0.07750m?) and standard deviation
(0.07389um?) does not exceed 5%, which suggests an ex-
ponential distribution of normal-phase clusters in area.
Least-squares fitting of the distribution function

.

F(S=1-expg — = 1
(S) p( S 1
yields S;=0.07381um? for the average normal-phase clus-
ter area.

We next proceed with critical current measurement by
the following scheme. First the film is magnetized by cooling
it below the critical temperature in a magnetic field oriented
along thec axis. The magnetic flux will be trapped in clus-
FIG. 1. Part of an electron photomicrograph of an YBCO superconductingers of the normal phase. Next a transport current is passed
film. Thg a and b axes lie in the plane of the figure, and theaxis is through the film in the &,b) plane. The film magnetization
perpendicular to the latter. . . .

will not change until the Lorentz force becomes higher than
the pinning force of the weakest pinning center. As the cur-

critical currents. When a film with a texture like that in Fig. 'entis increased, the magnetization will vary as the magnetic
1 is magnetized, the magnetic flux is trapped by normalflux is depinned from the normal-phase clusters whose pin-
phase fragments acting as pinning centers. Therefore it jging strength does not exceed the Lorentz force generated by
essential to know the geometric-statistical nature of the clusthe given transport current. After the current has reached the
ters formed by normal-phase fragments. Figure 2 shows agritical level, vortex depinning will grow to an avalanche
empirical distribution functiorF (S) of normal-phase cluster rate, and the sample will transform to the resistive state. At
areas, which was calculated as the relative number of clustef§€ same time each pinning center will be identified with its

whose area did not exceed a given aféor each order Particular critical current capable of depinning the magnetic
flux trapped by it. Because the pinning centers represent, in

this case, clusters of the normal phase, the vortices depinned
F from such a center will cross the infinite superconducting
cluster whose cells contain finite normal clusters. The vorti-
ces will traverse the superconducting region along weak
links, for instance, along twin boundaries, which are always
present in the superconducting ph&s&he larger a cluster,
the more such weak links in the surrounding superconduct-
ing space and, hence, the smaller is the corresponding critical
current. Based on these geometric considerations, we assume
the critical current to be inversely proportional to the perim-
eter of a normal-phase cluster, which, in its turn, is propor-
tional to S¥2, namely,| «S™Y2, whereSis the normal-phase
cluster area. This is valid in the case where the weak-link
concentration per unit perimeter length is the same for all
normal clusters, irrespective of their area and in any part of
the film, and where all clusters are similar in shape. The
condition of geometrical similarity is not rigorous; indeed, as

s 10 15 g seen from the photograptirig. 1), clusters of larger sizes,
which formed by coalescence of smaller clusters, are much
00 | T | | more diverse in shape. At the same time taking variations in
00 0.1 0.2 03 0.4 cluster shape into account does not change the main physical

2
S, um conclusions. To simplify the analysis, we assume all clusters
FIG. 2. An empirical distribution function and a histogram of a normal- of the same area to have the same pinning strength and,

" 172
phase cluster area sample. The points correspond to order statistics, and fi€NCE, the same C”t'callcurrent- Note that3S ' where .
line is a fit with aF (S)=1—exp(~9S) function. the form factorp takes into account both the microscopic
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0 5 10 a, 10* dyn/cm the measurements were 100 ms long. This permitted one to
AM/M I | 1 prevent film overheating, which would be unavoidable if a
0.8 dc current of the same magnitude was passed. Besides, ther-

momagnetic instability does not develop during such a short
transport-current pulse, and the sample remains supercon-
ducting with currents as high as the maximum pulse ampli-
tude of 2.5 A. To check a possible influence of thermal ef-
fects on the magnetization measurements, calculations of the
thermal action of the transport current were carried out,
which took into account the contact resistances (D.at
liquid nitrogen temperatujeand thermal diffusivity of the
film. It was found that, even in the absence of efficient heat
removal and for current pulses having maximum amplitude,
the sample heating in the near-contact region is negligible
and does not affect the trapped flux. An experimental check
was also made of the absence of parasitic thermal effects;
variation of pulse duration from 50 to 200 ms did not affect
noticeably the results of magnetic measurements.

Each of pointsl in Fig. 3 shows the change in magne-

FIG. 3. Statistical distribution of magnetic critical currents— Variation tization induced by passing a single current pulse. Figure 3

of the magnetization induced by passing pulsed transport cur2ntsthe ~ Pr€Sents _also the average linear p?nning-strengt_h density
fraction of the normal-phase clusters whose pinning strength does not ex= (P y/c)j corresponding to the critical current with a den-

ceed a given Lorentz forc& — a tangent to the magnetic critical-current sity j (®g is the magnetic flux quantum, aieds the velocity

distribution curve. Plotted along the upper axis is the linear pinning-strengtfbf light). The film cross-sectional area was<40-5 cr
density. | i, is the magnetic critical current for the largest normal-phase ) )

cluster in the sample, and is the critical current of transition to the resis- The measurements were performed with a Hall sensor haVing
tive state. a sensitivity of 3QuV-G™ 1, the lowest magnetic field mea-
sured being 0.02 G. The Hall sensor was placed on the
sample surface between the current contacts, at a distance of
properties of a pinning center, including the shape of a7 mm from each of them, . )
' The results of magnetic measurements were fitted by

nqrmal-phase cluster, and the sa'mple geometry, \.Nh'.Ch demﬁ]nction (2) characterizing the distribution of normal-phase
mines the transport-current density of the given pinning cen-

. T clusters in their magnetic critical currents. TBecoefficient
ter. It is assumed also that tige coefficient is the same for o .
played the part of a fitting parameter, whose magnitude, cal-
all normal-phase clusters.

When a transport current flows through the sample, |tsCleatecj by the least squares procedurg, was found .tﬁ be
o ; . =0.6434 A um. The distribution function of the critical
magnetization will change by the amount of the magnetic . . : . . - )
. magnetic currents obtained in this way is shown in Fig. 3;

flux depinned only from the normal-phase clusters whose . . T
each point on curv@ corresponds to its order statistics in the

pinning strength is less than or equal to the given Lorentz raph of the empirical distribution function of Fig. 2, and the

force. In accordance with this assumption, as the transpo fhe connecting them is the functiofl) replotted in (1
current is increased, the first to be freed of the magnetic flux’ F)vs s 12 2oordinates Note that the lgints of curge
will be clusters with a larger perimeter and, hence, with a . ‘ P . .
larger area, Therefore the relative change in magnetiziion are also experimental and reflect the geometric-statistical
can be expressed through the distribution function of normalprOpertIes of the f"f“ superconductmg structu.re. ,

As seen from Fig. 3, the geometric approximati@nfits

phase cluster areas and is equal to the fraction of clusters .. . ; )
with the area exceeding a given valueM/M =1— F(S) satisfactorily to the magnetic measurements made in the

BecauseS= 8%12, we obtain for an exponential distribution critical current range up to 2 A. At high currents, a deviation

0.6

0.4

0.2

1) can be noticed, which may originate from a number of rea-
sons. First, as the transport current increases, violations of

AM B? the geometric similarity in the shape of normal-phase clus-
erx —Q 2 ters play an ever increasing role. Smaller clusters, which

have less weak links along the perimeter, are characterized
Thus, by passing transport currents of various amplitudédy a larger pinning strength. The less there are weak links in
through a sample and measuring the corresponding changascluster, the more important is where exactly on the perim-
in magnetization, one can not only determine the critical cureter they are located, in a “hollow” or a “protruding” part
rent but also the pinning-strength distribution, which is de-of an inkspot-shaped cluster. This is the factor that influences
termined by the statistical properties of normal-phase clusthe probability of a vortex attaching to this weak spot. There-
ters. fore the initial assumption that th@ coefficient is the same
Figure 3 presents the results of an experiment performetbr all clusters is here no longer valid. Second, the assump-
by the above scheme. The sample was cooled to the liquition of the weak-link concentration per unit perimeter length
nitrogen temperature. The transport current pulses used imeing the same for all normal-phase clusters reflects purely
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statistical relationships and holds well for large clustersfound most easily from the intercept on the horizontal axis of
where there are many such links. Deviations due to the viothe tangeniline 3 in Fig. 3) passing through the inflection
lation of the law of large numbers become inevitable as theoint of the magnetic critical-current distributioB: 1.
cluster size decreases. This also results in the form fg&tor =(2/3)3’2,8851’2. This estimate for the sample under study
depending, strictly speaking, on cluster size, with this depenyields|.=1.3 A, which agrees well with the experiment.
dence becoming more significant for small-area clusters Thus we have shown that the statistical distribution of
which have a larger pinning strength. The third reason origiimagnetic critical currents is due to geometric-morphological
nates from structural distortions in the superconducting clusproperties of the superconducting structure of the material.
ter, which inevitably arise when large currents are passedhe technology used to prepare the YBCO films under in-
through a film. Each subsequent point of culivim Fig. 3is  vestigation creates an exponential distribution of normal-
obtained on the same sample without its remagnetizatiorphase clusters in area. It appears essential for practical appli-
After passing an ever larger current pulse, some regions inations that one can draw conclusions from the statistical
the sample may transform to normal state, and then the syroperties of the geometric structure of a superconducting
perconducting infinite cluster becomes less dense. This givem regarding the parameters of the statistical critical-current
rise to coalescence of some normal-phase clusters of finitéistribution, and to use this information to predict the char-
size, which will result in an additional decrease of theacteristics of superconducting materials, to monitor their
trapped flux. quality, and to optimize their technology. One of the direc-

Note the complete coincidence of the “magneti¢l)  tions pursued in this optimization is the development of su-
with “geometric” (2) data for currents below 1 A. Transport perconducting composites with a given pinning-strength dis-
currents in this region leave the magnetization unchangedribution, which would provide the largest possible critical
because there are no pinning centers for such low magnetzurrent.
critical currents. Large clusters are characterized by weak Partial support of the “Integration” prograniGrant
pinning forces. The area of the largest normal-phase clusted79) is gratefully acknowledged.
in the samplingSya,= 0.4015.m?, which corresponds to a
critical currentl pin=BS,a¢=1.015A. It is with this value 1y g Beasley, irPercolation, Localization, and Superconductiyiggited
that the magnetic critical-current curZestarts, because the by A. M. Goldman and S. A. Wolf, NATO ASI Series, Ser. B, Vol. 109
trapped flux is not depinned within the current range from (Plenum Press, New York, 1954. 115.
zero tol . 3R. Zallen an(_j H. Scher, Phys. Rev.4B4474(1971).
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Josephson and quasiparticle currents in tunneling junctions between partially
dielectrized (partially gapped ) superconductors with spin density waves
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The current—voltage characteristi@SVC) are calculated for the Josephson, interference, and
quasiparticle components of the current through a tunneling junction formed by two
superconductors with spin density way&DW). The treatment is based on the model of partial
dielectrization(gapping of the Fermi surface and the assumption of pinning of the spin
density waves. The following particular cases are studied in detail: asymmetric SDW
superconductor—ordinary superconductor junctions and symmetric junctions between two identical
SDW superconductors. The positions and nature of the singularities in the CVC are
determined. For a symmetric contact the possibility of the existence of asymmetric CVC'’s is
predicted. The calculations are in qualitative agreement with the experimentally observed
behavior of the CVC’'s of tunneling junctions and microcontacts containing the SDW
superconductor with heavy fermions Uf8i,. © 1999 American Institute of Physics.
[S1063-783%09)00610-3

It is well known that an external magnetic field or the competition for occupation of the Fermi surface. Usually, the
exchange field of a ferromagnet has a negative effect ospin density waves are the stronger competitor since they are
spin-singlet superconductivity. First of all, diamagnetic formed as a result of the exchange interaction between the
Meissner currents arise, and second, a paramagnetic effectdtectrons in contrast to superconductivity, where pairing be-
manifested consisting in an electron spin flip breaking a Cootween electrons occurs through virtual phonons. Therefore,
per pair. The conditions for the coexistence of superconducspin density waves are capable, generally speaking, of com-
tivity and antiferromagnetism, on the other hand, are muclpletely suppressing superconductivity. For this to occur, the
more favorable since the intracrystal magnetic field of argjelectric gap would have to encompass the entire Fermi sur-
antiferromagnet averaged over a volume having the charagzqe. However, the anisotropic character of spin density
teristic dimension of a Cooper pair is equal to zero. Spinyayes and the specific topology of the Fermi surface lead to
density waves(SDW) are related to antiferromagng_t@m. the result that only partial dielectrizatiofgapping of the
Spin density waves arise at temperatufeselow a critical  pormj surface is possible, as is observed for all presently
temperaturethe Neel temperaturefy) due to a divergence on Spw superconductors. In addition, the critical tem-
of the spin susceptibility of the conduction electrons forperature of the superconducting transitidp, as a rule, is

some wave vectqQ. Th'.s logarithmic singularity is a con- less thanTy. Therefore, when the temperature is lowered
sequence of the instability of the system due to the presence

. low Tq, i is f h -
on the Fermi surfacéFS) of congruent(nestedl segments ng;{\g d Cnoi_ztijgliﬁﬂ;:g;na (?r?@ a|s z)rjrz:dn?gnf{seo?(sge
(i=1,2) on which the electron spectrugfp) is degenerate: ' gapp 9

£1(p)= — &(p+ Q). On the remainder of the Fermi surface Fermi surface, yvhich according to the model of s-trong mi>-<—
(i=3), the electron spectrum is nondegenerate. In this cas&!9 of electronic statéspropagates over the entire Fermi
' urface, including the dielectrize@) (gapped regions. In

a spin-triplet dielectric gap arises on the nested segments. a h quct 4 the dieloctri
this respect, spin density waves are similar to charge densitgl IS Case,_ t e s.upercon u<_:t|ng gapand the dielectric gap
are modified in comparison to the Bardeen—Cooper—

waves (CDW) except that in the case of charge density . 8
waves the dielectric gap is a spin-singlet. Schrieffer(BCS) theory. _ _

The coexistence of superconductivity with spin density N the present work, on the basis of the Bilbro—
waves was observed in the compounds (TMTSHp, and MacMillan model later applied to spin density waves and
(TMTSF),PF, at a pressure of 6 kbdRef. 2, in RRh,Si, ~ charge density waves!? we investigate tunneling between
(R=La,Y) (Ref. 3, in the alloys Cy_,Re, (Ref. 4, in the partially dielectrized(partially gappetl SDW superconduct-
compound with heavy fermions URBIi, (Refs. 5 and §  Ors withs-pairing. We calculate the current-voltage charac-
and in other materials. In these materials the electrons th4gristics(CVC's) of the unsteady Josephson current and the
participate in the Cooper pairing are the ones that are founguasiparticle tunneling current. Singularities in the CVC'’s
near the Fermi surface and are responsible for formation dfor symmetric and asymmetric junctions are identified and
the spin density waves. In fact, a struggle goes on betweetlassified. To compare with experiment, we adduce data for a
these two phenomena, and this struggle is expressed assaperconductor with heavy fermions, UfSi,, since this is

1063-7834/99/41(10)/6/$15.00 1598 © 1999 American Institute of Physics
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the only compound for which measurements of the paramearlier!®=121°Taking the matrix structure of the initial su-

eters repaired by the theory have been ntatle. perconducting and dielectric order parameters into account,
the desired solutions have the form
Gnd(P;wn)=—[iw,+&5(p)]Det ", )

1. GENERAL THEORY

F ; =A Det’l, 5
The initial formulation of the problem is analogous to nd(Pien) 1 ®)

that considered earliEtwith substitution of the CDW super- Gy(p;wn) = —[i 0+ &1(p) [ w2+ E2(p) + A%+ 32]Det, !

conductor by its SDW analog. The model Hamiltontdrof (6)
a partially dielectrized(partially gappeyl SDW supercon- , L
ductor in the mean-field approximation is equal o' Fa(p; wn) =Alwy+ £1(p)+ D D_]Det, °, (7
H=Ho+Hgcst Hspw, (D) Gipiwy)=3[w;+£&(p)—D,D_]Det; ', t)
whereHy is the Hamiltonian of the free electrorldgesis £ (0. ) Y= —9AST—iw.+ Det; ! 9
the BCS Hamiltonian, which is responsible for the supercon- s(Pin) H-lont&u(p)IDeg ©
ductivity, and Here
2 _ 2 42 2
Det, = w;+ £5(p) + A%, (10
HSDW: _2221 2 aarpaaipJFQ'a“l‘ hC (2) . 3
’ Det,=[wj+ &5(p) + D4 J[wf+ £5(p) + D2, (11)

is the SDW Hamiltonian, which describes the spin-triplet
electron—hole pairing. We again stress that in the given D.=A*%, (12)
model a single, common superconducting gap exists everys, 4 the subscript “is”
where on the Fermi surface while dielectrizatigapping of
the Fermi surfacdwith the corresponding appearance of a
dielectric order parametet) takes place only on its nested
segmentgthe summations in expressid@) are only over
i=1,2].

corresponds to intersectionat2)
electron—hole pairing.

The tunneling currentis calculated using the method of
the tunneling Hamiltonia?? The matrix elements of the
tunneling Hamiltonian are assumed to be equal and indepen-

) ) dent of A and 3. This assumption is natural within the
The inequalityTy> T holds for all the SDW supercon- qamework of a scheme of BCS type, i.e., in a treatment of
ductors considered below. Moreover, calculations shinat Cooper and electron—hole pairing in the weak-binding ap-

the presence of a superconducting gap stabilizes the ampli;imation (see the discussion in Ref. 13hus, it is pos-
tude of at some level analogous to the situation obtaininggip|e 1 introduce a universal tunneling resistance parameter
for CDW superconductors Proceeding from this fact, we R We assume that the voltage on the tunneling contact
did not carry out self-consistent calculations of the depenv(T), where 7 is time, varies adiabatically in comparison
dences(T) andA(T). As was shown in Ref. 13, the quan- i energies of ordet,, i.e., V™ 'dV/dr<T,. Taking this

tity > can be chosen as a-independent function off. jny, account, the expression for the currém terms of the
Moreover, in microcontact measurements it was found thafnnejing contact takes the form

for the SDW superconductor URSI, (Refs. 15 and 16the

dependenc® (T) almost completely corresponds to the clas- 1 .

sical dependence of BCS theory. Therefore, ¥qT) we IV(n]= 2 i in(V)sin2¢

chose the Mhlschlegel functiorf, which also applies to a M= dndis

spin-triplet exciton insulator with spin density wavéd\ote +1 (ziyi,)(V)cos 2p+J3in(V)], (13

that the specific choice that we have made is not important . ] N
from a conceptual point of view. In what follows, we assumeWhere ‘f:f eV(r)dr, e is the elementary charge; (V)
pinning of the spin density waves so that the paramBtes = =2i,i’l(;,;,,(V) is the amplitude of the Josephson current,
a real quantity with arbitrary sign. I2(V)=Ei,ifl(2i'i,)(V) is the amplitude of the interference
Another important parameter of the theory is the degreeurrent, andJ(V)=Z%;;:J; (V) is the quasiparticle cur-
of dielectrization(gapping of the Fermi surface, which it is rent. This equation is a generalization of the corresponding
standard to define as the ratio of the density of states on thexpression obtained for a junction between BCS super-
nd- and d-segments of the Fermi surfadé,{ andNg4, re-  conductor$’ to the case of SDW superconductors. Each
spectively quantity of the typel(li’i,)(V) in Eqg. (13) is an integral of
some expression including a pairwise product of Fourier
v=Nnd 0)/N4(0). ©®  fransforms of temporal Green’s functioR§ (w)F;/ (') or
For prescribed andX(T) it is easy to calculate the depen- Gi(w)G;/(w’) for the left and right electrodes, where the
denceA(T) on the interval &T<T, (Refs. 10, 18-20 right-electrode quantities are indicated by primed indices.
The normaﬁﬁﬁ(p?wn) and anomalouEﬁﬂ(p;wn) Mat-  The required temporal Green'’s functions were obtained from

subara Green’s functions corresponding to the Hamiltoniahe corresponding temperaturg functiqdg—(9) by a stan-
(1) can be determined from the Dyson—Gorkov equa-dard techniqué.To calculatel (li"i,)(V) only the anomalous

tions for SDW superconductors, which were obtainedGreen’s functions are needed, and to calculgte,(V) only
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the normal Green’'s functions are needed. Explicit expresTABLE I. Positions and characteristics of singularities of the CVC’s of

sions for the amplitudes are not given due to their cumberterms of the currents through an asymmetric tunneling junction between a
SDW semiconductor and a BCS semiconductor.

someness.
It is important for what follows that the nine terms of singularity Type  Temperature Component®; D,
each amplitude can be divided into two groups differing in (see text  region
their 'symmetry. propertles with respect to variation of theKt:|Dt|+ABCS 1 T=0 (dnd, (50 D, Apce
polarity V, specifically terms related in the usual way K=A+Agcs 1 T=0 (nd,nd A Apcs
12 _ 412 N — L.=||D.|—Agcd 2 T#0 (d,nd, (is,nd D. Agcs
(=== (V) Jiin(= V)= =i,in (V) L=|A— Apcd 2 T#0 (ndnd A Apcs

(14
where the upper and lower signs pertain to the Josephson and

interfe'rence currents, respectively, and terms related in thﬁ)garithmic singularities proportional t6_(eV,D;,D,) for
opposite way the interference and quasiparticle components. Here
122 (=\)=F122,(V),  Jiin(=V)=J; :n(V).
(i,i") (i,i") ’ (i,i7) (i,i") D D
(15 Z.(D4,D,)=|D;Dy| tanh%i tanh% , (17)
This “nonstandard” behavior of the latter group follows
from the fact that the expressions for calculating them con- _ e
. . . : Y.(eV,D{,D,)=Z.(D,Dy)In|| r=——=—|—1]|.
tain products of “intersectional” Green’s functions of one =( 1,02)=2.(D1,D2) |D4|=|Dy)

electrode, obtained from Eg&8) and(9), and Green’s func-
tions for the second electrode, obtained from E@$.and  gpecific values of the quantiti@, andD are also listed in
(5), i.e., the combination&d, is), (nd, i9), (is, d), and(is, nd. Table 1.
Thus, the CVC's of all three currents through an asymmetric Figure 1 plots theV dependence of the dimensionless
tunneling junction formed by different SDW superconduct- josephson curreit.=11eR/A, and the differential conduc-
ors turn out to be sensitive to the pglarity of the applieqtivity 9% =RdJ/dV, calculated for an ns-junction. Here
voltage in contrast to the well-known independence on th|sA0 is the value of the superconducting order parameter for
pplarity of the CVC's of asymmetric contacts consisting of ,grg temperature in the absence of dielectrizatgapping
different BCS superconductofS. (v—). The graphs also show curves calculated TerO.
This was done in order to avoid cluttering up Fig. 1b with
divergences generated by products of logarithmic singulari-
ties of type 2 showing up at finite temperatures. Note that in
The expressions for the currents can be simplified in twa real experiment logarithmic singularities of this type
cases: for an asymmetric junction, where one of the elecshould be strongly smoothed out for various reasons, e.g.,
trodes is a BCS superconductor or a normal metal, and wheig@homogeneities of the order parameters over the cross sec-
the junction is formed by two identical SDW superconduct-tion of the tunneling junctior?
ors. The case of a Josephson junction consisting of two iden-
If one of the electrodes is a BCS supercondudam  tical SDW superconductors& v', A=A", S =+3") turns
ns-contagdt then only Green'’s function@) and(5) are char- out to be much more interesting. In analogy with CDW
acteristic for it. Correspondingly, only three terms remain insuperconductor&, we should consider separately the cases

2. CURRENT-VOLTAGE CHARACTERISTICS

the sum(13) for each current where the dielectric order parameters on the two sides of the
junction are identical and where they have different signs.
= > [|(1i nay(V)sin 2¢ Such a difference exists due to the fact that, in both elec-
i=dndjis ' trodes under conditions of pinning of the spin density waves

2 (which we have assumed to be the gastates of a SDW

1.0 V)C0S 20+ J(i ney(V) ] (16) superconductor are possible differing only in the sigrbof

For the(d, nd and (nd, nd terms of each component sym- which are thermodynamically identical.
metry relations(14) are satisfied, and for th@s, nd terms, In the case wher& ="' (s-junction, those terms of

equalities(15). Thus, the CVC's of all three currents through each amplitude pairwise compensate which exhibit “non-
an asymmetric tunneling contact formed by a SDW superstandard” symmetry propertigd5), specifically(d, is) with
conductor and an ordinary superconductor a normal (is,d) and (nd,i9 with (is,nd. The remaining terms as a
meta), turn out to be asymmetric and sensitive to the polar+esult form currents obeying Eqél4). Figure 2 plots the
ity of the applied voltage. V dependence of the dimensionless Josephson current
Table | lists the characteristics of the singularities of theil=11eR/A, and the differential conductivitg®™=Rdl/
CVC's of each current component for an ns-contact. Type MV, calculated for an s-junction.
corresponds to a logarithmic singularity proportional to  ForX=—3' (bs-junction such compensation does not
Y, (eV,D,,D,) for the Josephson component and to jumpsoccur. On the contrary, these currents mutually add, and to
proportional toZ,(D4,D,) for the interference and quasi- such an extent that for a certain polarity of the voltage on the
particle components. Type 2 corresponds to a jump proporunction the singularities of the “nonstandard” terms com-
tional to Z_(D,,D,) for a Josephson component and topensate the singularities of the other terms, as a result of
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FIG. 1. Dependence of dimensionless Josephson cuiitkatste RIA (8)
and dimensionless conductivitigd = RdJ,s/dV for quasiparticle currents  FIG. 2. Dependence of the dimensionless Josephson currents
Jus (b) on the dimensionless voltage=eV/A, on an asymmetric tunneling  iX(x)=11(V)eR/A, (@ and the dimensionless conductivitiegd™(x)
junction of the type SDW superconductor—BCS superconductor for different=RdJ/dV for quasiparticle current3, (b) in the case of a purely symmet-
values of the degree of dielectrizati¢ggapping of the electronic spectrum ric tunneling junction between a SDW superconductors for different values
v=N,4(0)/N4(0). Hereeis the elementary chargR,is the resistance of the of v.
junction in the normal state) is the superconducting gap of the SDW
superconductor &= 0 in the absence of dielectrizatiégapping, oy is the
value ofe=3/A, atT=0, 3 (T) is the dielectric order parameté,qq)(0)
is the density of electron states on non-dielectrigdidlectrized segments

of the Fermi surfaceso=Agc(T=0)/Ao, andAgcsis the superconducting  tion, in principle it is possible to observe three different
gap of the BCS superconductor. CVC's. A number of associated circumstances can be imag-
ined (inhomogeneities in the impurity distribution, external
conditions, the temperature prehistory, efavoring one or
which the total CVC of each of the currents has a pro-the other state. These circumstances operate directly below
nounced asymmetric characi@ig. 3). Such a phenomenon the Neel point. For T<Ty switches between different
is a new type of symmetry breaking in a many-patrticle sys-branches of the CVC caused by thermal fluctuations become
tem, manifested only when the corresponding junction is inimpossible since this would require a large energy to restruc-
cluded in the electrical circuit. ture the spin density waves. However, increasing the voltage
For simultaneous variation of the signs Bf on both  on the junction could stimulate such a switch. On the other
sides of the bs-junction, the corresponding CVC switches ithand, heating the junction aboVg with subsequent cooling
branches corresponding to different polarity of the bias volt-could lead to a CVC different from the original one if the
age. Thus, for a tunneling junction between SDW superconstates in question are energetically degenerate. It is signifi-
ductors considered initially as identical, e.g., a break junc€ant that a change in the state of the spin density waves will
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FIG. 3. Dependence of the dimensionless Josephson cuif;g(m)
=1i(V)eRA, (a) and the dimensionless conductivigd (x) = RdJ,s/dV
for the quasiparticle currenlyg (b) in the case of a symmetric tunneling

junction with broken symmetry between SDW superconductors foll.
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have an effect on the superconducting currents which appear
only upon further cooling below . <Ty .

Table Il lists the characteristics of the singularities of the
various current components for s- and bs-junctions. As can
be seen from the table, by virtue of the fact that the param-
etersD.. depend linearly om and 3 [see Eq.(12)], for
tunneling junctions between identical SDW superconductors,
alongside compensation of some singularities the superposi-
tion of singularities of the CVC’s of different typggumps
and logarithmic singularitigsis also possible, which does
not happen in the case of CDW superconductdfé.

3. DISCUSSION

Unfortunately, the amount of experimental data on SDW
superconductors is negligible. Nevertheless, the available
data are in satisfactory agreement with our theory. For ex-
ample, the CVC'’s for UNjAl; break junctiongi.e., symmet-
ric junctions in their very essengetan be asymmetricar.
However, for a quantitative comparison of the theoretically
obtained dependences to the experimental data, it is neces-
sary to know the values of the dielectric and superconducting
gaps, and also the dielectrizatiGgapping parameter of the
Fermi surfacev.

The most widely studied SDW superconductor of inter-
est to us is URSI,. According to various sourcé$?®its
temperature characteristics afg~1.3—1.5K andTy~17
—17.5K. As for the parameters and v, here there is a
significant spread. For example, according to specific heat
measurements the values of the desired parameters are
3~115K andv~0.4 according to Ref. 5, and~129K
andv~1.5 according to Ref. 6. Other studies of the thermal
propertie$® also give the valu& ~115K.

Tunneling and microcontact measurements of the con-
ductivity of symmetric and asymmetric junctions containing
URW,Si, were conducted relatively recentlyy!® The result-
ing CVC'’s distinctly manifest gaplike singularities disap-
pearing at temperatures aboVg, which confirms the pres-
ence of partial dielectrizatiofgapping of the Fermi surface
associated with spin density waves. A gaplike singularity is
also observed below ., associated withl. by the BCS
relation. It should be noted that direct tunneling and micro-

TABLE Il. Positions and characteristics of singularities of the CVC’s of components of the currents through a
symmetric tunneling junction and an asymmetric tunneling junction with broken symmetry between SDW

semiconductors.

Value Temperature
Singularity forA<3  Type region Components D, D,
2A 2A 1 T=0 (nd,ng A Agcs
2|D.| 2(3+A) 1 T=0 (d,d), (is,i9),(d,is), (is,d D. D.
H,=||D,|+|D_]| 23 1 T+0 (d,nd, (is,nd D, D_
K.=|D.|+Agcs 2A 2 T+0 (d,0), (is,i9 ,(d,i9), (is,) D. D_
M,=|D,|+A 2A+3 1 T=0 (d,nd, (nd,d ,(is,nd, (nd,is D, A
K.=|D+|+Agcs S 1 T=0 (d,nd), (nd,d ,(is,nd), (nd,i9 D_ A
K.=|D.|+Agcs 3 2 T#0 (d,nd, (is,nd D, A
L=||A—Aged |2A-3| 2 T#0 (nd,ng D. A

*JThe (d,is), (is,d), (nd,is, and (is,nd components of all currents appear only for broken symmetry in the

junction.
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2.0 experiments of this type. Note that fitting of the theoretical
. AL results would require much larger values of the parameter
URu,Si;-ALOs-Al than those obtained in the thermal measurentehts.
| =58 meV This work was carried out with the partial support of the
T=4K State Fund for Fundamental Research of Ukrd@eant No.
——v=5 2.4/100.
------ v=10
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of high structural perfection
M. V. Radchenko, G. V. Lashkarev, E. |. Slyn’ko, and A. P. Malysheva

Institute for Problems of Materials Science, Ukrainian Academy of Sciences, 252680 Kiev, Ukraine
(Submitted July 29, 1998; accepted for publication January 10,)1999
Fiz. Tverd. Tela(St. Petersbung4l, 1750—1752October 1999

In the temperature interval 4.2—300 K and magnetic fields up to 4 T, we have investigated the
electrical, thermal-electrical, thermal-magnetic, and magnetic properties of single crystals

of the solid solution PpsSmy ,Te. It is shown that an enhancement of its level of structural
perfection leads to the appearance of a second structural phase tra(®Ribnand also

to an increase in the temperature of the first structural phase transitiol99® American
Institute of Physicg.S1063-783#9)00710-9

Solid solutions of lead telluride and tin telluride are of prepared from the vapor phase. In their synthesis we used tin
considerable interest for infrared optoelectronics applicaof purity 99.9999% and tellurium of purity 99.999999%. To
tions. The efficiency of devices based on these compoundswer the concentration of current carriers, the samples were
depends to a significant degree on their chemical homogenésothermally annealed in vapors containing an excess of
ity and degree of structural perfection. The latter is a funcimetal. The samples were cut along th€0 plane. Removal
tion of the dislocation density, the number of large-angleof the surface layer of the sample, damaged by mechanical
boundaries, etc. polishing, was accomplished by electrochemical polishing

It is well known that, in the narrow-band semiconductorsand chemical processing in a mixture of Br and HBr.
Pb,_,SnTe in the composition and temperature intervals  Studies of the structure of the PSn,Te crystals
0.2<x=<1.0 and 4.2T<300K, an instability of the crystal showed that the dislocation density did not exceed
lattice is observed which leads to a second-order ferroelectriz x 10* cm™2, and that small-angle boundaries were absent.
structural phase transitigf®PT) from the cubic QO;) to the = The homogeneity of the samples was monitored by measur-
rhombohedral C3,) phase? Using x-ray analysis, the au- ing the thermal emf in a magnetic field by the technique
thors of Ref. 3 detected the existence of three structuradlescribed in Ref. 6. All of the samples had hole-type con-
phase transitions, in two of which the crystal lattice under-ductivity.
goes a change of symmetry. Free current carriers and struc- Figure 1 plots the temperature dependence of the thermal
tural defects of the crystal lattice have a substantial effect oemf on one of the samples with Hall hole concentratmpn
the phase transition. The strong scattering of the current car=2.12x< 10" cm™2 and mobility u=5.2x 10° cn?/V - s. The
riers during the structural phase transifiemcaused by local same figure plots the dependeneéT) of a PbTe sample
fluctuations of the polarization associated with the presencép=3x10*¥cm3), in which, as is well knowr, there are
of inhomogeneities and with fluctuations of the order paramno structural phase transitions. In the temperature interval 6
eter at the critical point. <T<35K the thermal emf of the BhSn, ,Te crystals is

The present paper reports results of a study of the Hallinear and reveals a salient point Bt;=35K. The depen-
coefficientR, the resistivity, thermal voltage,, and mag- dencea(T) for uH/c>1 («a..) also has a salient point at the
netic susceptibilityMS) x in the temperature interval 4.2— same temperature ag,. This fact indicates that processes of
300K and Shubnikov oscillations a@f in magnetic fieldH current-carrier scattering participate in the formation of this
down to 4 K. salient point. We observed this feature din earlier atT

The Hall coefficient, the resistivity, and the thermal =20K for crystals having a similar concentration of current
emf were varied by the compensation method at constartarriers undergoing a structural phase transitiof.
current. The temperature of the sample and its gradient At T.,=115K we detected a singularity in the depen-
(~2K/lcm) were measured using a copper—gdidon  dence which we associate with the second structural phase
doped thermocouple. In the liquid-helium and liquid- transition, where the thermal emf describes a hysteresis loop
hydrogen temperature range we recorded the absolute thasf small area in the temperature rangg<T<T,,, which,
mal voltage of copper. The magnetic susceptibility was meain our opinion, confirms the structural instability of the crys-
sured using the relative Faraday method with the help of atal in this temperature range. This is the first observation of a
electronic microbalance with automatic compensation. hysteresis loop in the thermal emf associated with a struc-

Single crystals of PfSmny »Te, 40 mm in diameter, were tural phase transition of shift type to our knowledge. The

1063-7834/99/41(10)/4/$15.00 1604 © 1999 American Institute of Physics
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heavy-hole band’ as a result of which the light-hole con-
centration in these samples does not vary at the phase tran-

presence of a maximum in(T) at T~=180K with subse-
guent decrease af with increasing temperature is associ-
ated with the onset of intrinsic conductivity.

Note that a break in the linear dependencex¢T) is
observed aff.;, where the electron gas is found in the de-
generate state, while the singularity a{T) at T.,, where
the degeneracy is removed, has the character of an inflection
point. We already noticed such trends in previous studies, for
Phy ¢Sny ,Te samplesand Pl o,G&, osTe sample§, which is
an additional indication that we have indeed observed a
structural phase transition here.

The temperature of the first structural phase transition in
Phy ¢Sy oTe samples prepared from the vapor phase is sub-
stantially higher than in the case of crystals grown by the
Bridgman method {25K). This is in line with the data of
Ref. 9, which show that crystal defects lower the phase tran-
sition temperature.

Measurements of the Hall coefficient in the investigated
samples showed th&is essentially independent of the tem-
perature and has no singularities associated with structural
phase transitions since the hole concentration is small and
the Fermi level in the temperature interval 4.2—-120K is
found in the light-hole band and does not penetrate into the
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TABLE I. Characteristics of the samples B&4.2 K.

px10 7 cm 3, px10~"cm 3, X 10°,
Samples  from the Hall coeff.  from the Shubnikov ~ %M-s m*/myx10? K T, K vy
oscillationsa
1 2.03 1.8 1.5 1.83 10 20 2.3
2 3.11 2.5 2.0 1.82 10 22 2.0
3 2.12 1.9 5.8 1.76 10.5 35 2.5
4 3.81 35 5.2 1.75 104 36 2.4

Note: Samples 1 and 2 were obtained by the Bridgman method; samples 3 and 4 were obtained from the vapor
phase;y was determined from the relatiga~T 7.

susceptibility has a singularity with a minimum. The tem-the maximum of the thermal emfThe extremal area of the
perature dependence of the magnetic susceptibility of thentersection of the Fermi surfacg,, by the set of planes
samples examined in the present study has two singularitiggerpendicular to the magnetic field vector is relatedr thy
which take the form of a decrease in paramagnetism againghie equation
a diamagnetic backgroun@ig. 2). The temperature of the
first singularity is close to the value df,; determined from Sex=(2he/c)F. (1)
the temperature dependence of the thermal voltage. There-
fore, we associate it with the structural phase transition, as
we did in Refs. 2, 7, and 8. Indeed, at the structural phas
transition a temperature-dependent correction to the width o
the band gapE, arises. In connection with the smallness
of E4 in the narrow-gap (narrow-bangl semiconductor
Phy ¢Sy oTe renormalization of the band spectrum should
lead to changes in its magnetic and kinetic properties: a cor-
rection to the magnetic susceptibility appears, due to fluctua-
tions of the order parameter in the vicinity of the structural ~ From an analysis of the temperature dependence of the
phase transitioh! The temperature at which the secondamplitudes of the oscillations we determined the magni-
phase transition shows up in the magnetic susceptibilitfude of the cyclotron effective mass at the Fermi lavgl at
(T.~140K) is higher than the temperature of the singular-the L-minimum. The values ofng and the current-carrier
ity in «(T); this is apparently due to the different nature of concentration, calculated from the oscillations of the thermal
this phase transition. voltage atT=5.1K, are listed in Table I. It can be seen that
Figure 3 shows the experimental dependencerafi a  the total hole concentration at the fdwsextrema coincide to
magnetic field aligned with the temperature gradieat) within 10% with the Hall current-carrier concentration.
and transverse to ita(,) at T=5.1K. Using the calcula- To summarize, increasing the degree of structural per-
tional technique described in Ref. 12, we determined thdection in single crystals of the solid solution 8, ;Te
anisotropy coefficient of the effective massés- mﬁ* /m* led to an increase in the temperature of the first structural
(mﬁc is the longitudinal effective mass, amd’ is the trans- ~ phase transition, the appearance of a second structural phase
verse effective mass of the current carriers, respecbively transition, and hysteresis of the thermal emf in the tempera-
The high degree of structural perfection of the investi-ture interval between the first and second structural phase
gated crystals, the large mobilites and small effectivetransitions. We also detected an increase in the exponeht
masses of the current carriers in the presence of a degenerdfi¢ temperature dependence of the mobility- T~ from
hole gas enabled us to investigate Shubnikov oscillations 0.1-2.3 to 2.5, which is evidence of a decrease in the scat-
a in the PRy ¢Sn, ;Te samples. tering of current carriers by lattice defects.
The thermal emf in a quantizing longitudinal magnetic ~ The authors thank A. V. Brodskand A. L. Mirets for
field was measured on samples oriented so that the magnetiteasuring the magnetic susceptibility.
field vector and the temperature gradient were parallel to the
high-symmetry axisH||VT|(1000 under the conditions
QH/KT>1 and/kT>1 (€ is the cyclotron frequency; is
the chemical potential
Figure 4 plots the thermal emf as a function of the mag-'K. L. I. Kobayashi, Y. Kato, Y. Katayama, and K. F. Komatsubara, Phys.
r?e“C field afT=5.1K. Pronounced smgle-frequency OSCIII&?- 22.8\\//..II_?;'??IZérZ/,Z&QI\ZI?EaginSky, R. O. Kikodze, and M. V. Radchenko,
tions of a(H) are observed, where the location of the 0sCil- |5 phys. Conf. Ser. No. 43, Ch. 18. Edinburg878, p. 597.
lations is determined by the current-carrier concentration3o. v. Aleksandrov, K. V. Kiseleva, and Yu. A. Gorina, Zh. Tekh. g,
(i.e., by the Fermi energy 2473(1980 [Tech. Phys. Lett25, 1449(1980].

; Hlat 4A. P. Levanyuk, V. V. Osipov, Yu. |. Efanov, and A. S. Sigov, Zh.
We determined the frequency of the oscillatidghérom Eksp. Teor. Fiz76, 345 (1979 [Sov. Phys. JETR9, 176 (1979].

the SIOpe of the d.ependenceﬂym on the numbe'f OT the 5G. V. Lashkarev, D. F. Migley, A. D. Shevchenko, and K. D. Tovstyuk,
Landau level H, is the magnitude of the magnetic field at  Phys. Status Solidi B3, 663 (1974.

The hole concentration at dnextremum can be calcu-
ted from the dependence of the period of the oscillations
=(1MH,:1)—(1MH,) on the reciprocal magnitude of the
magnetic field using the formula

A(1/H)=3.18x 10°K ¥/ p?"3, 2
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A method is proposed for calculating the kinetic coefficients of degenerate conductors that takes
into account in a self-consistent way the mutual influence of the nonequilibrium state of

the electron and phonon subsystems. The calculated expressions for the kinetic coefficients satisfy
Onsager symmetry relations. The influence of the nonequilibrium character of the
electron—phonon subsystem on the electrical conductivity, thermal voltage, and electronic

thermal conductivity is analyzed. @999 American Institute of Physics.

[S1063-783%9)00810-2

The electron—phonon interaction in solids leads to amon-electron mechanisms of phonon relaxation on the wave
exchange of momentum between the electron and phonamumber. The contributions to the relaxation frequencies of
subsystems and correspondingly to mutual entrainmerthe longitudinal and transverse acoustic phonons are identi-
effects! A large number of works have been dedicated to died. The electron spectrum is assumed to be isotropic. The
study of electron—phonon entrainment effesise Refs. 2—6  influence of mutual entrainment on the electrical conductiv-
and the references cited thereifn exact solution of the ity, thermal voltage, and thermal conductivity is considered,
system of kinetic equations for electron—phonon systemglong with some physical aspects of the theory of electron—
taking into account the mutual influence of the nonequilib-Phonon entrainment which previously had received insuffi-
rium state of the electrons and phonons on each other evétent attention.
under simplifying assumptions of spherical energy surfaces
and .isotropic rglaxation times has still not peen found. Ap-; svsTEM OF KINETIC EQUATIONS FOR THE ELECTRONS
proximate solutions for nondegenerate semiconductors Wergyp pHONONS
found in Refs. 7 and 8 by expanding the perturbed distribu-
tion functions in power series in a small parameter defined I this section | analyze the momentum balance and the
by the effect of the nonequilibrium state of the electrons orfnutual influence of the nonequilibrium state of the electrons
the phonon distribution function. Such studies are describe@"d Phonons. A diagram illustrating the redistribution and
in Refs. 5, 9, and 10 for metals. In Refs. 11 and 12 thd€laxation of the momentum received by the electron—

system of kinetic equations was solved for degenerate cor?ONON system on the temperature gradient is shown in Fig.
ductors in a magnetic field. In Ref. 11 the solution was found} Mechanisms of electron—phonon relaxation characterized

for a particular form of the dependence of the phonon relax—by the freque_nc_lesveph Vphe l€ad 10 a redistribution of th_e
omentum within the electron—phonon system. Mechanisms

ation time on the wave vector in the zeroth approximation of "

the degeneracy of the electron gas. Reference 12 considerg&mectron scattering by impuritieg;, phonon scattering by

a more general case. References 9 and 10 showed that ir]ezcli)urr]1 drigir?:QiLs’ mphonor;r‘:’gaggrr?r? byhgzl;]r—nliﬁc:r?oﬁasy(;at-
treatment of the influence of entrainment effects on thermo: 9 VphR» gp P

: o tering vpny lead to relaxation of the total momentum of the
electric phenomena it is necessary to solve the system @ . i
L . ) electron—phonon system. Expressions for the corresponding
kinetic equations for the current carriers and the phonon

togeth ith ari t of deviati f both di t.?elaxation frequencies are given below. We start with the
ogether with a rigorous account of deviations ot both ¢S rI'system of kinetic equations for the nonequilibrium electron

bution functions from their equilibrium values. In the oppo- £(k,r) and phonomN*(q,r) distribution functions, which has
site case, the Onsager symmetry relations for the thermoeleﬁie standard forft

tric coefficients will not be satisfied, as was the case in a

number of works3** €
Here | propose a method for calculating the kinetic co- %

efficients of degenerate conductors with allowance for the

mutual influencg of the nonequilibrium state of the electrons VGV'NQZ _(Na_Ngk)Vﬁ‘)}\th‘—(Na o). @

and phonons on each other. Here | use only the condition dflere vg=aw;‘/aq is the group velocity of the acoustic

strong degeneradysT/{<1 (¢ is the Fermi energyand the  phonons with polarization, v;g:sxq/q, NgA is the Planck

inelastic character of electron—phonon scattering is takefunction, the relaxation frequeno;&)”(q) includes all non-

into account in the first nonvanishing order. The calculationelectron mechanisms of phonon scattering: phonon scattering

does not assume any specific form of the time dependence bfy phonons, defects, and the boundaries of the sample. The

afy N
EOW+(Vkvr)fk:|ei(fk)+|epl‘(fk Ng),

1063-7834/99/41(10)/9/$15.00 1608 © 1999 American Institute of Physics
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where
vT > ooe I
v » 1 A\ 2
m(e)(Cq)
7y Vgph(k’q): 211 3K3 Q%(ZS)SNSA(N%“)
Vphe Veph -
Y v :@ Aok
| T3 Vepr( FvQ)u
| VphR ] K
o i Lo l h q kgT 2k m(e)
H A wq)\ N B \ ~ &€
Z = :—, :—, Z :—, m = s
VphL q kBT q‘)l\— ar ﬁS)\ 2k _)l\— (8) me

VphH

$ me=m({) is the effective mass of the electron at the Fermi

] level, k=k/kg, and#kg is the Fermi momentum.

Short-ph Boundaries In the calculation of the collision integrél,{fo,9,(a))

we take account of the inelastic nature of the collisions of the
FIG. 1. Diagram illustrating relaxation of the momentum of an electron—€l€ctrons with the phonons in the first-order perturbation

phonon system in the presence of a temperature gradient.igere vy, , theory
and vy, are the frequencies of relaxation of the phonons at the impurities
(Rayleigh mechanisjin boundaries, and other phonofiderring mecha-

2’77' 1 2 (9f0
nism), respectively. lep fo.O0N(Q)) = Y] % |Cq)\| fiwgg)(d) gk

X[o(ekq—ex) = d(exk—q—eK)].  (6)

collision integrals of the electrons with impuritids; and ~ As a result, the equation for the phonon distribution takes the
with phonond ¢, and of the phonons with electrohg,. are form

given in Refs. 3 and 11. 0 10
Nen(Ngp 1) iy

We represent the electron and phonon distribution func- _ N
tions as SNC) S KT (VyVT)
fr="Fo(e) +8fk, Ny=N +g\(a), 2) o )
_~(1
wherefy(&,) and NgA are the local equilibrium functions of + —lond 6. Ngy) =937(9) + 957 (a), (7)

14
the electrons and phonons, aatl andg,(q) are the non- 1))’?“

equilibrium corrections to the distribution functions, which where V};;h: VE)h + Vghe is the total relaxation frequency of
are linear in the external actions. We linearize the collisiorthe phonons with wave vectay and polarization\. The

integrals in these correction terms function gﬁl)(q) is due to the direct action of the temperature
N 0 gradient on the phonon subsystem, and the correction term
Fept Tic:Ng) = lep TN ) + ep To(21),81(a), 9{?(q) takes into account the influence of the nonequilib-

Lond Fic N3 =1 ond 8F NGO + 1 pnd fo(e1),0x(q)). (3 Fium state of the electrons

We represent the collision integralg(ofy), I snd fo,9x(a)), @
andl g 5F ,NGX) in the approximation of elastic scattering 9x (q)=

1 0
)Iphz_(éfkaq)\)

A
of the electrons by the phonons in terms of the relaxation vprtd
iAasll,12
frequencie® am[Col? fog o
N - \ Nq)\(Nq}\+ 1)
lei( 6fk) = = vei(K) 6k, Tpnd o, 90 ()= —vprd d)9r (), hov(q) keT
oo F N )= — v (k) 5F . (4) 1
ep q}\. ep . X\—/E 5fk’[5(8k’*q_8k’)_5(8k’+q_8k’)]'
Here v4(K) is the relaxation frequency of the electrons on K’
the impurities’ v}, dKke,0)=|Ch|2mZs, fo(eq)/ mh* is the ®)

relaxation frequency of the phonon momentum on the elec- _ ) )
trons, |Cg|2:ES>ﬁq/S)\P:C(2)>\Qa p is the density of the We_ substitute expressm@) for g,(q) into Eq. (_6); then,
crystal,Eg, is the constant of the deformation potential, andt@king formulas(3) and(4) into account we obtain a closed
s, is the speed of sound of the acoustic phonons with p0|armtegral equa}tlon. for the_ nonequilibrium correction to the
ization \. fo(eq;) is the Fermi distribution function of the electron distribution function
energyeq,, andveg,{K) is the electron collision frequency Sfo=sfD+ Lo(f a@y=sfDt 5f(2) 9
with the phonons, k k't 7(e)lepd f0,9)7) K k 9
. (e) The function 5f(" takes into account the entrainment of
m(e ; ;

K)= Jzzkd A K= — N ke, \, electrons by phonons, and also the direct action of the elec-

vepr(K) ; 0 Zveplk.0) k3 ; (eptke. )z, tric field and temperature gradient on the electron subsystem.
(5 It has the well-known forr
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afy _ 2e o
5f(kl):(_3_)(vkq)1)7'(8k)s J:_VE Vi 8FD+ 8EP) =1+, (12
Ex k
kB Fh(é‘) 8k_§ 2 1
Di(en)=—€| B+ ~k_3Aph(8)+ KaT \ARE w=g Ek: (ex— OVidFit 2 fwgVad)(0)
phi &/ kaT A )
»oTB vor(d) [ The electronW, and phononW,, heat fluxes can also be

broken down into two parts proportional to the nonequilib-
rium corrections to the electronf(!), 5f(?) and phonon
a{"(a), g{?(q) distribution functions

Here 7(¢) is the total relaxation time of the electrons
7 He) = ve(K) = vei(K) + vepdk), and the functionA,(e)
depends on the energy only through the upper limit of
integration X(&). The correction terrrﬁf(kz) takes account 2
of the influence of the nonequilibrium state of the electrons ~ We=y, > (e— DSt + 6F @) =W+ W) |
via the phonons on the electron distribution function K

(14)
8t = (8l eprl 0,92

1
(Zw)zz R SR MUV Wn=y 2 hoqVa(03”(Q)+ G(@) = Wiyt Wpe.
=\l—7 | og7lek — + '
] Vs i) keT (15
0 ‘ The heat qux\Ngh is caused by the direct action of the tem-
Xﬁk[g(s“q_sk)_5(8k—q_8k)]5 k! perature gradient on the phonon subsystem while the heat
flux W ppeis the result of the mutual influence of the nonequi-
X[6(ew —q=ew) = 8(ex +q— &) (1) Jibrium state of the electrons and phonons. It leads to a
Calculation of the conduction current with distribution renormalization of both the electron and phonon heat fluxes.
function 5f(1) gives the general effect of electron entrain- ~ The fluxesj;, WS, andwyp, are easily calculated since

ment by phonon3 Calculation of the electron fluxes with the analytical expressions are known for the corresponding dis-
help of the functionsf(! (see the following sectigrshows tribution functions(9) and(12)
that the symmetry relations between the Onsager kinetic co-

C : ; Cofi ; ; ) kg w2 (kT
efficients in this _cas_e are nqt sat!sf_led. Therefore, in solv_mg J1=02X E+ —| Ap()+ _(_ D,|VT
the system of kinetic equations it is necessary to take into € 3
account the termsf(?) andg{?)(q), which take into account , :
K oy (@) =Jart Jdrag™ J dif » (16)

the mutual influence of the nonequilibrium state of the elec-
trons and phonons on each other. The tetfff’ takes ac- eT
count of the influence of the nonequilibrium state of the elec- ~ W{=— LOUSXT(—DIEJF
trons on the phonon subsystem, which in turn alters the 4 1
electron distribution function. For degenerate semiconduc- 17
tors with a high concentration of charged defects, as a rulgynere

the ratio of frequenciesp,/v¢<1, and the contribution of

kgT
1+ TAphDZ VT,

the termsf{?) to the kinetic coefficients in this case is small; o €MNetr w2 (kg2
however, for pure enough semimetals and gapless semicon- Oxx— me o=3 |/
ductors its role can be significant. Below | present a new way
of calculating the kinetic coefficients without direct solution d k3(&)7(s)

f Eq. (9). ={—|Inl|—————
of Eq. (9) D, gds[l( o) )g

2. CALCULATION OF THE KINETIC COEFFICIENTS

d

The experimentally measured quantities are not the elec- 22~ {gelinCr(e)Apr(e)) o=
tron and phonon distribution functions, but mean values of
physical quantities, defined with the help of these distribu- It can be seen from formulél6) that the charge flux
tion functions. In the given case, we are interested in thelike the heat fluxis made up of three contributions: the drift
charge fluxes and heat fluxes due to external forces, nameburrentjy and the diffusion currengy; are formed by the
an electric field and a temperature gradient. Therefore, usindirect action of the electric field and the temperature gradient
Egs.(9)-(11), we find that the conduction curreptand the  on the electron subsystem while the drag curigpy is the
electronic heat fluiW, are expressed in terms of the sameresult of entrainment of electrons by phonons.
function, the equation for which can be rigorously solved  The heat fluxW . conveyed by the phonons, but due to
without resorting to an expansion in a small parameter assdhe influence of the nonequilibrium state of the electrons on
ciated with the interaction the phonon subsystem, can also be separated into two parts
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culation including the entrainment effetthe Onsager rela-

1
Wohe=y; qE sthiqg”(q) tions are not satisfied since the flux{}, was not taken into
’ account.
 keT 2 o M(e) (54 1D The qu>(<gSj2, Vt/z()z), and Wf)ﬁ)e contain the unknown
MV e Apn(e)Tik(of 7+ 61 7) functions 5fi* andgy*'(q), which are expressed as integral
transforms of the total nonequilibrium correction to the elec-
:W%)eﬁ' WEJ%‘I)E (18)  tron distribution functionsf, . We substitute expressidf1)

, " o for &fZ)= (e lepi 0,07 into formulas(12), (15), and
Calculation of the fludWi,. due to the nonequilibrium cor- (1) and sum over the electron wave vectors. As a result, all

. 1 .
rection 5 gives three fluxes can be represented in terms of the same function
kgT B e(e)
W= =~ o0 E+ | Ap(£) = | o
jp=—— ds(——)msra‘ e
22 (kT == e | Me)7(e)ele),
+ | = DalVT, (19
¢ el L (g ol -
where D= £(d/de)[In(M(e)()Aur(2))].—,. As can be ¢ Tme), 98| T 5e (e Om(e)7(2) ),
seen from Eq(10), for 8f(*) and relat|on(19) the drift and
diffusion components of the heat fluw/{p), [first and last 5 keT [= afo\ [ ()|
terms in expressiofil9)] are connected with the influence of éh)e:ﬁ . ( - ) o) 7(&)Apr(e) (),
to

the nonequilibrium state of the electrons, and these terms

should be included in the electronic heat flux. The second

term in expressiorf19) is the result of the influence of the ole)== v > phﬁqg(z)(q). (23

entrainment currenfwhich is caused by the nonequilibrium lal<2k\

state of the phonon®n the phono(?)subsystem It should be (&) depends on the energy through the upper limit of inte-

included in the phonon heat flu/j’. As a result, we have gration X(e). Substituting expressiof8) in the expression
W= — (DyT (D=, 0 4, ) for ¢(e), we take the integral over the angular variables

ph = fph Koi = ot Khe dQ, with the help of thes functions and interchange the
KgS )\qT . order of integration over the wave vectagsand k' after
k= f YdzZy(z)) NG (NS, +1) dividing the region of integration irk’ into two regions:
A

6’ g/2<k’<k andg/2<k<k’. As a result, we obtain
A
gy rend @) ke 0 20 @)=~ () + Oyle) @ (&),
ve({) S)z\ P ~
“o)=2 S Mg ko
wherez=%wg, /ksT, and wg, is the Debye frequency for ¢ (8)_V Kk K3 Sfir
phonons of polarization.
Assuming that the electric field and the temperature gra-
dient are aligned with thg axis, we write down expressions )= ) (24)
for the fluxes in terms of the kinetic coefficients VKT
: h
Ix= OBy = BVxTy - Wen™ ¥xxBx— stVxT- (21) where
it is not hard to convince oneself that if the contribution of -y Vhnd ke, @) vapi e, Q)
W}, to the electronic heat flux is taken into account, the 2(&)= Q) .
Onsager relations for the thermoelectric coefficiey{fs and . z
(1)
B are satisfied also depends omr through the upper limit of integration

2

(1) _ 140 kB T zgk(s) . The inverse quantityp,,' characterizes the time dur-
VX = T Bxx _Uxx e Aph(i)"’?

B
T) D1], (22)  ing which the momentum transferred by the electrons to the
phonon subsystem is returned to the electrons. Making use of
and the expression for the electronic thermal conductivityEgs.(9)—(11), we express the functions™(e) and¢™ (¢) in

<& has the form terms of¢(¢)
ke =Loo 0T 1+ ko (£)(Dy+Dp) (22a < ‘ 9o =
00xx N At 2T YA ® (8)=f0 de’ T Dy(e')p(e’),
Thus, a necessary condition for the satisfaction of the micro-
scopic reversibility relations is that the heat flux communi- - ° o|l~, ,
cated by the phonons and due to the nonequilibrium state of ¢ (e) f de — |ele), (29

the electrons must be taken into account in the calculation of
the total electronic heat flux. For the kinetic coefficients cal-where
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3 C,({) and separate out the terms whose contributions are

linear in the parametekgT/{. Then, for the derivatives of
the functione(e) for n=2 we find

an*lfo
&Snfl

€
8n2f01

n—-2
de o=t

m(e)

k(e)

Substituting expression&5) into Eg. (24) gives an inhomo-
geneous Volterra integral equation fefe), which can be V()= — DL (L)
represented in the following form:

e 0 ¢ de’
i of
+f ds’(——o
€ de’

(26)

The kernel of integral equatiof26) is defined in terms of a
single integral whereas the kernel of the integral equation
derived earlier in Refs. 7,8 and 11,12 has a more compli-
cated form: first, the unknown function appears inside the
double integral and, second, to solve the equation it is nec-
essary to specify the dependence of the relaxation frequetitheren= (e —{)/kgT is in fact the parameter of the energy
cies on the phonon wave vectdr. expansion. In the vicinity of the Fermi level, the inequality
The solution of Eq(26) in the linear approximation in |7|/<<1 is not satisfied. Therefore, the alternating se(&
the degeneracy parameteyT/¢ is found in two steps. First, are asymptotic, which prevents us from restricting them to a

o(e)=1(e)| ngM(e) P (&) + e(e)].

e(0)
={

~ n—2
Do(e’)ep(e") +kB_T

p Here ¢(¢)= +ng®,()]. Substituting expression
(Do) —Doyle))e(e"). (Zga)i:]o(éé_(;%g(iiés 1(9)] g exp

” "f
o(e)=@(0)+KgTD () ¢>(§)77—n21 ( - M)

z917n

7=0
n+1 n n+2

i ~
¢(§)+—(n+2)!

(n+1)!

TeN(—kgVT)

} (30

we determine the energy dependence of the funagite). finite number of terms. Summing the infinite series gives
Toward this end, we expand the_ functmp!(ls) in a series in o) =)+ ke TD (O 7™ (O)—F1(m) el @l £)
the parametee — ¢ since the main contribution to the inte-
grals (26) comes from a narrow band of energigs—{| +n® ()] —forene —kgVT)},
<kgT.
keT f1(7)=In(1+exp — 5))—In(2)+ 7/2,
r=p0+3, E oy v
PeImRIT e T e fz<n>=nf1<n>—2fodn’fm’). (31)
YN d"¢(e) Thus, employing expansiof27) and expression&8)—(30),
¢ (0= den 2D we find the dependence of the functigfe) on the energy

e=¢ and the two constanig(¢) and¢~ (£), which remain to be

We can write expressions for the first three derivatives otdetermined. Note that the functidn(7) is symmetric with
¢(&) with respect to the energy using the derived integralfespect to substitution af by — » while the functionf 5( )

equation is antisymmetric with respect to this substitution; therefore,
" . ¢(e) can also be divided into two parts: a symmetric part
@7 (e)=Dye (), ¢{£) and an antisymmetric pag,(¢).
of To determine the functiog({), we employ the expan-
¢(2)(8):‘D§k(8)¢>(8)—q)ék( _6_0);0(8)’ sion <1>2k(s)—tI)Zk(g)m(s—g)(bgk(g) and rewrite Eq.(26)
€ for ¢(¢) in the form
(3) m > " &fo -~ ’ * &fO ~
V(o) =Dh(e) @7 (e) ~ 205 (e)| — | le) ~ Pi(e) Qo= | dy| =5 | Pale)ele)
X o"zfo ~ (;’fo (1) 28 kBT q) D fwd &fo ~ 32
) ple)+| ——=|e(e)|. (28 7 2x({)Dg L n¢e(e), (32

As can be seen from Eq&28), the integral equatiof26) is ~ Where e={+ 7kgT and Dy ={(d/de)[In(P2(e))],=;- TO
equivalent to an inhomogeneous second-order differentig€roth order in the degeneracy parameter, the second term in
equation. Therefore, all higher derivatives”(e) can be Ed.(32) can be neglected and thus the expressionAgr)

expressed in terms of the two functiogs (¢) and ¢(¢), IS found simply as
specifically . enl o kB/_\ ( )VT) -
(M) =An(e)@”(2) +Ba(e)e(e) +Cale). (29 DT EI) | ET e AT

The derivatives in expansiof®7) are evaluated at=¢;  Wherel'= 70y ({) is a parameter characterizing the de-
therefore, let us analyze the coefficiedts({), B,({), and  gree of influence of the nonequilibrium state of the electrons



Phys. Solid State 41 (10), October 1999 I. G. Kuleev 1613

via the phonons on the electron distribution function. It is d m(e)\®
equal to the ratio of the electron collision time to the time it~ Da={gIn| | 5] 7(e)

takes the momentum transferred by the electrons to the e={
phonons to be returned to the electron subsystem. Solution
(33) in fact corresponds to the approximation adopted in Ref. D5=§£[|n(m(8)7'(8))]s:g- (36)
11.
To find the solution of Eq(32) to first order in the TO zeroth order in the degeneracy parameter we have
degeneracy parameter, we substitute expres@anin ex- 1
pression(32) and integrate over;. As a result, we obtain an ¢§(g) =— Eener,: + —Ap(HVT (1-1)~ 1
algebraic equation for the functio@(({), the solution of
which has the form kg
T +2In23VT . (363
| oy 2B 2 _
elo={ ¢ ( { )Jlr Dq,netbl({))[l Substituting expressiori84)—(36) into expressiori31) gives
1 the solution of the integral equation for the functigfe),
)qu)[Jernz] , (34)  Which is valid in the linear approximation in the degeneracy
¢ parameter. This solution allows us to calculate fluxes and to
analyze the dependence of the kinetic coefficients on the
Jl— ( ) f1(7)=0.31, temperature both in the case of weak<€1) and strong
(I'—=1) mutual entrainment of the electrons and phonons.
otg expl 7) First of all, let us calculate the charge flixdue to the
(— —) =" nonequilibrium correction to the electron distribution func-
In|  (exp(n)+1)? tion 5f(?). Substituting expressiof81) into Eq. (23), it is
" of not hard to convince oneself that in the linear approximation
¢(1)(§):nef dy| — _°)q>2k(8)7(8)q>1(8) in kgT/¢ only the symmetric part of the functiog(e) con-
*’” a7 tributes to the charge flug,. Carrying out the integration
KeT - af over n, we obtain
+ —>ne®2k(§)D¢f dn( - —) n7(e)Py(e)
¢ 0 an : 0 kg kgT
jo=0,{ | E+ ?Aph(g)VT)[l—(T) Do
k kgT
=—enl (E+ zBAph(g)VT)[l—(%)Dq,an 7 Ky [ KeY
X(In2+J3,(1+1)) |+ 3 E(T) D5VT]
w2 kg [KgT
+ = 3 e( 7 )D;,»VT] (35 kBT) )—1
X[1-T+|—|TDg[I: T +In2]| . (37
where D= {(d/de)[In(m(e) 7(e)@3) 1.~ . The solution of 4

the equation for the functiop™ () is found analogously as Expression(37) enables us to investigate the exotic case of
above: we substitute expressi@1) into expressiori25) and  total mutual entrainment of the electrons and phorfons,
integrate overn. As a result, we obtain an algebraic equa-where both the electron and the phonon drift velocities are so

tion, whose solution can be represented in the form close that the inequality 2I'<<kgT/{ is satisfied. In this
1 (kaT case the currernj, is larger than the curref by a factor of

e (0= { V(O + me(0)| = + ( L) (2In2D, {IkgT, and the resistance of the metal is proportional %af
2 ¢ we ignore the temperature dependencédgf. However, a

ksT 1 detailed analysis of this asymptotic limit requires separate
—-J;Dol) —(T>neTFFDq, §J1<I>1(§) study. For the more realistic case in whickg{/{)<1
I', expanding the denominator in the small parameter we
kgT -1 find
+Jo(—=kgVT) || 1—|—|In2I'Dg | , 0
¢ ool kg kgT
1 =7 || ET g Am(OVT || 1= N DoCr
D= =- Senere| E+ —| Ap({)+2In2
7T2 kBT kBT 3 g 3 ,
+—|—|D5|VT+2In2| —
31 ¢ Cr=(IN2+Jy)(1-T) " =1/(1-T). (39)
Kg HereI'<<1, the currenf,<<j,, and mutual entrainment ef-
| EDs* EAphDAVT ] fects can be neglected. As the paraméténcreases, the role

of the curreni, grows and fod™>1/2|j,|>|j,|. In this case,
f,(7)=0.11 neglecting mutual entrainment effects leads to qualitatively
’ invalid results in the interpretation of the experimental data.
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As can be seen from relatidi38), the drift current(propor- vl —
tional to the electric field intensitfE) and the entrainment — . +
. . — Jdif +
current(proportional toA,,V T) renormalize in the same way —— H
due to the influence of the nonequilibrium state of the elec- T 1z Jdr i T
. . _—
trons on the phonon subsystem. The last term in(&§).is a L Jura i
correction to the diffusion current. Combining resulis) z —F T
and(38), we obtain for the kinetic coefficients,, and B,y - +
p KT FIG. 2. Di il ing the f ion of a thermal voltage i d
Oyy™= Oxyx 1—| — l“Dq)CF , (39) - e |ag.ram.| ustrating .t e orn_wanon [0} a_t ermal voltage in conduc-
{ tors. j 4 — Diffusion current,j 4 — drift current, j 4, — the current due to

phonon entrainment.

~ kB kBT ’772 kBT
Bxx:_axxg Aph(g) 1_F(_)DLI)CF +?(T)
B kB{A WZ(kBT) D+ T(DueD }_
><<D1+F<Ds—Dl>>], ao 7 e |fet gl (Patl(BsmD) —aph+a(dif-)
42

where oy, = ggx(l_r)—lzeZnE}F/mF, and 7e=7(1  The first two terms in expressiod2) were obtained using
_F)—1:;;1 is the renormalized relaxation time of the elec- the standard theoﬁ/the third term inside the braces, which

is proportional tol’, is due to the influence of the nonequi-
librium state of the electrons on the phonon subsystem. First
of all, note that, as can be seen fr@B88), the drift current
and the entrainment current due to the influence of the non-
) > equilibrium state of the electrons on the phonon subsystem

2y

trons. It is not difficult to convince oneself that

Ve= Vei T Veph™ (DZKF: Veit Vephs

(42 renormalize in the same way; therefore, the contribution of
phonon entrainment to the thermal voltagg, does not
F renormalize. The appearance of a correction from mutual

It follows from (39) that the mutual influence of the nonequi- €ntrainment to the diffusion component of the thermal volt-
librium state of the electrons and phonons leads to the apge is also physically clear. Since the thermal voltage is
pearance of terms linear in the degeneracy parameter in tffgund from the condition), =0, the mean velocity of ordered
expression for the electrical conductivity. To zeroth order inmotion of the electrons is zero. Therefore, momentum trans-
this parameter the electrical conductivity,= o, which  fer from the electrons to the phonon subsysi@fg. 3) oc-
differs from the expression found in Ref. 11 by separating®!"s due to the dependence of the effective mass, the electron
out the contributions of the longitudinal and transversedu@simomentum, and the scattering parameters on the elec-
phonons and by a more rigorous averaging of the phonoHon energy in the vicinity of the Fermi level, i.e., this con-

relaxation frequencies entering into the fUﬂCt'@@kF- tribution should be proportional tkgT/¢ and to the deriva-

The renormalized relaxation frequency of the electron bytlves of the enumerated parameters in the electron energy.

phonons?eph differs from that given in Ref. 15 only in the
separation of contributions of the transverse and longitudinal
phonons. As can be seen from E¢&l), mutual exchange of Cph Cdif
momenta between the electron and phonon subsystems leads
to a decrease of the effective relaxation frequency of the

N
~ \ o Vphe(q)
Veph_; < Veph(kFrq)( 1 Vah(Q)

electrons by phonon?zeph. This renormalization can be im- VphL
portant if for actual phonon wave vectors the fraction of the

phonon momentum transferred to the electron subsystem and

proportional to the ratiovy,dd)/vh,(q) is not too small. 5

However, for this effect to have a noticeable effect on the
electron mobility it is necessary that the fraction of the elec-
tron momentum transferred to the phonon subsystem and
proportional to the ratiaep,/ v, also not be too small, i.e.,
the electron relaxation frequency on the phonons should be
comparable to the electron relaxation frequency on the im-
purities. -
Let us now consider what effect mutual entrainment has
on the thermal electromotive force of a degenerate conduc-
tor. Figure 2 shows a diagram illustrating the generation of &!C. 3. Typical dependence of the thermal voltage of a degenerate semi-
thermal voltage in Semiconductors. The thermal voltage (702" 5 e embersie, The tashed vric e o e ot e

found from the condition = j g+ jqit+ j arag= 0; therefore, it nates T<T,,,) from the region where the diffusion contribution dominates
follows from Eqgs.(21), (39), and(40) that (T>Tmin)-

Tmax Tmin T
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This also follows from Eq(42). It may be noted that, in their kgT ~
calculation of the thermal voltage, the authors of Refs. 1Wphe= — ?UxxAph(é’)
and 12 limited themselves to the zeroth approximation in the

degeneracy of the electron gas; therefore, the diffusion con- kgT w? (kT
tribution to the thermal voltage, and also the contribution of X (T) Cr|+ ?(T)(DA+F(D3_DA))VT .
mutual entrainment, completely fell out of their treatment.

As a rule, for degenerate semiconductors with a large con- (49
centration of charged defects the contribution to the thermahs in the analysis of the contributidNEj])e, we include the
voltage due to mutual entrainment is small by virtue of thedrift and diffusion components of the heat fli e in the
smallness of the parametér, however, for semimetals its electronic heat flux. The term proportional AQ(OVT in
contribution can be considerable. It can be definitely stategtq. (45) is a consequence of the effect of entrainment of
that, in the temperature regidfrig. 3 where the contribu-  electrons by phonons. Therefore, it should be included in the
tion of phonon entrainment dominategy,|> a;, the term  phonon heat flux. As a result of this assignment, the expres-

proportional tol" can be neglected in practically all the cal- sjons for the kinetic coefficients take the form
culations. However, in the calculation of the kinetic coeffi-

K
E+ EAph(g)VT)[l—qu,

cients(in particular,B,,) in a rigorous theory, this term must Yxx= T Bxxs
be kept. In the opposite case, it will not be possible to satisfy 2P
the Onsager relations for the kinetic coefficietfts. _ BSAQTIZQ N 4RO 10
The heat fludW{?) was calculated analogous to the cal- Kph= 2 672 Jo dz4(2) "Ngy(Ngy +1)1 1
culation of the current®. We substitute expressia81) in
Eqg. (23) and integrate ovew, restricting the calculation to vkhe(z) kgT kgT
- o + S A 1-|—|DgI'C
the linear approximation in the degeneracy parameter ve(() g2 PN 1y 3 DL~ (s
\
- keT\[ e ~ kgT
W@ = —LOTUXXF(%> (k—BED3+[D3Aph K§X=Loo‘xxT((l—F) 1+ — DchCz}
kgT
—(1-T)DC,]VTY, + v Ap()[D2+Da+T'(2D3=D,=DA)]y,
(46)
Ja= fxd,]( - (9_f°> 7f.(7)=0.381, where B, is given by(40). Thus, we have shown by direct
0 an calculation that the Onsager relations for the critical coeffi-
cientsy,, and By, are fulfilled if the mutual influence of the
3 nonequilibrium state of the electrons and phonons is taken
C,=In2— —J,=0.577. (43) into account. This supports the claim that our method en-
w? ables one to take correct account of effects of mutual entrain-
ment of electrons and phonons in the calculation of the ki-
From (17) and (43) we find for the heat flux netic coefficients of degenerate conductors. Note that we
have not made use of the assumption of smallness of the
- parameterl’ characterizing the degree of mutual entrain-
~ e
We=—LoaxxT[—(Dﬁr(Ds—Dl))E ment . o
4 The electronic thermal conductivity is usually found by
kT KT settingj,=0. In this case the electronic heat flux is propor-
+ (1_r)( 1+(%)D¢C2> +(%) tional to the temperature gradient
We=—koVT, Ke= Koy TBxxa. (47)
X{ApH(Do+ (D3~ DZ))WT]' 49 Erom relations(46), (40), and(42) we find that
Comparing the kinetic coefficients in the fluxpgand W, K= LOEXXT[ (1-T) 1+(E)(D¢FC2+Aph(§)(D2
one can convince oneself that the Onsager relation for these ¢
two fluxes is not satisfied. It is necessary to take into account K
the heat qu>.<\_/Vl(3_f1)e communicated by the phonons but due to n DA_ZDl))} _ iAsh(g)[l—F(iT DyCo! | .
the nonequilibrium contribution to the electron distribution w2 4
function, 5f(? . (48)

In this approximation the heat fluw/?) is expressed in
In conclusion, we note that for the total thermal conductivity
k= kpnt ke the interference contribution, proportional to

As a result, we obtain for the fluw e (Aph)z, cancels out

k
terms of the currenj, as follows: W)= — FBTAph(g)jz.
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o 0 keT consider the influence of the nonequilibrium state of the elec-
K= Kppt LonxT|1+ va [Del'Cy trons and phonons on thermomagnetic effects, such as the
longitudinal and transverse Nernst—Ettinghausen effects.

Thermomagnetic effects are much finer indicators of scatter-

+Ap($) (D2 + D~ 2D1)]]' (49) ing mechanisms of current carriers in semiconductors than is

o . .. the mobility": whereas the mobility varies only in magnitude
This is a consequence of the fact that the increase in th Y Y y g

h th | ductivity due to th wum t response to changes in the current-carrier scattering
phonon thermal conductivity due to the momentum NSy, o cpanism, thermomagnetic effects can alter its sign. There-
ferred from the electrons to the phonons is completely can

fore, there are grounds to assume that mutual entrainment of
%kctrons and phonons can give a significant contribution to
o . these effects. As an application of the theory developed in
Franz relation is not fulfilled because of the effect of electronthiS paper, | will consider the thermal voltage and thermal

entr_a_inr_nent by phononé,, and the influence of the non- conductivity of HgSe and HgSe : Fe crystals, in which pecu-
equilibrium state of the electrons on the phonon subsysterp

. . - iarities due to electron—phonon entrainment are most strik-
(characterized by the paramete). In the elastic scattering ingly manifested7
approximation Ay,=0 and I'=0) the Wiedemann—Franz '

S : 2 . X The author expresses his gratitude to I. Yu. Arapova for
relation is fulfilled. From Eq(48) it is possible to determine helpful remarks and assistance in preparing the manuscript,

the effective Lorentz factok* = Lo /0yT. It is equal to and to A. P. Tankeev and V. I. Okulov for discussions of the
the expression in braces in formul&8), from which it can  agyits of this work.

be seen that mutual entrainment effects can lead to a substan- This work was carried out with the support of INTAS
tial decrease in the effective Lorentz factor at low temperayGrant No. 93-3657 EXT
tures.
To summarize, a method has been developed for calcuE-mail: kuleev@imp.uran.ru

lating the kinetic coefficients of degenerate conductors which
takes account of the mutual influence of the nonequilibrium ;
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We have investigated the kinetics of the luminescence decay of a KCI-Yb crystal excited in one
of the long-wavelength absorption bands of the?Ylion by nitrogen laser radiation with a

power density less than 1@v/cn?. We found that, in both luminescence bands, both the one
associated with the allowed transitigB99 nm and the one associated with the forbidden
transition(430 nm), there are two stages of decay—an initial exponential stage that gives way to
a hyperbolic stage. Non-exponential decay due to the optical electron tunneling back to the
luminescence center is treated as evidence of delocalization of the electron upon intracenter
excitation and is explained by the formation of an excimer-like molecular bond upon
photoexcitation of the crystal. €999 American Institute of Physid$S1063-783%®9)00910-7

In Refs. 1 and 2 it was found that, as a result offaml the main impurity absorption of the ytterbium iofsig. 1).
transition in a E@" ion in the lattice of an alkali-halideor ~ The kinetics of the decay of the blue luminescence contains
fluorite crystal® the electron can delocalize without falling two stages: an initial exponential stage with decay constant
into the band states of the basis. The results of photoelectrie=315us, over the course of which the luminescence inten-
measurements of another d system—a KCI-Yb crystal— sity falls by more than two orders of magnitufieig. 24,
lead to the same conclusidrin the present work, dedicated and a non-exponential stage which follows it, extending into
to a study of the kinetics of luminescence decay of KCI-Yb,times of tens of second&ig. 2b]. In this stage the decay is

this conclusion is confirmed. described by the empirical Becquerel formulat™“. For
the blue luminescence=1.8. In a crystal cooled to 77 K the
1. EXPERIMENTAL PART decay constant grows to 1 ms and the luminescence inten-

sity falls by a factor of ten during the exponential st@giy.

. - 0
In th'.s work we used .KCI crystal_s containing 0.5% Yb. 3a], the non-exponential component of the decay also slows
The luminescence was isolated with a UM-2 monochro- .

) - . down, and at low temperatures=0.49 [Fig. 3b]. The red

mator. The signal from the photomultiplier was fed either to, . o ;

. : .~ luminescence, whose excitation spectrum differs from the
a recording potentiometer or to an S8-11 storage oscillo- . . . .
. . ) . spectrum of the impurity absorption, does not contain an
scope. Luminescence was excited with an LGI-21 nitrogen

. . exponential component in its decay at room temperature. The
laser (\=337nm), whose power density did not exceed P P y P

exponent of the approximating hyperbola is equal to 1.4 for
10° W/cn?. We used a phosphoroscope to record the Iat(?h(fred Iuminescepnrc):e at roon?te}rlr?perature q
stag_es of decay 107%5?’ Wh.iCh ena.bled us to avoid over- At low temperatures, the two above—me.ntioned bands in
loading the photgmulUpher with the light signal of the initial the luminescence spectrum are joined by a luminescence
stage. The Il_Jr_n_lnescence spectrum was correcte_:d for_ trbeand in the near ultraviolet with ,,,=399 nm. The initial
spectral sensitivity of the photomultiplier and the dlsper5|onStage of the decay of this luminescence is exponential with a
of the monochromator. No corrections were made to the ®ime constant 2 Bs and duration encompassing a decay of
citation spectrum of the red luminescence. For the IOW'around one order of magnitude; the final stage is hyperbolic
temperature measurements, the crystals were placed in v3th the same exnonemi=0.49 as for the blue band at this
quartz dewar filled with liquid nitrogen. P :

temperaturgFigs. 4a and 4p

2. RESULTS OF EXPERIMENTS

o . 3. DISCUSSION OF RESULTS
In the KCI-Yb crystal used in this study, the lumines-

cence excited by the nitrogen laser at room temperature con- The luminescence characteristics of?Yhons in alkali-
sisted of two bands located in the blue 430nm and red halide crystals were studied in great detail by Kostefika-
(~650nm regions of the spectrum. The blue luminescencekhnenkd and co-author$® The luminescence spectra in
predominates, exceeding the red luminescence by more th&Cl-Yb, KBr-Yb, and Kl-Yb contain two bands, one of
an order of magnitude. In Refs. 4, 7, and 8 red luminescencehich is located in the near ultraviolet@399 nm for KClI

of the same spectral composition was observed irand KB or in the violet(413 nm for KI-Yb, and the other
x-irradiated crystals and identified with the luminescence oin the blue(see, e.g., Ref.)5 The ultraviolet bands in KClI
Yb" ions. In our experiments the red photoluminescencend KBr are completely extinguished at room temperature.
was recorded in crystals not subjected to irradiation. Thdn the case of the phosphor KI-Yb it was concluded that the
excitation spectrum of the red centers is not associated wituminescence decay time in the case of the short-wavelength

1063-7834/99/41(10)/3/$15.00 1617 © 1999 American Institute of Physics
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FIG. 3. Luminescence decay of KCI-Y{®.5%) at 77 K in the 430-nm
luminescence band: initigh) and final(b) stage.

nescence of KCl-Yb upon photoexcitation are completely
described by an exponential decay—neither at room tem-
perature, nor at lower temperatures.

Luminescence decay obeying a hyperbolic law with a
FIG. 1. Excitation spectrum of red luminescense=(650 nn). power other than 2 is not characteristic of an intracenter pro-
cess, nor of a recombination process with participation of
band states of the charge carriers. Such a time dependence is
characteristic of a tunneling process and can be considered as
evidence that the electron tunnels back to the radiative state.
A theoretical treatment of tunneling does not lead to simple
' . . analytical expressions; nevertheless, the possibility of analy-
I:Ig:?cglggﬁé/mgge;yfgihzsrhgﬁ dlogg(;\(,)vri\l;?ilce;;gzh ]J(l;l:::ngfs 'thsis exists since the Fheoretical decay curves are approximated

P i %y hyperbolas, which are characteristic of the Becquerel
decay curves is noted. The author of Ref. 5 comes to thFawl The decrease in the power of the hvberbalaipon
conclusion that the decay curve is composed of two compo-_ | b yp P

nents, the more extended of which is located in the miIIime-COOIIng can be a consequence of the fact that upon cooling

ter region. The short component of the long-wavelength ban%ge electron populates the lower vibrational state of the trap,

at room temperature is counted in tens of microseconds, an € probability of tunneling from whicfithe lower statgis

this band is identified with the forbidden transition from the , > The same value Of_ the power of the hyperl_aofar the .
: . blue and ultraviolet luminescence may be considered as evi-
two neighboring leveld,, andE, or from one of them. In

e dence that the same tunneling transition of the electron from
regard to KCI-Yb, this is the 430-nm band, the decay con- 9 . .

) . the capture center to the luminescence center is responsible
stant of which according to our measureme(845us at

room temperatujecorresponds exactly to the characteristicsfor both luminescence bands, as is confirmed by the fact that
P P y both bands belong to one center. The significant temporal

of the forbidden transition. The value we measure for the : .
. I . extent of the exponential component of the blue lumines-
time constant of the initial exponential stage of decay of the

short-wavelength luminescence of KCI—Y@.5us) sup- cence is obviously due to the fact that the lifetime of the
ports the conclusion of previous authors abo.ut the nature 0ef\lectron in the radiative excited state is longer than the tun-

this band. The non-exponential components of Iuminescencne”ng transition time and thus, in the initial stage of the
' P P (‘Jaecay, tunneling transitions whose duration is less than the

decay were not previously recorded. As can be seen from th ; .
ecay constant are hidden by the exponential component.
presented results, none of the observed occurrences of lumi- .
The weak red luminescence we recorded at room tem-

perature, coincident with the spectrum of the*Ybenters,

1 L A i 1 I 1

200 250 300 350 400 450
A, nm

band is quite short€<5 us). A comparison with the results
for the system SrGYb?>" (Refs. 9 and 1plinks this band
with the allowed transitiorA;,—T,, of the YE" ion in a

2107 a 2107
E E 5107 a 210 b
g 10 £ 10 5 g
< « e 10 "8
§: 1 *? 1 S S
& g 2 z
3 ¢« & 2 &
k= k= S 8
07 PR NI R NI B | 0 s MO S | 'E =
0.0 0408 1216 20 1 10 =0 3 3'_‘0"""""
t, ms s 1 10 10 10 0 2 4 6 8 10
t, us t, pus

FIG. 2. Luminescence decay of KCI-Yl0.5% at 300K in the 430-nm
luminescence band: a—initial exponential stage, b—final “hyperbolic” FIG. 4. Luminescence decay of KCI-Y({®.5%) at 77 K in the 399-nm
stage. luminescence band: initigh) and final(b) stage.
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may be due to luminescence centers whose composition irffiar from the bottom of the conduction barith this case
cludes univalent ytterbium but with a different charge com-excitation takes place in one of the long-wavelength bands
pensation from the case of the x-ray induced"Ytenters and may be considered as evidence of the formation during
investigated in Refs. 4, 7, and 8. However, the completelyexcitation of a short-lived single-electron excimer-like mo-
different excitation region of this luminescence in compari-lecular bond between spatially separated defects—an excited
son with the excitation of the induced centé480 nm, Ref. ion and an electron capture centeért'2

7) gives preference to the variant of “defective” centers, . _

which in one form or another include the ytterbium ion. An *V- Vi Po'gg[mdov arr]‘d E. NI- c*famaUkhOV' (F'Z- ;‘ﬁerd- Tézningrad 31,

: S : 179(1989 [Sov. Phys. Solid Statg1, 275 (1989].

important aspect of the problem in this case is not so muchzV. V. Pologrudov and G. I. Kalinovski Fiz. Tverd. TelaLeningrad 34,

the structure of the centers as the presence of non-2988(1992 [Sov. Phys. Solid Statg4, 1602(1992].

exponential decay of centers excited not far away in their®Vv. V. Pologrudov, Z. D. Ibragim, and E. V. Mal'chukova, Rroceedings
short—wavelength absorption bamEig 1) The concentra- of the Fourth All-Russia School “Luminescence and Associated Phenom-
i fth ters | bstantiall ) '” than th ena,” Irkutsk (1999, p. 25.

IOI’I.O ese Cen ersis su S.an 1a ysma_‘ erthan e_Concen‘S. S. Ivakhnenko, P. S. Ivakhnenko, I. A. Parfianovich, and E. I
tration of the main centergheir presence in the crystal is not  shuraleva, inPhysics of the Condensed State of Mattikhabarovsk
reflected in the absorption spectrymwvhich is in complete (1977, p. 48.

. 5 . . )
agreemen(see, e.qg., Refs. 11 and)l\ﬂlth the absence of an S. S. Ivakhnenko, irPhysics of the Condensed State of Mattkha
barovsk, 197%, p. 35.

exponer_ltial component (_)f the decay. ) ®E. I. Shuraleva, S. S. Ivakhnenko, and P. S. IvakhnenkBhiysics of the
Obviously, the described phenomena are determined bycCondensed State of Mattékhabarovsk, 1977 p. 57.

the interaction of spatially separated defects as a result ofC. Cd KostgfnkQ E-fl- ShUézlheV;, andkP- S%)lvakhnenkd?ﬁvsics of the
ot ; ; ; ; Condensed State of Matt@habarovsk, 197)7 p. 68.

excitation in the Impurity apsorpuon bands. 83. Kostenko, Author's Abstract of Candidate’s Dissertation, Sverdlovsk
The presence of tunneling decay reveals another funda—(lggol

mentally important side of the phenomenon, namely that re-°T. s. Piper, J. P. Brown, and D. S. McClure, J. Chem. PAg&l), 1353

turn of the electron is preceded by its rapid transport to thqo(l%?)- ) | § el o y

capture center due to intracenter excitation of the activator. :;'i'z V\é%)e}gé('\ggg ure, and B. Mitchell, 1zv. Akad. Nauk SSSR, Ser.

Cap_tur_e Of_ the electron ny a trap as a re_SU|t of actlvat_omv, V. Pologrudov and E. N. Karnaukhov, Fiz. Tverd. Télzningrad 23,

excitation is also dramatically displayed in photoelectric 3033(1981 [Sov. Phys. Solid Stat23, 1769(1981)].

measurements. 12y. V. Pologrudov and E. N. Karnaukhov, Fiz. Tverd. Téleningrad 27,
Thus, noteworthy here is the conclusion that the pres- 1360 (1989 [Sov. Phys. Solid Stai27, 833 (1985].

ence of rapid electron transport which originates from a stat@ranslated by Paul F. Schippnick
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The appearance of a current in an external circuit has been observed upon elastic deformation of
a local region of the superionic crystal RbAg The dependence of the magnitude and

sign of the deformation current on the region of application of the local load on the sample is
examined, and the temporal characteristics of the processes are investigated. The influence

of an elastic deformation on processes taking place at(sbhperionic crystal(electrode
heterojunction is investigated, and a mechanism of generation of the deformation current

is proposed. The generation of photostimulated currents upon illumination of a local region of
the superionic conductor by light corresponding to intracenter excitation of optically

active centers is considered. It is shown that the elastic stress fields arising around photoexcited
centers are responsible for the generation of photostimulated current$99@ American

Institute of Physicg.S1063-78309)01010-3

Superionic conductors are a special class of crystals imnd processes taking place in the heterojunction itself have
which structural disordering of one of the ionic sublattices isremained outside the purview of the investigators. The
observed at temperatures significantly below the meltingpresent paper is dedicated to examining the influence of elas-
temperature. An important distinguishing feature of superidic stresses on processes taking place in a superionic crystal
onic crystals is the presence of two types of charge carriersaind in a{superionic crystal(electrod¢ heterojunction.
electrons and ions, the interaction between which leads to an Many physical phenomena observed in superionic con-
entire list of new phenomena and effects arising at theluctors are governed by transport processes of mobile ions
(superionic crystal(electrodé heterojunctiont. The char-  through a (superionic crystal(electrod¢ heterojunction
acteristic properties of superionic materials appear most disand are connected with the surmounting by the mobile ions
tinctly in materials that have come to be called “materialsof the potential barrier at the heterojunctitfiln the absence
with a melted cation sublattice.” In the most typical repre-of an external potential difference on &eversible
sentative of this group—RbA# crystals—minimum values electrod@—(superionic crystal heterojunction the thermally
of the activation energy are observed for motion of mobileactivated ion currents flowing through the potential barrier
silver cations AE,=0.1eV) and maximum values of the from the superionic crystal to the electrode and from the
jonic  conductivity ¢;=0.32(Q-cm)"? at room electrode to the superionic crystal are equal and the total
temperaturé. current through the junction is zef8.0f course, changes in

The presence of a mobile ionic subsystem leads to ioithe conditions of equilibrium at the heterojunction upon the
exchange between a superionic conductor and aapplication of a potential difference, or as a result of a
electrode 8 Thus, the application of a potential difference to change in the energy of the cations in the superionic conduc-
the system Ag—RbAds—Ag leads to the appearance of antor upon its elastic deformation, should be accompanied by
ionic current and silver transport from the positive to thethe formation of ionic currents in the heterojunction.
negative electrode. The application of mechanical pressures With the aim of detecting and studying phenomena as-
to reverse silver electrodes also leads to an ionic current igociated with the appearance of deformation currents and
the system Ag—RbAds—Ag.2%1%In the case of closed elec- photostimulated currents, the present work examines the in-
trodes an ionic current flows in the system from the electroddluence of elastic stresses and intracenter excitation of opti-
under greater pressure. In opened electrodes the appearaedly active centers on processes taking place on a
of a pressure voltage opposed to the applied pressure wésuperionic crystal-(electrode heterojunction.
observed:®° A distinguishing feature of the pressure volt-
age, observed and studied in Refs. 6, 9, and 10, is thg faﬁt DEFORMATION CURRENTS IN SUPERIONIC CRYSTALS
that the pressure voltage depends only on the properties of
the electrodes, and a superionic crystal fulfills the function of ~ Crystalline samples of RbAtg, grown by directed crys-

a semipermeable membrane, letting through ions and not letallization were studied* Special methods of cleaning and
ting through electrons. It should be noted here that in all theptimal conditions of crystallization enabled us to lower the
studies of all these phenomena processes of ion transparbntent of monitored heavy-metal impurities in the samples
through the(superionic crystal(electrod¢ heterojunction to concentrations less than 1. Samples 6—7 mm in

1063-7834/99/41(10)/6/$15.00 1620 © 1999 American Institute of Physics
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FIG. 2. Jumplike appearance and decline of the deformation current upon
application and removal of an external loRé=5% 1¢° Pa.

The characteristic response of the system C—RbAdC
FIG. 1. Dependence of the deformation current on the location of the regioio application and removal of pressure is shown in Fig. 2. It
of load appliqation in the superionic crystal Rbﬁgbetween graphite elec- can be seen that the application of an external load is accom-
trodes for a fixed value of the external loadiRg=5x 10f Pa. panied by the jumplike appearance of a deformation current
with subsequent partial relaxatiowith time constant
7=9 9 to the equilibrium value of the deformation current,

length with cross-sectional areax2 mn? were cut from . ) : . _ . S
. : . . . hich remains practically invariant during the entire time
boules immediately before the experiments. Finely-disperse o .
Tqef) Of application of the external mechanical load. Re-

powder electrodes were deposited on the end-faces of th

. moval of the mechanical load is accompanied by a jumplike
sample. During the measurements the sample was mounte . . .
. - . ecrease in the deformation current and its subsequent relax-
on the surface of a sapphire lamiflig. 1) placed in an

. ) ation with time constant=9 s to its initial value. Thus, in
optical thermostat. The sample was loaded using a punch

) : ) ) . aur study of the response of the system to a local external
whose lower end was oultfitted with a sapphire prism with

. qoad, we observed both a transient response 4 s) and a
working surface 0.X 3 mm. An external pressure was ap- uasi-steady-state response to elastic deformation of a
plied to a region of the sample 0xB mn? in area, located d Y P

between graphite contacts deposited on the end¢fige ). superionic crystal. The dependence of the steady-state value

: . f the deformation current on the magnitude of the external
During the measurements a load was applied to the sample

that was less than the microhardness limit of the R#4\g Orzd'hirtge;zé{foddgsn o Slgtrg()jl?n oFfi Rgpﬁ \cI:V:: bzysr,ggr?ttw;t the
crystals,P=5x 10° Pa(Ref. 6). grap ISP g. 2

; deformation current increases linearly with pressure.
As a result of our experiments, we found that a current

arose in the external circuit upon elastic deformation of a
local region of the investigated Rbaglg sample, whose di-
rection corresponded to electron transport toward the elec-

trode near which the load was applied. It turned out that the 1.4

magnitude and sign of the deformation current depend on the 1.2 .
region of application of the local load. As the region of ap- )

plication of the local load is shifted away from the contact, 1.0

the magnitude of the current decreases and the deformation < ®

current changes sign as the loading region is moved across & 0.8

the center of the samplé-ig. 1). Figure 1 shows a typical ~ 0.6

plot of the dependence of the deformation current on the
position of the loading region in the superionic crystal 0.4
RbAg,ls. Note that the deformation current arises in a

sample with symmetric graphite or silver electrodes in the 0.2

absence of an external electric field, and a necessary condi- ]

tion for its appearance is only local elastic deformation of the 00 05 10 15 20 25 30
sample(Fig. 1). We found that, for loading of a local region P, MPa

of the Superionic crystal RbA‘% with symmetric graphlte FIG. 3. Dependence of the steady-state magnitude of the deformation cur-

electrodes, the C—-RbAf—C cell operates as a current rgpt on the external applied load on a RhAgsample at a distance of
source. 0.5 mm from one of the graphite electrodes.
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2. PROCESSES OF ION EXCHANGE AND RELAXATION Ry
PROCESSES AT A (SUPERIONIC CONDUCTOR)~- — 1
(ELECTRODE) HETEROJUNCTION ;———-b-———: Igef 'r——— ————— I

To elucidate the mechanism of the appearance of defor- I : : {
mation currents, let us consider the transport of ions and Re[]} Ra1 q177Canl : Ra1 g7 Cal []Re
electrons through the heterojunction. lon transport from the i : ] :
superionic conductor RbAdg to the electrode is associated : : : :
with the formation of neutral silver atoms on the surface of | Ry | | Ry |
the electrode, and the reverse process is associated with the } { : :
dissolution of these atoms into the bulk of the sample. In this L__F8 __| R L__TF8__

case, processes of silver deposition on the graphite electrode —F

and formation of silver clusters, and also the reverse prog,g 4 Equivalent electrical circuit of a C—RbAlg—
cesses of dissolution of these silver clusters into the bulk 0éf a local external load on a sample of RbAg
the superionic conductor take place at {ls&iperionic con-

ductor RbAgls)—(electrodé heterojunction. In equilibrium

the silver currents through the heterojunction from the | ; , ‘ f1h
superionic conductor to the electrodk,f and from the elec- tals were performed in Refs. 12 and 13. Measurements of the

trode into the bulk of the superionic conductal,) are activation volume, carried out in the low-temperature non-
equal: J4=J,=J° Expressions for the fluxes of dissolving >!PeMoNicy phase, gave the valukV,=9 cn/mol, which

and depositing silver can be written down with the help 0fis comparable to the value of the total activation volume for
the Butler—Volmer equatiori§

AgBr crystals (10.6 cni/mol) and AgCl crystals(11.6

C cell for application

cm’/mol).*?
Ja=Cagkg €Xp(—A4/kT), N Let us consider the influence of elastic stresses on pro-
3= Cagrky exp(— A, /KT), (2) cesses taking place in{@uperionic conducto(electrode

heterojunction. Let an external pressiRebe applied to a
whereJy andJ, are the fluxes of dissolving and depositing C—RbAg,ls—C cell with symmetric graphite electrodes near
silver; Cag and Cpg+ are the concentration of silver in the one of the heterojunctions. Application of the pressupg (
electrode and in the superionic phase of the RpAgrystal;  |eads to a change in the potential energy of the mobile cat-
kq and k, are the ionization and dissociation constants ofions u9= P+ PAV, in the near-electrode region of the su-
silver; Aq andA, are the activation energies of the processegerionic conductor RbAgs and to a decrease in the height
of solution and deposition of silver, respectively. An esti- of the barrier for the process of silver deposition on the
mate of the activation energy of the dissolution of silver in graphite electrodé ,—PAV,. As a consequence, the silver

the bulk of the superionic conductor RbAg gives Ay flux from the superionic conductor to the electrode is in-
=(15-20) mV (Ref. 10 and for deposition of silver on the creased

graphite electrode with formation of silver clustets, A —PAV
=460 mV (Ref. 8. Under equilibrium conditions, the fluxes Jd:CA Lk ex;( _p "~
of dissolving and depositing silver in the heterojunction are 0 9P KT
equal J4=J,); this enables us to estimate the concentration 4

of silver Cp4 being liberated at the blocking graphite elec- while the silver flux from the electrode into the bulk of the
trode in contact with the superionic conductor. Assumingsuperionic conductor remains unchanged

equality of the silver ionization and dissociation constants _ 10

(kp=kg) at the concentration of silve€ g, being liberated Ja=Cagka exp(—Ag/kT)=J". ©)

at the surface of the blocking graphite electrode under equi€onsequently, the application of an external pressure to the
librium conditions for the concentration of model silver cat- near-electrode region of the superionic conductor RipAg
ions in the superionic crystal RbAlg CAg+~10220m*3 is leads to a breakdown of the conditions of local equilibrium

) =J1%exp(PAV,/KT),

equal in order of magnitude to and to the appearance of an ionic currekd; flowing
through the heterojunction into the electrode from the supe-
:CA9_+kpex _BpAq ~10%cm3 (3)  rionic conductor
AT kg kT ’
: . . PAV,
i.e., less than a monolayer of silver on the graphite surface. AJ;=J° ex T -1]. (6)

This is another confirmation of the result obtained earlier by
us that on a(superionic conductde(graphite electrode In turn, the nonequilibrium ionic currents flowing through
heterojunction a silver island structure appears together witthe heterojunctions lead to the appearance in the external
dendritic clusters. circuit of the experimentally observed deformation current
An important parameter governing the properties of thel 4e(t) ].
mobile defects in superionic crystals is the activation vol-  When an external pressur®) is applied to a local re-
umes associated with these defects. Detailed measuremeigi®n of the sample, a nonuniform elastic deformation arises
of the magnitudes and temperature dependence of these vatit together with internal elastic stressd3,(andP,) in the
umes for the diffusion process in Rbflg superionic crys- heterojunctions. For a C—RbAg—C cell (Fig. 4), this is
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equivalent to connecting two voltage sources;
=P,AV,/e and e,=P,AV,/e to the cell at the first and 20
second heterojunctions, respectively. To describe the result- E
ing deformation current, let us first consider the equivalent 10§
electrical circuit of the cell C—RbAgs—C. A typical circuit §
of the cell C—RbAgls—C is shown in Fig. 4, wher®y, is ~ 0.0F
the resistance of the heterojunction associated with ion trans- 3
port; R, is the electronic resistance of the heterojunctiRg; -1.0F
is the resistance of the heterojunction associated with the F
movement of ions out of the bulk of the sample onto its —2.0 B b bl
0 50 100 150 200 250 300

surface;Cy is the capacitance of the double layBy; is the
internal resistance of the sample; aRg is the load resis-
tance across which the measurement of the deformation CugiG, 5. Results of calculating the temporal response of the deformation
rent (I 4op is made. According to the data of numerous stud-current upon application and removal of the pressure in the equivalent elec-
ies, the capacitance of the doubly charged layer at &ical circuit of a C-RbAgls—C cell.

(superionic conductor RbAd (—C heterojunction is signifi-
cantly higher than at a semiconductor—electrode contact a
is equal toCy=5—10uF/cn? (Refs. 14 and 16 We ob-
tained an estimate of the electronic resistance of the heter

junction earlief in a study of electron transport in superionic . . .
J y P P time =9 s (Fig. 2 and the calculated relaxation time

conductorsR,=(1—5)x 10'Q/cn?. To describe the relax- ; . -
. . . ; ; . =Ry Cq allows us to estimate the magnitude of the ionic
ation processes taking place in a heterojunction, find the pa- . ; S
; ; esistance of the RbAf—C heterojunction: Ry =5
rameters of the deformation current flowing through the loa
. : 10° Q- cn?.
resistancdr, and also the parameters of the time dependence
of the chargesy; and g, on the capacitors formed by the
double charged layer§,, it is necessary to solve the fol-

lowing system of first-order differential equations:

t, s

r%(Elolled by the capacitance of the doubly charged la@gr
and the resistance of the heterojunctiBg (79=RyCy)).
%omparison of the experimentally determined relaxation

Thus, the model calculations confirm the above assump-
tions that the appearance of a current upon elastic deforma-
tion of a local region of a superionic conductor is associated
with breakdown of the conditions of local equilibrium the
e1 e1-€y O 0, 0, g, heterojunctions and the appearance of ionic currents flowing

e B B . | : .
a1 Re Ro CqRy CaRe CaRs  CuRo through the heterojunctions.

q:3+82—81_ 2 92 Q@ n o[ 3. PHOTO-INDUCED CURRENTS IN SUPERIONIC
2’R. Ry CgRgq CgRe CgRy CgR,”  CRYSTALS

™ Earlier, we found that illumination of the superionic
Numerical solution of the given system of differential equa-crystal RbAgls leads to the appearance of a current in the
tions enables us to obtain the time dependence of the addéxternal circuit® It should be noted that a photocurrent
tive charges[q,(t) and g,(t)] arising on the capacitors arises in a sample with symmetric graphite or silver contacts
formed by the doubly charged layers, and to describe thén the absence of an external electric field, and a necessary
characteristics of the deformation curr¢hf.(t)] for differ-  condition for the appearance of a photocurrent is only asym-
ent initial conditions on the cell C-RbA—C. Within the  metric illumination of the sample. Studies were performed
framework of the described model for the appearance of an crystalline samples of RbA 6—7 mm in length with
deformation current, it is possible to estimate the magnitudeross-sectional areax3 mnt. Electrodes were deposited on
of this current. Indeed, the application of an external pressurthe end-faces. These electrodes were prepared using finely
(P=5x%10°Pa to one of the near-electrode regions of thedisperses silver or graphite powder. The sample was illumi-
sample is equivalent to connecting an electromotive forcenated by a DKSSh-120 xenon lamp with an MDR-4 mono-
equal toe=PAV,/e=0.1V to the RbAgl;—C heterojunc- chromator or a He—Cd lasek &£ 4416 A). An optical system

tion. focused the laser beam onto a spok&MOum?. The beam
Calculations of the model system’s temporal response tgcanning rate across the surface of the sample was
the application and removal of pressure on a C-RipAL  =1.4um/s. During the measurements the sample was lo-

cell, based on the equivalent circuit described al@vg. 4), cated in an optical thermostat.

are plotted in Fig. 5. It can be seen that the calculated mag- From these studies we found that, when a region of the
nitude of the deformation curre(fig. 5 and the experimen- RbAgl5 crystal near one of the contacts was illuminated, a
tally determined magnitud@ig. 2) are in good agreement. It current arose in the external circuit whose direction corre-
should also be noted that the shape of the modesponded to electron transport toward the illuminated elec-
deformation-current signal correlates well with the experi-trode. For a laser powes2 mW (A =4416 A), the current in
mentally obtained response of a C—RhAgC system to the external circuit was~10 '°A. It turned out that the
the application and removal of pressyfgg. 2). Studies of photostimulated current depends on the region of the sample
the temporal response of a RbAg-C heterojunction that is being illuminated. When scanning the laser beam
showed that the time constant of the respongg (s con- along the length of the sample starting at one of the elec-
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20 p—n junction, where the potential barrier of the junction
separates the photoelectron and hole currents and, in the case
10 of a superionic conductor, the Agcation and electron cur-
< rents.
= At the same time, our experimental data contradicts the
= 0 0 1.0._20 3.0 40 50 6.0 model of the separation of Agcation and electron fluxes at
< X, mm the (superionic conductdr(electronic conductgrinterface.
-10 First of all, the spectral characteristics of photostimulated
currents should be included among such data. Thus, in the
-20 spectrum of the photostimulated current the band with maxi-

) ) ~ mum atA=430nm, that is is due to ambipolar diffusion of
FIG_. 6. 'I"yplcal dependence of the photo-induced current on the location o'fA\ + tions and electrons from the illuminated region of the
the illuminated region in a RbAds sample between the graphite electrodes. g catons a . g .
sample toward the contacts, is absent. A second important
argument is that the magnitude of the ambipolar diffusion
trodes, the intensity of the photocurrent decreased and thepefficient of Ag™ cations and electrons in RbAg superi-
current changed sign as the beam crossed the middle of timic crystals is small Q4= 10~ 8 cnm?/s).1? Therefore,
sample. To study dependences of this kind, the He—Cd lasavhen a region of the sample a distarice 1 mm from the
beam fv=2.81eV} was focused on the surface of the contact is illuminated, a delay should be observed between
sample in a 38300um? spot. Figure 6 shows a typical the startup of illumination and the appearance of the photo-
dependence of the photo-induced current on the position afurrent of the order of~L?/D,+~10 °s, associated with
the illuminated region of the RbAtg crystal along the the time it takes a packet of carriers to move from the illu-
length of the sample between the graphite electrodes. minated region to the contact. At the same time, we were not
To elucidate the mechanism of the appearance of thable to observe any delay between the startup of illumination
photostimulated current, we examined its spectral and temand the appearance of the photostimulated current in the
perature characteristiés® At room temperature (300K RbAg,ls superionic crystals. All this argues against invoking
three main bands with maxima at 2.85, 2.64, and 2.35 eV ara mechanism of the rectifier-photovoltage type to explain the
present in the photocurrent spectrum. The positions and hal&ppearance of a photocurrent in RhAgsuperionic crystals.
widths of the bands in the spectra of the photostimulated To elucidate the photocurrent mechanism, let us turn to
current correlate well with the absorption bands arising uporthe spectrum of the photostimulated current. As was noted
photostimulated coloratidh of RbAg,ls superionic crystals above, the photostimulated current is not observed in the
and the bands observed in the ionic photoconductivityinitial sample and its appearance requires pre-illumination of
quenching spectrurh. the RbAgls crystal with light in the wavelength range 420
An important peculiarity of the spectral characteristics ofto 450 nm, leading to the appearance of color centers. The
the photostimulated current in Rbglg superionic crystals agreement between the absorption spectra of photo-colored
should be noted. It turned out that almost all of the maincrystals of RbAgls (Ref. 17 and the ionic photoconductiv-
bands(2.64 and 2.35 e)/were absent in the initial samples. ity quenching spectfavith the photostimulated current spec-
These bands appear in the spectrum of the photostimulatedh is connected with intracenter excitation of complexes cre-
current only after irradiation of a previously unirradiated ated as a result of previous illumination of the samples (
sample by light with wavelength in the range from 420 to=430nn). Indeed, intracenter excitation of donor—acceptor
450 nm. Thus, as was shown earftéf these bands are as- pairs, brought about by charge transport within the complex,
sociated with color centers arising during a reversible changes accompanied by relaxation of the lattice and leads to
in the stoichiometry of the superionic crystals in the Ag mo-changes in the elastic stress fields existing around the donor—
bile subsystem under the action of light with wavelength inacceptor pairs. Thus, when a local region of RbAg
the range from 420 to 450 nm. superionic crystals is illuminated by light with photon energy
Earlier>'® in a discussion of the mechanism of the ap-corresponding to intracenter excitation of donor—acceptor
pearance of a photo-induced current, we assumed that tipmirs created as a result of pre-illumination of the samples
following process is realized. lllumination of a local region (A=430 nm), a change takes place in the elastic stress fields
of a RbAgls crystal by light with photon energy corre- in the illuminated region of the crystal. Consequently, the
sponding to excitation of the electron centers leads to thappearance of photostimulated currents is due to the appear-
generation of nonequilibrium electrons in the conductionance of elastic stress fields in the illuminated region of the
band. Mobile Ag cations, by virtue of their high concentra- crystal. Indeed, the studies reported here show that the de-
tion in the superionic phase, screen the electrostatic interagendence of the photo-induced current on the location of the
tion between ionized centers and electrons. The excess eleiltuminated region and the temperature characteristics of the
tron concentration in the illuminated region leads to thephotostimulated currents are completely analogous to the
appearance of diffusion currents of electrons and ions towardorresponding characteristics of the deformation currents
the contacts in the ambipolar-diffusion regime. Here we asarising upon elastic deformation of a local region of the
sumed that the physical reason for the appearance of tiRbAg,ls sample.
photo-induced current is analogous to the reason for the ap- To summarize, in the present work we have detected and
pearance of a rectifier photovoltage upon illumination of ainvestigated for the first time the appearance of a current in
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the external circuit upon elastic deformation of a local region ~ We have established that the mechanisms of the photo-
of the superionic RbAgs crystal. We have established that induced current and the deformation current are analogous
elastic deformation of a local region of this superionic crystaland associated with a change in the energy of the mobile
leads to breakdown of the conditions of local equilibrium in cations in the region of elastic stresses arising in the sample
the subsystem of mobile Ag cations ifsuperionic conduc- both upon its elastic deformation and upon illumination of a
tory—(electrodé heterojunction and to the appearance of anlocal region.
ionic current flowing through the heterojunction. A mecha-
nism has been pro_po;ed for the process, and processes taking gredikhin, T. Hattori, and M. Ishigame, Phys. Rev5® 2444(1994).
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experimentally measured response of the system 1997 JETPSS, 381 (1997].
C—RbAgls—C to the application and removal of pressure, °B. B. Owens and G. R. Argue, Scient&7, 308 (1967).
and the calculated and experimentally measured magnitude®'u. M. Gerbshten, E. I. Nikulin, and F. A. ChudnovskiFiz. Tverd. Tela
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Processes of absorption and creation of lattice dislocations by grain boundaries are examined in a
physical model of grain-boundary quasi-dislocations. The dissociation time and the power

and energy conditions for generation of dislocations are found and compared to experiment.
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Grain boundaries are one of the main defects offor an arbitrary boundary. The conditions for dissociation of
polycrystalline solids that determine their mechanicalthe lattice dislocations entering a grain boundary, into an
properties-? When ultra-small-grain and nanocrystalline ma- ensemble of grain-boundary defects, is analyzed and the
terials are deformed in the superplasticity regime, the imporspreading time is determined. The force and energy condi-
tant microscopic processes are absorption and emission tibns of creation of a lattice dislocation on a boundary, upon
lattice dislocations by grain boundariese, e.g., Refs. 336  coalescence of the ensemble of grain-boundary defects, are

The process of absorption depends substantially on thealculated. Associated problems are solved numerically, and
temperaturé:® Under cold deformation {<Tg~(0.5 the results compared to experiment.

—0.6)T,,, whereT,, is the melting pointlattice dislocations

entering into a grain boundary continue to preserve their

long-range stress ﬁelds and electron-microscope_ contrasf. s IToN SOLUTIONS (GRAIN-BOUNDARY DEFECTS)

Under hot deformationT>Tg, whereTs is the equicohe- 5\ BOUNDARIES

sive temperatupethe electron-microscope image of the dis-

locations that have entered into a grain boundary disappear Let us consider a model of a grain-boundary structure
(spreadl after a timety and their elastic fields relax. Theo- consisting of two interacting sublattices, where the sublattice
retical investigations of the structure of the grain boundarie®f one grain(with period a) experiences the action of an
have been pursued by constructing geometrical models arekternal periodiclquasiperiodig potential V(u) created by
performing atomic calculationsee, e.g., Refs. 1, 63:8Two  the sublattice of the second graiwith period b), where
microscopic mechanisms of the spreading process have beelu,0,0) is the displacement vector of the atoms from their
proposed® expansion of the dislocation nucleus and its dis-equilibrium positions. The given model has been used in
sociation into grain-boundary dislocations with Burgers vec-many works’ * The dynamics of the atomic layer of the
tor by=b/n. Both mechanisms are based on a geometricaboundary will be described by the nonlinear sine-Gordon
model of grain-boundary dislocatiofisolitong,”® which are  equation with potential/(u) (Ref. 11).

assigned long-range stress fields similar to those that lattice We approximate the potentigl(u) by a Fourier series
dislocations posseSs,and given by the relationoi(jD)

~ ub/2m|r|, where|r|=/x2+y2 is the length of the radius
vector from the dislocation axis and is the shear modulus.

Creation of dislocations by grain boundaries was con- , ) ) ,
firmed by electron-microscopin situ® A number of geo- where u=2wu/b is a new dlmen5|onlezss \éa”abléi’ are
metrical models have been proposed to describe the generaie9ers or irrational numbers, akfy= b“/47~. The poten-
tion proces$:® But from a geometrical analysis alone it is t|al_(1)_ reflects the main property of the gra'”ﬁ_k;ol%rl‘;’j“lﬁes
impossible to derive the elastic properties of grain-boundar eriodicity (qua3|pe_r|od|C|ty OT their structuré: o
dislocations or even prove their existence. An analysis of th for n=111 the potential1) describes the Frenkel'—Kontorova
conditions of the passage of a lattice dislocation into th odef' - o ) ,
body of a grairf, for grain-boundary dislocations with long- With the help of the Hamiltonian of the lattice with po-
range stresses, has shown that there are large force and éﬂm'al (1) we obpam the equations for the dynamics of the
ergy barriers in this model associated with the strong attracdtoms of the grain-boundary layér
tion of a dislocation to_the boundary. _ o MUy — M c2Uy, =V (u), )

The present work is a study of soliton solutiofusslo-
cationg of the equations of dynamics and the elastic properwhere M is the mass of the atoms amdis the speed of
ties of defects in the Frenkel'—Kontorova physical m8d¥!  sound. Grain-boundary dislocations correspondNtsoliton

V(U):VO

1+Zl a; cos(kiu)), (1)

1063-7834/99/41(10)/5/$15.00 1626 © 1999 American Institute of Physics
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solutions of the stationary equatid®) with boundary con- In the casek;=1, k,=3 it is possible to obtain a solu-

ditions (a 27 kink, Refs. 9 and 1t u(«)=—u(—x) tion analogous td6), but with Burgers vectoby=b/3 (two

=—1. additional minima appear, and the period of the poteltial
Let us consider three types of boundaries: small-anglehecomes equal tb/3).

with misorientation angld® < 7/10°<1; special, with den- In the general case of rationk|, the solutions are also

sity of the coincident angleX and® > 7/10%; and ordinary, expressed in terms of a function of the for@). Thus, sta-

with © > 7/107. tionary (kink-soliton) grain-boundary dislocations can exist

In the case of small-angle boundaries, the potertfial on special grain boundaries. This means that the deformation
contains only one terrn(=1). The values of the periods are (grain-boundary slipis realized by moving grain-boundary
related by the expressioa=b(1+0), ©<1. Introducing dislocations with Burgers vectoby and velocity v#0.
the new variablex=27b® in the continuum approximation, Therefore, all geometrical models of grain-boundary disloca-
we obtain from Egs(1) and (2) a modified sine-Gordon tions on special boundaries are related to the physically pos-
equation sible soliton states of the boundary structure. Since there are

. no fixed, stable grain-boundary dislocations on the special

Uxx =2V Sin(u), 3 poundaries ¢+ 0), their creation must be homogeneous, re-
where V,=Vy(1—©)/Mc?, which for ©=0 goes over to 9uiring high stresse.This explains the high hardness of
the Frenkel'—Kontorova equatidit! The N-soliton solution ~ SPecial boundaries and the small value of grain-boundary

of Eq. (3) has the form slip observed in experimeft.
On arbitrary high-angle grain boundaries, the coeffi-
u(x,0)=4 arctafiexp(— 2m(Xx+An)/b)], cientsk; in the interatomic potentiall) will be irrational

numbers(quasiperiodic potentialln general, the solution of

A~b/®, n=x1,%2, ..., 4) Eq. (2) with kink-soliton boundary conditions and the poten-
where \=2¢K(2)IVY2, (=4V,I(A+2V,), K(¢) is the tial (1) is not found in explicit formt! This follows from the
complete elliptic integral of the first kindy is the distance IMPplicit solution (5). The simple zeros and local minima of
(period between solitongattice dislocationson the bound- the potentl_al in the the expression inside the_ square root in
ary, andA is an integration constant. Thus, the given modelEd: (5) oscillate; therefore, no stationary solutions, that is to
provides a valid description of a small-angle wall of infinite, &Y. Solitond(dislocations, exist. To analyze the asymptotic
rectilinear lattice dislocations with density,=1/\~®/p  Pehavior of the solution, we expand the function gps{ the
(Refs. 7 and 9 potgntigl(l) in a Taylor geries. The equation of moti¢d),

If there is a special misorientation of the lattices of thet@king into account the first two terms, becomes
grains and it is possible to introduce a lattice of coincident
sites®” then the periods of the sublatticasand b will be Muy—Mc?u,,=Au-Bu®, ()
commensurate and determined by the rafio=n/m, where
n andm are integers, i.e., thk, are rational numbers. The WhereA=3[_,ak? andB=={_,ak. To find the grain-

stationary solution of Eq2) has the form poundary “di§locatio.ns,” it is necessary to examine the.sta—
tionary equatior(7) with boundary conditions corresponding
u du to a 2 kink. Solutions of the following forms are possible:
X—Xo= fo - : (5 quasiharmonic oscillations with small amplitudésotion
along phase trajectories near equilibrium statesnlinear
\/A Vliz‘l 3 cogkiju)/ ki periodic waves—cnoidal wavésmotion along closed trajec-

tories near the separatfjxand soliton solutions—quasi-
If the expression inside the square-root in E%).is a poly-  grain-boundary dislocationgthey correspond to motion
nomial of third or fourth order, or a trigonometric function, along the separatrjx
then the solution5) can be expressed in terms of elliptic The general solution of Eq7) is expressed by a cnoidal
functions. Periodic solutions obtain whenoscillates be- wave'!
tween the simple zeros of the expression inside the square
root, i.e., the minima of the potentiél). u(x,0)=Aq sn[(x—vt)/Ays], (8)

The casek;=1, k,=2 was considered in Ref. 11, and

the solution(5) in the coordinate system moving with the \where sn t) is the elliptc sine with period

dislocation has the form No=1/24B/c?|A[sK(s), 0<s<1, s is the modulus of the
u(x,0) =4 arctariexp( 7)), ©6) elliptic function. It is well known that as—0 the elliptic

sine goes over to the trigopnometric sine ands-asl, it goes
where n=2m(vt—k,x)/b, v#0 is the dislocation velocity, over to the hyperbolic tangent
which is not equal to zero. Thus, the solution represents a
kink soliton (grain-boundary dislocatiorwith Burgers vec- u(x,0)=Aptani (x—vt)/Ag], (9
tor by=b/k,=b/2. The physical basis of the solutid6) is
the appearance of additional minima in the interatomicwhere A, is the oscillating amplitude andy~3b, is the
potential in comparison with the lattice potentittie period  width of the quasi-soliton. Figure 1 plots the dependence of
of the grain-boundary potential is equalli®?). the displacements on distance to the quasi-dislocation
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FIG. 2. Dependence of the internal stresses of a grain-boundary quasi-
dislocation on distance to the defett—quasi-dislocations2—for a lattice
dislocation. The dashed linéks 4 are the critical voltages for creation of a
hot and a cold deformation, respectively.

FIG. 1. Dependence of the displacement vector on distafeegrain-
boundary quasi-dislocatio—Ilattice dislocation.

(curvel), obtained by numerical solution of E), and for

comparison, the displacements from the lattice dislocation b 2 .

(curve?). _ _ . o HBqg f dxX'y In[ (x—x")2+y?] M2
In the second case the cnoidal wave is expressed in the w2 (1—v) IXIy

form of a periodic sequence of quasi-stationary packets of

N-solitons(grain-boundary quasi-dislocationsnoving with

constant speed at the distanﬁez\/24B/C2|A|5In(1—32)
~NA, from one another. Thus, grain-boundary quasi-
dislocations(Somiliana dislocatior’$ exist on an arbitrary
boundary having a variable “Burgers vector” defined by the _ ubg (9_2
quasiperiod of the local minima in the grain-boundary poten- Tyy~ 7(1—v) Ix2
tial (1). It can be shown that a stationary lattice dislocation
described by expressions of the typ€$) and (6) is

unstablet! X

— oo

x( —Zi(Ao tanF[(X’)/Ao])) :
dx’

f dx'y In[(x—x")2+y?]¥?

—Zi(AO tani[(x’)/Ao])). (11
dx’

Expressiong11) lead to a more abrupt exponential falloff of
the stresses. For example, the stress fidltly in the
asymptotic region are equal to

2. ELASTIC STRESS FIELDS AND ENERGY OF GRAIN-
BOUNDARY QUASI-DISLOCATIONS

Let us consider the intrinsic stress fields of the grain-
boundary quasi-dislocations since they determine the kinet- © usehd(x/Ag)
ics of the quasi-dislocations and their interaction with the 0Oy (x,O)zmsgn(x), (x>Dby). (12
lattice dislocations. We obtain expressions for the intrinsic
stresses of the quasi-dislocations with the help of(Bgand
the stress functiony (Ref. 9. In the moving coordinate Figure 2 plots curves, obtained by numerical calculation,

system bound to the quasi-dislocation, we have of expressiong10) and (11) (curvel) and, for comparison,
the stresses from the lattice dislocati@urve 2). Thus, the

quasi-dislocations on the grain boundaries can easily coa-
lesce thanks to short-range stresses, for example, during cre-
ation of lattice dislocations on the grain boundaries. On the

= ﬁ J'_xdx’y In[(x—x")%+y?]"2

d , other hand, they create an insignificant force barrier to intru-
x _ZJ[AO tanf(x /AO)])’ (10 sion by lattice dislocations. Refinement of expressiti®
_ _ o and(11), allowing for variation of the elastic and lattice con-
wherev is the Poisson coefficient. o stants in the region of the boundary, does not alter the order-
The_stress tensor of the quasi-dislocation is given by th%f_magnitude estimate. The approximation of long-range
expressions stresses of the quasi-dislocations, similar to lattice disloca-
b P2 (e tions, leads to exaggerated estimdte’s.short-range defor-
= — 2'“—9 — dx'y In[(x—x’)2+y2]1’2 mation field creates weak electron-microscope confrast.
7 (1-v) gy J-= Let us consider the elastic energy of the quasi-
q dislocations. The natural elastic energy of a grain-boundary
x| —2— (Agtant (x')/Aq]) |, dislocation per unit length, written in the cylindrical coordi-
dx’ nate system, is equal%o




Phys. Solid State 41 (10), October 1999 A. K. Emaletdinov 1629

L 2 { 1, \1
W, /L= J' rdr j do|—
g by JO 2u 7% ]
1, 2 2 <
+ E(a'xx-i— Ty = 2V0Tyy = 037 |, (13 '9 1ol
x
whereE is Young’'s modulus. Numerical calculation of ex- e 2
pressions(10), (11), and (13) shows that the energy of a
quasi-dislocation is given by 3
W(K)/LEC(),LLbZ (14) 1 l \ \l
g ¢’ 0 0.5 x/L

where Cy=0.1253. An analogous expression for the long- § - § . il

Sﬁ!tf): 2 ; FIG. 3. Dependence of the mean density of quasi-dislocations in an en-
ran.ge. stresses Iea(_:is to the re _G’U“bg' Takmg the. . semble on time for dissociation of a lattice dislocation. Curke®, 3 cor-
variation of the lattice parameter and .the elastic moduli Ir‘respond to the times 1, 5, 20 s for interaction with short-range stresses, and
the boundary layer of widtld=(6—8)b into account leads 0.02, 0.1, and 0.5's for interaction with long-range stresses.
to an insignificant lowering of the quantitW,/L by an
amount of the order oA uW,/uL, whereAu/u<1. Thus, . ] %
the natural elastic energy of the quasi-dislocations is almost 2) the long-range lattice case, described by the relation
two orders of magnitude lower than the energy of the dislo-xy(X,0)=uDby/27x. As can be seen from the results ob-

cations with long-range stresses, which must be taken int§2ined, the dissociation time in cagB is almost two orders
account in the geometrical models. of magnitude larger and corresponds to the experimental val-

ues. The approximate expression for the dissociation time in
case(1) has the form

3. DISSOCIATION OF A LATTICE DISLOCATION INTO AN L2 T-T
ENSEMBLE OF QUASI-DISLOCATIONS 1)~ exp( __s )

Ty 17

We describe the dissociation process of a lattice dismca@alculating according to Eq17) with parameters for Mg
tion entering into a grain boundary by the nonstationary_. . . )a .
equation of motion of the grain boundaf®) with an initial gives the order-of-me_\gnltude estimai~1-10s, which

: is close to the experimental valfe$p~10—60s. In case
perturbation of the fornu(x,0)= barctan(exp{2xn/b))/27r, 2) an order-of-magnitude estimate gives
which describes the displacement field of a lattice dislocatiorg
entering into a grain boundary. The dissociation tigenust (0) = L2
be determined by solving the self-consistent problem of the "D = mhgvou’
spreading of the initial perturbation out to the dimensions of . D) A2 Al
the packetl ~10~ 7 m, of N quasi-dislocations. The velocity 2nd calculating for Mg gives”~10“—10"s. Such a
of the quasi-dislocations is controlled by diffusion processesMall value of the dissociation time in ca& is connected
and to first order can be described by a semi-© the ve'ry_large !ong—_range stresses of mutual repulsion of
phenomenological expression of the férinv=c,D Q(a the quasi-dislocationgFig. 2).
— 0og) (eXp(T—TY/To)/LKT or v=v,0o, wherec, and T, are
phenomenological constan®, is the grain-boundary diffu- 4- CREATION OF LATTICE DISLOCATIONS ON GRAIN

bgVOUOQ

(18

sion coefficientQ=b3, o is the effective stress acting on BOUNDARIES
the quasi-dislocation, and, is the initial stress. We write Let us consider the process for creation of a lattice dis-
the main equations of continuity and dynamiesjuation of |ocation on a grain boundary of ultra-fine-grained material
motion) of the quasi-dislocatioris with grain sized<10~®m, which was important in develop-
aip 9 ing the theory of superplasticifyln the geometrical models
—+ —pv=0, (15  the creation process is described as the coalescence of
gt ax grain-boundary dislocations, during which a “mismatch dis-
L location” remains on the boundary, defined by the condition
Vof_ p(X" ;) oy (X" =Xx)dX'Ibg=Vv(X,1), (16)  of preservation of contiguity of the body. The force and en-

ergy conditions for coalescencen=b/b; of quasi-
wherep(x’,t) is the density of quasi-dislocations. The initial dislocations depend very strongly on the temperature and the
condition isp(x,0)=bd(x) and the normalization condition dissociation process of the deféatismatch dislocationre-
is 5 p(x’,t)dx’' =b. The dissociation timé, is found from maining on the boundary after departure of the lattice dislo-
the condition of uniform distribution of the quasi- cation, into quasi-dislocations. The energy condition for cre-
dislocations in the interval—L,L]: p(x,tp)=b/2L. The nu-  ation of a lattice-dislocation loop of radiuss determined by
merical solution of systerfil5), (16) found using the method the change in the magnitude of the thermodynamic poténtial

developed in Ref. 15 is plotted in Fig. 3 for two cases of . 2
interaction of the quasi-dislocations: AF(r)=2mr(Wp/L)+d(W,/L)+Wy—arbo,  (19)

1) the short-range case, given by expressithi§ and  where Wp /L= ub? In(r/b)/4x is the elastic energy of the
(13), and lattice dislocation, the second term describes the energy of
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more than two times lowelEc <Ecx/2. The results of nu-
merical calculation of the force conditions for creation of
lattice dislocations on boundaries for cagasand (b) are
shown by the dashed line in Fig. 2.

5. DEFECTS AND DEFORMATION OF AMORPHOUS
METALS AND QUASICRYSTALS

The quasicrystal potentidll) can describe the structure
of amorphous and quasicrystalline solids. Therefore, quasi-
dislocations(8) and (9) describe defects in such structures.
The absence of static quasi-dislocations and the short-range
FIG. 4. Diagram of the creation of lattice dislocations at a grain boun_dary:mjuure of the stress fieldl1), (12) do not contradict the
a—at normal temperaturesI K Tg), b—at temperatures above the equico- . .
hesive temperatureT(>Tg). 1—Lattice dislocation2—mismatch disloca- Strucwr.al data of Refs. 16.and 17 fo.r a_deformatlon'W'tho_Ut'
tion, 3—grain-boundary quasi-dislocations. hardening curvé® The motion of periodic packets of quasi-
dislocations(8) explains the localization and periodicity in
the magnitude of the deformation in the shear bands of such
, . _ , _ ~ material$®'’and the appearance of jumps in the deformation
the' mismatch dlslocatl.on, the thqu term descrllbes the ”_“er(':urve. Creation of quasi-dislocations by means of a homoge-
act!on energy of a lattice dlslocatllon and a mismatch disloy,6ous mechanism requires high stresses, equal in order of
cation, and the fourth term describes the work expended b)hagnitude tarr~ exp(—2A0/bg)~(1O*1— 10 2) u. These

external forces in the creation of a dislocation. The functior\,‘,:uues correlate well with the yield point of amorphous met-
AF also has a component which takes account of the actiogg o1~2x10 2. The small elastic energy of the quasi-

of image forces from all the faces of the grain, an account ofjig|ocationg14) explains the small value of the latent energy
which would lead in the final result to small corrections of(~4%) of the work of deformation in such materiafs.
the order ofA uWp/ulL, Au/u<<1. The dependenc®F(r)
iS nonmonotonic, and its maximum value~(rc) deter- 1H. Gleiter and B. ChalmersLarge-Angle Grain BoundariegMir,
mines the activation energy. The radius of a critical logp ~,Moscow, 1975 _ _

. . . R. W. K. Honeycombe,The Plastic Deformation of Metal§Arnold,
(distance from the boundary in the case of creation of a rec- | ;4on 1968,

tilinear dislocation and the critical stresg¢ for creation of  20. A. Kaibyshev,Plasticity and Superplasticity of Metal#etallurgiya,

a dislocation are found from the system of equations Moscow, 1975.
40. A. Kaibyshev, R. Z. Valiev, and A. K. Emaletdinov, Dokl. AN SSSR
IAF(ro)lar=0, oc=oy(re), (20 279 369(1984 [Sov. Phys. Dokl29, 967 (1984)].
. . SH. Gleiter, Nanostructured MaterialStuttgart University 6 (1-4), 3
whereay(r¢) is the stress of self-action of the lodpf at- (1995.
traction to the boundary for a rectilinear dislocafioBubsti- ~ °O. A. Kaibyshev and R. Z. ValievGrain Boundaries and Properties of
tuting expressiongl1), (12) and(19) into Egs.(20), we ob-  Metals(Metallurgiya, Moscow, 1987

tai t f fi for th itical | Svst f A. N. Orlov, V. N. Perevezentsev, and V. V. Rybi@rain Boundaries in
ain a system or equations tor the critical values. System o Metals (Metallurgiya, Moscow, 1980

equations(11), (12), (19), and(20) was solved numerically  8sructure and Properties of the Inner Surfaces of an Interface in Metals
for two limiting cases: pT<Tg — cold deformation, and)b 9edited by B. S. Bokshte (Nauka, Moscow, 1988 _

T>Ts — hot, superplastic deformatidfFig. 4). In case(a) ng Hirth and J. LothéTheory of DislocationMcGraw-Hill, New York,

the starting stresses of the quasi-dislocations are large anaﬁl H?)'Van der Merve, Crit. Rev. Solid State Mater. S, 187 (1991,
dissociation of a geometrical incompatibility'mismatch  1A. C. Newell, Solitons in Mathematics and PhysiSIAM, Philadelphia,
dislocation”) does not occur. Therefore, the conditions for121985)-

; ; : ; _ Yu. A. Tkhorik and L. S. KhazanPlastic Deformation and Mismatch
creation of a dislocation are dictated by the long-range Dislocations in Hetero-Epitaxial Systerfidaukova Dumka, Kiev, 1983

stresses and the following estimates are vali;x<0.14 130 Gratias and A. Thalal, Philos. Mag. LeB7, 2, 63 (1988

and Eqy=<ub?/4m, whereEcy is the height of the energy 1. V. Ovidko, Fiz. Tverd. Tela(St. Petersbuig39, 306 (1997 [Phys.

barrier. In caséb), for example for superplastic deformation | Solid State39, 268 (1997]. _

of ultra-fine-grained materials, a mismatch dislocation can A'g*;'nEma'Etd'”OV and Sh. kh. Khannanov, Fiz. Met. Metallovéd, 460

dissociate into an ensemble of quasi-dislocations with 16yetaliic Glassesedited by J. J. Gilman and Kh. Dzh. Lirt¥etallurgiya,

short-range stressé¢$1) and(12). The force barrier is equal ~ Moscow, 1984,

t0 0cq=0.00421 and has the order-of-magnitude estimate17A- M. Bratkovskii, Yu. A. Danilov, and G. |. Kuznetsov, Fiz. Met.
Cg™ ™ a3 o : Metalloved.68, 1045(1989.

Ocgspexp(=n)/2m=10""p, i.e., creation is possible under '

stresses of the order of those applied. The energy barrier iganslated by Paul F. Schippnick
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Radio-frequency paramagnetic resonance spectra, detected from dislocation
displacement in NaCl single crystals

Yu. I. Golovin, R. B. Morgunov, V. E. Ivanov, and A. A. Dmitrievski

G. R. Derzhavin Tambov State University, 392622 Tambov, Russia
(Submitted March 12, 1999
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Results are reported here of a study of the resonance effect of a constant magnetic field and a
variable magnetic field crossed with it on the rate of macroplastic deformation and motion

of edge dislocations in NaCl crystals. The frequencies of the variable magnetic field at which the
maximum variations in the plasticity of the crystals are observed correspond to the resonant
frequencies for transitions between the Zeeman sublevels in paramagnetic complexes of point
defects and complexes consisting of a point defect and a dislocation. Analysis of the radio-
frequency spectra obtained enabled us to establish the role of intercrystal reactions in the formation
of the mechanical properties of the crystals. 1®99 American Institute of Physics.
[S1063-783%9)01210-1

Reference 1 reported the discovery that a constant madere, when considering the influence of a magnetic field on
netic field has an effect on the mobility of dislocations in the interaction of a paramagnetic point defBcind a dislo-
ionic crystals. A detailed study of this magnetoplasticcation D (the reactionM< D+ P) or about reactions be-
effect® showed that one possible reason for softening otween point defect& < P, + P,, it is necessary to take into
crystals in a magnetic field is a change in the kinetics ofaccount that some steps of these reactions can occur at an
formation and breaking of covalent bonds between paramageffective local temperatur&* =0. This is because, during
netic defects. This conclusion, on the face of it, leads to @he short time of occurrence of a reaction step, the variable
contradiction with thermodynamics. In actual fact, magneticmagnetic fields created by phonons “do not have time” to
effects in the equilibrium electronic subsystem of a crystaldestroy the spin polarization of the electrons, which is usu-
are possible at temperatur@sat which the energy of the ally inherited from the preceding stable state of the complex
Zeeman splitting of the electron levejg.B is comparable to and can be close to 100% at the time of creation of its inter-
or larger than the mean energy of the thermal fluctuatiohs mediate state. The authors of Refs. 4 and 5 advanced the
(g is the spectroscopic splitting factqe,is the Bohr magne- hypothesis that, in contrast to thermally fluctuating magnetic
ton, andB is the magnetic induction For example, if we fields, an external magnetic field can mix the states of a pair
consider the formation process of a covalent bond between af defects with different multiplicity during a time, over the
thermalized donor and a thermalized acceptor, which in arourse of which the energy difference between the sirfglet
ionic crystal are structural defects, then it is necessary to takend tripletT, terms, of the compleAU=U;—Ug, is com-
into account that the polarization of paramagnetic cerfeers parable toguB. This, in their opinion, influences the prob-
=(n,—n_)/(ny+n_) created by a magnetic field with in- ability of bond formation in the paiD ...P. At present,
ductionB~1 T, atT=300 K, is equal in order of magnitude experimental confirmation of this hypothesis as well as a
to P=coth@uB/2kT)~103 (n, andn_ are the concentra- direct proof of the spin nature of the magnetoplastic effect in
tions of defects with spin aligned and anti-aligned with theionic crystals is lacking. In addition, it is unclear whether
magnetic field, respectively The corresponding relative this hypothesis relates to that part of the magnetoplastic ef-
change in the rate of the electronic process in the crystdect for which reactions in the paiB; ...P, are respon-
Ak/k can be estimated as the product of the polarizations aofible. To solve these problems, it is possible to create experi-
the donors and acceptors, i.&Ak/k~P?~10 6. Atthe same mental conditions analogous to those that obtain in the
time, the effects described in Refs. 1-3 consist in a morewidely known method for studying non-thermalized short-
than-twofold increase in the dislocation motion and rate ofived complexes in chemical reactions, RYDMReaction
macroplastic flow of the crystals in a magnetic field with yield detected magnetic resonante® Frankevich and co-
inductionB~1 T at T=300 K. workers detected a paramagnetic resonance not by absorp-

To overcome this contradiction, the authors of Refs. 4tion of an electromagnetic wave, but by the chemical reac-
and 5 proposed an approach analogous to the approach thin yield® or the fluorescence intensit). RYDMR, in
explains the influence of an energetically weak magneticontrast to the well-known method ODMptical detection
field on the evolution of multistep chemical reactién®. of magnetic resonangé! makes it possible to record and
Within the framework of this approach, thermal fluctuationsstudy at room temperature less than® @irs of paramag-
can be neglected if the duration of the magnetically sensitiveetic particles—intermediate reaction products, simulta-
reaction step is shorter than the spin relaxation time. Thereneously present in the sample.

1063-7834/99/41(10)/7/$15.00 1631 © 1999 American Institute of Physics
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FIG. 1. Dependence of the mean displacement of the
dislocationd. on the induction of the constant magnetic
field B, applied for 15 min with simultaneous applica-
"""""‘"l tion of a microwave field ¢=9.5 GH2: 1 — in the
configurationB, L By, whereB; is the induction of the
0 02 01'34 ,[9'6 038 microwave field,2 — in the configuratiorB,|B,, 3 —
0o in the configuratiorB,L By in crystals pre-treated with
a constant magnetic field pulse with amplitude
B=7 T. The inset shows a plot of the dependence of
the displacement of the dislocatiobs on the induction
of the constant magnetic fiell, applied for 15 min in
the absence of the microwave field. The dashed line
indicates the value of the displacemdny in control
runs without the constant and microwave magnetic
fields.

By, T

In Ref. 12 Molotskii and Fleurov demonstrated theoreti-external effects caused a mean shift of the dislocatlons
cally for the first time that the combined action of a constant=12+1 pxm. This shift is due to the action of internal me-
and a high-frequency magnetic field can lead to resonanthanical stresses and etching-out of near-surface stoppers.
plastification of crystals if the frequency of the variable field The dislocation displacement in crystals subjected for 15 min
v satisfies the paramagnetic resonance condhior guB.  to the microwave field in the absence of a constant magnetic
Therefore, the aim of the present work consists in studyingield was the same in magnitude, i.e., exposure of the crystals
the mobility of individual edge dislocations and macroplasticto just the variable magnetic field had no effect on the mo-
flow of crystals under conditions of simultaneous action of apjjity of the dislocations. Therefore, in processing the results
constant magnetic field and a high-frequency magnetic fielgyf the experiments, the mean displacemepwas subtracted

crossed with it. from the mean displacemeht in crossed constant and mi-
crowave fields, and the value of the displacemkntlL;
1. TECHNIQUE — L, obtained in this way served as an indicator of the effect

Plasticity of crystals under an external magnetic fieldof crossed fields on the mobility of the dislocations.
was studied with the help of two standard techniques: mea- In the first stage of the experiments, on introducing dis-
surement of the displacements of individual edge dislocalocations and first etching the crystals placed in the wave-
tions and recording changes in the macrostrain diagram cduide were exposed to crossed magnetic fields for 15 min
crystals placed in a constant magnetic field at the momernd were subjected to a second etching. Exposure of the
the microwave field is switched on. The experiments usedrystals in a constant magnetic field with simultaneous action
NaCl single crystals with a divalent-metal impuritpnainly  of a microwave fieldin the configuratiorB, L By, whereB;
Ca) with concentration 0.01 at.%to study microplasticity  is the induction of the microwave magnetic fieled to an
and 0.1 at.%to study macrostrainsannealed at 700 K and increase inL for By=B,es;=0.12+-0.02 T,By=B,es,=0.18
cooled to 293 K during 10 h. Samples with freshly intro- =0.02 T, andBgy=B,s3=0.320.03 T (Fig. 1). In the re-
duced edge dislocations were placed insidé¢;gwaveguide  gion of the peaks we made the measurements with special
connected to a klystron which operated at the frequencyare: using a smaller step By, and larger statistics many
v=9.5 GHz and generated an electromagnetic energy flugs 500 measurements at each poithen the constant field

through the crystal with power-10 mW. The waveguide and the microwave field were applied in the configuration
was located between the poles of an electromagnet, whicB,|B,, the peaks disappearégig. 1).

established a constant magnetic field with inductnfrom In the absence of the microwave field, the constant mag-
010 0.8 T in the vicinity of the crystal. The vect8 in all  netic field withB,>0.35 T also caused dislocation displace-
of the runs was directed along the01] direction. mentsL; which were larger thah.o; however, the field de-

pendence of the displacements in this case was monotonic,
i.e., peaks were absefihset to Fig. ).

To investigate the effect of a constant magnetic field and  In order to convince ourselves that the appearance of
a microwave field on the mobility of of individual edge dis- peaks was not random, we carried out analogous experiments
locations, their displacements, initiated by the action of theat the microwave frequency=152 MHz, at which for
external magnetic fields in the absence of a mechanical loadd=~5 mT we also detected an increase in the dislocation
were measured by the traditional method of double chemicalisplacements$Fig. 2), where the magnitude of the effect at
etching. Double etching of the samples in the absence ahaximum decreases monotonically as the angleetween

2. RESULTS
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FIG. 2. Dependence of the mean displacement of the dislocatiamsthe ON

induction of the constant magnetic fie} applied for 15 min with simul-
taneous application of a microwave figld=152.2 MH32 in the configura-
tion B,1 By, whereB; is the induction of the microwave field. The inset . . . .

shows a plot of the dependence of the displacements of the dislocation in E\IG' 3. Typical portions of the dependence of the relative strain of the

. ) - ) crystals ¢ on the loading timet in a constant magnetic field with
:r:(c:jrgwave field forBo=5mT on the angley between the field vectors, B,=0.32 T at the time the microwave field is switched @==9.5 GH2.
0-

a — softening; b — hardening; ¢ — no effect of crossed fields; d — defor-
mation “jump.” Arrows indicate switching on and off times of the micro-
wave field.

~v

B, andBy is varied from 90° to Oinset to Fig. 2.

We found that, in crossed fields, on average over thejisappear completelgFig. 1). In this case, the third peak at
crystal, an equiprobable nature of the motion of the indi-B,=0.32 T is decreased only a little. Consequently, the first
vidual dislocations is observed in the crystallographic planegnd second peaks arise as a consequence of a resonance with
[110], [110], [110], and[110] at the same average dis- complexes formed by magnetically sensitive point defects
tances on all the faces of the sample. Consequently, the rolghile the third peak is an indicator of paramagnetic reso-
of the external fields in our experiments reduced to a depinnance in complexes containing a dislocation. Thus, prelimi-
ning of the dislocations from stoppers, and the motion of thenary treatment of the crystals in a constant magnetic field,
dislocations took place under the action of random internaWhich leads to relaxation of metastable, magnetically sensi-
mechanical stresses. tive point defects, takes reactions of the typerR,+ P, out

Thus, measurement of the dislocation displacements abf play.
lows one to record the radio-frequency spectrum of the elec- In the third series of runs we investigated the combined
tronic transitions in the subsystem of structural defects. Sincaction of a constant magnetic field and a microwave field
the mobility of the dislocations can depend not only on theirwith frequency v=9.5 GHz, applied in the configuration
interaction with point defectgthe reactionrM <D +P), but B, 1 By, on the rate of macroplastic flow of the crystals. Mac-
also on reactions inside the complexes of point defects thenroplastic deformation of the crystals was performed in a
selves and in the dislocation nuclei, it is difficaltpriori to  “soft” machine with quartz rods, creating a mechanical
put the peaks in correspondence with definite types of reaczompressive stress that increased linearly with time,st,
tions between defects. Earlier it was established that the disvheres= const(Ref. 15. In this case, aided by an induction
location displacements created by placing the crystals in aensor with an accuracy af0.1 um, we continuously re-
constant magnetic field in the absence of the microwave fieldorded the length of the sample. This enabled us to construct
decrease if the crystal is pre-exposed in a constant magneti stress/strain diagram on &Y plotter, i.e., the depen-
field before the dislocations are introducédt was estab- dence of the relative straimon o or the timet elapsed from
lished that a constant magnetic field stimulates the accelethe commencement of loading.
ated relaxation of metastable complexes K by unblocking In the absence of a constant magnetic field, switching on
irreversible first-order reactions of the type=kP;+P,  a microwave field did not lead to a change in the strain rate
(Ref. 3. This process in crossed magnetic fields can, in prinde/dt (Fig. 3). This suggests that any changes in the strain
ciple, also lead to the appearance of peaks in the dislocatiosiagram, that could arise when the microwave field is
mobility. switched in the presence of the constant magnetic field, can

To establish the roles of thekP,+ P, reactions in the be interpreted as a result of the combined action of the con-
formation of the spectra detected from the dislocation disstant and variable magnetic fields. In the following experi-
placements, we carried out a second series of measurememtents, each sample was strained to a relative siraid.5%
in which we studied the influence of pre-exposure of thefor 10—15 min with the constant magnetic field switched on.
crystals in a constant magnetic field prior to introducing dis-The microwave field was switched on for 20-30 s during
locations on the dependendgB,) measured in crossed application of stress.The combined action of the fields on the
fields. We found that pre-exposure of the crystals in a conmacroplasticity was investigated in a comparatively narrow
stant magnetic field witlBB=7 T for 2x 10 2 s is sufficient  range of straing0.1<e<0.5%) at the easy-slip stage.
to make the first and second peaks in the depende(iBg) We found that, up to the yield point, switching on the
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microwave field did not lead to a change in thé&) plot. Y1
After the yield point was reached, the microwave field could 2
lead with roughly equal probability to three different experi- i
mental outcomes: to an increasedn/dt, to a decrease in
de/dt, and to no change ide/dt (Fig. 3). Switching the 15k
microwave field off, as a rule, led to a recovery of the plastic
flow rate, both in the case of softening and in the case of
hardening brought about by switching on the microwave ): Ao
field. In 10% of cases, after switching off the microwave
field, de/dt did not recover. Another, significantly more un-
usual outcome that could occur was a jumplike increase in
the strain level by~0.5 um when the microwave field was 0.5
switched on[Fig. 3d|. For B, close toB,g, Or Begs SUCh [
deformation “jumps” were encountered three times more
often than for other values @,. The different sign of the ol - L . L . L . L
effect, and also its absence 30 affected by the crossed 0 0.1 0.2 0.3 0.4
magnetic fields, and also to the absence of artifacts caused by By, T
the a_Ctlon of the fields on the components of the teStInq:IG. 4. Dependence of the softening effect of the crystalsatio of the
machine. plastic flow rate after switching on the microwave fields(dt), to the

In what follows, in the quantitative reduction of the ex- plastic flow rate before switching it ordé/dt),] on the induction of the
perimental results, we did not take into account “jumps” c_onstan_t magnetic fiel@, at which de_formation occurst — before the

. . . . . . ield point in the range of relative straiss<0.03%vy, for cases of soften-

and situations in which the dlagram did not Change when thé]g observed after the yield point for relative strains<0s%0.5%,3 — y_
microwave field was switched on; rather, we only took intofor cases of hardening observed after the yield point for relative strains
account cases in which there was a change in the slope of ttfgl<&<0.5%.
curvee(t) with its subsequent recovery when the microwave
field was switched off. Here we measured the plastic flow; piscussion
rate before switching on the microwave fielde(dt), and
immediately after switching it ondg/dt),. We took the ra-

w N~

The setup of the experiment and its results are similar to
tio y=(ds/dt),/(de/dt), as a measure of the effect of the the usm_JaI conditions for observing an EPR signal yvith the
. ; ) . exception that the response consisted of a change in charac-
combined action of the crossed fields on the plasticity, SQeristics of the plasticity of the crystal instead of absorption
that softening was characterized by values of this ratio - _
X of an electromagnetic wave. The valuBgg;=0.12+0.02,
y=7+>1, and hardening, by valueg=y_<1.Insuchan g  _018+0.02, andB,.=0.32+0.03 obtained in the
approach, the frequency of appearance of various outcomgsst series of runs correspond to the field values
is ignored, and only the magnitude of the effects aSSOCiateﬂth=hv/MBog at which resonant transitions occur at the
with their appearance is taken into account. Each point ofinplemented microwave frequeney=9.5 GHz between the
the graphs in the third series of runs is the result of 10-2Q@onstant-field split electron-spin sublevels with effective
separate measurements of the quantitigsand y_, per-  spectroscopic-splitting factorg;=5.7+0.7, g,=3.8+0.3,
formed on different crystals under identical conditions. andg;=2.1*+0.2, respectively. An increase in the mobility
We found that both dependences (By) and y_(By) of the dislocations at the frequeney=152 MHz for By=5
are nonmonotonic. Both of them have extrem®8g+0.2 T mT is additional evidence of the resonance nature of the
andB,~0.3 T (Fig. 4). Thus, the combined action of a mi- observed phenomenon.
crowave magnetic field and a constant magnetic field on the ~ With less accuracy, it is possible to judge the position of
macroplastic flow also has a resonance nature, where tH8€ Peaks in the dependengéBo) in the runs with macro-
positions of the maxima of the hardening and softening efPlastic deformation(Fig. 4); however, within the limits of

fects are close to the positions observed in the study of th@e_as_urem_ent error, th_g positions of the two resonance peaks
displacements of individual dislocations coincide with the positions of the peaks detected from the

. . . mobility of individual dislocations in the first series of runs.
An EPR study of the crystals examined in our experi- . " .
) . . The low accuracy of measuring of the peak positions in the
ments did not reveal resonant absorption of microwav

for th - | his f &hird series of runs may be due both to instability of the
power for the above-indicated valuesBgs; . This fact, and ‘macroplastic deformation and to the wider spectrum of the

also the necessity of extended exposure of the crystals igecironic processes occurring under these conditions than
crossed fields to detect resonances in the mobility of they, motion of individual dislocations.

dislocations indicates that only a small number of defect As was indicated in the Introduction, the constant and
pairs are simultaneously present in the crystals, which entefariable magnetic fields used in our experiments are too
into the reaction in an uncorrelated way. Their formation is aveak to alter the state of the thermalized paramagnetic cen-
rare event, inaccessible for recording with an EPR spectromters or of the covalent bond between the defects. At the same
eter. time, it is known that upon deformation of ionic crystals, or
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when they are damage#;like, V,, and other paramagnetic not be formed in the absence of the magnetic field. This
centers arise, and also metastable complexes of suditers the arrangement of the atoms and covalent bonds be-
centers®~18 Defects of this kind could also have been tween them and leads to a decrease of the braking force on a
formed in our experiments during creation and motion of thedislocation produced by stoppers and to a corresponding in-
dislocations. Relaxation of these metastable defects duringrease in its displacement.
interaction of the dislocations with them, like most other For inductions of the constant magnetic field less than
solid-state chemical reactions, takes place in several step8,35 T, an inter-Raman transition does not have sufficient
one of which may be too short for thermal fluctuations totime to occur during the time. Therefore, the same reaction
have time to influence their course. Apparently, the magnetiproducts are formed as in the absence of the magnetic field,
fields interfere with the evolution of the structural defectsbut the mobility of the dislocations does not change. If in
during this short step, whose duratienshould satisfy the addition to the constant magnetic field a resonant microwave
condition 7,<< 7<<7,q in order for the magnetic fields to be field is present, therrs_; decreases and softening takes
able to affect the evolution of the defects,(is the duration place forB, less than threshold.
of the S—T transition, 7 is the duration of spin relaxation It is entirely possible that the value effound can be
caused by thermal vibrations of the crystalline laftida the  less than the spin relaxation time,, which usually lies in
absence of external magnetic fields the time of the transitiothe range 10°—10° s in the investigated crystals at room
between states with different multiplicity, can reach tens temperaturé! This means that the condition,<7< T,
of minutes because of spin blocking of such a transition. necessary for the magnetic field to have a significant effect
The role of the magnetic fields reduces to removal of thison the spin state of the structural defects, can in principle be
blockage and a many-fold increase in the rate of the transisatisfied in our experiments.
tions, i.e., to a decrease of . Let us discuss the energy-level diagram and possible
If the presence of a threshold value for the induction oftransitions in crossed fields that can explain the appearance
the constant magnetic fieB,~0.35T, above which an en- of a resonance ifP ...D pairs. The presence of only one
hanced mobility of the dislocations aris@sig. 1), is con-  peak corresponding to the reactiokb=P+D may mean
nected with the fact that the inequality< 7 ceases to hold that theP ...D pairs are doublets, i.e., the paramagnetic
(i.e., 7, approaches for By~0.35 T), then it is possible to centers that make them up have spin (R&f. 22. Such a
obtain an estimate for which, as a rule, does not depend on pair is characterized by on® and threeT states Ty, T,
the presence of the magnetic field. For this it is necessary tand T_ with projections of the total spin onto the the mag-
know the mechanism of mixing of states with different mul- netic field vectorB, equal to 0,+1, and —1, respectively,
tiplicity in the magnetic field. At present, the following see Fig. 5. The constant magnetic field mixes tBeand T,
mechanisms are known in spin chemistry: “relaxational,” states, which leads to a change in the relative concentrations
“STV,” and the “Ag mechanism.®=8 The first two are of final reaction products, which are new stable defect com-
brought about with the participation of the Fermi magneticplexesM; andM, (Fig. 5. This, in turn, increases the prob-
field of the nuclei and, as a rule, are characterized by valueability of depinning of dislocations from stoppers and facili-
of the induction of the constant magnetic fieB)~0.01 tates plastification of the crystals. The microwave field in the
—0.1 T, at which the magnetic effects start to satufate.presence of the constant magnetic field can increase or de-
Since saturation of the field dependence of the dislocatiocrease the intensity of th8— T, transitions indirectly, de-
displacements has not been observed in studies of the magending on its amplitude and the multiplicity of the pif.
netoplastic effect, even &~10 T (Refs. 5 and 2)) we are  In singlet pairs the microwave field stimulat8s- T conver-
left to assume that the magnetic field affects the multiplicitysion, and in triplet pairs it weakens it. Consequently, the
of the complexes by the Ag mechanism.” In this case, in a possibility of detecting resonance peaks in our experiments
constant magnetic field in the absence of the microwavés evidence of a nonequilibrium population of the intermedi-
field, inter-Raman transitions take place as a consequence afe pairs over th& and T states. Measurements of the mo-
the difference in the factors of the two paramagnetic par- bility of individual dislocations in crossed magnetic fields
ticles of the complex. This differenc&g=g,—g, may be makes it possible to determine which of these states is pref-
due to the different nature of the paramagnetic particles oérentially filled at the moment of creation of the nonequilib-
the pair or to different local crystal fields around them. It rium complexes.
causes the difference in the frequencies of precession of the In the absence of the microwave field, the constant mag-
spins about the field vectd, (Refs. 6—8 and the periodic netic field causes transitions only between ®eand T,
interconversion of singlet states. For typical valuesAaf  states, thereby causing an increase in the displacements of
~10 2 and the threshold value @,=35 T we obtain the dislocations foB,>0.35 T. If in the creation of nonequi-

=1y~ 1/(w1— w5)=hluBo(g,—9,)~10"8 s, where w; librium complexes ther, state is preferentially populated,
and w, are the precession frequencies of the spins of parthen the microwave field facilitates its mixing with tfie.
ticles with g factorsg, andgs. andT_ states, leading thereby to a decrease in the occupa-

In the absence of the microwave field, for inductions oftion of theT, level, a decrease in the spin polarization, and a
the constant magnetic field larger than 0.35 T, an interdecrease in the rate 8 T conversion. This, in turn, should
Raman transition has sufficient time to occur during the life-lead to a lowering of the mobility of the dislocations under
time of a nonequilibrium state of the complex. As a result,resonance conditions in comparison to the displacements in a
products of an interdefect reaction are formed which coulcconstant magnetic field. Since in actual fact an increase in
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defects of a paramagnetic center with spin greater than 1/2; a
D P substantial contribution to the Hamiltonian from the dipole—
~ > dipole interaction between the paramagnetic centers, which
~ . unblocks the transitions with change of spin projection onto
RN ol B, by *2.
A ¥ The possibility of the appearance of both softening and
D—P pair hardening in crossed fields indicates that several competing
constant T, processes initiated by the crossed magnetic fields take place
magnetic RF Ing in the crystals. In a special series of measurements, we veri-
field Ty fied that the cases of hardening and softening arise with
—_ RF equal probability both in the easy-slip stage, and in later
AguB T. stages of hardening. Consequently, competing processes can-
not facilitate mobility of the dislocations in the primary and
secondary slip planes, as is usually observed at the end of the
easy-slip stage. In addition, in earlier studies of the effect of
a constant magnetic field on the macroplasticity of ionic
crystals, only a softening effect of the field was
observed351415Consequently, the reason for the appear-
ance of hardening may be the addition of the microwave
FIG. 5. Diagram of the energy levels in short-lived pairs of defects of thefie|d to the constant field.

type D ...P in crossed constant and microwave fields. The dashed lines |, ~qntrast to the constant field. the microwave field is
indicate processes of formation ofla. . . P pair from an isolated disloca- . . ’ . .
tion D and a point defecP, and also the process of formation of stable capable of mixing the singlet state of pairs®#flefects with
complexes of two typedd, and M, from the S and T states. The arrows the triplet statesT . and T_. At the same time, in fields
show mixing of SandT, states in a constant magnetic field, and mixing of BO~O,1 T, as was shown theoretica_lly in Ref. 24, the tran-
To, T+, andT_ states in a microwave field. sitionsS— T, andS—T_ can depend on a hyperfine inter-
action, an account of which leads not to softening but to
hardening of the crystals. Therefore, the sign of the effect of
the dislocation displacements is observed when a microwaverossed fields on the plasticity can be determined by a com-
field is added to the constant magnetic fighig. 1), it may  petition of the external constant field and the Fermi field of
be assumed that th@state is preferentially populatdds is  the nuclei of the ions. It may be assumed that the result of
usually the case in short-lived intermediate states whose preéhis competition can be different, depending on the proximity
cursors are metastable complexes of atoms, with a stablef theD ...P or P, ...P, pair to the magnetic nuclei. The
covalent bond in the singlet stateConsequently, singlet summation of the positive and negative effects on the various
complexes make the main contribution to the peak with types of pairs apparently leads to the uncontrollable appear-
=2.1, corresponding to the reactiols= P+ D. Similar ar-  ance of four possible outcomes in experiments with macro-
guments regarding the peaks wgh=5.7 andg,=3.8 cor-  plastic deformation(Fig. 3). The absence of hardening ef-
responding to the reactions=KP,+ P, show that the main fects in studies of the macroplasticity can be explained by
contribution to the magnetoplasticity in this case also comethe fact that the level of mechanical stresses and the density
from the singlet complexes. of the dislocations, and along with them the degree of dis-
Note that, for “weak’” microwave fields, a mixing of the tortion of the interionic distances, are markedly lower, which
T, state with theT, and T_ states must take place, which stabilizes the contribution of the hyperfine interaction. Addi-
lowers the population of thd@, level and thus favors the tional studies are needed to test this hypothesis.
S—T, transitions. For “strong” microwave fields, on the In summary, we have established experimentally that
contrary, spin locking of th&— T, must be observe®,due  spin-dependent, magnetically sensitive reactions in a sub-
to saturation of theT,—T, and T_ transitions. Conse- system of paramagnetic structural defects in ionic crystals
quently, by varying the microwave power it is possible tomake a substantial contribution to their plastic properties,
observe a maximum of the resonance effect of the magnetiand the kinetics of these reactions can be effectively regu-
field on the plasticity. The presence or absence of this effedated by a weak constant magnetic field and its combined
on the plasticity can be judged from the dependence of thaction with a microwave field. We have shown that the mo-
magnitude of the magnetoplastic effect on the anglbe-  hility of the dislocations can be used as an indicator of a spin
tweenB; andBy, with decrease of which the effective value resonance in non-thermalized short-lived complexes of para-
of B, falls. Since a monotonic decrease of the peak wasnagnetic defects. The contributions to the resonance spec-
observed in our experiments gsdecreased from 90° to 0° trum from point defects in the bulk of the crystal and from
(see inset to Fig. )2 it may be assumed that we are dealingpairs formed by a point defect and a dislocation have been
here with “weak” microwave fields! isolated. The results can serve as a basis for a new highly-
The presence of two peaks corresponding to the reacsensitive method for investigating paramagnetic structural
tions K= P+ P, has several possible explanations: the ap-defects in crystals, allowing a direct determination of the
pearance in the crystal of two different types of magneticallyinterrelationship between their plastic properties and the
sensitive defect—intermediates; the presence in the pair aflectronic state of the defects. The proposed investigative
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method can be extended to a wide class of materials in WhiclRE. L. Frankevich, V. I. Lesin, and A. I. Pristupa, Zhksp. Teor. Fiz75,
plastic deformation is accompanied by spin-dependent reac-415(1978 [Sov. Phys. JETR8, 208 (1978].

tions between the defects.
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A study has been made of the kinetics of penetration of deformable steel and tungsten rods into
high-hardness brittle medi@eramics and glagst impact velocities of 1.3-1.6 km/s. The

penetration has been established to occur in two stages. In the first stage, the penetration velocity
increases as the ceramic is progressively damaged. The second stage corresponds to quasi-
steady-state penetration into a zero-strength medium. It is shown that it is the first stage that
determines the high resistance of ceramics to intense impact. The dependence of the

resistance to penetration on target geometry and impact pressure has also been established.

© 1999 American Institute of Physid$S1063-783%9)01310-4

Recent years have witnessed an intensive interest ih. EXPERIMENTAL
studies of high-hardness brittle materidis particular, ce- The impact loading of the materials under study was

rgmics) in yieyv of th(zeir possible use as protection ag"’_‘inSteffected by rods of mild steel and a plastic tungsten al®y

high-velocity impact:?2 However, the efficiency of ceramics mm in diameter, 30 mm in lengthat velocities ranging from

for this has been estimated, as a rule, from the final results, 3 to 1.6 km/s.

for instance, from the residual penetration depth into the  The experiments were carried out on samples of alumina

backup metallic target witness. (Al,0g), silicon carbide(SiC), aluminum nitride with tita-
Final results are able to provide only some nium nitride (AIN/TiN-70/30 wt.%), boron carbide (BC),

generalized, averaged characteristics of the process, whighd silicate glass, with transverse dimensions of 20 and

may prove to be of interest solely for certain specific prob-40x40mm and 100-mm thickness. The transverse dimen-

lems. However they cannot shed light on the mechanism ofionS were varied to follow the effect of damage from the

such a complex, strongly time-dependent process & ide surfaces. The sample thickness permitted one to exclude

. ) : the effect of damage from the rear free surface of the sample
penetration into a ceramic, and, thus, cannot provide a basg

for th f h ials in hiah-velocity i di uring the whole interaction process. The properties of the
t.ort e use of such materials in high-velocity impact condi- o+ vio1c studied are listed in Table |.
ions.

_ ' ' _ The studies were made with a four-frame flash x-ray
To gain Understandlng of the ceramic behavior Undersetup with an exposure Of"Ol/.LS (the Operating V0|tage
dynamic loading taking into account the kinetics of failure of 400—-450 k\j. The measurements provided data on the rod
such brittle media, one should accumulate a large array gbosition in the ceramic to within 0.2 mm at predetermined
experimental data on penetration parameters obtained withiastants of time fixed to within 0.4s. These data were used
good time resolution within a broad range of experimentalto construct graphs relating the position of the projectile/

conditions. target boundary(penetration depthand of the projectile

Studies published to d&fé present some information on Pack end with time.

the investigation of the kinetics of high-velocity penetration

into ceramlcs_ and glass. An ana!y3|s qf these data leads pr}gRESULTS OF EXPERIMENTS AND DISCUSSION

to a conclusion that the ceramic resistance to penetration

varies strongly with time, namely, it decreases continually in A program based on the Tate—AlekseevskodeP° of

the course of the ceramic failure. However known publica-Penetration of a deformable rod into a continuum was devel-

tions relate to specific cases and cannot yield complete info@P€d t0 approximate experimental data with a continuous

mation on the general relations governing high-velocity pen-relat'(_)nSh'p' This program perr_mtted one als_o tq obtain the
velocity of penetrationd (velocity of the projectile/target

ration in ramic. . L : L
etration into a ceramic nterface, projectile rear-end velocityv, and projectile

) The alm of the prgseqt work was a_ systgmatlc study o{engthL as functions of time after impadt or of penetration
high-velocity penetration into a ceramic during the WhOIEdepthP.

process. It included investigation of the kinetics within @ The penetration velocityd and the projectile erosion
broad range of impact conditions for various ceramic comratedL/dT are known to be sufficiently complete character-
positions and properties, sample geometries, and impagitics of the resistance to penetration. Figure 1 displagE)
pressures. graphs for the materials under study subjected to a steel rod

1063-7834/99/41(10)/3/$15.00 1638 © 1999 American Institute of Physics
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TABLE I|. Physicomechanical characteristics of the materials studied.

Material AlL,O, SiC AIN/TIN B,C Glass

Density (p), glcn? 3.88 2.95 3.25 2.44 2.3

Longitudinal wave velocity C,), km/s 10.4 10.5 9.3 12.8 5.7

Shear wave velocity@,), km/s 6.2 6.6 5.75 7.8 3.4

Bending strengttio), MPa 230 140 190 350 150

Fracture toughnes(c), MN-m~3?2 3.8 3.4 4.2 3.6 0.8
impact at a velocity/,=1.6 km/s. All curves can be broken The variation of the target resistance to penetration can
up into three sections. be followed also from the dependence of the projectile ero-

The first section, the falling part of the curve, corre-Sion ratedL/dP on penetration deptR (Fig. 2). The initial
sponds to a transition from the mass velocity at tiine0,  transient stage corresponds here to the onset of quasi-steady
which is determined by the shock adiabatics of interactinglow of the projectile. After the transient stage one observes
bodies!! to the penetration velocity itself. In other words, intensive projectile erosiofthe stage of high resistance to
this branch of the curve reflects the transition from thepenetration followed by erosion with a practically constant
shock-wave-induced interface displacement to penetration. rate (penetration into a weakened mediuruch adL/dP

The second, rising section describes the initial stage ofelation is in full agreement with thel(T) dependence.
penetration, which starts from a certain minimum velocity ~ The data displayed in Figs. 1 and 2 indicate that the
increasing with time to an approximately constant level. ~ resistance to penetration is high only in the initial stage of

The third section corresponds to constant-velocity penthe process. One may consider this stage to come to an end
etration. with fracture of the ceramic and complete loss of strength in

Thus penetration into a ceramic may be considered as e medium. Hence the high ceramic resistance to impact
two-stage process, with the first stage being low-velocitymust depend on the parameters of this initial stage, in par-
penetration with a progressively increasing velocity, and thdicular on its duration and the initial minimum penetration
second, quasisteady constant-velocity penetration. Becau¥€locity.
in the given conditions the penetration velocity is determined ~ Figure 3 presents dependences of the penetration veloc-
by the resistance to penetration, the first stage may be calléty U on time obtained for various transverse dimensions of
a high-resistance stage. The increase in the penetration véhe sample. The duration of the low-velocity penetration
locity (decrease of the resistande this stage can be ac- stage is seen to decrease with decreasing transverse dimen-
counted for by the progressively increasing target strengtgions of the sample. The ceramic comminution in this case
degradation and the transition to the zero-strength stat@ccurs faster under the action of the stronger tensile-stress
Hence penetration in the second stage occurs into a fracture¢aves propagating from the free side surfaces of the sample.

weakened medium, whose resistance to penetration must be The dependences of the penetration velotltpn time
determined primarily by the forces of inertia. for various pressures at the interface are shown graphically
in Fig. 4. The data obtained show that as the projectile ma-

20 .I T T T T T T
- ]
15 -
- 1
510} .
—
el
- -
5+ —
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0 1 | 1 i I ] 1
0 1 2 3 4
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P, mm
FIG. 1. Dependence of the penetration velocity of a steel projectlle (
=1.6 km/s) into ceramic targetd—Al,O,;, 2—SiC, 3—AIN/TiN, 4—B,C, FIG. 2. Dependence of the steel-projectile erosion rdteddP (V,
5—glasg on time. =1.6 km/s) on penetration depth



1640 Phys. Solid State 41 (10), October 1999 Vlasov et al.

tion stage, as follows from Fig. 1, the penetration kinetics are
essentially different for the materials studied in the work. In
particular, this stage of low-velocity penetratif@mgh resis-
tance in glass, which is characterized by the lowest strength,
hardness, and fracture toughness, is less pronounced. How-
ever a correlation of the physicomechanical characteristics of

1.0

0.8

0.6 : : . .
% ceramic materials with the parameters of the penetration pro-
= cess requires further investigation.
=04 Thus a systematic experimental study of high-velocity

penetration of plastic projectiles into brittle media has estab-
lished that:

0.2 (1) The resistance to penetration into brittle media
depends strongly on time;
00 . P . [T (2) Penetration into ceramics and glasses occurs as a
0 5 10 15 20 two-stage process. In the first stage, the penetration proceeds
T, ps with a velocity increasing in the course of the ceramic frac-

FIG. 3. Dependence of the steel-projectile penetration velocify ( ture'_ln the 5390”0'* the pe_netra?ion ‘_’e'OCitY is nearly constant
=1.6km/s) into an AIN/TiN target on time for various transverse dimen- @Nd is determined primarily by inertial resistance of the me-
sions of the targetl—20X 20 mm, 2—40x 40 mm). dium;
(3) The duration of the first penetration stage and the
minimum penetration velocity determining the ceramic effi-
terial density and the impact velocity increase, the minimunciency under high-velocity impact depend on the target ma-
penetration velocity increases, and the duration of the lowterial and geometry, as well as on the impact intensity. The
velocity stage decreases. This is attributed to the increasingay to an increase of the resistance of ceramics and glasses
level of shock loading of the material, which accelerates ini-to high-velocity impact lies in increasing the duration of this
tiation and development of brittle fracture in the sample. stage and reducing the minimum penetration velocity.
As for the effect of the properties of high-hardness

brittle media on the parameters of the low-velocity penetra- _ SUPPOrt of the Russian Fund for Fundamental Research
(Grant 96-01-0120%ais gratefully acknowledged.
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Interfaces between nanostructures and stepwise creep in highly oriented polymers

E. M. Ivan’kova, V. A. Marikhin, L. P. Myasnikova,*) N. I. Peschanskaya,
and P. N. Yakushev

A. F. loffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
(Submitted February 11, 1999; resubmitted February 26,)1999
Fiz. Tverd. Tela(St. Petersbung 41, 1788—1791(October 1999

A comparative laser-interferometric study of steady creep in oriented ultrahigh-molecular-weight
polyethylene films differing in the structure of interfaces between nanosized structural units

has been carried out to gain a better understanding of the creep mechanism in oriented polymer
materials. In contrast to conventional methods, laser interferometry permits measurement

of creep rates from very small strain increments @m3) to within 1%. This technique made it
possible to detect the stepwise nature of plastic deformation in creep. The data obtained
suggest that the creep rate and its periodic changes are controlled by the structure of the interfaces,
and that the plastic deformation itself occurs to a considerable extent through shear of
nanosized structural units relative to one another by an “acceleration-deceleration” type. It is
proposed that the “deceleration” phase is due to a glide resistance created by some

“stoppers” having either physical or chemical nature, which become destroyed and reappear
again in the course of creep. @99 American Institute of Physid$§1063-78309)01410-(

Highly oriented, ultrahigh-molecular-weight polymer fi- played by the structure of the interfaces separating them.
bers prepared by gel spinnihgossess a high strength and a Samples with completely different kinds of nanostructure
high elastic modulus combined with a low specific weight,connections were prepared to study this problem.
which makes them promising construction materials. How-
ever they exhibit also a low creep resistance, which limits
substantially their application potential.

There are many publications dealing with creep in poly-
mers. While a variety of models have been proposed thus far  The samples of type | were prepared by gel-casting from
to describe this phenomenon, the mechanism of creep stifl 2%-solution of UHMPE in decalin, drying in air, and draw-
remains unclear. Various combinations of elements of théng the films cut from it to various draw ratios(24, 64, and
Newton, Maxwell, Voigt and other models are employed119) by high-temperature multi-stage zone drawing. Besides,
usually in simulation of the process. Most of the authorsthe gel films drawn to =24 were modified by chemical
consider the creep of oriented polymers as a process cowrross-linking (type-1l films) by impregnating them with a
trolled by deformation of the entangled molecular networkradical initiator CHCECCI, (trichloroethyleng, followed
and diffusion of defects through crystalline regidrisSome by UV irradiation for three min for the cross-links to form.
publications find an analogy between the processes of creepamples of type Il were prepared from films crystallized
and fracture and suggest the creep to be dominated by scisem the melt and drawn by the above procedure. They could
sions of macromoleculésHowever practically all of them not be drawn to more than=7.5. It is known that the
disregard the existence of a complex hierarchy of nanostruaanosized structural unitgnicrofibrils) in type-I samples are
tures in an oriented material and neglect the possibility otonnected by a few tie molecules, while in type-lll samples
their effect on the long-term characteristics of a materialtheir number is much highérlt is these molecules that in-
There are only a few studies considering the possible contriterfere with reaching high draw ratios. It may be thought that
bution of interfibrillar slip to the total deformation of an cross-links in type-ll samples also form between mi-
oriented polymer. At the same time it would be difficult to  crofibrils, because the large size of the trichloroethylene mol-
imagine that nanostructural unitsnicro- and macrofibrils  ecule makes possible its diffusion apparently only into the
do not shear in steady creep. Our recent laser-interferometriaterfibrillar space.
study revealed a stepped nature of the plastic deformation in  Thus the films under study represent model samples with
highly oriented fibers of ultrahigh-molecular-weight polyeth- different structural organization of interfaces, namely, with
ylene (UHMPE) and permitted relating it to a possible shearnanostructural units weakly connected and loosely packed in
deformation of microfibrils and microfibrillar layePst was  type-1 samples withh =24, weakly tied but closely packed
proposed that interfibrillar slip is controlled by the structurein type-Il samples withh =119, cross-linked by many long
of the interfibrillar regions. bent molecular segments in type-Ill samples with 4, con-

The objective of this work was to learn whether nano-nected by many, predominantly extended, molecular seg-
structural morphological units slip with respect to one an-ments in type-lll samples with =7.35 and, finally, tied by
other in the course of steady creep and what is the pasghort cross-links in type-lIl modified samples with=24.

1. SAMPLES FOR THE STUDY

1063-7834/99/41(10)/3/$15.00 1641 © 1999 American Institute of Physics
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ates and decelerates. However the deviation from the average
FIG. 1. Room-temperature creep under a constant load equal to 50% of the

tensile stress of each sample. Sherby—Dorn plots for gel-spun UHMPI:rate depends on sample type. Itis higher f.OI’ s.amples with a
samples drawn ta =24 (1), for the same samples cross-linked by trichlo- Smallerh and for samples of type (curve 1 in Fig. 1) and
roethylene(2), gel-spun samples with of 64 (3) and 119(4), as well as for  type Il (5 in Fig. 1). Besides, it decreases with increasing
melt-cast films withx of 4 (5) and 7.35(6). draw ratio. A comparison of curvelsand?2 in Fig. 1 shows
that formation of cross-links acts in a similar way. At the
same time both cross-linking and drawing result in a de-
crease of the average steady-creep rate and of the ultimate
The unique laser-interferometric method devek?pabl strain. The resolution of interferometric strain recording is
the loffe Physicotechnical Institute was used to measure thBigh enough to permit revealing simultaneous development
steady creep rate under constant load at room temperaturef jumps on several size scaléa few microns, tens and
To be able to compare the plastic properties of the materialgundreds of microns with large jumps being composed of
under study under the same conditions for all samples, themall ones, and their number and interrelation being depen-
experiments were carried out by applying a stress of 50% ofient on the interface structure.
the tensile strength measured separately for each sample. The It is believed that the stepwise flow nature exists at the
creep rate was calculated for each minimum increment of théeeper structural levels, including molecular, as Wélhe
total strain (0.3wm). An analysis was made of the depen- unresolved microscaléntracrystallite¢ shear may act as a
dence of the strain rate on straine (the so-called Sherby— trigger for a larger-scalémicron-siz¢ strain. The interfero-
Dorn plots. metric data were used to calculate the relative change in the
steady creep rate, which is characterized by the parameter

h=|emad/|€minl. This ratio was found for each two neigh-
boring points, i.e., in steps of 0,8m (Fig. 2).

As evident from the Sherby—Dorn plots, all the samples  The jumps in the absolute creep rate are certainly not
studied exhibited a clearly pronounced nonuniformity in theadequate for those in the relative rdteFor instance, the
steady creep ratéig. 1). It looks as if plastic deformation highest-oriented samples of type h£119) and Il
develops always in multiple successive jumps, and the strair 7.35) (curves4 and 6 in Fig. 1, respectively exhibit the
rate in an individual jump can be either higher or lower thansmallest scatter in absolute creep rate, while their jumps in
the average creep rate, i.e., the process periodically acceldhe h parameter are an order of magnitude larger than those

2. EXPERIMENTAL

3. RESULTS
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T T " T " T i T — lar interaction and chemicalinterfibrillar molecules, chemi-
2.8 1 a 1 cal cross-linkg nature. Creep develops through local micro-
241 ) shear of nanostructural units produced in overcoming the
2.0F : R ] potential barriers which prevent destruction of physical knots
1.6 | e ) and covalent bonds. It should be pointed out that the inter-
1.2 } ' o UL . ferometric method is very sensitive to the height of these
281 | ‘ T b ' ' i barriers. For instance, the jumpsn the relative creep rate in

] 1 the highly oriented, strongly cross-linkgdtrong stoppeds
2.47 : PE fibers manufactured by DSM Ct\etherlands studied
2.0 - by us earlier were larger than those in non-modified fibers,
1.6 ‘ ; m y ] whereas in the weakly-tied and weakly orienteckak stop-
1.2 H LA ot § pers films investigated herh decreased compared to that in

= 264 | ' ’ i the non-modified films.

2.4 ¢ ] The above data obtained on model samples provide a

e A convincing argument for the assumption that the creep pro-
2.07 : cess consists of jumplike glide of nanostructural morphologi-
1.6 j ] cal units. These observations open up a way for efficient
1.2 Rk Lk 7 suppression of creep in highly oriented polymer materials by
281 | R creating strong stoppers inhibiting the motion of the kinetic
2 4_' d ] units.

S ] The authors are indebted to Drs. M. Jacobs and
207 | : N. Heijnen, DSM Co(Netherlandy for providing us cross-
.67 | ] linked gel-spun samples of UHMPE.
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FIG. 3. Parameten vs strain for two original gel-spun UHMPE films drawn

to A=24 (a,b and the same films cross-linked by trichloroethyléagl).
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MAGNETISM AND FERROELECTRICITY

Spin fluctuations and peculiarities of semiconductor—metal electronic transitions
in almost ferromagnetic compounds of transition metals
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The influence of spin fluctuations on the energy spectrapondd current carriers in almost
ferromagnetic semiconductors based on compoundstiEnsition metals is examined. It

is shown that because electron spectra split in the fluctuating exchange fields in almost
ferromagnetic systems, electronic transitions of the type semiconductor—-metal are

possible, accompanied by the disappearance of energy gaps in the spectra phtitd

electrons at various temperatures and by a shift of the chemical potential into the region of allowed
energies. A specific analysis of similar electronic transitions is presented, based on the

almost ferromagnetic compound FeSi. 1®99 American Institute of Physics.
[S1063-783%9)01510-3

1. Semiconductor—metal electronic transitions insp,d exchange interactionit is not possible to obtain quan-
narrowband, strongly correlated compounds of transition titative agreement with experimentally observed complex
metals proceed differently and are characterized by peculiartemperature dependences of transport properties in the mate-
ties, the reason for which have not been fully establishedrials considered. In particular, in almost ferromagnetic FeSi,
For example, in the antiferromagnetic oxides of titanium andhe energy gap in the band disappears at 100K, and the
vanadium, they are accompanied by a “collapse” of the gapelectrical resistivity begins to grow above 350(Ref. 5),
in the d band and a simultaneous jumplike growth of thewhich cannot be explained by any model which only takes
conductivity by several orders of magnitutieAt the same  account of spin-fluctuation splitting af states. Therefore, to
time, in the almost ferromagnetic compound FeSi and itsinderstand specific features of electron transitions in almost
alloys with the monosilicides of cobalt and manganeseand weakly ferromagnetic compounds of transition metals,
semiconductor—metal electronic transitions have a comwe deem it necessary to analyze the spin-fluctuation renor-
pletely different nature displayed in a gradual growth with malizations of the energy spectra s current carriers.
temperature of the electrical conductivity and the magnetic 2. To analyze the role of spin-fluctuation renormaliza-
susceptibility, culminating in the formation of a metallic tions ofsp electron spectra, we utilize the Hamiltonian of the
state with a positive resistivity temperature coefficientgeneralizedsd model
(RTC).3> Experimental studies of the static and optical
conductivitie§ have established that “collapse” of the en- H=Ho*HaatHint, @)
ergy gap in thed spectrum and the change of sign of the i which
RTC take place at different temperatures.

In Refs. 6 and 7, on the basis of an analysis of experi- B E n
mental data on the electronic properties of almost and 0~ 4 Clk@ikoBikea @
weakly ferromagnetic compounds, it was shown that spin
fluctuations lead to a splitting of the energiesdoélectrons  is the Hamiltonian of the noninteractirgp (1=1) andd (I
in fluctuating exchange fields. In semiconductors, such a =2) electrons;
splitting leads to a change in the energy gap between the
valenced band and the conductiod band[Ey(&)=E4(0) Hgg=U> Ng UNiq Y 3
—2¢&] with this gap disappearing due to monotonic growth q
of £(T) atT>T(d)~100 K (Ref. 7. is the Hamiltonian of the Hubbard model for tHeslectrons;

This latter Clrcumstance is apparently one of the reasons
for the stretched-oufin temperaturg electronic transition L g g
observed in almost ferromagnetic semiconductors. However, E Qq (4)
in such a simplified model, which does not consider the in-
fluence of spin fluctuations on the spectrasqf electrons is the Hamiltonian of the exchange interaction of the
(whose spin magnetic moments interact with the quctuatmgeIectrons with each otheqq —Iq) and with thed electrons
magnetic moments of thetelectrons as a consequence of the(Q Qf] 1= =Jg).

1063-7834/99/41(10)/5/$15.00 1644 © 1999 American Institute of Physics
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In Egs. (2)—(4) € re the one-electron band energies, Next, employing the Stratonovich—Hubbard transformation,
a,*lkyg(a,,k,,,) are the creatiorfannihilatior) operators of the in analogy with Refs. 6 and 7 we express E).in terms of
sp (I=1) andd (I=2) electronsk is the electron momen- functional integrals of the fluctuating exchange and charge
tum, o is the spin quantum numbed, is the parameter of the fields
intra-atomic Coulomb repulsion of thd electrons QS'Z
=U), |4 andJ, are the parameters of tregp,sp andsp,d Q()\):Tmf
exchange interactions, respectively, —l,q,]

oo

lq

[T dé&i, eXP{ -2

§q,||2+‘1’(§)]-
€S)

d _ + Here
Ngo= ; Aok, cR2k+q,0

V(&)= (Xoléqal*+43Aqkq 6 1)

is the Fourier-transform of the electron density operator with 4

wave vectorg and sping, in the system ofl electrons, and

§q is the Fourier transform of the spin density vector opera- +TJ

tor of thesp (I=1) andd (I =2) electrons.
The calculation of the thermodynamic potential and the —1& (7)?],

Green'’s functions G) of the system of electrons described

by the Hamiltoniar(1) is a complicated many-body problem.  Aq={(U—J¢/2)(14—J¢/2)/[(Ul4+2J4l4

One of the methods for solving it is based on its reduction 12 _e12 1/2

with the help of the Stratonovich—Hubbard transformation 53/ (Ul +23gU =53/ 1

(see Ref. 8to a study of electron motion in fluctuating ex-

change € and charge %) fields. Earlief®” this method was Cig=

used to describe the propertiesélectrons in the Hubbard

model with the Hamiltonian(2). In the present paper we , ,

present a generalization of this method to the two-bspd +23,2 qu" (-1 +'>

model. Here we use the formalism of Matsubara—Green'’s "

function§ directly dependent on the density of states and th%q,l is a Comp|ex vector with Coordinateng = gg,l,l

T
d7>, In[(iwp— A k1)
0 n,k

T det(Qq) > Qg"<—1>"+')/ (det(Qq)
z

1/2

spectra ofsp andd electrons, TiEdas Y=XY.2, & (7)=2qnC géq €XP(2nTr—iqu)/
No, Ng is the number of sites of the crystalline lattice,
1
Giko==(T,a k v ko (LM))o/(T,a(LM))y. (5 ibw
T Lk, 0 0 X(q,w)zaqz—T, ©)

HereT is the temperature in energy unif, is the or-  the coefficientsa andb are found either from an analysis of
dering operator in imaginary time, k=(k,w,), w,=(2n  neutron scattering data or from magnetic measuren{sets
+1)T is the Fermi Matsubara frequency (s an integey, Refs. 6-8.

(...)o denotes quantum-statistical averaging with the  According to Ref. 3, integral¢8) can be calculated by
Hamiltonian(2), o(1/T) is the scattering matrix, defined in the method of steepest descent in the variabjgs- | £7 .
terms of the Hamiltoniang3) and (4) in the Matsubara in-  Next, substituting the resulting expression for the generating

teraction representatioh. functional into(7) and restricting the calculation to the case
To calculate the Green’s functions, we introduce theof the weaks p,d exchange interactioru>\]), we find the
generating functional paramagnetic Matsubara Green’s function of ggandd

electrons in the form

uT
QN)=Q,—T In<TTexW’ - fo dr(Hgy(7)

Gk,.=a2 (ion—e—ag)l2 (10

+Hin(7)+ I; Nko@ koiko!T

]> (6) Here ¢ is the magnitude of the spin-fluctuation splitting of
the energy spectrum of ttep (I=1) andd (I =2) electrons,

. o ) . expressed in terms of the amplitude of the spin fluctuations
which for A, ,—0 coincides with the thermodynamic po- i the d subsystem

tential of the system under consideratiéky is the thermo-

dynamic potential of the noninteracting electroiq(7) 5222 Jz(m2>/N
andH;.(7) are the interaction Hamiltonian8) and (4) in 1L e e
the Matsubara interaction representation. We represent the

Green’s functiong5) in terms of the generating functional 2_ 2 m2y/N
(6) fz % < q> 0
Gl,k,a:)\ lim O&Q()\)/‘”\I,k,o- () <m§>=f do(fg(w)+1/2D Y q,w,&)/(2U), (11)
ko™ -
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wherefg(w) is the Bose function,

g
D(q,0,£2)=[(Dg (0,0, £2) 35/ (20%) * 0.04 W\,,-\J\/\/‘\/
0

+(Dg '(q,w,&) +J5/(2U%) 112,

f
Do X(q,w,£)=Dg *+X(q,0), 0.04 va/,\/
0
e

Do '=1-2Une/(3&;) ~Ug(1,&)/3,
"TE 0.04 SN
Ner= 2 a| degfe)f(s—u—atr)l2, B, A
a==*1 .
g
_ ) ) % 0.04
dmé)=2 1] o (utat)l 3 of(u+aty), S,
a==* a==* >
w is the chemical potential, found from the condition of elec- = 0.04
trical neutrality with renormalized densities of statégs :%

<

— ) is the Fermi—Dirac functiong{’(¢) is the density of
states of the noninteractirgp (I=1) andd (I =2) electrons.

In the region of comparatively high temperatures, where 0.04 :J\,/\J\
the spin fluctuations are thermal, and zero spin fluctuations 0

can be neglected, according to Ref. 7

0.04
£1=(JIU)2£,=(J?/IU)bTD, YA D, t+a)Y?, (12)
0 : :
whereJ is the homogeneous part of th@,d exchange. 12 13 14
At the same time, for low enough temperatures, where in g, eV

fact only zero spin fluctuations are realized, _
FIG. 1. Density of states of thep electrons:(a) U=0 (Ref. 11, (b) T

§1=(J/U)2§ZE(J2/U)[(3U/7Tb)(1—Da a 2] =gslé, (c) T=100K, (d) T=200K, (¢) T=350K, (f) T=600K, (9) T
1 =

Next, performing an analytic continuation of the Matsubara

Green’s functiong10) onto the real axisi@;,;1— ®+i0)

and transforming to the two-time temperature Green'svalence band and the conduction bahdth in thesp and in
functions'® we find the densities of states of ts@ andd  thed spectraroughly equal to 0.12 eV. At the same time, the
electrons in the paramagnetic case with the spin-fluctuatiogxperimental datd at temperatures up to 5K show that a
renormalizations of the electron energy spectra taken intemimetallic state exists in this temperature range which is

account not described by the one-particle model of Ref. 11. At higher
temperatures, at first a semiconducting phase arises, then at
aO(e)= > ol(e+ag)i2 1.0.0I§1 according to measurements of the optical conduc-
a==*1 tivity* the energy gap in thd band disappears, and a metal-

lic state begins to form, accompanied by a smooth growth of

= > > ey +ag—e)lNg. (14)  the magnetic susceptibility, and &it>350K, of the electri-
a=*1 k ' cal resistivity.
As follows from Eq.(14), the electron spectrum is split To estimate the total conductivity of tisg (1=1) andd

by the fluctuating exchange fields, and growth with tempera{! =2) €lectrons

ture of the amplitudes of the spin fluctuations in the system

of electrons gnder considerati_on leads to suppression of the ;=" (16)
gap not only in thed, but also in thesp bands [

EQ(T)=E{(0)—24. (159  we assume, in accordance with Ref. 13, that
Here it can be seen that, under conditions of equality of the "
band gaps in the spectra of tee andd electrons(as is the a|:4ezj o(e)(—af(e — )l de)del3n2. (17

case in FeSiand a weaksp,d exchange interaction, the

energy gap in the spectra of tlsg electrons disappears at

higher temperatures than for tHeslectrong see Eq(15) and

Figs. 1 and 2 . o . @i(e,)=nk?dk/dey , (18
3. We perform a specific quantitative analysis of the

electronic transition in the instance of almost ferromagnetighe relaxation time

FeSi, which, according to the results of band calculatidns,

should be a semiconductor with an energy gap between the r|ock2r*1(ask,|/<9k)2, (19

Here
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FIG. 3. Temperature dependence of the resistance of FeSi. Points —

MN\\ c
005 L 1 b experimeng, lines — calculation:(1) total contribution of thesp and d
: electrons(2) resistance of thd electrons(3) resistance of thep electrons.
The inset plots the contribution of trep electrons to the resistance of FeSi
AKV\J\ a
1

0 at temperatures below 600 K.
0.05
. ’ to shift to the left along the energy axiBigs. 1 and 2and at
012 13 14 T~200K falls into the valence band of thep electrons.

g, eV Here, the forbidden band in the spectrum sy electrons
does not disappear although it continues to narrow. Thus, the
FIG. 2. Density of states of thel electrons:(a) U=0 (Ref. 11, () T nature of the temperature dependence of the electrical resis-
225';'. () T=100K, (d) T=200K, (&) T=350K, () T=600K, (@ T tance ford electrons above 100K, and then fop electrons
above 200K, acquires a metallic character. Then, according
to our estimates, af®=350K the “collapse” of the en-
ergy gap occurs in the spectrum of the electrons and, as a
r is a parameter of the impurity—(1/2) or phonon(3/2) consequence, a deep dip appears in the corresponding energy
scattering, and the electrahandsp spectra are modeled on region. At the same time, the continuing changes in the den-
the basis of the formula for the density of states in thesity of d states(with growth of T) lead to the result that the
effective-mass approximation direction of shift of the chemical potential reverses, and it
_ begins to shift toward the newly formed minimum in the
90 (er ) =k (9o 1K) . (20 density of sp states. This latter circumstance results in a
To calculate the amplitudes of the spin fluctuations, wesignificant decrease in the numbergg states near the po-
employ relationg11)—(13) and use the values of the spin- sition of the chemical potential and an abrupt increase in the
fluctuation parametera and b, obtained in Ref. 7 from an electrical resistivity of these current carriers. It is especially
analysis of neutron scattering data. Specificadly; 0.1 and  significant that the number af states in the energy region
b=30U in Eq. (13) for the low-temperature region; near the chemical potential varies quite weakly, for which
a=0 andb=10M in Eqg. (12 for the region of compara- reason the temperature dependence of the resistivitgt of
tively high temperatures. electrons is nearly linear. In addition, over the entire tem-
Calculations of the total conductivityl6) using the perature range under discussion, and even Up~®00 K,
above procedure show that agreement with experimental dathe electrical resistivity of thep electrons is so large that its
over a wide temperature interval is achieved for 0.1U extremal dependence has no effect on the temperature varia-
(Fig. 3. tion of the total resistivityp(T) although it does allow us to
Analysis of calculations of the renormalized densities ofimprove the quantitative agreement with experiment. With
states of thed and sp electrons shows that the chemical further increase of the temperature, the depth and width of
potential up toT{”~ 100K is found at the center of the band the dip in the density ofp states fall off, which again leads
of forbidden energies of both types of current carriers. Thereto a growth of thesp conductivity. AboveT~600K the
fore, forT<ng) the temperature dependence of the electri-abrupt variation of the number @afp states near the position
cal resistance of FeSi is described by an exponential lawof the chemical potential gives way to a significantly slower
After the disappearance @t=T{" of the energy gap in the variation, which makes it possible to identify the temperature
spectrum of thel electrons, their state metallizes. In turn, the dependence due to scattering of these electrons. The values
chemical potentialdue to asymmetry of thd band$ begins  of the density of states afp electrons near the position of



1648 Phys. Solid State 41 (10), October 1999 Volkov et al.

the chemical potential turn out to be quite large, which to-electron states. In this regard, in FeSi, where measurements
gether with the smallness of the effective mass of the currerdf the optical conductivity have so far been carried out only
carriers of the given type makes their contribution to the totakt temperatures below 300(Ref. 4, it would be of interest
electrical resistivity stand out. to perform high-temperature measurements, in particular at

Additional renormalizations of thep andd states arise the temperatures at which the energy gap ingpeslectron
in the low-temperature region due to an increase in the zerspectra disappears.
spin fluctuations. In Ref. 7 it was shown that this leads to the ~ What is more, taking into account the definite similarity
formation of a “gapless” energy spectrum of electrons. in the properties of FeSi and the so-called Kondo systems
However, even at maximum amplitude of the zero spin flucbased on compounds of rare-earth meta@g., CeNiSn,
tuations, which is equal to 0.0 units of two Bohr mag- CeBi,Pt, and SmB),*? for these latter compounds the elec-
netong, the narrowing of the gap in th&p spectra turns out tronic transitions considered here are also a possibility. An
to be comparatively small, and a “gapless” state does notinalysis of neutron scattering data and spin-fluctuation exci-
arise in it. Therefore, the concentration of ttheurrent car- tation spectra in this systems over sufficiently wide tempera-
riers atT<TéSp)z350K is much greater than that of te@  ture intervals is needed. Such data, as far as we know, is
carriers, and the contribution of the latter to the electricalpresently lacking.
conductivity in the indicated temperature range can be ne-
glected. We associate the temperature dependence of the
electrical resistivity at low temperature3 {5 K) observed iy, F. Mott, Metal-Insulator Transitions(Taylor & Francis, London,
in Ref. 12 with the excess amplitude of of the zero spin 1974.
fluctuations, the scattering by which here is apparently the’A- A. Bugaev, B. P. Zakharchenya, and F. A. Chudnaiskne Metat-
strongest. However, at present the spectral functions for thefg;nn.:onductor Phase Transition and Its ApplicatiONauka, Leningrad,
zero spin fluctuations are unknown, and therefore direct cal<y. jaccarino, G. R. Wertheim, J. H. Werneic, L. R. Walker, and S. Arays,
culations of the relaxation times associated with spin- Phys. Rev16Q(3), 46 (1967. _
fluctuational scattering afl electrons are not possible. *Z. Schlesinger, Z. Fisk, H.-T. Zhang, M. B. Maple, J. F. DiTusa, and

Analyzing for the case of FeSi electronic transitions in SG' Aeppli, Phys. Rev. Letlzl, 1748(1993, )

F. A. Sidorenko, E. A. Dmitriev, and P. V. Gel'd, Izv. Vyssh. Uchebn.

almost ferromagnetic compounds @fnetals shows that the  zaved. Fiz.8, 15 (1972.
formation of a metallic phase in them is accompanied byGP.g\g GeSI’d, A.hA. Povir|13e(r), agd A_gg_ Volkov, Dokl. AN SSSFB3 358
disappearance of the energy gap, both in aham.j insp 7,(A1. A?P[O\?zvr.lel:;, XS..(EOVoIk’O\?, aSr% Pa\]/ Bayankin, Fiz. Tverd. Té8t.
bands. In so far as these effects take place at different tem-peerspurgao, 1437(1998 [Phys. Solid Statd, 1305(1998)].
peratures, states of intermediate conductivity are formed irfT. Moriya, Spin Fluctuations in Itinerant Electron Magnetisi@pringer
certain temperature intervals which cannot be identified as Series in Solid State Sciences, Vol. §pringer-Verlag, New York,
elthe.r semiconducting or metallic. In aImO.St ferr(_)magnet|c °A. A..Abrikosov, L. P. Gorkov, and I. E. DzyaloshingkiMethods of
FeSi, such states are formed &5 K and in the interval  quantum Field Theory in Statistical Physi¢8rentice-Hall, Englewood
100-350K. In this case, the semiconducting phase arisescliffs, N.J., 1963.
on'y in the temperature interval from 5 to 100 K’ and thelos. V. Tyablikov,Methods of the Quantum Theory of Magnetigdauka,
metallic phase is formed in a region of Comp"’,‘raﬁvelyﬂwfc\/oi\;]véljfrz%a, A. V. Vlasov, and ET. Kulatov, Trudy IOFAN2(4),
high temperaturesT>350K. Similar trends explain the 463 (1991
stretched-outin temperaturgelectronic transition in FeSiin  **M. B. Hunt, M. A. Chemikov, E. Felder, H. R. Ott, Z. Fisk, and
contrast to compounds of transition metals where the reasogP- Canfield, Phys. Rev. BO, 14933(1994.
for the electronic phase transitions is Coulomb correlations D. Ziman, Electrons and PhononiClarendon Press, Oxford, 1960

in the system ofd electrons, which do not affect thep  Translated by Paul F. Schippnick
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Field-induced magnetic phase transitions in the Yafet—Kittel model
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The Yafet—Kittel model for a two-sublattice ferrimagnet with an antiferromagnetic exchange
interaction in one of the sublattices was developed to describe magnetic-field-induced phase
transitions in the isotropic and Ising cases. Depending on the relative values of the exchange
parameters of the inter-sublattice interaction and the intra-sublattice interaction in the isotropic
case, two types of magnetic phase diagrams with two types of second-order phase transitions

are possible: to the noncollinear phase and to the spin-flip phase, and, in the Ising case, three types
of magnetic phase diagrams with first-order phase transitions are possiblE99®

American Institute of Physic§S1063-783%9)01610-X]

1.In a two-sublattice ferrimagnet with stable sublattices,equivalent sublattices with magnetic momenig and m,,
an external magnetic field induces a transition from the ferwhere m;=m,=m. We calculate the magnetic phase dia-
rimagnetic state with antiparallel arrangement of the maggrams and magnetization curves of such a ferrimagnet in the
netic moments of the sublattices to the ferromagnetic statmolecular field approximation, in which the magnetic mo-
with parallel magnetic moments via two second-order phasenents in a state of thermodynamic equilibrium are assumed
transitions through a noncollinear phase or, in the presena® be aligned with the effective fields acting in them. We will
of a large enough uniaxial magnetic anisotropy, via one firstanalyze the signs and magnitudes of these effective fields
order transition. If there exists an antiferromagnetic ex-and chose the states corresponding to minimum values of the
change interaction inside one of the sublattices of the ferrithermodynamic potential for a prescribed value of the exter-
magnet, thanks to which that sublattice can decay into twamal magnetic field.
equivalent sublattices, then the magnetic phase diagrams and In the exchange approximatidin the absence of mag-
the magnetization curves become substantially more compliaetic anisotropythe thermodynamic potential can be written
cated. The first attempt to desg;ébe magnetic systems of sudh the form
type was the Yafet—Kittel modelsee also Ref. )2 which
considers a two-sublattice ferrimagnet with an antiferromag- ©=Jymy - M2+ JoM - my /24 J,M - m,/2
netic exchange interaction in each sublattice. In the molecu- —H-(my+my+M). (1)
lar field approximation the possible magnetic states of such a ] )
system were calculated in the absence of an external ma?"—ere‘]l andJ, are the parameters of the antiferromagnetic
netic field in the exchange interaction. The idea of triangulafJ1,J2=>0) exchange interaction inside the unstable sublat-
ordering was introduced, which corresponds to an orientatioHc€ and between the sublattices, respectivielyis the mag-
of the magnetic moments of all the sublattices at certaif’€tic moment of the stable sublattice. _
angles with respect to each other, and it was shown that its e list the phases realized in such a ferrimagnet. There
presence entails the possibility of an increase in the saturg'® four of them. Three of them are characterized by parallel

tion magnetization in the presence of an external magnetigfientation ofm, andm,, which thus form a common sub-
field even in the limitT— 0 K. lattice and are similar to the phases of an ordinary ferrimag-

The Yafet—Kittel theory was developed for ferrites with N€t: & ferrimagnetic phase with antiferromagpetic orientation
spinel structure. While still remaining relevant for these©f M1+ M, andM (phaseA), a ferromagnetic phaseé~§,
compounds, if this theory is developed from the case oftnd @ noncollinear phas®j. The fourth and last phase is
spontaneous transitions to transitions induced by an extern§f€ triangular phase, and we denote iCatcanted. In it the
magnetic field, it can be used to describe the magnetic prognomentsm, andm, form an angled with the direction of
erties of many other compounds, including intermetallicsth® field which is given by
with rare earths, e.g., ternaries of the tyR®In,X,, where 2HFJI,M
X=Si or Ge. The present paper is dedicated to such a devel- cosf= ZIm 2)
opment of the Yafet—Kittel theory. .

2. Let us consider the two-sublattice ferrimagnet with anThis phase is the initial state of the ferrimagnet fd/2m
antiferromagnetic exchange interaction inside one of the sub<tJ,/J,; the sign in the denominator is minusJf>J, and
lattices, thanks to which that sublattice can decay into twlus if J;<J,. In the opposite caseM/2m>J,/J,) the A

1063-7834/99/41(10)/3/$15.00 1649 © 1999 American Institute of Physics
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FIG. 1. Magnetic phase diagrams of a ferrimagnet with antiferromagnetic

exchange interaction in one of the sublatti¢isstropic casg for J;>J, (a)
and forJ;<J,, i=J,/J; (b). The solid lines represent second-order phase
transitions.

phase is the initial state. All of the phase transitions are

second-order, and the critical fields are given by the follow-
ing relations:
Jim—J,M/2 for J;<J,,
Heon= -Jym+J,M/2 for J;>J5;
Heop=Jdim+J,M/2;

HA<—>N:‘]2|M 72m|/2,
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FIG. 3. The same as in Fig. 1 for the Ising model for different relative

values of the exchange parametels>2J, (a); J,<J;<2J, (b); J:<J,,

The magnetic phase diagrams are shown in Fig. 1. Figure

depicts the most interesting magnetization curve with three

second-order phase transitions, which is realizedJ{er J,

Mo

M+2mt

2m-M }
VC' T*TA N N Mt F

Hc—y Hy-n Hyr H
FIG. 2. Schematic magnetization curve in the case of the phase diagram
Fig. 1(b) for M/2m<J,/J,=1A.

i=J,/J; (c). The dashed lines represent first-order phase transitions.

2

andM/2m<J,/J,. For values of the parameters not satisfy-
ing these relations, the magnetization curves contain either
one transitionC—F or two transitionsA—C—F or F—N

—F.

3. Going beyond the limits of the exchange approxima-
tion and taking the finite anisotropy of both sublattices into
account is a very relevant and interesting problem. We have
extracted the results for this situation into a separate paper,
and in the present paper consider only the limiting case of an
infinitely large anisotropy(the Ising case For this case the
scalar products of the magnetic moment vectors in the ther-
modynamic potentia{l) should be replaced by products of
the projections of the magnetic moments onto the Ising axis
since the remaining projections are equal to zero. In this
case, the noncollinear and triangular phases cannot be real-
ized, but the ferrimagnetic phas@) and the ferromagnetic
phase F) are joined by another collinear phase, in whiah
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and m, are ordered antiferromagnetically. We denote thisof these limiting(in the magnetic anisotropyases is a nec-
phase a#AF. In this case three types of phase diagrams ar€ssary step in the solution of the problem for a ferrimagnet of
realized, which are shown in Fig. 3 for different relative such type with arbitrary anisotropy. Ferrimagnets of this type
values of the exchange parametdgsand J,. All of the  include intermetallic compounds with a rare earth and man-
phase transitions are first-order. The magnetization curveganeseRMn,X,, which for some pure and diluted rare

are characterized by one or two jumps, which occur at th€arths in certain temperature intervals are characterized by an
critical fields antiferromagnetic exchange interaction, both inside the man-

ganese subsystem and between the rare-earth and manganese

Hacar= (M —Jim)/2; subsystems. The rare-earth subsystem in these compounds

(J;m—J,M)m should be isotropic foR=Gd since Gd" is an S-ion, and
HAFHA:W; Ising, e.g., forR=Dy since such is the single-ion nature of
the anisotropy of the DY ion. The available experimental

Haror=(JoM+J1m)/2; data for the magnetic properties &Mn,X, compounds

(Refs. 3—5 points to the need to consider triangular ordering

Hop=Jom. ) for the magnetic moments of the rare earth and manganese
Note that the field of the transition between theand AF  and, consequently, underscores the urgency of developing
phases depends on which of the phases is the initial one; ithe Yafet—Kittel model further along this path.
formulas(4) the expressions fd s, ar andH ., o are dif- This work was carried out with the support of the Rus-
ferent. In the case when ti#e- phase is the initial phase, the sian Fund for Fundamental Reseai@FBR) (Project No.
critical field is a nonlinear function ofl andm, as can be 96-02-16373 and with the joint support of INTAS—RFBR
seen in the phase diagrams shown in Figs. 3b and 3c. All théProject No. 95-641L
remaining critical fields are linear functions of the magneti-
zations of the sublattices. A peculiarity of the phase transi-1y_ yafet and c. Kittel, Phys. Re\87, 290 (1952.
tion AF— A is the fact that in it not one magnetic moment, 2S. Krupitka, Physics of Ferrites and Related Magnetic Oxid¥sl. 1
as in all the other phase transitions, but two magnetic mo-,(Mir, Moscow, 1976. _
ments change their orientation, with the total magnetization ﬁ'gg’gl'ta' K. Hatiorl, and T. Shigeoka, J. Magn. Magn. Ma, 318
changing fromM to 2m—M. “H. Kobayashi, H. Onodera, and H. Yamamoto, J. Magn. Magn. Maggr.

4. Thus, in this paper, in the effective field model, we 76 (1989.

have calculated the magnetic phase diagrams of ferrimagnet5§;-4*<30t;?éﬁzslfgég- Onodera, Y. Yamaguchi, and H. Yamamoto, Phys. Rev.
with an antiferromagnetic exchange interaction in one of the ’ '
sublattices for the isotropic and Ising cases. A consideratiofranslated by Paul F. Schippnick
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A transition of the field dependence of the electrical resistivity from a squareaM?j above
T. to a linear function ¢~H) below T is observed in the degenerate ferromagnetic
semiconductor HgGBe(n). Together with the large negative magnetoresistance, these
magnetoelectric effects correspond to effects observed in the perovskite-type oxides

La; ,CaMnOg. Inasmuch as the undoped semiconductor H§€ris a ferromagnet with
approximately the same critical temperature as the doped semiconductor and in view of the total
lack of data on the Jahn—Teller effect in this compound, we infer that our results cast
doubt on existing hypothesépolaron and binary exchangeegarding the origin of the giant
magnetoresistance in La,CaMnOg. Impurity sd scattering is discussed as a possible
magnetoresistance mechanism for both compounds19@9 American Institute of Physics.
[S1063-783%9)01710-4

A detailed analysis of the magnetoresistance of thirthe vicinity of T,. According to band calculatiorfsthe bot-
films of the perovskite oxide La,CaMnO; shows that the tom of the conduction band in this compound hassa34i
temperature and field dependences of the electrical resistivityature. We have previou$iyproposed a 4¢-3d mechanism
are dictated entirely by the magnetization at temperaturefor the impurity scattering of carriers in nonstoichiometric
both above and beloW, (Ref. 1). According to the interpre- magnetic semiconductors, whereby the temperature
tation of current carriers as small-radius polarop§M)  and field dependences of the resistivity are governed by
~p(0)(1—yM?) (Refs. 2-4. O'Donnell et al: have ob- the corresponding dependences of the magnetization:
served an abrupt transition in the low-fieltl{~0) depen- p=p(M(T,H)). The results of calculations based on this
dence of the resistivity from a square law £i”) aboveT.  gcattering mechanishior HgCr,Sey(n) are quite consistent
to a linear function {-H) below T.. According to polaron o, yith the actual existence of a large negative magnetore-
concepts, the low-field dependence of the electrical resistivgigio 0 <a and with its temperature dependence for this nons-
ity should exhibit a negative curvature at all teMPperatures, ichiometric compound. It is reasonable therefore to as-

bg:?mia?;itj:/g ?g\?:’;c (cl)?sei:i?/.ezaﬁ;/;ﬁ\:;e\éimggx- sume, on the basis of the sas@ scattering mechanism, that
P R - __the magnetoresistance of this compound could have the

1). Moreover, Ecksteiret al®> have observed a dependence o .
of the resistivity on the direction of magnetization in samplesabove__State(.j distinctive C.h aracterlstps. .
of the same compositions. A similar anisotropy of the mag- . To |dent.|fy the scattenng mechanism responsible for the
netoresistance observed much earlier in transition metals hgiant negative magnetoresistance, we have noted the low-
been well understood in terms s scattering These are all field electrical resistivity curves, analogous to t_hose in Ref.
new problems for the theory of electrical conductivity in the 1, for HgCpSe(n) both above and beloW, . As in Ref. 1,
oxides of transition metals. we have observed a transition from square-law behavior of
The objective of the present study is to compare thehe magnetoresistance abolgto linear behavior below .
experimental magnetoresistance curves of the ferromagnethoreover, in the latter case we have also observed a separate
semiconductor HgGBe(n) at temperatures above and be- magnetoresistance peak superimposed on the linear field
low the magnetic phase transition temperatligewith the  curve, attesting indirectly to a dependence of the resistivity
analogous curves for La,CaMnO;. Like the latter, the on the direction of the magnetic field. We emphasize that the
degenerate magnetic semiconductor H@ex(n) has a high  object in question is a compound that differs altogether from
negative magnetoresistancA g/ p~100%) with a peak in La;_,CaMnOgs, the only common ground being phase
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separation into conducting and nonconducting pHasasd 0.54

the same scattering mechanism. ~ a
The mechanism of binary exchange affecting the mag- 052 | T,

netoresistance is ruled out: The undoped compound "

HgCr,Se, is a ferromagnetic semiconductor with 0.50 }

T.=106 K. As the doping level or the degree of nonstoichi-

ometry is raised, the Curie temperature increases only 048 I

slightly, whereas the carrier mobility a&f. increases by
roughly two orders of magnitude.Data on the Jahn—Teller
effect are nonexistent. Consequently, the concepts of
polaron-type carriers must also be excluded for this com-
pound. Realistically, we can contemplate scattering by spin
disorder and scattering by nonstoichiometry defects. How-

ever, the strong concentration dependence of the mobility at © 0.42 010 0'1 0'2 0'3 0'4 0'5 0.6
low temperaturées strongly supports the latter. ’ ) ’ ) ) ' )

0.46 |-

044 |

cm

p, Q

0.60
- b
1. SAMPLES AND MEASUREMENT PROCEDURE 0.5 *
Single-crystal samples were prepared by the technology | .

described in Ref. 12 and were subsequently additionally an-

: 0.50 |-
nealed in mercury vapor at a vapor pressbre4.1 atm and
temperaturel = 350 °C for sample 1 and &=2.7 atm and
T=428°C for sample 2. This annealing procedure yields 0451 ..
degenerate-type HgCrSe, samples with a carrier density
that depends only slightly on the temperature. For the resis- 0.40 - .
tivity measurements contacts were microwelded to the
samples with the subsequent application of a mercury- 0.35 N
indium amalgam. Thin silver wire of @am diameter was
used for the conducting leads. Four contacts were attached 0.30 1 L t 1 L L
along a single line for the resistivity measurements and at the 00 01 02 03 04 05 06
corners of a square for Hall measurements on the large face H T

of the sample. A magnetic field up to 7 T was generated by a _ ) o

superconducting solenoid e ey ot emperetaes
The Hall emf, which was obtained as the voltage differ- ’

ence on the potential contacts for opposite directions of the

field, was found to be essentially constant in the temperaturg, . 2 nsition from a square-law dependence of the resistivity

range 4.2-160K, indicating a weak temperature dependen %igs. 1a and 1baboveT, to a linear dependence beldty
of the carrier density. Magnetic transport measurements wer, igs. 2a and 2b The occcurrence of the magnetoresistance

performed in the range of f'eldsZO_G. T at two tempera- peak superimposed on the linear curve at low fields can be
tures T=4.2K and 125K for the first sample and at' attributed to the onset of a resistivity dependence on the
T:4'2K and_lllK for the _secqnd sample. The rnagnet'CangIe between the directions of the magnetization and the
field was apph_eo_l _along the direction of the cu_rrer?t. we haVecurrent in the presence of magnetization rotation processes.
analyzed the initial segment of the magnetic field depen

L . The amplitude of the peak tends to zeroTas T.. Each of
dﬁncetr:)f ;h?drzssnvz)p at Hf<tg'6T' _Fltgqtresf 1at1hant<\jN1L‘_J the two peaks has its own corresponding field at which the
S OX.V ted 1€ eipen te?ce 0 teréisiszgv;(yf or the " Ot "N maximum is observed and its own particular amplitude of the
\slgfnlp?lz an?iqﬁfi ?or ;Z]pseer(?ol;d sample gtr)th if \I/\r/iich maximum. Auxiliary measurements aimed at clarifying the

B : ' . dependence of the magnetoresistance on the angle between
are aboveT ;=106 K. Figures 2a and 2b show the field de- b g 9

d fth istivity = 4.2 K for th | the applied field and the current have not been performed.
pendence ot Ihe resistivity dt=4. orthe same samples. However, existing data reveal a similarity to results obtained

for epitaxial La_,CaMnO; films.®> We recall that magne-

toresistance anisotropy has not been observed to date in bulk
In Figs. 1a and 1b, the field curves of the resistivity for La;-,CaMnO; samples.

the two samples exhibit a square-law behaviait)|y_o

7|'—12.' In Figs. 2'a.a'md 2b, as the field is mcrgased, the resis; e ~USSION OF RESULTS

tivity increases initially until it reaches a maximum, and then

decreases monotonically in higher fields. The linear curves Thus, having observed similar field dependences of the

extracted from these data are shown in Figs. 2a and 2b, arelectrical resistivity in the radically different compounds

the remaining peaks are shown in Figs. 2c and 2d. The mosta; _,CaMnO; and HgCsSe(n), we conclude that, apart

noticeable feature out of the entire set of experimental data isom the mechanism of binary exchange affecting the mag-

2. EXPERIMENTAL RESULTS
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FIG. 2. Field dependence of the resistivity at a temperaluret.2: (a) first sample;(b) second sample. Remaining positive magnetoresistaogdirst
sample;(d) second sample.

netoresistance and carriers of a polaron nature, an impuritgffective hybridization parameter between them vary mark-

mechanism ofd scattering may become the primary sourceedly in correspondence with the magnetization of the semi-

for a large negative magnetoresistance. conductor. In addition, the distribution of carriers between
The corresponding theory based exclusively on notionshe 4s and 3 scattering channels also changes, along with

of an sd scattering mechanism also reproduces the requirethe relaxation rate in the latter channel. Calculations have

transition from a square-law temperature dependence of thehowrt® that a jump of the temperature dependence of the

resistivity aboveT, to a linear dependence beloly (Ref.  resistivity and a peak of the magnetoresistance ratio should

13). These theoretical notions are based on the results dfe observed af<T,, the amplitude of the effect depending

calculating the band structure of a magnetic semiconductoon the specific nature of carrier scattering in tllechannel.

taking into account the strong Coulomb correlation of carri-The magnetoresistance anisotropy in this case emerges as a

ers in the 3 states of chromiuni* According to these cal- natural consequence of spin-orbit interaction, as found in the

culations, the bands ofsdand 3 states behave altogether ferromagnetic transitions of metdls.

differently: Whereas the band of the more diffuse states

undergo strong spin splitting as a resulsafexchange when  *E-mail: gav@iph.krasnoyarsk.su

the temperature is lowered, the amplitude of the partial den-

sity of 3d states corresponding to tHeé\,—°E transition

changes without any change in the energies of the states). o'Donnell, M. Onellion, M. S. Rzchowski, J. N. Eckstein, and

themselves. Shifts of thd band are possible only through ’J\l BFOZO\;C Phj’SPEev 554 Rf;éléii?w%

Heisenberg exchange, but they are of the orderTef - Furuxkawa ys. S0C.

~0.01K and are much smaller than fed-exchange intgr- 2. Inouie and S, Maekawa, Phys. Rev. | B4 3407(1995.

g - 4A. J. Millis, P. B. Littlewood, and B. I. Shraimen, Phys. Rev. Létt,
action. As a result, the fractions o64nd 3 states and the  5144(1995.
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Magnetic properties of the compounds R ,Sc;Si, (R=Gd, Tb, Dy, Ho, Er)
S. A. Nikitin, A. E. Bogdanov,*) and A. V. Morozkin

M. V. Lomonosov Moscow State University, 119899 Moscow, Russia
(Submitted January 27, 1999
Fiz. Tverd. Tela(St. Petersbungl, 1804—1805October 1999

The magnetization of f5¢Si, compounds is measured in static magnetic fields up to 14 kOe in
the temperature range 77—300 K. It is established that all compounds in the given series

are paramagnetic at these temperatures. The paramagnetic Curie points are determined, and the
effective magnetic moments are calculated. The measurements are performed on
polycrystalline samples. €1999 American Institute of Physids$S1063-78349)01810-9

New compounds B8gSi, (R=Gd, Tb, Dy, Ho, Ey  temperature curves of the reciprocal susceptibility iar
have recently been synthesized by arc melting and subs#éiese compositions are shown in Fig. 2. Thg(T/)) curves
quent high-temperature annealihgAn x-ray structural are linear with temperature. This means that the magnetic
analysis of these compounds on the basis of data obtained susceptibility obeys the Curie—Weiss law. We can conclude
an x-ray diffractometer for polycrystalline samples at roomfrom the results that the paramagnetic state is present in the
temperature has shown that they have an orthorhombic crysvestigated compositions in the range 78—300 K. The data
tal structure of the Sp&e, type (space group PnmaThe  obtained for 1y have been processed by the least-squares
parameters of the crystal lattice and the volume of the unitmethod, permitting the paramagnetic Curie temperatéges
cell decrease as the atomic number of the rare-earth ion irte be determined, along with the effective magnetic moments
creaseglanthanide contractionThe objective of the present .. The results are shown in Table I. The experimental
study is to investigate the magnetic properties of these comvsalues of . are close to the theoretical values for trivalent
pounds and to determine the principal magnetic characterisens of rare-earth elements, but quickly exceed them for all
tics. The magnetization was measured on a magnetometer cbmpositions other than the one containing Ho. According to
the Domenicali pendulum type in magnetic fields up to 14the results of indirect exchange thednywhich are consistent
kOe in the temperature range 78—-300 K. The measurementgith the experimental data ofi, for rare-earth elements,
were carried out on polycrystalline samples. Figure 1 show#®,=(2/3)GA.,/Kg, WhereA, is the indirect exchange inte-

a family of magnetization isotherms of a £#;Si, sample. gral. We have used this equation to calculate the values of
It is evident that the dependence of the magnetizatian  the indirects— f-exchange interaction integrafg,,. The re-

the applied magnetic field in the temperature range 78—308ulting values ofA., show that the paramagnetic Curie tem-
K is essentially linear. The same behavior is exhibited by theeratures are not identically proportional to the De Gennes
o(H) curves for compounds with RTb, Dy, Ho, Er. The

8 —
8 T=78K ]
92 K &
61 )
£ 4
& o
w =)}
g £121.2K " 4
S s
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FIG. 2. Temperature curves of the reciprocal magnetic susceptibility of
FIG. 1. Magnetization isotherms of the compound,8gSi,. R,Sg;Si, compounds.
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TABLE |. Paramagnetic Curie temperaturég, effective magnetic mo-  value obtained in the present study for paramagnetic Curie
mentsui, and exchange interaction integréls, for R,SgSi, compounds. point of ErLScSi, indicates the presence of antiferromag-
netic ordering in this compound at low temperatures. The
_ large positive value of§,=43.6 K for the compound
Compound  6,, K experiment theory G Aglks, K Gd,SGSi, is probably evidence of fairly strong ferromag-

Meit/ g

GA,Se;Si, 43.6 8.29 798  15.75 4.15 netic interaction between Cd ions, which can have various

Tb,S6Si, 12.8 11.15 962 105 1.83 contributions: indirect exchange through conduction elec-

Dy,»ScSi, 8.4 11.05 10.64 7.08 1.78 trons, 3-band scandium electrons, and silicon atoms.

H0,S¢,Si, 5.7 10.65 11.2 45 1.9

Er,SaSi, —6.4 10.16 9.9 255  -3.76 This work has been supported by the Federal Program to
Support Leading Scientific School§Grant No. 96-15-
96429.

factorG=(g;— 1)2J(J+ 1) for different samples. Moreover, *'E-mail: bogdanov@afrodita.phys.msu.su
0, is positive for R=Gd, Th, Dy, Ho, but is negative for
R=Er. We can assume that together wgh f interaction

between rare-earth ions, other types of indirect interaction'A. V. Morozkin, Yu. D. Seropegin, V. K. Portnoy, A. V. Leonov, and
I. A. Sviridov, J. Alloys Compd281, L1 (1998.

play a part as W_e”' . . . 23. A. Nikitin, Magnetic Properties of Rare-Earth Metals and Their Alloys
The magnetic behavior of 8¢Si, compounds in the  (1zd. MGU, Moscow, 1988

investigated temperature range is analogous to publishedT. Le Bihan, K. Hiebl, and P. Rogl, J. Alloys Comp235, 80 (1996.
data for the similar compositions 2Rb35i4 (Ref. 3 and 40. I. Bodak, Yu. K. Gorelenko, V. I. Yarovets, and R. V. SKalo, 1zv.
R,M0,Si, (Ref. 4. For ThNb,Si, and DyNb;Si, the Neel ~ Akad: Nauk SSSR, Neorg. Mate20, 853(1984.

temperatures are 19 K and 5 K, respectiveljhe negative  Translated by James S. Wood
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Surface magnetism of Al-substituted Sr—M-type hexagonal ferrites
A. S. Kamzin*)
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Kharkov State University, 310077 Kharkov, Ukraine
(Submitted February 1, 1999
Fiz. Tverd. Tela(St. Petersbung4l, 1806—1813October 1999

The surface and bulk magnetic structures of Sr—M-type single-crystal hexagonal fewittes
the chemical formula Srke ,Al,O,0) have been directly compared by simultaneous

gamma, x-ray, and electron dsbauer spectroscopy. It was found, that when the magnetic
lattice of Sr—M hexagonal ferrites is slightly diluted by diamagnetic Al ions, namelyx$ot.8
(SrFgg Al §019), @ ~300-nm thick macroscopic anisotropic layer forms on the crystal
surface, wherein iron-ion magnetic moments are oriented differently from those in the bulk of
the sample. The reason for the onset of a noncollinear magnetic structure in the surface
layer of SrFeg Al §O4q Crystals is the additional lowering of the exchange interaction energy
caused by the presence of such a “defect” as the surface. Thus an anisotropic surface
layer predicted theoretically by L. éin 1954 has been detected in ferromagnetic crystals.
© 1999 American Institute of PhysidsS1063-78349)01910-3

Studies of the magnetic properties of surfaces or of aumption of angular spin ordering on the surface of NiFe
thin near-surface layer, investigation of the processes occuparticles with a variety of stable configurations, which trans-
ring on the surface in such fundamental phenomena as phaggrms to the spin-glass state with decreasing temperéature.
transitions, and of their differences from and relations toa disordered shell is conjectured to exist on the surface of
those observed in the bulk of a crystal have acquired botl@oFEéo4 and FgO, crystallites (Refs. 14 and 15, respec-
scientific and practical significance. _ tively). It is believed® that the spins iny-Fe,O; are arranged

The surface anisotropic layer in feriomagnets was firshoncollinearly throughout the bulk of a particle rather than
described theoretically by L. Méin 1954 It was however o jis surface only. It is assumBdhat in order to overcome

mu_ch later that the concept of a surface effect on the propg,,|k anisotropy and to reach complete magnetic-moment or-
erties of magnets'was used to account f'or experlme.ntalzdatadering along the external magnetic field, one should apply
Sl_JbS(_aquent studies of surface propert|_es made wide use QLfJbstantiaIIy higher fields than those used to validate the
thin films and powders because reducing the volume of 2hell model. On the other hand. the data on textyrets,0s

crystallite increases the fraction of its surface. Another rea‘ﬁampleés were explained as due to noncollinear spin order-
son for the use of such objects was the lack of experimenta]

methods capable of discriminating the signals from a thin 9’ and it was shown that a large bulk magnetic anisotropy

surface layer from those of the bulk of the sample in studiesCannOt account for the incomplete magnetic-moment order-

of macroscopic crystals. ing, as was assumed in Ref. 17.

An unusual observation was first reported in Ref. 3: the ,StF‘P"eS Cafrief" O‘%t on finely dispersed powders providgd
saturation magnetization of a finely dispersed powder i€ s(l‘gnlflcan} contribution to the understanding of the physics
lower than that of the bulk crystal from which it was pre- Of “Surface” magnetism. The wide use of fdsbauer spec-
pared. The results of Msbauer studiésuggested that this TOSCOPY in surface investigations made on thin films and
is due to a change in the magnetic structure of the crystallit@OWders is explained by the possibility offered by this
surface. To explain the magnetic properties of finely dis-method of enhancingor suppressingthe signal from the
persed powders, a “shell” model was proposédwhich  Surface layer by enriching the latter with the Fe(67 Fe-56
assumes that the magnetic structure of the inner part of §otope. However the nonuniformity of the particle ensemble
crystallite is similar to or possibly even identical with that of in size, the superparamagnetic phenomena, a strong depen-
the bulk, whereas in a thin surface laykee., in the she)ithe ~ dence on preparation technology, etc., complicate substan-
magnetic moments are oriented in a noncollinear way. Thidially investigation of surface properties on finely dispersed
model accounts for the experimental data obtained on finelpowders. The above difficulties are removed by employing
dispersed powders ofx-Fe,0;,° y-Fe,03°%" CrFe0,®  macroscopic crystals.

Cr0,° NiFe,0, YsFe0O,,, and DyBiFe:0;,,'° and The pioneering experimental studies of surface anisot-
BaFg,0;9 (Refs. 11 and 1P ropy on macroscopic crystals were performed by G. S.

The shell model is, however, not the only one used toKrinchik with coworkerst® who assumed that the role of

interpret experimental data. There is, for instance, an assurface anisotropy increases in magnets, where the demagne-
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tizing field energy is smallcompared to that in ferromag- shown in Ref. 25, substitution in F&Os of only 9% of iron
netg, and that there is no magnetic anisotropy in the basabns by Ga diamagnetic ions increases by an order of mag-
plane. This combination of conditions permitted the firstnitude the thickness of this layer as a result of a weakening
observatio’® of a macroscopic surface anisotropic layer in of intersublattice exchange bonding not only through intro-
hematite, a weakly ferromagnetic antiferromagnet. The exduction of diamagnetic ions but due to the presence of the
perimental data obtained suggestethat, first, such a sur- surface as well. It is known al&&3! that substitution in
face layer is a transition layer between the crystal and th@/-type hexaferrites of In, Sc, Ga, or Al diamagnetic ions for
environment and, second, that within this transition layer thea large fraction of iron ions gives rise to the formation of a
magnetic-moment orientation changes smoothly from the dinoncollinear magnetic structure in the bulk. Thus one can
rection along which the bulk magnetic moments are orientedonjecture that, if iron ions in M-type ferrites are replaced by
to that on the surface. An anisotropic surface layer was latediamagnetic ions in concentrations at which a collinear mag-
observed to exist also in macroscopic crystals of FgBB3'  netic structure is retained in the bulk, a macroscopic surface
ErFeQ and TbFeQ,?* which, similar to the hematite, ex- layer with magnetic moments ordered noncollinearly with
hibit a weak ferromagnetism. The thickness of the transitiorrespect to the orientation of the moments in the bulk will
surface layer measured experimentally for FgB@s found form on the surface of macrocrystals of hexagonal ferrites.
to be ~500 nm2:21 The corresponding studies were carried out on the
New possibilities in surface studies of macroscopic crys-SrFgq Al §019 hexaferrite. The Al diamagnetic ions were

tals were opened by the method of simultaneous gammahosen because aluminum introduced in small amounts dis-
characteristic x-ray, and electron “s&bauer spectroscopy tributes statistically among all inequivalent sites of the mag-
(SGXEMS), first proposed by the present authors and denetic lattice of a hexagonal ferrite. This distinguishes Al ions

scribed in Ref. 23. from Sc ions, which occupy at low concentrations primarily
The SGXEMS provided the first experimental evidencethe 2b sites in a BaFg_,Sc0;q crystal®’>!
for the existence of a transition surface laye400 nm thick The Al concentration in the crystal under study (

in macroscopic FB0Og crystals, which are weakly ferromag- =1.8) was chosen on the following grounds. The magnetic
netic antiferromagneté Layer-by-layer measurements made moments in SrFg_,Al, Oy crystals remain collinear up to
by SGXEMS establishéfithat, as one approaches the crys-x=~328631 For x>3, a noncollinear magnetic structure
tal surface within the transition layer, the angular deviationforms in the bulk of the sample. Thus the concentration
of iron-ion magnetic moments from their orientation in the =1.8 was chosen so as to make sure that a collinear mag-
bulk increases smoothly. SGXEMS surface studies ohetic structure is retained in the crystal. The SgB&l; §O1g
Fe; ,GaBOg crystals demonstrated that substitution of ashexagonal ferrite crystals used in the study were prepared by
little as 9% of iron ions by gallium diamagnetic ions in- spontaneous crystallization from a Nake@elt solution.
creases the thickness of the transition surface layer by ahfhe chemical formula of the synthesized compounds and
order of magnitudé® their belonging to type-M hexagonal ferrites were confirmed
At the same time SGXEMS studies of the M-type hex-by x-ray diffraction measurements, chemical analysis, and
agonal ferrites (BaRg0O;q, SrFg,0;9, and PbFg0,g) did  the structure of the Mesbauer spectra. The degree of iron
not reveal a transition surface layer with a magnetic structursubstitution was derived also from the dependence of the
different from that of the bulk® An analysis of model Mss- ~ Curie temperature on Al concentration. The Curie points
bauer spectra showed that, if such a layer is present in theere found both from temperature dependences of the effec-
hexaferrites studied, its thickness cannot be larger than a fetive magnetic fields and by temperature scanning at a con-
nm. This coincides in order of magnitude with the theoreticalstant velocity of gamma-ray source motion.
calculations of Nel' and is substantially below the experi- Platelets~80um thick and~8 mm in diameter were
mental accuracy of- 10 nm. However Ba—M-type hexago- cut from the synthesized single crystals for $sbauer mea-
nal ferrites diluted weakly by Sc diamagnetic idisbemical surements. The crystallographicaxis was perpendicular to
formula BaFeg, ,Sc0;9) do exhibit formation of a macro- the cut plane. Particular attention was paid to the quality of
scopic surface layer-200 nm thick, in which the magnetic the platelet surface. The samples chosen for the study of the
moments of iron ions are noncollinear with those in the bulksurface properties were both SgfeAl; §O4g Single crystals
and are oriented parallel to the crystallographic a®i¢’  with the natural specular surface and platelets cut from bulk
Thus the existence in weakly ferromagnetic antiferromagnetsrystals and chemically etched for 1 min in orthophosphoric
of a macroscopic surface layer with a magnetic structure difacid at 90°C. Platelets of the unsubstituted ferrite
ferent from that in the bulkcalled the transition layer in Ref. SrFg,0,9, prepared simultaneously by the above surface
19) was demonstrated experimentally for a number of crysireatment, were used as reference samples.
tals. Studies of the magnetic properties of ferrite surfaces The magnetic structure of the surface layer and of the
have to be pursued further. bulk of crystals was studied by the SGXEMS method. This
This work presents the results of a direct experimentamethod is based on simultaneous measurement sEbauer
comparison of the magnetic structures of a surface layer anspectra of radiations having different mean free paths in ma-
the bulk in macroscopic Sr—M-type hexagonal ferrites,terial, namely, gamma rays, characteristic x-rays, and sec-
SrFg,0,4, With part of the iron ions replaced by Al diamag- ondary (conversion and Augerelectrons bearing informa-
netic ions. The existence of a macroscopic transition layer ition on the properties of the bulk and of surface layers of a
such ferrites was assumed for the following reasons. Asew microns and 300 nm thick, respectively. The energy of
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an electron emerging from the crystal is the lower the deepecrystal with respect to the-radiation wave vector from the
the atom from which this electron came, and therefore théntensity ratio of the first to secon@s well as of the fifth to
secondary electrons used in SGXEMS to study the propertiesixth) Zeeman sextuplet lines by the relatisee, e.g., Ref.
of surf;tzze layers less than 300 nm thick are energysl):
selected: 12 12
Experimental spectra were obtained by SGXEMS in the@—arcco% 4A16_3A25) = ir( (3/2)A25/Ave
temperature range from 300 to 700 K. Figure 1 presents for 4A1 61 3Azs 1+(3/4)Az5/Ase
illustration SrFey /Al 019 Spectra obtained at room tem- @
perature by measuring gamma rays and secondary electrons, As seen from Fig. la, the Msbauer spectrum of
with the wave vector of the former oriented parallel to theSrFgg Al 0,9 Obtained with gamma rays is similar to that
crystallographic axi<C. The Massbauer spectra taken with of the unsubstituted ferrite SrE®,4 [see, e.g., Fig. Ja
x-rays and carrying information on the layer a few micronshence one does not observe under Al doping the formation of
thick were similar to those obtained with gamma rays.a new sublattice, as occurs in Bake,q with Sc ions sub-
Therefore in order to make the figures clearer, the x-raystituted for the iron ioné’*%3! An analysis of gamma-
spectra are not displayed. As seen from Fig. 1, the resonancesonance spectf&ig. 1a showed that the intensities of the
lines are well resolved, which enabled processing thssvlo second and fifth lines in the Zeeman sextuplets of each in-
bauer spectra with a high accuracy and to both calculate thequivalent position, which correspond 4amm=0 transitions,
hyperfine interaction parameters and determine thare zero. This means that tieangle is zero and, hence, the
magnetic-moment orientation in the crystal. magnetic moments of the iron ions in the bulk of the crystal
Mossbauer spectroscopy permits one to calculate thare collinear with the gamma-ray wave vector and parallel to
angle ® determining the magnetic-moment orientation in athe crystallographic axis. This pattern is observed through-
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out the temperature range studied and agrees with publishextientation in the bulk. To check the validity of the calcula-
data on the bulk properties of these crystakse, e.g., Ref. 31 tions using the experimental data of Fig. 1a and 1bs$4o
and references thergin bauer spectra were measured on platelets inclined so that the
Spectra taken with secondary electrgRey. 1b] exhibit  crystallographic axis forms an angle: with the gamma-ray
within the regions corresponding to velocities from4 to  wave vector. Figure 1c shows such a spectrum obtained with
—5 and from+4 to +5 mm/s weak lines which are not seen gamma rays foww=28+2°. We readily see that the devia-
in gamma-ray spectrigrig. 1a. Computer processing of the tion of magnetic moments from the gamma-ray propagation
spectra showed these additional lines to be the second amlitection results in the appearance in the velocity sections of
fifth components of the Zeeman sextuplets and to corresponé 4 to —5 and from+4 to +5 mm/s, accordingly, of the
to Am=0 transitions. This implies that the magnetic mo- second and fifth Zeeman-sextuplet lines corresponding to
ments of the iron ions residing in the200-nm thick surface  Am=0 transitions. It should be noted that the &sbauer
layer are deflected from the gamma-ray wave vector andspectra obtained on samples inclined to the gamma-ray beam
accordingly, from the crystallographtcaxis by an anglé. are similar to those presented in Refs. 33 and 34. A compari-
This pattern persists up to a temperatur&50 K, above son of Fig. 1b and 1c reveals a good coincidence in position
which poor line resolution makes spectral analysis difficult.on the velocity scale of the second and fifth gamma-
The deviation of the magnetic moments from the gamma-rayesonance lines measured on an inclined cryldta. 1c|
wave vector directiori®) calculated from Eq(1l) was found  with the second and fifth lines obtained by detecting second-
to be 23t2°. Thus the magnetic moments of the iron ionsary electrongFig. 1b]. Applying Eq. (1) to the gamma-ray
residing in a~200-nm thick surface layer are collinear nei- spectrum in Fig. 1c yield® =29+ 2°. Thus the calculated
ther with the crystallographic axis along which the gamma- value of® was found to coincide with the experimentally set
ray wave vector is aligned nor with the magnetic-momentcrystal-tilt anglea within its setting error.
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TABLE I. Fe*" ion distribution among the cell sites, ion spin orientation, ancsshbauer effectthe areas under the corresponding spectral Jif@sthe
SrFe,0,9 and SrAl gFey 049 hexaferrites.

Mossbauer effect
Distribution of FE" ions among

lattice sites and their spin orientation SrFg;049 SrAl; gFejp O1g

Spin Area, % Area, %

Sublattice Number of ions Environment orientation (normalized to 2% (normalized to 20.4

12k 12 octa up 9.50.4 9.1+0.2

a4f, 4 tetra down 2205 3.2:0.3

4f, 4 octa down 7.%0.7 4.8-0.2

2a 2 octa up 1.90.9 1.7#04

2b 2 trigonal up 1.9-0.6 1.5:0.2

bipyramid

Our experiments showed that the magnetic-moment oriinteraction angle-125°, and the Fe—O distances are 2.3 and
entation of the iron ions residing in-a200-nm thick surface 1.87 A, respectively. In the spinel block the ions interact in
layer in a SrFeg) Al §O19 Crystal deviates both from th€  the conventional manner to produce the mutual magnetic-
axis direction and from the iron ion spins in the bulk of the moment orientation specified in Table I.
sample. Studies of M-type hexagonal ferrites show®&d? that

One could suggest that the observed magnetic-momestubstitution of Al diamagnetic ions for iron ions in such
deviation arises due to magnetic ions being etched out of thierrites affects the exchange interaction even in compounds
crystal surface layer in the course of chemical polishingwith a comparatively low Al content. Al contents>3
which would result in an additional lowering of the exchangegive rise to the formation of a noncollinear magnetic
interaction energy in this layer. To check this assumptionstructure?®-3!
one measured Misbauer spectra of SrE®,4 single crystals Table | lists the resonance absorptiéor Mossbauer
prepared simultaneously with the SiF6Al; ¢O19 Samples effec) probabilities calculated from the areas bounded by
under study and using the same chemical polishing procespectral lines in experimental Msbauer spectra. The hyper-
dure. The experimental Msbauer spectra obtained on thesefine interaction parameters derived from Sg&se and
SrFg 0,4 crystals with the platelets oriented so that the SrFgg Al gO19Spectra are presented in Table Il. The figures
axis is parallel to the gamma-ray wave vector are displayeth the tables are in a good agreement with published
in Fig. 2. One readily sees that, first, the spectra obtained bgat&®>%33-3for similar ferrites. A comparison of the hy-
detecting electrons not only from-a200-nm thick surface perfine interaction parameters obtained for $yBg and
layer[Fig. 2b] but even from a~50-nm thick ondFig. 2c]  SrFggAl; 019 Shows that they do not change significantly
are fully identical to the spectrum taken with gamma raysunder suchX=1.8) Al substitution for iron. One cannot also
[Fig. 24; second, the velocity intervals from4 to —5 and  maintain that Al ions show any preference for occupying a
from +4 to +5 mm/s in the SrFgO,¢ secondary-electron specific sublattice in the ferrite structure, because the
spectrd Fig. 1b, d do not contain any lines observed in the changes in line intensities lie within the error of their deter-
secondary-electron spectrum of Syl 40,9 crystals mination (see Table ) from poorly resolved sextuplets. Al
[Fig. 1b] obtained at the same velocities. ion localization at all sites reduces the Curie temperaiire

Thus the above experiments show convincingly thatby 50—60 K per one substituting Al diamagnetic i@we., for
first, the sample preparation technology used by us does néx=1), whereas, for instance, introduction of Sc ions,
affect in any way the magnetic structure of the surface layernwhich occupy predominantly theb2sites, results in a de-
and, second, on the surface of Syf=Al, §O;4 Crystals there crease off . by 160—170 K for6x= 1. The experimental data
is a layer within which the magnetic-moment orientation dif- obtained were used to derive the Curie temperatures. The
fers from that in the bulk. Consider the reasons for the forwvalue of T, obtained by us for the SriggAl; g0 ferrite is
mation of such a surface layer. The orientation of the magé647 K, which is in accord with the data quoted by other
netic moments of the sublattices is dominateee, e.g., Ref. authors’’

31 and references thergiby exchange interactions in the Summing up, it can be maintained that, in the
hexagonal block R between Fe(B)—O-Fe(4,) and SrFgg.Al; g0q9 Crystals chosen by us, the Al diamagnetic
Fe(4f,)—O—-Fe(1R). The bond angles between them areions substitute for iron ions and, by rupturing the magnetic
fairly large, ~140° and 130°, and the Fe—O bond lengthsbonds, favor the formation of a noncollinear magnetic struc-
are~1.8 and 1.95 A, respectively. These interactions correture. However the Al ion content of=1.8 is far from being
spond to the largest exchange integrals. Because thagh enough to disrupt the collinearity in the bulk. The ex-
Fe(2b)-O-Fe(4,)—O—-Fe(1R) interaction is slightly change interaction energy in the surface layer of the crystals
stronger, and the chain consists of two exchange bonds, thender study decreases not only because of the presence of
spins of the Fe(B) and Fe(1R) ions are oriented antiparal- diamagnetic ions; indeed, in SrggAl; 0.9 it decreases

lel to the Fe(4?) spin, despite the strong counteracting cou-also because of the effect of the surface. It was shi\or;
pling between the Fe(® and Fe(1R) ions, for which the instance, that replacement of only 9% iron ions inBt@g by



Phys. Solid State 41 (10), October 1999

A. S. Kamzin and L. P. OI'khovik 1663

TABLE Il. Effective magnetic fieldd, isomer shiftss, and quadrupole splittingAE for SrAl,Fe;,_,O;4 obtained at room temperatu¢dhe isomer shift

S determined relative ta-Fe).

Sublattice Hesr, O 8,mm/s AE,mm/s

x=0 B [e] [ [e] [ [e]

12 413+1 415+1 0.36-0.01 0.35-0.01 0.46-0.02 0.406-0.02
4f, 498+ 1 497+3 0.32:0.01 0.310.02 0.18-0.02 0.20:0.04
4f, 519+ 2 529+3 0.44+0.01 0.42-0.03 0.44-0.02 0.43-0.06
2a 510+2 516-7 0.31+0.01 0.33-0.06 0.18-0.02 0.18-0.12
2b 405+ 4 400+ 20 0.37£0.02 0.34-0.07 2.370.04 2.25-0.14
x=18 [ [e] [ (€] [v] [e]

12k 415+ 1 415+1 0.36:0.01 0.36:0.01 0.42-0.02 0.40:0.02
4f, 482+ 2 482+2 0.29+0.02 0.26-0.04 0.18-0.04 0.13-0.08
4f, 518+2 513+2 0.44+0.02 0.38:0.02 0.40-0.04 0.20:0.04
2a 510+ 2 - 0.31+0.02 - 0.16-0.04 -

2b 405+ 4 - 0.29£0.02 - 2.22£0.04
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A guantum-statistical model using the Kubo formalism is proposed for describing the
magnetoresistance of a multilayer structure with the current perpendicular to the plane of the
layers. In particular, this model describes the case of noncollinear magnetization of
consecutive ferromagnetic layers of the structure. Interference between electron wave functions
with different directions of the spin projections onto the magnetization axis, which arises

in the noncollinear configuration, is investigated along with the role of electron scattering, not
only within the bulk of the layers, but also at their interfaces. 1@99 American Institute

of Physics[S1063-783%9)02010-9

Two main theoretical approaches to the description of It has been shown previouSlihat, regardless of whether
giant magnetoresistan¢&MR) have evolved since this phe- the current is perpendicular to the plane of the lay&@BP
nomenon first began to be investigateddne approach geometry or is parallel to this plangin-plane or CIP
places greatest emphasis on the spin-dependent scatteringggfometry,® the main contribution to the conductivity is from
conduction electrons by the surfaces and in the bulk of thé&-like electrons, which obey the relation
ferromagnetic layer&:* The electrons of each layer are de- F
scribed by the model of a free electron gaSome of the Ke— ke .
models incorporate the most characteristic features of the k,l+ ki ’
band structure. In particular, the creation of spin-dependent . ]
potential barriers at the boundaries of the ferromagnetic la wherek{ andk% are the Fermi quasi-momenta for electrons
ers by the different populations of the valence band in adja?Nse magnetic moments are directeespectively in the
cent layers is taken into account, but without regard for the®@me and opposite directions as the magnetization. The de-
details of the band structufe® Transport phenomena are pendence of the magnetoresistance on the apdetween

described by simple parameters such as the spin-depend he d|_rect|otns toé]jd;[he_ﬂ:nal?nenzatlofns tﬁf aolljjacent Ia;:_ers zas
mean free path and the Fermi wave vector. een investigated with allowance for Ihe above-mentione

The second approach is concered primarily with th eDotennal barriers between adjacent ferromagnetic layers and

. = also the volume scattering of conduction electrons. However,
influence of the band structure on transport phenom&mna. ; : : ;

. . . o . these papers ignore scattering at the layer interfaces, which
The electronic structure is calculated from first principles in

both the parallel and the antiparallel magnetization confi u-haS been included in a similar analySisonfined to strictly
P P 9 9Unarallel and antiparallel magnetization configurations of the

ration of adjacent layers. The magnetization is calculate djacent ferromagnetic layers. In such configurations the

with allowance for the complete electronic structure of theSpin channels do not mix, and the potential bartigr which

superlattice. This approach requires complex numerical COMg small in comparison to the Fermi energy, does not play a
putations. It is difficult to compare the results of the Iattersigniﬁcant role

with experimental measurements of the absolute conductiv- = |, this paper we present a quantum-statistical analysis of

ity and magnetoresistance. In particular, the nature of theg,q angular dependence of the magnetoresistance in CPP ge-
scattering centers in real multilayer structures is poorly aCohmetry, taking all the above-indicated mechanisms into ac-
counted for. The role of such centers can be played by sufgynt: the spin-dependent potential barrier created by hybrid-
face defects, magnetic inclusions in the nonmagnetic layergzeq exchange between thandd bands; the spin-dependent
impurities in the ferromagnetic layers, and finite-temperaturescattering of conduction electrons in the bulk of the layers;
phonons. The exact relationship between the electronic struggattering by the interfaces as distinct from volume scatter-
ture and the scattering amplitude for each type of defect reing. The interfacial type of scattering is caused by roughness
quires a separate numerical analysis, making it extremelgf the surfaces between the layers, “dirt,” and various kinds
difficult to perform calculations “from first principles.” of surface defects. The problem is that, when the angle
For this reason we prefer the first approach and, whilebetween the magnetizations of the layer differs from either 0
disregarding the complete electronic band structure, wer 7, mixing takes place between electronic states with spin
nonetheless take interfacial potential barriers into accountlirections| and | as electrons pass from one layer to an-
which constitute one of the main features introduced byother, and surface scattering together with volume scattering
band-structure calculations. contributes to a term that depends on the height of the po-

()
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tential barrier, which is found to be proportional to%ini.e.,

Vedyaev et al.

tions. We consider the case in which the potential barrier

describes the deviation of the angular dependence froravercome by electrons crossing from one ferromagnetic

linearity in cosy.

1. THE MODEL

We consider a sandwich consisting of two identical fer-
romagnetic layers of thicknessandc separated by a para-
magnetic interlayer of thickneds The electronic system of
each layer is described as a gas of free electrons subjected

spin-dependent scattering both in the bulk of the layers and

§

at the interfaces. In the case of a noncollinear configuratio

of the magnetizations of adjacent ferromagnetic layers it id
impossible to diagonalize the electron Green’s functions in
spin space in both layers simultaneously by choosing the
right quantization axis. We therefore choose the direction of

the magnetization in one layec) as the axis in question.

Then upon transition from one ferromagnetic layer to the

other a pure electronic state with wave vedtr) goes over

to a mixed state, and the electrons pass through the potential

barrier, becausk] # k- .

For the zeroth-approximation Green’'s functions
Gg'g(z,z’), which describe the system with volume scatter-
ing only, we adopt the solutions of the matrix equation

2

d
0z

— +kE—K?

2m
)"ﬁzi‘fﬁ

af ’ 2m ’
Go"(z,z )=ﬁ6(z—z )],

@)

wherem is the effective mass of the conduction electrons,gimensions of lengthy ') =#%2k. /mimS.

8(2) is the Dirac delta functiong and B are the spin indices
(a,8=1,1), andl is the unit matrix. For sandwich calcula-

layer to the other is small by virtue of relatidd), i.e., is
much lower than the Fermi energy. We can therefore disre-
gard the reflection of electrons by the potential barriers and
any effects associated with such reflection, and in(Egwe

can setke= (kL +kt)/2. However, the presence of a barrier
between electronic states with spihsand | must be taken
into account in expressions of the type-¢ ki)', which

Gan be much larger than unity.

Equation(2) must be augmented by the conditions of
ontinuity of the Green’s function and its derivative at the
nterfaces and by boundary conditions corresponding to the
eakening of correlations of the electronic states at infinity.

Taking into account scattering at the interfaces in the
andwich, we find the Green’s functions of our system as
solutions of the Dyson equation

G(z2,2)=G§P(z,2')+ G¢P(z,a) 2B (a)G*(a,z')

Wi

aff

int

(a+b)G**(a+b,z)
(6)

in the first approximation, i.e., on the assumption of suffi-
ciently small scattering at the interfac@sith coordinatesa
anda+ b along thez axis). Upon rotation of the quantization
axis, the matrix2¢# is transformed according to the same
law (3), (4) as the volume scattering matrix. In E()
GgP(z,2') is the zeroth-approximation Green’s functie).

If by analogy with(5) we introduce a parameter having the
1O which char-
acterizes the effective mean free path corresponding to spin-

dependent scattering at the interfaces, then by assumption

+GgP(z,a+b)>

tions, i.e., for a structure with spatial inhomogeneity in onegpig length is much shorter than the lattice constant

direction, we use a mixed coordinate-momentum representa-

To calculate the two-point conductivity, we use the

tion for all quantities. The coordinatedescribes the position  ,po equation in the form given in Ref. 14, which appears
of a point on the axis perpendicular to the plane of the sandsg tollows in the mixek—z representation:

wich layers, and the vectdeis the projection of the quasi-

momentum onto this plane. The self-energy part correspond-

ing to volume elastic scattering in layer, where the

223

@Bz 7'y = —

o

T 2 [677(22) =GP (2.2)]

guantization axis coincides with the direction of the magne-

tization, has the diagonal form
E\T/ol 0

8=l o sl 3)

Upon rotation of the quantization axis through the angie
layer a, this matrix is transformed according to the law

2\T/ol'i_z’\l/ol o E\T/ol_z\l/ol( )
4

Py

2 ! 2

The spin-dependent mean free paths of electrons in the bu
of the ferromagnetic layers are

th'T:(l)
HON

vol

cosy siny

Effcﬁ: siny —cosy

1T = (5)

mim3,

Note that (S\T,c,l—E\l,m) is the energy of exchange interaction

between electrons of the subbands with different spin direc-

XV NTH[G N (2',2) -G (2", 29)], (1)

where G*=(z,z') denotes the advanced and retarded
Green’s functiong6), the spin indicesy,8,7,v=1,|, V7,
=1V—,— V) is the antisymmetric operator of differentia-
tion with respect to the coordinate and e is the electron
charge. Now the current density at a pairtias the form of
a second-rank spinor and is given by the expression
J“ﬁ(z):f a®P1(z,2 Y E"(z')dZ, (8)
whereE""(z") is the effective electric field, which is also a
gecond-rank spinor. It has been shdfwhat the introduction
of this quantity is equivalent to the calculation of a vertex
correction to the expression for the conductii#.
From the energy conservation law we obtain equations
for determining the fieldE7"(z'):

J
—J*¥(z)=0.

7 (€)
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Equations(8) and (9) are solved self-consistently on the T T T T T T

basis of the assumption that the effective fieltl8'(z') do 15F }
not depend on the coordinate within each layer, but jump at

the interfaces as a result of the surface scattering of elec 2

trons: 1.0 -

E"(2)=E""+C{"6(z—a)+CJ"6(z—a—h), (10

where C7” and CJ” are the voltage drops across the inter- 0.5F
faces due to spin-dependent scattering as distinct from vol-
ume scatteringE”” denotes quantities that are independent

of the coordinatez and differ for different layers i( 0 L L 1 . L L
=a,b,c). These quantities are chosen in such a way as tc 0 05 10 15 20 25 30 35
satisfy the conditions of continuity of the expressions for the Y, rad

ap af ap
currents in different Iayersl (Z) ‘] (Z) and‘] (Z) FIG. 1. Dependence of the normalized magnetoresistance on the angle

B B between the directions of the magnetizations of ferromagnetic layers with
15D =a= " (D] =4, thicknessesa=c=23, b=11, 11=60, 1'=20, 1=180; (1) \'—o,
A —w; (2) A\T=200,A!=10.

Z)|z a+b_ Z)|Z a+bs (11)
and the constant€/” and CJ” are chosen so that all

coordinate- dependent terms in these expressions will vanish. A=("+1")
This choice can be made even though such terms are much

281 (bl +23,)
a+c+
1T+

greater than the evaluated constants. 2111 (bl +23) (1—¢)?
To obtain the complete system, E@®) must be aug- X +# +acsir’ y £ ;

mented with expressions for the total voltage drop I+
aE;"+bEj“+CcEZ“+CI“+C3*=U, o= l+shy,
aEP+bEP+CcEP+CP+CoP=0 for a#B. (12

We have thus written a system of equations for the quantities 2= 2 Im(E,m 'm) (14

Ef#, C{#, andC4”#, each of which is a second-rank spinor.
We can solve this system to obtain the total resistance of the ) 5cssION OF THE RESULTS
sandwich:R=U/(J'T+ ).

The final equation for the resistance of the sandwich ~We have derived an analytical equatiti8) for the re-
(a/b/c) has the form sistance of a magnetic sandwich in the case of noncollinear

magnetization of the magnetic layers, taking into account

672h b spin-dependent scattering that differs in the bulk and at the
R=——5A"{|(atc)’+(atc)(I'+1h) |—+220) interfaces of the layers. This property enables us to investi-
ekr gate the role of interfacial scattering in the gigantic magne-
b 2 IT—11)2 toresistance of such multilayer magnetic structures.
+17 +220) +(1—003y)acW

1.0
+(1+c08y)((a+c)(lT—Ii)El—ZITIlif)l
0.8F
2§|T|i(b ,
X|a+c+ — 423, | +siPy(1-¢) =0.6}
1T+ ! | E"
(|T+|i)2(1 &) 211 (b %0.4-
W a+C+ITT |—+2 0
0.2+
+o)(IT=14?
%—F(aJrc)lTliEi—ac(lT—ll)El }, (13) 0 I 1 1 ! 1 L
Al 0 05 10 15 20 25 30 35

where 1£=1+[ (k' —k)ITT/(T+11)]?, I is the mean free v, rad

path of conduction electrons in the nonmagnetic interlayergig, 2. The same as Fig. 1 far=c=39, b=11, I’ =60, I' =20, | = 180;
and the following notation has been introduced: (1) N =00, N —oo; (2) NT=200\!=10.
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1.2 T T T T T T T T Ref. 9. Allowance for interfacial as well as volume scattering
introduces a contribution to the angular dependence of the

1.1 magnetoresistance of the multilayer structure. Specifically,
~10 surface scattering can have the effect that the resistance is
< 7 observed to be a maximum for other than an antiparallel

<2 0.9 configuration of the magnetizations of adjacent ferromag-

= netic layergFig. 1). This unexpected result could not happen
p= 0.8 as a consequence of previous calculations and is most likely
O 0.7 typical of the CPP geometry only, because the CIP resistance

) depends linearly on cag owing to the absence of interfer-

0.6 ence between electronic states. Naturally, when the thickness
T T of the magnetic layers is increased, the influence of scatter-

0.5 . ; L ) :
10 20 30 40 50 60 70 80 90 100 ing at the mtgrfaces .dlmmlshes, vollume scattering begins to
- play an ever-increasing role, and this effect no longer occurs
AN, A (Fig. 2). The change in the surface scattering parameters for
FIG. 3. Dependence of the normalized magnetoresistance on the mean fr?eéecnons Wl_th sping and |, the ratio of which can dlﬁ_er
paths corresponding to scattering at the interfa¢gs:\' =100, A'=10 rom the ratio of the mean free paths of the ele_CtronS in the
~100; (2) A'=10, \' =10—100. The angle between the directions of the bulk, N —XY)/(NT+ XY= (T=14)/(1T+11), also influences

magnetizations of the ferromagnetic layersyis /2. The parameters are the value of the magnetoresistar€gg. 3).
a=c=23, b=11, I"=60, |'=20, |=180. All lengths are given in ang-

stroms. *)E-mail: pugach@magn.phys.msu.su
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Phase composition of nanocrystalline iron films deposited in a nitrogen atmosphere
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The phase composition of iron films prepared by pulsed-plasma deposition in a controlled
nitrogen atmosphere is investigated by $dbauer spectroscopy. The observed changes in the
phase composition are dictated by the nanocrystalline structure of the samples and the
dynamics of the substrate temperature during film deposition1989 American Institute of
Physics[S1063-783#19)02110-3

The last few years have witnessed a concerted effort to
find new magnetically soft magnetic thin-film materials hav- o-Fe
ing a large magnetic saturation induction for modern elec- ! T T T T 1
tronic devices. Compounds of the Fe—N type are of special
interest in this regard, because small additives of nitrogen tc y
: oI ; . 1 n 1
iron-base thin films increase the magnetic moment, improve "‘\.\ WA
the corrosion properties of the films, and decrease the coer . :
cive forcel?

The development of methods for the preparation of .
nanocrystalline materialshas extended the potential capa- X ioAu
bilities for the synthesis of various alloys. This trend is ’
mainly attributable to the fact that the chemical activity of '.,."\k . [T H
the materials exhibits a strong dependence on the dimension PO st |& A M :
of the nanocrystallite$ Research at the present time is aimed ’ LR A .
primarily at powders, which after deposition on a substrate '.\,‘ T? &
are placed in some particular gas atmospfdiee end result . \..
comprises complex composite formations with interesting . FegC

physical properties. At the practical level, however, continu- L, r T T T 1
AV e {

ously condensed media are of greater interest. The propertie 3“‘\'. f"\"\
of such materials can differ from the properties of the nano- .
particles from which they are formed, owing to interaction .
effects between them. . .
In this paper we report a Misbauer spectroscopy study . . . .
of the phase composition of iron films as a function of the . .
nitrogen pressure in a vacuum chamber. The films were pre .
pared by pulsed-plasma depositi0RPD. The deposition . £-Fe,N
atmosphere was established by preliminary evacuation of the : m 2
vacuum system to 10 torr with freezing-out of the oil va- [ ene A et fiing, N"""’J’.‘-‘WW
por, followed by the injection of spectrally pure nitrogen, 4 .’L s
whose pressure was varied from fQorr to 10 2 torr. The .
temperature of the substrate was equal to room temperatur
at the start of deposition. The samples had a thickness
~10* A, which was measured by x-ray fluorescence analy- o
sis. The rate of condensation of the iron film in a 108 | ! ! ! :
pulse was 1H-10° A/s. -8 -6 -4 2 0 2 4
The pulsed nature of the plasma was created by lase. v, mm/s
pulses from an LTI-207 solid-state laser and by the discharge
of a capacitor bank in the vapor of the atomized target. A
distinguishing feature of the film deposition process, apart
from a hlgh ?Vaporatlo,n rate, Is h,lgh_en,ergy saturation of %IG. 1. Variation of the Mesbauer spectra of Fe—N films as a function of
plasma with iron and nitrogen as its main components.  the nitrogen atmosphere pressuf@ P=10"Storr; (2) 10 Storr; (3)
In the proposed technology, the interaction effects of theto=*torr; (4) 1072 torr.

N
o]
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TABLE |. Parameters of the Mgsbauer spectra of Fe—N films.

Literature data

Postulated
No. P, torr H, kOe 8, mmst g, mms ! S % composition H, kOe 8, mms ! e, mms ! Refs.
1 10°© 330 0 0 26 a-Fe,
~250 ~0.15 0 72 ~FeC 245 ~0.17 6,7
0 0.19 0.6 2
2 10°° 331 0.01 0 20 a-Fe,
~234 0.27 0.06 75 e-carbonitride 230 0.24 0.10 8
0 0.16 0.8 5 ore-Fe; N 238 0.33 9
3 104 332 —-0.01 0 76 e-Fe,
251 0.16 0 24 ~FeC 245 ~0.17 6,7
4 102 0 0.58 0.29 100 e- or 0 0.42 0.27 10
y-FeN

laser beam with the vapor adsorbed on the surface of thereases to 500—600 K. This behavior is attributable to a large
target and bombardment of the target with high-energyquantity of heat being released on the substrate by the high
plasma particles in the presence of an applied electric fieldurrent density of evaporated material. After the plasma is
increase the atomic nitrogen content of the Fe—N vapor sysurned off, the substrate temperature remains constant for a
tem, promoting an increase in the reactivity of the systemcertain period of time and then begins to drop exponentially.
The results of mass spectroscopic analysis shows that thEhe substrate temperature is lower in low vacu(@mrvesl
quantity of ionized atomic nitrogen increases to 15-20%. and3). A different picture is observed for film No. @urve
The Massbauer spectra of the investigated films are2): After the temperature rises td~520K it suddenly
shown in Fig. 1, and the parameters of these spectra ajamps up toT~ 750 K. This rise can be identified with heat
summarized in Table |. The spectra were recorded with aelease from the decomposition of iron nitride.
Co°’(Cr) source at room temperature. The spectral lines for It has been showithat thee-carbonitride phase decom-
films prepared aP=10 %torr and 10 °torr are very broad poses atT=520K, and the FgN phase decomposes at
and evolve on a U-shaped base, as it typical of the ultradisF=720K. We can assume that, during deposition at
perse or amorphous state. Electron microscope examinatios=10"“torr, eithers carbonitride or a mixture of carboni-
of iron films prepared by PPD show that the samples considtide and Fg,N forms. Ane carbonitride—Fg,N phase tran-
of nanocrystallites with dimensions50A (Refs. 11 and sition takes place when the substrate temperature ris&s to
12). =520 K. The heat released in this transition causes the tem-
The spectrum of film No. 1 contains two sextets, whichperature to rise sharply, and the iron nitride decomposes at
can be identified with the phased-e and iron carbide €  T=720-750 K with precipitation of thexFe phase.
(Ref. 6. The formation of the second phase is caused by the At P=10 2torr only one quadrupole doublet is ob-
high carbon content of the films~(20at.%). Auger spec- served in the Mesbauer spectrum; it is interpreted as the
troscopy data show that this effect is quite typical of Fe,N or éFe,N phaset® Obviously, the nitrogen concentra-
3d-metal films prepared by PPB.The fraction of bound tion in the chamber is sufficient to produce a nitrogen-
carbon is<10at.% in this case. enriched FeN phase throughout the entire volume of the film
Two sextets are also observed for film No. 2. In additionand, at the same time, the resulting substrate temperature is
to e Fe, a phase also emerges with a magnetization similar tmwer than the temperature at which this compound decom-
that of FgC, but with a larger isomeric shift. According to poses.
published data, these parameters are typical of the compound
e carbonitride ore Fe; N (Ref. 9.
Unusual results are exhibited by the spectra of film No.

3: They do not contain nitride compounds. The phase com- 700
position of this sample repeats the composition of film No. 1
with the one exception that Fe is now predominant. 600

. . . cooling
To explain these data, we have investigated the substrate

temperature during film deposition. Our previous work with M 500
Ni—N films provided guidelines for setting up these experi- 3
ments. We observed that, when nickel is spray-deposited in a
nitrogen atmosphere at a pressure of 4@rr, the substrates

are strongly influenced by temperature to the point of
deformation** To analyze the substrate temperature dynam- 300
ics, we predeposited a Pd—Cu thin-film thermocouple on the 01 2 3 4 . 5 6 7 8
substrate during the PPD process. f, min

The_resylts are Shown_in Fig. 2. In the first few minUteSFlG. 2. Time dependence of the substrate temperature at various nitrogen
as the film is being deposited, the substrate temperature imtmosphere pressurgd) 10 ° torr; (2) 10~ torr; (3) 1072 torr.

400
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The paramagnetic-ferromagnetic phase transition and distinctive characteristics of relaxation of
the magnetization in a system of interacting single-domain ferromagnetic particles

distributed randomly in a nonmagnetic matrix are investigated in the mean-field approximation.
© 1999 American Institute of PhysidsS1063-783#9)02210-9

The currently intensive experimental and theoretical rezation!®~?2 However, the mean field has been introduced
search into systems of small ferromagnetic particles distribwithout the application of appropriate procedures for averag-
uted in a nonmagnetic solid matrix is motivated by theiring and establishing self-consistency, so that the results of
unique properties and encouraging prospects for practical aphese studies are merely qualitative.
plications. In the approximation of noninteracting particles In the present paper the mean-field approximation is
regarded as classical objects, the special attributes exhibitatsed to determine the conditions for the onset of ferromag-
by the magnetic properties of such systems as a result afetic order and to investigate the prominent features of mag-
thermal fluctuations of the magnetic moments of the particlesetization relaxation in a system of interacting single-domain
may be described using the approach developed by Blownparticles.

It is based on the kinetic equation for the directional distri-
bution function of the magnetic moment which, when the
thermal magnetic field is modeled by white noise, reduces td- MODEL AND BASIC EQUATIONS

the Fokker—Planck equation. In systems of particles having  \ye consider a system of spherical single-domain ferro-
uniaxial anisotropy this approach has been used, in particypagnetic particles of radiusrandomly distributed in a non-
lar, to investigate, relaxation of the magnetizatfofithe fre-  magnetic solid matrix. We model the distribution of the par-
quency dependence of the dynamic magnetic sUSCePliigies in the matrix on the assumption that, with probability
bility,™" ferromagnetic resonanée and stochastic reso- | their centers occupy sites of a simple tetragonal lattice
nan.cef?‘ll An aItemanve approach to.the description qf the having periodsd; (along thex andy axe$ andd, (along the
statistical dynamics of the magnetic moment of single-for-fold z axis). We also assume that the interaction of the
domain particles has been proposed in recent pé'fré?s, particles is of the magnetic-dipole type, the particles are
based on the so-called inverse Fokker—Planck equétio njaxial, their easy axes are perpendicular to xiyeplane,
providing a means for reducing the problem of thermally 54 the dynamics of the magnetic momemt m(t) of any

induced magnetic-moment reorientation to a problem wellpapticle is described by the stochastic Landau—Lifshitz equa-
known in the theory of stochastic processes: the arrival of ggp,

Markov process at a given levl. .

To account for the influence of long-range magnetic- m=—ymX(h+n)—(Ny/m)mxXmxh
dipole interaction on the properties of systems of single- B
domain particles poses a rather complex problem, for which (m(0)=e,m). @
there is no satisfactory solution at the present time, even iklere y(>0) is the gyromagnetic ratio\ is the dissipation
the mean-field approximation. For example, the role ofparameterm=|m|, h=—JW/dm is the effective magnetic
magnetic-dipole interaction has been investigated in applicafield acting on the magnetic moment,
tion to systems of single-domain particles in thermodynamic _ 2
equilibrium® The main result of this work is a proof of the W= (Hal2m)(m-e,)"~m-H(1) @
existence of long-range ferromagnetic order in the distribuis the magnetic energy of the particle in the mean-field ap-
tion of the particle magnetic moments. However, the approximation, H, is the magnetic anisotropy field,
proximations used in Ref. 16 yield results that conflict with H(t) =H(t)e, is the mean dipole magnetic field at the site
the general results of Luttinger and TisZaAccording to  occupied by the particle, is the unit vector along theaxis,
Ref. 17 and published numerical residftsn particular, the andn=n(t) is the Gaussiamd-correlated thermal magnetic
existence or nonexistence of ferromagnetic ordering in théield, which is given by the relations
lattice of magnetic dipoles depends on the type of lattice,
whereas no such dependence follows from the results of Ref. (D=0, No(Ong(t+7)=(2NKT/ym) 8ep8(7),  (3)
16. The mean-field approximation has also been used in devherek is Boltzmann’s constanf is the absolute tempera-
scribing phenomena resulting from the influence ofture,d,z is the Kronecker deltaj() is a delta function, and
magnetic-dipole interaction on the relaxation of the magnetithe overbar signifies averaging over the realizations.of

1063-7834/99/41(10)/6/$15.00 1672 © 1999 American Institute of Physics
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Taking Egs.(2) and (3) into account, we can associate S(E)
the stochastic equation(1) interpreted according to
Stratonovicl?® with the Fokker—Planck equation

P 1 . o, P 2r
3 t 270 [a(sin 20+ 2b(t)sin ) —cosO|P+ — 70
4 Wk
[t,=2\yH,, a=H,m/2kT, b(t)=H(t)/H,] for the den-
sity functionP=P(6,t) of the probability that the vectan 1 2 £
will have the polar angl# (0= 6#<) at timet. As usual, 0 !

the solution of this equation must satisfy the normalization \
condition and the initial condition, which in the given situa-
tion has the formP(6,0)=&6(6). We are interested in the

magnetizatiorM (t), which is expressed in terms of the prob- fiG. 1. Graph of the functios(£)>0.
ability density functionP as follows:

M(t)=nmz(t)anf”cosep(e,t)dG, (5) 2622~ 22
0 S(f)— 8 n iy (nl+ n2 +&2n 2)5/2

9
wheren=p/d?d, is the particle number density.
Placing the origin at the site occupied by a designatedé=d2/d;), for the mean dipole magnetic field we obtain

particle and enumerating all others with the indewe can _ A3

write the mean dipole magnetic fieldi(t) produced by these H(U=8pS(HHm,(1)/d;. (10

particles at the center of the designated particle in the formA characteristic feature of the functid®(¢), which deter-
mines the existence or nonexistence of ferromagnetic order

Ht) = E 3ri22—|ri|2 " © in systems of single-domain particles, is its change of sign:
(H= T 2(t) S(&) for £<1, andS(¢)<0 for £>1 (Fig. 1). SinceH(t)

=8&S(&)M(t), we can state priori that ferromagnetic order-

Herer; is the radius vector of thigh particle, and the angular ing is possible in such systems only f@<1. A two-

brackets signify averaging over all possible spatial allocadimensional particle distribution corresponds to the condi-

tions (permutations of the particles among the lattice sites. tion ¢—o [S()~—1.129, so that ferromagnetic order

In Eq. (6) we average over the admissible particle permuadoes not exist in this case.

tions. To do so, we segregate a region of volushe the

matrix containings lattice sites, of whiclN(=<S) are occu-

pied by particles, and then find the probability for each per-

muation. Inasmuch as the total number of permuation of We now find a steady-state solutiéy(6) of Eq.(4) and

distinct particles amon¢ sites is given by the relatioR  the corresponding magnetization of the system of single-

=S!/(S—N)!, the required probability is equal toR/Con-  domain particles. Assuming that the probability flux is zero

sequently, by enumerating the particle permuations by that the endpoints of the interval ¢©), we obtain

index o and denoting the radius vectors of the particles in

2. PARAMAGNETIC-FERROMAGNETIC TRANSITION

- < B .
these permuations hy, , we can rewrite Eq(6) in the form Py(6)=C"*(a,2ab(x))e(*s #720(x)c0shsing, (11)
2 | |2 where
H(t)= lim —2 2 foz” [T m, ,(t). 7 1
v RS S e s C(a,2ab(»))= f a0+ 2b(=)) gy (12)

In Eq. (7) we change from summation over andr, to
summation over the radius vectors of the lattice sites
=d;(n,16+nyg) +dynse, (Ng, Ny, andng are integers, not
simultaneously equal to zexdt is evident at once that each
site is occupied by particles iR;=(N/S)R permuations. m
Consequently, denoting the components of the particle M(oo)=nmf0 cosoP(6)do
magnetic moments at the sitey m{’(t), where the index

We define the order parameter of the investigated system of
single-domain particles gs= M (e)/nm. Then, making use
of the relation

assumes values from 1 ®;, from Eq.(7) we obtain and Eqs(11) and(12), we obtain the following equation for
W
H(t)= lim 1 > LMZ( § (l)(t)) (8) 1 2e? 3T, 3Ty,
vee RT O rp = K=o WSW{ T M| T M (13

Finally, bearing in mind that the expression in parentheses iwhere To=8pn?S(&)/3kds.
Eq. (8) is equal toR;m,(t), taking into account the relation An analysis shows that, f@gi>1 (whenT,<0), Eq.(13)
limy_,.R{/R=p, and defining the function has a unique solution at any temperatuge=0. Conse-
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guently, long-range order does not occur in this case, includ- 1.0
ing a two-dimensional particle distribution. The absence of
long-range order in the case=1, which corresponds to a
simple cubic lattice, agrees with the results of Luttinger and
Tiszal’

A nonzero solution of Eq(13) can exist only foré<1.
As in the ~case of the Langevin equation
p= cotanh (Fou/T)—T/(3Tou), to which Eg. (13) re-
duces in the limitH ,— 0, it exists if the tangent to the graph
of the function defined by the right-hand side of E§3) is
greater than unity ag.—0. It is readily verified that this 0.0 .
condition is satisfied |f.T<Tcr, where_ .Tcr is the 0.0 0.2 0.4 0.6
paramagnetic-ferromagnetic phase transition temperature, TITc
which is determined by solving the equatidin=3T,f(a)
f(a)=[2expa/C(a,0)—1]/2a for T. We note thatf(a), m, FIG. 2. Graphs of the order para_meteras a )‘unction qf the normalize_d
and henceTyi(a) are decreasing functions G, where [STRSI e o 8 yser o snoe s, o aries, e
Tof(a)=0 for T=T¢ (Tc is the Curie temperature of the | Z3.3) =35
particle materigl This means that the equation
T=3Tyf(a) has a unique solution, which always satisfies

the condition T,<Tc. Inasmuch asm=m(T) and magnetic-dipole particle interactions. In fact, all particles
a=a(T), the equation is analytically solvable only in certain surrounding the designated particle can be divided condition-
limiting cases. In particular, ifn(T¢)~m(0) (this condition  ally into two groups according to whether the condition
holds for values off ¢, not too close tdT¢), then, using the  3r2 —|r;|2>0 or the condition 85— |r;|><0 is satisfied for
expansionsf(a) =1/3+4a/45 (a<1) and f(a)=1-1/a  them. According to Eq(6), particles of the first group pro-
(a>1), we find duce at the designated particle site a mean dipole magnetic
. field parallel to the magnetization, while particles of the sec-
o= To(1+4a(To)/15),  a(To)<1, (14 ond group produce an antiparallel field. It is obvious that
3To(1-1/a(3Ty)), a(3Ty)>1. ferromagnetic order corresponds to the case in which the

As the radius of the particles increases, the transition temgontribution to the total dipole field from particles of the first

eratureT... rapidlv aporoaches their Curie poiiit.. For  9"OUP prevails_over the contribution_frpm par_ticle_s of the
Example, for apsygten?%f single-domain Co pgrticﬁlkes, characecond group; it follows fronf9) that this is the situation for
terized by the parametelig.= 1400, M =1400G (Mq is the <1

saturation magnetization H,=6400, p=1, ¢£=0.5, and Experim_ental eviden(_:e for_ .the_ existence OT a
d,=3r, from the lower equatioil4) [whose use is justified paramagnetic-ferromagnetic transition in systems of single-

by the fact that(3To)~5 in the given situatiohwe obtain domain particles has been obtained in several recent studies.
— ; For example, ferromagnetic ordering has been observed in a
T~2.18x10 2r3 ([r]= A). Hence it follows thafT,, can decom ospin CaMin %l 2t ar?d - Fe powderd
differ significantly from T only if r<40; for particles of posing 9ftar T . po )
larger radiusT,~Tc. However, the fundamental issue of the interaction respon-
In the vic(i:;lity of the pointT=T, the behavior of a sible for ferromagnetic order is left open in these papers. We
cr

number of the thermodynamic parameters of the system J?ave considered it advisable therefore to formulate a number

single-domain particles exhibits anomalies which, in accor-Of conditions that must be satisfied by systems of single-

dance with the given approximation, are typical of the mean-dom"flin pa_rticl_es to facilitate the experimental obs_ervation
field theory. In particular, the magnetic susceptibility e}nd .|nvest|ga.1t|on of the paramggngtlc—ferromagpetlc trgnsr
v=limy_odM/3H (H is a static magnetic field directed tlgn induced in them py magnetic-dipole particle mtgracﬂon.
along thez axis) is given by the following expressions for First, to exclude the influence of the phase transition at the

0.5

g, rel. units

. Curie temperature on the behavior of the phase transition at
m(T¢)~m(0) anda(3Ty)>1:
(Te) ~m(0) (3To) T=T,, the temperature¥,, and T must be sufficiently far
T16ES(E)(1-TITy), T<Tg, apart. This requires that the particle radius not exceed a cer-
X7 1ses O(TITy—1), T>Ty, (15  tain critical value, which can be estimated from Ety) and

the conditionT,=Tc. Second, sincd . depends strongly

and the magnetizatioM () has a square root asymptotic on the particle size, the distribution of their radii must have a
behavior: M()~(T,—T)Y2 As an illustration, Fig. 2 small variance. The third and final condition is that the mean
shows temperature dependences of the order parameter fdistance between the particles in the plane perpendicular to
the above-analyzed system of single-domain Co partfeles the easy magnetization axis must be larger than the mean
T=0 the spontaneous magnetization of this system iglistance between the particles in the direction of the easy
nm(0)~54G]. axis. Obviously, this condition can be met in certain situa-

We note that the physical cause for the existeffoe ¢  tions by “preconditioning” the system in the presence of a
<1) or nonexistencéfor £&=1) of ferromagnetic order in sufficiently strong H,) static magnetic field directed
the system of single-domain particles is the competition ofalong the easy axis.
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3. RELAXATION OF THE MAGNETIZATION @all=2b(1)]

n.(t)= '
We now consider the distinctive characteristics of the 2a[1xb(1)]
process of magnetization relaxation in the system of single-

domain particles, assuming tha¢1—|b(t)[)>>1 and|b(t) fﬁom L ﬁ( jep(ﬁ t)d{})dg
<1]. Since, according t¢4), a quasi-equilibrium distribution o V(6,1) atl Jo '

of the magnetic moments is established in times of the order 1 ab2(t)

of t,a, Kramers method may be used to investigate the =p.(t)= \/Ee_
evolution of the magnetization &tt,a. In accordance with 2 Vag—p4t)’

this method we seek a solution of B¢) in the form ) )
from (21) we obtain an equation fqu, (t):

p+(t) p(t))
(1) T ()

where the quantities, (t) and7_(t), defined by the relation

p(t)/n, (1), 0=<6O<Hy(t),

D00V 16 .
(6.0 (at)[p(t)/n(t), bo(y<o=m, O p()=-

(22

where

™

0o(t)
p.(t)= J TR0, po(t)= f P(6,)d0,
0 Bo(t) n tVmla
T+ =

17 S 20— b)) (1 b(t))
are the probabilities that the polar angle of the veatawill h he sianif tth i . ¢ th
belong to the interval (Q(t)) or (fo(t), ), respectively, ave the significance of the mean Le5| ence times 3 the
0p(t)=arccog—b(t)) is the angle corresponding to the magnetic . moment n sta_tes wit 06(0’9.0.(t)) and
maximum  of the energy W=—(1/2)H,mcog0 0 e (6y(t),7), respectively. Since the probability of transi-

_ . tion of the magnetic moment from the first to the second
H(hmcosé, V(6.1) = sin fexpla(cos b+ 2b(t)cosf)), and state is negligible in times of the order ofa, the initial
m condition for Eq.(22) is p,(0)=1.
t)V(a’t)da' According to Eq.(5), for a(1—|b(t)|)?>>1 the magneti-
(18)  zation of a system of single-domain particles can be written

, o in the form M (t) = nmgu(t), where it follows from Eq(22)
Inasmuch as the mean dipole magnetic field can be expressgel, o functionu (t)=2p. (t)— 1 satisfies the equation
in terms of the probabilitieg, (t) and p_(t) for a(l

eall= b(t))z, (23)

Bo(t)
n+(t):fo V(6,t)dé, n_(t):j

to

—|b(t)])?>1: ()= — (t)( 1 . 1 )_ 1 . 24
H(t)=8nmES(&)[p. (H—p_ (D], ag T R 0] o

and p_(t)=1—p.(t), the only unknown in Eq(16) is Inasmuch asr.(t) and 7_(t) depend on the time only

p.(1). through the normalized magnetizatiqi(t), Eqg. (24) is an

To find the equation satisfied by the probabilfiy (t),  equation of the formu(t) = — F(u(t)) with
we first invoke the relation

V(6,1) _ , F(M(t)):M(t)(
20 +[a(sin 26+ 2b(t)sin§) —cosH]V(6,t)=0

L1 )+ 11
() (1)) 7)) T ()]

which can be solved, subject to the initial condition

and then use it to transform E@) as follows: ©(0)=1, by solving the algebraic equation

POt 1 9 J P(6,t)
. taae %Y avien (20 fl ax (25)
’ wyF(X)
Next, having obtained froni20) the equation
for w(t).
f"o(‘) 1 j( fBP(ﬁ t)dﬁ)de Using Eq.(25), we find the asymptotic forms of the so-
o V(o)1) at\ Jo ' lution of Eq. (24) in the limitst—0 andt—oe. In the first

case we haveu(t)—1, so that by replacind-(x) with

_ 1 [%® [P(,1) 40 21) F(1)=2/7,(0) in (25) and denoting8=8£S(&)nm/H, we
ta o d90\V(6,1) ' obtain u(t)=1—t/7y, where
substitute(16) into it, and evaluate the integrals involved in t Jala
Eq. (21). Bearing in mind that To=r2—ea(”'8)2 (26)
4(1-B°)(1+p)
a (PO,  [ps() p_(t) _ . i _—
30\ven)” o no (60— 0o(1)) is the relaxation time of the initial magnetization.

To find a solution of Eq(24) in the second case, we set
and that the following asymptotj@(1—|b(t)[)?—«] equa-  u(t)=m+ uq(t) [w=pu(*), lim_ .u,(t)=0] and rewrite
tions are valid: Eq. (25 in the form
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1—p—pq (1) dy the integral ovey is from a small neighborhood of its lower
Jo Flut (DY) t. 27 limit of mtc?gratlon. Accordingly, -replacingF (u+ uq(t)
+vy) with F'(x)(u1(t) +y) (the prime denotes differentia-
Next, we make use of the fact that the order paramgter tion with respect tou), from Eq. (27) we obtainu(t) = u«
obeys the equatiof (1) =0 [as must be the case, because+cexp(—t/z,), where the relaxation time of the magnetiza-
for a(1—|b(t)])>>1 Eq. (13 reduces to the equation tion at long times, defined as,=1/F'(u), is given by the
F(u)=0], so that in the limit—c the main contribution to expression

T (1_M)ea(1+5ﬂ)2
Too:tt\/: 2 2 2 2 2 2\1° (28)
Q41+ Bu)[1+B(1—p%)— B p —2aB(1—Bp ) (1— )]

As for the parametee, the Padeapproximant® of the func-  of Co particles of radius=35A discussed in the preceding
tion w(t): section, for T/T;=0.2 we obtaina=~20.8, 8~0.1, and
7ol T~ T73.
(29) Note that it is entirely realistic for the paramet@rto
have values of the order of unity, and the ratj 7,, can be
which matches the asymptotic forms pft) in the limits ~ Very large therefore. For example, if Co particles are re-
t—0 andt—, gives the approximatgby virtue of the ap-  placed by Fe particles in the shape of ellipsoids of revolution
proximate character of29)] value of the parameter (1 Wwith Ms=1740 andH,=1550(hereH, is the uniaxial geo-
—u)?7y/7.,. We also note that in cases whege-1 or  metrical anisotropy field, which corresponds to the 1.2 ratio
T>T, (for £<1) the order parameter is equal to zero, andof the polar semiaxis of the ellipsoid to the equatorial

(1— )10/ 70
exp(t/7.)+(1—p) 7o/ 7, — 1’

m(t)=p+

Eq. (29) is greatly simplified: semiaxig’), thenB~0.51 andry/7,~0.9exp(1.3). The re-
. cent experimental observatit® of a huge excess of,
.=t \/Ee—. over 7, is ample corroboration of the magnetization relax-
a 4(1+p-2ap) ation theory developed here.
Becauser, is an exponential function of, for suffi- We conclude the investigation with a discussion of the

ciently large values of the parameterthe conditionts 7, main approximations used in the work and the possible con-
underlying the derivation of Eq28) can become experimen- Sequences of their omission. The most significant approxi-
ta||y unattainable. In this event, the quantity of primary in- mation, of course, is the assumption that the directions of the
terest for the experimental verification of the results is theparticle magnetic moments are uncorrelated, which has per-
relaxation time of the initial magnetization. We first ascertainmitted us to reduce the original multifrequency problem to
how magnetic-dipole particle interaction influenegsSince  single-frequency status. One possible consequence of taking
the parameter characterizing this interactionBisanda(l  such correlations into account could be, for example, slow-
—|B)?>>1, it follows from Eq.(26) that wheng>0 (i.e., ing of the magnetization relaxation rate at long times. In-
when ¢<1), an increase irB causesr, to increase, and deed, correlation of the directions of the particle magnetic
whenB<0 (¢£>1), an increase if3| causesr, to decrease. moments due to their magnetic-dipole interaction should be
This behavior ofry as a function ofs is easily explained: In manifested in a tendency toward ferromagnetic order in a
the ﬁfsdt_ Calse the ma'lg?'etliozlatiorr: relaxesdi_n the preser:lce of@ndom particle with the magnetic moments of particles in
mean dipole magnetic field in the same direction as the ma i : iti 2
netization, whereas in the second case the mean field and tqhhérr,rzritogr;:; :[Oazng;gtr?éi?agzezir;eorcdo(;d\:\tlzttar??sga m?;rgliwetic
magnetization are in opposite directions. Defining the relax ' ’
ation time of the magnetization of a system of noninteractin
particles asr,=t,(7/16a)"%expa, on the basis of Eq(26)
we obtain

moments of particles in the second group, characterized by
%he condition 32— |r;|2<0. This means that the absolute
value of the mean magnetic field exerted on the designated
particle by particles of the firdsecond group fort> 7, will
7o eaB(2+B) be greater thatbe less than or equal)tthe absolute value of
—= . (30)  this field corresponding to the mean-field approximation.
™ (1=B9(1+H) Thus, allowance for correlation of the directions of the mag-
According to Eq. (30), when a(1—|B|)?>1, we have netic moments of single-domain particles should cause the
ol 7>1 for >0 andry/r,<1 for B<O0. algebraic value of the resultant mean field to increase and, as
Consequently, magnetic-dipole interaction of the par-a result, the relaxation rate of the magnetization to decrease
ticles causes the relaxation time of the initial magnetizatiorfor all £#1.
to decrease fo£>1 and to increase fof<1 relative to the The assumption that the system of single-domain par-
case of noninteracting particles. In particular, for the systenticles is unbounded also imposes a restriction on the appli-
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The degree of compositional ord8rof crystals of the complete series of solid solutions
(1—Xx)PbSg sNby £05-XPbSg sTay 05 grown under identical conditions is determined by

x-ray examination. The form of the dependerfsix) and the variations ofs for different
compositions, after high-temperature annealing, indicate that the concentration dependence

of the compositional order—disorder phase-transition temperature is close to linear in the given
system of solid solutions. €999 American Institute of Physid$1063-783¢09)02310-2

In certain ternary oxides of the perovskite family char- (1160-1050°C), and the same cooling rate of the melt
acterized by the formula PBBB;50; (B**=Sc, In, Yb,  (5.5°/h). The composition of the crystals was determined by
Lu, Er, Tm; B* =Nb, Ta, Sb, phase transitions of the com- means of a Camebax-Micro combination scanning micro-
positional order-disorder type in the high-temperature rangecope and microanalyzer within 2% error limits. The average
(T;=1000-1500°C) are observed in addition to ferroelec-value of S was determined by x-ray examinations of the
tric phase transitions.* Above T, the ions of trivalent and powdered crystals. The methods of investigation are de-
pentavalent elements are randomly distributed among inscribed in detail in Ref. 9.
traoctahedron lattice sites, whereas below this temperature An expression fofl; has been derived previousfyfrom
the equilibrium state is an ordered stdtmmpositional or a simple thermodynamic model in application to solid solu-
crystallochemical ordér Since the degree of compositional tions of compositionally ordered ternary perovskites. Ac-
order S varies by a diffusion mechanism, the high- cording to this expression, the functidi(x) must have a
temperature state can be “frozen” by rapid postanneamaximum:
cooling of the sample. This treatment induces a strong de-
pendence of the properties of compositionally ordered oxides Tio(1—X)+ Tygx
on the preparation conditions, first and foremost on the ratio  Tw=—"_, . -
betweenT,; and the anneal temperature of a ceramic or
the growth temperature of a crystaf At the present time
the values ofT, have been determined for five ternary
perovskites: PbBiNb3tO; (B®"=Sc, In, Yb, Lu and
PbSg sTa, 505 (Refs. 1 and % On the other hand, although
compositional order effects have been observed in sever

solid solutions of ternary perovskité$;2data on the concen- value ofT. for PST. The maximum value df is attained for
tration dependence df, for such solid solutions are lacking. x=05 antd is equa.l to 1900 °Eig. 13. We rtlave previously
The objective of.th|s study is to obtam. data on theestablishe?i6 that PSN and PST crystals grow with disorder
form of Ty(x) in the system of solid §0Iutlons (even at temperatures beldWw, where the disordered state is
PbSE sNDo.s03—PbSgsTas05 (PSN-PST, for which the 5 honequilibrium state and then the degree of ordrbe-
vall_Jes of T, have been established for the extreme concengins to change by diffusion, tending to the equilibrium value
trations of the components: 1210°C for PSN and 14505 at the crystallization temperature. For this crystal, there-
—1500°C for PST(Ref. 1. In contrast with previous studies fore, Sdepends on the ratig 7, wheret is the crystallization

of compositionally ordered solid solutions, which have beenjme, andr is the time required to reach by diffusion the
confined strictly to ceramic samplés;"®the present inves- equilibrium values, at the crystallization temperatuf,, .
tigation has been carried out on crystals, because the relghe timer, in turn, depends off,,, andS, depends on the
tionship between the quantiyand the preparation or heat- ratio T,/T,. It is evident from Fig. 2 that the average values
treatment conditions in crystals is much more clearly definedf Sfor PST crystals grown in different temperature intervals

@

x2—x+1

HereT,, andT,; are the values of; for the extreme com-
ponents of the solid solution&orresponding toc=0 and
x=1). Estimates using Ed1) have shown that in the sys-
t?m of PSN-PST solid solutions, asincreases,T; rises
%bruptly and for compositions witkk>0.15 exceeds the

than in ceramics®?® agrees quite well with the dependence of the equilibrium
Crystals of the complete series of solid solutionsvalueS, on T, /T; as calculated by the Kirkwood methdd.
PbSg 5(Nb; _,Ta)o 05 were grown by bulk crystallization According to the above-described concepts of the

from the fluxed melt using a unified lead borate solventgrowth mechanism of PSN and PST crystals, if the depen-
(PbO-0.26B0s), a single crystallization temperature range denceT,(x) in the system PSN-PST is described by Eq,

1063-7834/99/41(10)/3/$15.00 1678 © 1999 American Institute of Physics
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from O to 0.15, but then in the interval 0.20—0.35 it increases
from 0.5 to 0.8, and finally it increases more gradually with
X to S=0.97 atx=1 (Fig. 1b. On the other hand, if we
assume that; varies linearly withx in the system PSN-PST,
the experimental values @ for crystals of the solid solu-
tions are in good agreement with the calculated dependence
of the equilibrium valueS, on T /T, (Fig. 2. The best
agreement of the experimental data with the calculated de-
pendenceS(T.,/T,) is attained if T, is interpreted as the
upper end of the crystallization temperature range for com-
positions with smalk and as the lower end of that range for
compositions withx>0.4. This fact can be explained on the
assumption that the rate of ordering at the crystallization
temperature of compositions having a high PST content is
substantially higher than those close to pure PSN. This dif-
ference is more likely associated with the considerable dif-
ference in the values of, for PSN and PST.

To further verify the form ofT,(x), we have annealed
tablets pressed from powdered crystals of the solid solutions
with different concentration indices at T,=1310°C. This
temperature is higher than the valueTqffor compositions
with x<<0.3 if T, depends linearly or. If T,(x) has the form
of a curve with a maximum in accordance with Ref. IQ,s
much lower than the value of; for the majority of the
investigation solid solution compositiond=ig. 18. The
samples were annealed in a hermetically sealed alundum cru-
cible packed with PST powder. The crucible was heated to-
gether with the oven td@,, was held at this temperature for
1.5h, and was then quenched to room temperature. X-ray
examinations showed that annealing lowered the average

the average values @& for crystals of solid solutions with Value ofSfor all the compositions, and for the composition

x>0.15 in the crystallization temperature range used her#ith Xx=0.2 the superlattice lines associated with order van-
must be no lower than for PST, and only 0+ 0.1 canSbe
expected to decrease &ss decreasedFig. 19. Thus, the
average value o8 remains less than 0.1 asis increased because in this cask, is higher than the value df; for the

ished. This result can be regarded as direct proof Thiat)
is close to linear in the system of PSN-PST solid solutions,

L - 15 4
1 3
™~ P—__I
e 5
= 2
0.8 1
\\\\ FIG. 2. Temperature dependence of the equili-
S~ 4 brium values S, of the degree of composi-
N | tional order, calculated by the Kirkwood mettiod
0.6} 1 \\\ 3 (dashed ling  The horizontal segments
3 \ B 1-5 correspond to the crystallization temperature
“ \\ ranges of crystals of solid solutions
\ (1—x)PbSg sNby s0;—xPbSg sTa, 053 (assuming
04+ \ thatT, depends linearly o). The points represent
\' m the average values of the degree of compositional
\\ orderSof tablets pressed from powdered crystals of
\ the solid solutions with different values af after
o2l ‘\ annealing at T,=1310°C: (1) x=0.20; (2)
\ x=0.34; (3) x=0.58; (4) x=0.75; (5) x=1.00.
\
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The evolution of the domain structure in LiING@vith polarization switching in an electric field

is investigated experimentally. Special attention is given to the formation processes of a

regular domain applicable to nonlinear optical devices. A new method based on the spontaneous
backswitching effect is proposed for creating a regular structure with a period @fr.6

in LINbO3 with a thickness of 0.5 mm. €1999 American Institute of Physics.
[S1063-783809)02410-1

The formation of a periodic domain structure having mi- 1. EXPERIMENTAL

cron periods in ferroelectric materials, which are useful in The investigated samples were monodomain LiNbO
applications, poses a problem whose solution is particularlyy afers of thickness 0.5 mm cut perpendicularly to the polar
crucial in order to establish synchronism conditions in non-axjs from congruent-grown, optical-quality single crystals.
linear optical device$.Second harmonic generation in the periodic metal stripe electrodedliCr) oriented along the
visible and ultraviolet(UV) ranges require regular domain [1010] direction were photolithographically deposited on the
structures with a period less thanun in substrates having (0001) polar plane. To prevent the domains from growing

a thickness of at least 0.5 mm. The feasibility of creating aeyond the limits of the electrodes, the electrode-implanted
regular domain structure in bulk LiNbOplaced in an elec- surface was coated with a thin insulator lay€ig. 13. The

tric field at room temperature was first demonstrated involtage pulses used to generate an above-threshold electric
19932 This technique has grown in popularity by virtue of field (21.5 kv/mm in the bulk of the samples were applied

its reproducibility and applicability to other nonlinear optical by means of a clamp holdé¢Fig. 13 through a liquid elec-
crystals. Several papers have reported applications of thigolyte (LiCl solution).”® Switching was performed at room
technique to create a domain structure with a period of Feémperature. The current and voltage pulses were recorded as
—4 um in substrates of thickness 20B00.m in LINbO, the domain structure took shape. The parameters of the do-

(Ref. 2, LiTaO, (Refs. 3 and % and KTIOPQ (KTP) (Ref main structure could be controlled by varying the shape and
5) with the capability of generating blue and UV light. In duration of the voltage pulse and t'he current amplrg(.ﬁigs.
. o . - 1b and 1¢. To analyze the domain structure obtained after
thicker substrates, however, it is impossible to obtain struc- _ .. oo
artial or complete switching, the polar planes and cross sec-

tures capable of satisfying the quasi-phase synchronism COlﬁbns were etched for 5-10 min in hydrofluoric acid at room

dition for this spectral range. It is essential to note that thelemperature. The surface relief was observed by the optical
domain kinetics in LINb@ has been investigated only for 4,4 scanning electron microscopes. The preparation of tilted
very slow switchings, even though it is obvious that a sys- thin sections significantly improved the spatial resolution for
tematic investigation of the stages of evolution of the domairexamination of the domain structure in the bulk. Detailed
structure in the presence of switching with characteristianformation on the evolution of the domains during switch-
times less than one second has particularly important bearingg was obtained by comparing the domain images formed
on the refinement of existing methods. after different lengths of the switching pulses.

Here we report a detailed investigation of the creation
and pinning of a domain structure in bulk LINg®amples in 2. EVOLUTION STAGES OF THE DOMAIN STRUCTURE

the presence_of an e_lectric field appligd to p_eriodi_c stripe An analysis of the domain configurations obtained after
electrodes. Visualization of the domain configurations by, ria| switchings has revealed several distinct stages in the
chemical etching and subsequent examination of the relief, oiution of the domairfs(Fig. 2). The switching process
with an optical microscope and a scanning electron miCropegins with “nucleation”(the inception of new domainsn
scope(SEM) have been used to analyze the evolution stagege (0001 polar surface along the edges of the electrodes
of the domain structure. Special attention has been devotegtig. 23 when the field attains a threshold lev®The sec-

to studying the domain structure kinetics in the presence obnd stage is characterized by growth of the domains in the
spontaneous backswitching after the field is turned off. polar and sidewise directions and their coalescence under the

1063-7834/99/41(10)/7/$15.00 1681 © 1999 American Institute of Physics
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3. BASIC APPROACH

Our approach to analyzing the domain structure evolu-
tion in ferroelectrics is based on the assumption that screen-
ing effects play key rolé*'® Switching from the single-
domain state is known to be induced by the formation and
growth of domains of opposite sign. The rates of formation
and growth of the domains are governed by the polar com-
ponent of the local electric fiellt, (Refs. 10 and 1pat the
nucleation sites and at the domain boundaries, respectively.
The spatial distribution of the local field,(r,t) is deter-
mined by the sum of the-components of fields of various

0 i 1 . origins: 1) the external fieldE.,(r) produced by the voltage
T T applied to the electrodes) he depolarizing fieldE 4o {1, t)
t, ms t, ms produced by bound charges of the instantaneous domain con-

figuration; 3 two types of screening fields, which compen-
FIG. 1. a Electrode configuration for the creation of a periodic domain gate the depolarizing field: one exteri&le(r,t), induced

structure:1) LiNbO5; wafer; 2) liquid electrolyte;3) insulator layer;4) pe- by charge redistribution on the electrodes. and the other in-
riodic stripe electrodess) annular spacers;)Shape of the switching volt- !

age pulse in the conventional methodipulse shape with backswitching. ~ t€rnal _ EpscT,1), generated by various  bulk
mechanism$§16:1*

Ez(rrt):Ee%(r)_[Ede[(rat)_ Eesc 1) = Epsc(r, )]
electrodeqFig. 2b. Upon completion of this stage, laminar (1)
domains are formed all the way across the san(igig. 2.

In the third stage the planar boundaries of the newly formeJhe depolarizing field slows domain growth, but its influence

domains move beyond the limits of the electrodig. 20. IS diminishgd by the scregning effects. As a rule, the external
After a rapid decrease in the switching field the switch-SCréening time constant is much shorter than the bulk con-
ing process stops and, depending on the pulse duration, tm%a_mt and is gove_rned by the parameters 9f t_h_e external cir-
scenarios of domain evolution are possible: stabilization of Uit Bulk screening processes are very S|gn|f|cant, _because
the newly formed domain structure or partial switching of even_a_fter t_he cessation of external screening a res'd“"?" de-
the domains back to the original stageverse poling or polarizing field E4(r) (of the same order as the coercive

“hackswitching”).”*2~2%In backswitching the boundaries of field) still exists in the bulk, owing to the presence of a

- B - l
the switched domains move toward the electrodes; in addi:gurface dielectric gap in ferroelectriés®

tion, chains of wedge-shaped domains form along the edges
of the electrodegFig. 2. Ealr) =Egedr) — EesckI) ~0. @

For an infinite, monodomain ferroelectric capacitor we have

Ed,(r)=2L/d(PS/8|_80), (3)

wherelL is the thickness of the dielectric gagjs the thick-
ness of the samplé?s is the spontaneous polarization, and
g is the dielectric permittivity of the gap.

The residual depolarizing field can be screened as a re-
sult of charge redistribution in the bulk and the orientation of
charged dipole defect§:!” These processes are compara-
tively slow (r~10 1—10°s) (Ref. 10, so that the usually
observed bulk screening delay produces various memory
phenomena® For example, the initial domain state can be
partially or completely reconstructed after a sufficiently rapid
reduction of the external fieléspontaneous backswitching
This process is induced by the partially screened residual
depolarizing field:

Epdr,t)=—[Egdr) —Epsc(r,t)]. (4)

We have shown previously that the backswitching effect can
FIG. 2. Main stages of domain evolution in the switching of a monodomaint.)e used to create periodic domain structures having excep-
wafer with stripe electrodes af®001). tionally short per|0d§.
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figuration on the polar plane has revealed the existence of
FIG. 3. 3 Formation of nucleation centers near the edges of the electrode§hains of nanodomaingig. 43. These domains typically
(in backswitching; b) theoretically calculated spatial distribution of the po- have diameters of 50-100nm at a linear density up to
lar field componentE,(x) at various distances from the surfade (in 10 mm~t. We assume that the usua”y observed Wedge do-
fraction of the electrode perigdl) 0.01;2) 0.1; 3) 0.6; ¢ histogram of the . f d It of th wth of th
distances between neighboring wedge domains and its approximation by mains _are O_rm_e as aresutt o e_ gro 0 €se nan-
Gaussian curve. odomains. It is important to note that isolated needle-shaped
microdomains of unknown origin with diameters less than
1 u have been observed some time ago in LiNKRef. 19.
An analysis of the domain configurations in the first
_ _ stage of backswitching shows that a correlation is observed
4.1. Formation of domains on the surface in the spatial distribution of the wedge domaifi&g. 30.

The density of nucleation centers is Customar"y assumea-his characteristic can be identified with a decrease in the
to be an important parameter, limiting the spatial frequencyocal field near a newly formed wedge domafiThe modi-
of periodic domain Structuré_:’]:z It has been established ex- fication of the Spatial distribution of the electric field sup-
perimentally that the average density of nucleation centers iRresses the growth of neighboring nucleation centers. This
LiNbO5 depends weakly on the electrode matelfdf Our ~ phenomenon imparts a quasi-regularity to the growing
experiments have shown that the density of newly formedwedge domains, and the number of such domains is consid-
isolated wedge domains exhibits strong spatial inhomogenerably smaller than the number of nanodomains.
ity: Far from the edges of the electrodes it does not exceed _
1000 mnT 2 (Ref. 8, but along the edges of the electrodes4'2' Growth and coalescence of wedge domains under the
the linear density of newly formed domains attains 11009|ect'r°Oles
mm~* (Fig. 33.° The newly formed wedge domains continue to grow as a
This behavior can be attributed to the singular spatiakesult of the motion of the domain boundaries in the forward
distribution of the polar component of the local fidéld near  (polan and sidewise directions. An analysis of the static do-
the surface at the edges of the electrodes. It should be notedain configurations observed on tilted thin sections has
that spatial inhomogeneity of the fiel,(x) exists only near shown that the rate of forward growth in LiNbO; is ap-
the surface, and its amplitude decays rapidly with increasingroximately 100 times the rate of sidewise motion The
depth. The field is essentially homogeneous to a depth of theelocity ratio dictates the observed vertex angles of the
order of the electrode periodFig. 3b. Spatially inhomoge- wedge domains, which are less than one degree.
neous nucleation is attributable therefore to the inhomogene- In the case of simultaneous growth of a system of
ity of the field in a thin surface layer, and the growth of the wedges, the local fielt,(r,t) at the vertex of a given wedge
domains in the bulk takes place in a homogeneous field. depends on the distances to its neighbors. Consequently, if a
Our detailed investigations of the initial stage of sponta-neighbor lingers or stops altogeth&s a result of being
neous backswitching with SEM imaging of the domain con-slowed down by defectsthe local field near the vertex of

4. DETAILS OF DOMAIN STRUCTURE EVOLUTION
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FIG. 5. Hexagonal domains in LiNbOa) domain configuration; Jdiagram

of laminar domain growth. The light arrows indicate the direction of motion

of the steps, and the heavy arrows indicate the direction of motion of the
domain boundaries. b

the moving wedge changes, causing the direction of growth
to deviate. This phenomenon should create a difference be-
tween the domain configurations on different polar surfaces,
as is indeed often observed in experiment.

An analysis of the domain configurations in the first
stage of backswitching has shown that the growing domains
in LINbO5 usually have a hexagonal shageg. 53. To
explain the growth of domains having a regular geometry,
we exploit the previously mentioned similarity of crystal
growth and domain growtff>! Domain growth(sidewise
motion of the domain boundaries induced by the motion ) - o ,
of individual steps along the domain boundar{&g. 5b). -2 -1 0 1 2 3
The trigonal symmetry of LiNb@in the plane perpendicular Distance , arb. units

to_ the_ pOIar QXIS causes the S_tePs to mOYe in the [hl@EO] FIG. 6. 9 Diagram of the surface zone of the wafer with electrodbs:
directions. Six planar domain boundaries are formed as gielectric gap:2) insulator layer3) liquid electrolyte;4) metal electrodes;
result of this growth patteriiFig. 5b.22 It is important to b, ¢ domain configurations with anomalous broadening of the domains be-

note that anisotropy is also encountered in the formation oyond the limits of the electrodes, viewed by the optical microsdbpend
. . . . — . SEM (c); d) theoretically calculated spatial distribution of the polar compo-
chains of wedge domains oriented in the thf@810] direc-  nent of the local field near the surface in the vicinity of a planar domain

tions during switching in a homogeneous fiéklg. 4b. boundary.
The stripe electrodes are always oriented along one of
the preferred growth directior{snotion of the steps Owing
to this orlgntatlon, Iammar growth prevails after coalescence4_3. Motion of domain boundaries beyond the electrodes
of the chains of domains formed along the edges of the elec-
trodes in the first switching stage, resulting in the formation It is obvious that, when periodic stripe electrodes are
of pairs of stripe domains having planar boundaries on theised, spatial inhomogeneity of the external fiElg occurs
(0001 surface. In thick samples the coalescence of isolatednly in a shallow surface layer having a thickness of the
domains and the formation of stripes ¢®001) terminates order of the period of the electrode structute so that the
before the vertices of the wedges grow all the way across. Inotion of the newly formed planar domain boundaries be-
has been shown experimentally that for a distance of@9 yond the limits of the electrodes in thick samples<d)
between nucleation centers the coalescence of isolated dtakes place in an essentially homogeneous electric field.
mains terminates when their vertices grow in the polar direc- The rate of motion of a domain boundary beyond the
tion to depths of 56-100um. electrodes is determined by the polar component of the local
The pairs of domain boundaries formed under the edgeslectric fieldE, (Ref. 23. The degree of compensation of the
of the electrodes move opposite to one another until comdepolarizing field by external screenir{gedistribution of
plete switching has taken place under the electrodes ogharges in the liquid electrodes substantially lower than
(0001). For samples having a thickness of 0.5 mm and elecunder the metal electrodésig. 6a. The presence of a strong
trodes less than @m wide this coalescence terminates be-residual depolarizing field and its comparatively slow bulk
fore the vertices of the wedges grow clear across the samplecreening in LiNb@ at room temperature caugg to dimin-
Laminar through domains having a regular configurationish when the boundary moves a distadcebeyond the lim-
do not form until the completion of forward growth. How- its of an electrode, owing to the increase in the uncompen-
ever, the evolution of the domain structure does not alwaysated fraction of the depolarizing field. The domain boundary
end with this event. Pronounced unwanted broadening of thetops when
laminar domains beyond the limits of the electrodes is al-
ways observed in the final stage. E,(AX)—E#=~0, 5)

o =N
—

RN
1 1

o
E, ., arb. units

]
w
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whereEy, is the threshold field for sidewise movement of a (Fig. 6b). Observations with increased spatial resolution
planar domain boundary. the SEM show that the optically observed domain fingers
The decrease i, during movement of the boundary is comprise strings of wedge domains approximately 10 nm in
caused by increases By (Ax) and the field generated by diameter(Fig. 6c; cf. Fig. 4B. The linear density of nucle-
“attached” charges formed during screening of the initial ation centers in the strings is greater thaft hdn . In the
monodomain state, because charge redistribution can be ifprmation of small-period domain structures the anomalous
nored for rapid motion of the boundary. Disregarding themechanism can lead to merging of the boundaries between
conductivity of the insulator layer and allowing for the fact the electrodes and break up the periodicity of the domain
that the thickness of the insulator layer is much greater structure.
than the thickness of the dielectric gapfor our experimen- The anomalous mechanism of domain boundary motion
tal geometry(Fig. 63 we can find the dependence Ax of  can be analyzed by analogy with the “correlated nucleation”
the average field in the bulk, if we approximate the spatial effect, which we have observed previously in lead
distribution of bound and screening charges by a strip ofjermanaté®?® The effect is attributable to the long-range
width Ax with charge densityr: influence of a moving domain boundary. A calculation of
_ AE,(x) near a planar domain boundaflyig. 6d reveals a
Eo(4%)=Ee Eged AX) pronounced maximum at a distance of the order of the thick-
=Uld—o(gieq) F(AX/d), (6)  ness of the surface dielectric gdpin LiNbOj this distribu-
tion results in the formation of strings of wedge nan-
odomains in the surface and layer and their subsequent
growth in preferred directionéFig. 69. The coalescence of
the strings produces an inhomogeneous, anomalously large
displacement of the boundaries and modifies their shape.

whereU is the applied voltages; is the dielectric permittiv-
ity of the insulator, F(Ax/d)=1/#[2 arctanAAx/d)
+Ax/dIn(1+d%Ax?)], ando=LPgd epe, H(1+K).

The parametek allows inclusion of the prehistories for a
shift from the fully screened initial statk=1, and after long
residence in the biased stakes — 1.

The derivation of Eq(7) and its application to analyzing
experimental data of the motion of a planar domain boundary In a departure from the conventional approach we have
in gadolinium molybdate are described in detail in our pre-demonstrated the possibility of using spontaneous back-
vious work?* switching to create periodic domain structures. This nontra-

For the given electrode geometry, K@) and condition  ditional approach is based on notions that have been con-
(3) can be used to account for the movement of the domaifirmed experimentally in our previous studi®s->*°
boundaries to a certain distance beyond the limits of the The shape of the voltage pulse is changed for polariza-
electrodes and to determine the field dependence of thgon utilizing backswitchingFig. 19. Under the influence of
maximum displacemem X ,,(Eex— E) . It should be noted the first part of the pulséstrong field laminar domains are
that the finite conductivity of the imperfect insulator layer formed with a width exceeding that of the electrodes. In the
leads to a major increase in the displacement of the boundwitched region during the stage of a weak applied field, the
aries. The observed displacement of the domain boundarfomain boundaries begin to move in the reverse direction
must depend therefore on the composition of the insulatioribackswitching. Moreover, as in ordinary switching, wedge-

4.5. Evolution of domain structure in backswitching

layers and their deposition technology. shaped domains form and grow along the edges of the elec-
trodes (Figs. 2 and 3p The domain structure obtained
4.4. “Anomalous motion” of the domain boundaries through backswitching is pinned during the stage of stabili-

It has been observed experimentally that the displacegation of the polarizing voltage pulse, but in a much weaker

ment AXnhax in the formation of domain structures with a f'?ld tthan in the con(\j/gntl?n;ajllf:echrllzlaﬁlg. m'fiomsm.t h
small period often changes from one electrode to the next  UCUres corresponaing to difterent degrees of backswitch-

and extraordinarily large boundary displacements are ob9 can be pinngd by varying the duration of the weak—fielgl
served in some regiongFigs. 6b and 6c An attempt to stage. The monitored reverse movement of planar boundaries

ascribe this behavior to inhomogeneity of the insulating |ay_makes it possiple to obtain domain structures clear_ throggh
ers has been thwarted by observations showing that the m(T)he sample W'th unprecedented s_hort periods in_thick
tion of the domain boundary is ruled by an anomaloussamples by virtue of the compensation of unwanted broad-
mechanism in this case ening of the domains in the switching stage.

To investigate the early stages of evolving of the do- The backswitching method has enabled us to create a

mains in this case, we have analyzed the domain configurag-om.""In structure with a.perlod of 24 in LINDO; having
tions obtained after very short partial backswitching. This® th|ckn§ss of 0.5 mnﬁFlg..Y). It should t.)e nOted that the
possibility is based on the experimentally confirmed Sim”ar_cqnvgnthnal procedure is incapable of yielding structures of
: - : : this kind in such thick substrates.

ity of the positions of the nucleation centers in forward and

reverse polings. Observations of the domain structures

(etched surface religin the optical microscope shows that 4.6. Stabilization of the domain structure after switching

the domain kinetics in anomalous evolution consists in the  |n conventional switching, the domain structure crated in
formation, growth, and eventual coalescence of chains of dahe electric field is pinned by fairly prolonged exposure to a
main “fingers” oriented in one of thg 1010] directions field somewhat below thresholig. 1b. Measurements of
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FIG. 7. Domain structure with a period of 2&m obtained with back- -
switching in a LiINbQ wafer having a thickness of 0.5 mm; (OT)Osl.urface. Ium

FIG. 9. Spatial-frequency multiplication of the domain structure in the pres-
the backswitching fractiofiratio of the reverse and forward ence of bgckswitching. Frequgncy doubling(@001 surface; ptransverse
poling charges, which are determined by integrating the cur%é%?sasgfggﬂ;efrfggﬁg% t(rtg'nns%egf)s%oggssrfzgiiigrt]rsansverse cross sec-
rent as a function of the stabilization tim&,(t)/Qs, in-
dicate that it decreases exponentially with a time constant of
10-30 mg(Fig. 8). If backswitching is assumed to be driven ting.” The erasure process entails the formation of domains
by the partially screened depolarizing field, the stabilizationinside a previously switched domain without altering its out-
kinetics is determined by the bulk switching time ward shapéFig. 9. In the splitting process a domain grow-
constant®>!>1®|t is evident that a stabilization phase lasting ing in the presence of backswitching cleaves a switched do-
more than 50ms is essentially sufficient for completelymain, significantly altering its shape while approximately
blocking backswitching after the field has been turned"off. preserving its voluméFig. 9f).

In summary, the reported comprehensive investigations
4.7. Frequency multiplication have yielded new information about the domain structure
) o .. kinetics in LINbO; with rapid polarization switchingwith a
The resul?s of our |n.ves't|gat|on of the domain kinetics g ,,stantial delay of bulk screeninig a spatially inhomoge-
associated with backswitching has enabled us to develogeqs electric field. We have uncovered the phenomenon of
qualitatively new methods for the formation of regular Struc- gnomalous domain broadening beyond the limits of the elec-
tures with multiplication of the spatial frequency of the do- y,4es e have reported the first investigation and qualita-

main structure in contrast to the structure of the electrodes;, o explanation of the specific characteristics of domain
We have achieved domain structure frequency doublingy ctyre evolution in the presence of spontaneous back-

through the formation of bands of additional nonthrough do-gyitching after removal of the external field. The level of
mains under the electrodes ¢0000) in the presence of i,qiqnt achieved here has enabled us to exploit this tradition-

backswitching(Fig. 9a. In the polar direction the length of 5% hdesirable” effect as the basis of new methods for the
the domains is usually 50100um and depends on the pa- ¢ormation of regular domain structures.

rameters of the pulse and the width of the electrodeg. The authors are grateful to L. Eyres for performing the
9b). Frequency tripling can be achieved by changing thesen gomain structure analysis and to S. Makarov,
switching conditions(Fig. 99. In this case the additional g \jikolaev, E. Shishkin, and D. Fursov for technical assis-
stripe domains are formed under the edges of the electrod@énce_
and grow tp a depth (?f 2050 um (F'Q- 9d. ) ) ) This work has received partial support from the Russian
A detailed analysis of the domain configurations in theFund for Fundamental Resear¢RFFI Grant No. 96-02-
transverse cross section indicates two possible scenarios %588, the Defense Advanced Research Projects Agency
domain evolution with backswitching: “erasure” and “split- and Office of Naval ResearckDARPA/ONR Grant N
00014-J-1908 Lawrence Livermore National Laboratory
(LLNL), and the US Air Force Research Laboratory/
European Office of Aerospace Research and Development
under AFRL/EOARD Contract No. F61775-98-WE060.
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The ceramic BaTi@ doped with rare-earth ions Y, La, Nd, Sm, Lu, and Dy to 0.1-0.5 at. % was
studied in the temperature range ¥60<480 K by ESR. Several ESR spectra were

observed. The most intense spectra hg¥actors close to 5.5 and 1.96. The dependences of

their intensity,g factor, and width on the concentration of rare-earth ions and temperature

were studied. Analysis of the data obtained made it possible to determine the critical concentration
of the rare-earth iong;=0.2—0.3 at. %. It is characterized by the fact that f6rx, or

x>Xx. all rare-earth ions, except Lu, replace predominantl§Bar Ti**, respectively. Models

of paramagnetic centers were established: F&, (g~5.5) and T¥*—Ln®" (g~1.96),

whereV, is an oxygen vacancy and Ln is a rare-earth ion. An abrupt change in axial symmetry
to cubic for a Fé" -V, center at a phase transition from the tetragonal into the cubic

phase was observed for the first time. The role of new centers in the appearance of the posistor
effect is discussed. €1999 American Institute of Physids$$1063-783@09)02510-]

The investigation of impurity centers in single and poly- cupy. In this connection, it can be expected that the location
crystals of BaTiQ has been attracting persistent attentionof the impurity atoms in the lattice and the number of intrin-
from investigators for many yeat<.This is because the im- sic structural defects will depend on the concentration of the
purities and structural defects strongly influence the properimpurities introduced. Since all factors listed above should
ties of this material, leading to the appearance of semiconstrongly influence the electrophysical properties of the mate-
ductor properties in BaTi© The most striking effect is the rial, it is necessary to study the type, charge state, and loca-
anomalous increase in the resistance above the Curie tertion of impurities and the intrinsic lattice defects in order to
peratureT, in ceramic samples of barium titanate with im- establish the nature of the observed phenomenon.

purities. This latter phenomenon is widely used in ther-  In the present work, impurity centers in the ceramic Ba
mistors with a positive coefficient of resistangmsistorsto ~ TiOz doped only with rare-earth ions are investigated by
limit uncontrollable current growth. ESR. It is shown that the observed ESR spectra are due to

A posistor effect is usually observed only in BagiO the FE", Mn?*, and TF* ions, and the most intense spectra
ceramic samples doped with donor impuritiésr example, ~are due to centers identified as®feVg and TP —Ln3*
rare-earth ions, niobium ions, and other has also been (Ln — rare-earth ionyo — oxygen vacancy
established that adding fractions of a percent of acceptor im-
purities(for example, Mn ionsgreatly increases the jump in
resistance nedf, .2 We note that transition element impurity 1. SAMPLES AND EXPERIMENTAL DETAILS
ions, such as Mn, Fe, and Cr, are ordinarily also present in
undoped BaTi@ samples, so that the posistor effect is also A series of ceramic samples BgLn,TiO3, where Ln is
observed in samples doped with donor impurities. a rare-earth element Y, La, Nd, Sm, Lu, and Dy, was inves-

In summary, donor and acceptor centers are needed iigated. The concentrations of the rare-earth elements were
order for ceramics to exhibit posistor properties. The need t®.1, 0.2, 0.3, 0.4, and 0.5 at. %. The initial reagents were
compensate the excess charges of the impurities can changkrapure BaCQ@, TiO,, Y,03, Nd,O3, Sm,O3, Dy,05, and
their charge state, which is accompanied by an increase ibu,05. The phase transformations were studied by thermo-
the grain size and transfer impurities from the inter- into thegravimetry using &9-1000 OD-102 apparatus. The heating
intragrain spacé,and it also can lead to the appearance ofrate was 10 K/min. The products obtained were identified by
lattice defects of the type i, as has been shown for the x-ray diffraction from the powder diffraction patterns ob-
doped ceramic lead zirconate-titanat®n the other hand, tained on a DRON-3M diffractometefCuKa radiation.
the magnitude and sign of the excess charge of the impuritieSamples synthesized at temperatures 1340-1360°C in air
depends strongly on the type of lattice site which they ociwere used for the investigations.

1063-7834/99/41(10)/5/$15.00 1688 © 1999 American Institute of Physics
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The ESR spectra were recorded in tKemicrowave this center has been seen only in the orthorhombohedral
band. The measurements were performed in the temperatuphase aff =20 K and in iron-doped samples. In the tetrago-

range 160—-480 K. nal phase this lined=5.542) has been observed in ceramic
samples doped with neodymium and iron, while®FeV,
2 RESULTS spectrum was absent in samples additionally doped with tin

the (see Refs. 12 and 13In the present work, the spectrum
Figure 1 shows the ESR spectra of a series of samples af this center was observed in the tetragonal phase of ce-
T=300 K. Together with the lines of the well-studied centersramic samples which were not doped with iron. The behavior
Fe* and Mr™,°~° we observed intense lines withfactors  of the ESR line of this center as a function of temperature
close to 5.5 and 1.96. was investigated. The ESR line of the centef FeV, ap-
2.1. ESR line near g~5.5 peared in the tetragonal phase, and the line started to broaden

at T~ 350 K (Fig. 2. This broadening follows the Arrhenius
In pure BaTiQ, not doped with rare-earth ions, the line |aw

with g=5.549(Fig. 1) most likely belongs to the tetragonal

center F&* —V. The spectrum of such a center is ordinarily ~ AB~ 1/7= 1/rpexp( — E,/KT). (1)
described by an effective spin HamiltoniarH ¢

=0eiBH Seir With effective spinSgz=1/2, since because of The parameters of the reorientational motion of an oxygen
the large tetragonal splitting of the spin levels only one line,vacancy were determined from the slope of the dependence
at H~100 mT, is seen in th& range. This phenomenon is In(AB)=f(1/T): E,=0.5 eV, 1k,=2.54x 10" Hz (inset in
observed for all centers containing an oxygen vacancy, and Eig. 2).

has been studied very well in SrTjCfor Fe¥* -V, and At a transition to the cubic phase, the line corresponding
Mn?*—V,.1° The Fé' -V, center has been previously in- to the axial center Fé -V disappeared, but the ESR line of
vestigated in single-crystal BaTiQ! but the spectrum of the cubic center P& without an oxygen vacancy appeared.
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FIG. 2. BroadeningAB of the FEé" -V, line versus temperature. Inset:
In(AB) versus 1T. Dots — experiment, solid line — fit of the expression

@. 1
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This is the first observation of a jump-like change in the s
symmetry of such centers at a phase transition.

Aside from the temperature dependence of the linewidth,
the g factor of the ESR line of the paramagnetic center
Fe** -V, depends on the type of and concentration of the 1.0
impurity (Table ). The dependence of the intensity of the 4
ESR line of the paramagnetic centefFeV, on the impu- §
rity concentration is presented in Fig. 3a. It is evident in a
series of samples that this line disappears as the concentr: &
tion increases approximately up to 0.2 at. %, and it reappear:~ g g
at a higher impurity concentration. The vanishing of the
spectrum is shown by an arrow in Table I.

0.4
2.2. ESR line near g~1.963

We attribute the ESR line witg~1.963 at a low con- 0.2
centration of rare-earth impurities in BaTj@Fig. 1) to a
Ti®"—Ln®* center(the rare-earth ion replaces 83, since

. . . . . . . . 0.0 " ! . 1 i 1 n
this line is virtually absent in pure BaT§OFor doping with 0.0 01 0.2 03 0.4 05

n, at.%

TABLE I. The value of theg factor of a Fé* -V center in BaTiQ samples
with various impurities aff =300 K. For pure BaTiQ g =5.549. FIG. 3. ESR line intensities for B&-V, (a) and TP*Ln®* (b) as a func-
tion of the concentration of impurity rare-earth ions.

X, at. %
Ln 0.1 0.2 0.3 0.4 0.5
Y 5.578 5.573 5.568 ! !
Lu 5.588 5.533 5.542 - 5.518 rare-earth elements, the intensity of this line increases, and
Sm 5-5851 l - 5-493 5-4;9 the g factor is close to that of centers containing Ti but it
Eﬁ 55'5554 i i 2'224 2'233 differs from all previously known value$$.As the impurity
La 5532 _ 5481 5516 5423  concentration increases to 0.2 at. %, thdactor changes

negligibly, remaining constant with a further increase of the
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TABLE II. The value of theg factor for a Tf*—Ln®* center in BaTiQ observed up ta=T,. It can be inferred that the vanishing
samples with various impurities &t=300 K. of the electric polarization and the high permittivity in
BaTiO; at temperature3 =T catastrophically affected the

0,
et energy position of the vacancy near’FeSpecifically, it can

Ln 0.1 02 0.3 0.4 0.5 be expected that, similarly to the results of Ref. 15, the en-
\% 1.962 1.97 1.972 1.971 1.972 ergy of the vacancy in the polar phase is lower than in the
Lu 1.969 1.97 1.971 - 1.971 paraelectric phase, so that the vacancy is less stable at tem-
Sm 1.965 1971 - 1.971 1971 peraturesT>T.. For this reason, the transformation of a
% 11'?574 ig;i ig;i i:g?i ig% Feg_+—\_/o center into an F& center can be explained by

La 1.963 _ 1.972 1.965 1971  activation, in the nonpolar phase, of processes leading to

thermal freeing of vacancies followed by their diffusion
through the crystal.

The dependence of the intensity of the ESR line of an
concentration. Table Il gives thgfactors of the ESR lines of Fe** -V center on the concentration of rare-earth i¢fig).
the paramagnetic center®Ti-Ln®* for different impurity ~ 3a can be explained by assuming that, at low?L(Ln3",

concentrations. Nd®*, Dy*") concentrations this impurity occupies sites of
the type A% (Ba&?") during which an excess positive charge

3. DISCUSSION is introduced and, in order to compensate this excess charge,
the number of centers Fé—-V,, likewise carrying in excess

3.1. Impurity center Fe **-Vo positive charge, starts to decrease. The most likely charge

The temperature dependences of the linewidth of thdransfer process is F&é-Vo— F& -V, since the concen-
ESR spectrum of a center Fe-V in BaTiO;, which we  tration of FE™ centers is not observed to incregse., the
investigated, are unusual. As has already been mentioned, imber of vacancies does not decrgaaad F&* -V is not
the tetragonal phase, t~350 K the ERS line starts to Observed in th& band. Thus F& -V, is an acceptor center
broaden, and the broadening follows the Arrhenius (ay  (trap for electrong which can be important for semiconduc-
The parameterg, and 1k, obtained are typical for activat- tor properties of the ceramic. At a definite concentration
ing above-barrier hops of an impurity between certain(~0.2 at. % the Fé" -V, centers disappear — almost total
equivalent or nearly equivalent positions. Evidently, the va<charge transfer occurs. As the concentration increases fur-
cancyV, moves in the center Bé—V,, where the attrac- ther, the impurity rare-earth ions start to occupy not only
tive Coulomb field keeps it close to the iron ion. The oxygensites of the type A", but also sites of the type*B, thereby
vacancy stays near Fe at least up to temperatufe~400  creating an excess negative charge. The impurities at the
K, i.e., up toT~T,, since the center remains tetragonal upsites A and B can partially compensate themselves, which
to these temperatures. An unusual behavior of this center @robably occurs fox,=0.2-0.3 at.%. The F& -V, cen-
the abrupt increase of its symmetry to cubic immediatelyt€rs once again appear at concentraiorx. to compensate
above the phase transition temperature. It is obvious that iffie excess negative charge associated with the rare-earth ion
the polar tetragonal phase the dipole moment associated wiftf @ type B site. The critical concentratigpintroduced here
the pair defect F?e"'_vo was oriented predominanﬂy a|0ng determines the |Im|t|ng concentration for the SO|Ubi|ity of
the direction of electric polarization. As recent theoreticalions at type A k<x) or type B x>X) sites. We note that
calculations for PbTi@ have showrt® the decrease in the Predominant substitution for type-A sites at low La concen-
energy of Vg along the direction of polarizaiton can be trations and type B sites at La concentrations greater than 4
0.3 eV compared with the decrease in the energy in a direc@t. % had been observed previously in the ceramic
tion perpendicular to the polarization. An increase in tem-PbZn_TiOs."® Aside from the changes in the intensity, the
perature speeds up above-barrier reorientations of the dipoffactor of this center changes with the impurity concentra-
Fé+—Vo, shortening the lifetime of a paramagnetic centertion (see Table)l This seems to be due to the fact that the
with this distinguished orientation in accordance with thestructure of BaTi@ becomes distorted as the concentration
expressior(l)_ As follows from the theory of “motional” increases. On doplng with Lu, the intensity of the ESR line
averaging of ESR spectra, which describes the change in ti the F€” -V center does not change much. This can be
spectrum as a result of the motion of the paramagnetic cereXxplained by the fact that Lu starts to occupy A and B sites
ter, averaging of the tetragonal field produced\y, ac-  Simultaneously, compensating itself at all Lu concentrations
companying the initial “motional” broadening, and then considered. We note that in this series of rare-earth ions Lu
narrowing of the line can be expectedAfwr<1 (narrow- has the smallest ionic radius, which, possibly, enables Lu to
ing) and Awr>1 (broadeniny where 1 is the frequency substitute at both sites simultaneously.
of reorientations of the paramagnetic center @nd= (B
-B /h is the total tetragonality-determined range of the , )
speézr%[rgn. Estimates of thegnarrozving criterion shgw that jf-2- Impurity center Ti Treln®
can hold forT>500 K, so that the vanishing of the axial The ESR line withg=1.963 and a low impurity content
spectrum and the appearance of a spectrum with cubic synfup to 0.1 at. % was previously observed in Ref. 17, where
metry could be expected only whéR>500 K, which is the ESR line withg=1.963 was attributed to a i —Vo—
much higher thaiT,,. This explains the ESR line broadening Ti*" center with an electron moving betweerf Tiand con-
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verting T¢** into Ti**. However, there are certain inconsis- has been discussed in a number of wagee, for example,
tencies in this model. Two situations are possible in the comRef. 14. Both centers investigated are of interest for under-
plex Ti** —Vo—Ti** with a moving electron. Most of the standing the posistor effect in BaTjOIt should be under-
time the electron is localized at the vacancy, and its wavécored that the ESR line of the®Ti-Ln** center exists for
function extends in the direction of “Tfi. In this case this is all concentrations of rare-earth impurities, even at concentra-
a typical F center and itgy factor should be about 2.0023. tions where the line of the ﬁéfVo center is absent. .
The electron spends a great deal of time localized on one of A more detailed comparative analysis of the characteris-
the T** ions, so that there will be a center®Ti-V,. As  tic features of the ESR spectra and conductivity, measured in
already mentioned, the results of investigations of all centerg Wide temperature range in BakiGamples with various
containing T?* are reported in Ref. 14. None of these cen-concentrations of rare-earth ions, is now in progress and will
ters has g factor of 1.963. Therefore this model does not make it possible to investigate in greater detail the mecha-
correspond to reality. The i —Ln®" model that we pro- hism leading to the posistor effect in the ceramic BafliO
pose is more plausible. As one can see from Figs. 1 and 3b,
the ESR line withg=1.963 is essentially absent in pure *’E-mail: gin@ipms.kiev.ua
BaTiO;. It is evident from Fig. 3b that as the impurity con-
centration increases t00.2 at. %(i.e., upx=Xx.), the inten- ) _
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Calculations of the phonon spectrum of anTe; crystal in the central pair-interaction model
neglecting long-range forces are reported. The model developed contains 19 unknown
parameters, which were determined from experimental values of the displacements of individual
sublattices in the unit cell and from the change in the basis vectors as a result of hydrostatic
pressure. The phonon spectrum obtained contains a large number of low-frequency optical
branches, deforming the acoustic branches.1999 American Institute of Physics.
[S1063-783%09)02610-9

Investigations of the properties of heterojunctionss; of the centers of gravity of all particles and the displace-
formed by indium and gallium selenides for the purpose ofmentsu{* of individual particles relative to the center of
producing new radiation detectors and phototransducers haggavity (the indexi determines the component of the dis-
been attacting special attention in the last few yéat©n  placement in Cartesian coordinates, ands the number of
the other hand, crystals of the systems In—-Se and Ii=Te the particle in a unit cell
are attractive for investigating the formation of natural This representation makes it possible to exclude, in the
superstructure%;*® one-dimensional disordéf, and radia- long-wavelength approximation, the displacements of the in-
tion resistance? It is obvious that the paramount problem is ner sublattices by means of a system of equations that in the
the study of the lattice dynamics of these structures. In Refstatic case has the foffn
16 we calculated the phonon spectrum of ayThs crystal in
the central pair-interaction modéCPIM) using limited ex- 2 ai“kyuﬂzz affimsum-” (1)
perimental information about the elastic and thermal proper- vk k,m
ties of this crystal. . , ,

In the present paper we shall show that information TheVsystem of equgnor(ﬂ)_relates the |_nternal dlsplacg—
about the lattice parameters and the positions of the atoms fRENtS Ui Of the sublattices with the elastic external strains
the absence and presence of hydrostatic pressure makesktm for fixed force constants ‘?f the interatomic interaction,
possible to calculate the force constants and to obtain thwhich determine the coefficien@. Given information about
phonon spectrum of an Jfie; crystal, even if there are no the displacements, with prescribed external deformations
data on the thermal and elastic properties of this crystal, a%m. in our case due to hydrostatic pressure, this system can
well as experimental data on the values of the vibrationaP€ Studied relative to the unknown force constants, thereby
frequencies. decreasing the number of independent parameters of the

The structure of the yTe, crystal is isomorphic to the model. For hydrostatic pressure, the strain tensor_ has the
structure of IpSey and is described in Refs. 7—9. In our fOrM Sm=Skékm, Where dyry is the Kroneckers function,
calculations we used the lattice constants and atomic coord®= (8 —ax/ay) , 8 anday are, respectively, the lattice pa-
nates, given in Ref. 7, in the absence and presence of ogmeters of the deformed and undeformed crystals, and
GPa pressuréTable |). As a result of the structural isomor- k,m=1_,2,3. The internal d_lsplacements in the unit cell were
phism of the crystals, the group-theoretical description of th&létermined using the relatiarg = (Xli_xk)al/( , wherex, and
normal vibrations in IgTe; is the same as in ySe, 19 X, are, respectively, the relative coordinate of the qﬁonm

For the calculation, it is convenient to use the micro-the absence of and presence of pressure, respectively.
scopic theory of elasticity of solids in the approximation ofa ~ 1he CPIM is baseg on the representation of the force
slowly varying field of displacementg:*® constants in the forti~

In the theory of elasticity of complex lattices, the dis-
placement field of individual particles in the presence of de- q)zvz _
formation can be represented as a sum of the displacements ik R

RRy
— (A}, —B,)— 5B %)

wv?
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TABLE I. The lattice constantsa ,a,,a3) (in A) for 0.1 MPa and 0.5 GPa TABLE II. Interatomic distances and force constants of bonds taken into
pressuresand the relative coordinates,{/,w) of the atoms in the lattice of  account in the dynamical matrix for calculations of the phonon spectra of an

single crystal of IaTe; samples. In,Te; crystal.
Pressure a, a, ag | Bond R A A, N/m By, N/m
0.1 MPa 15.6283) 12.738(3) 4.436(1) 1 In1-Te2 2.80402 149.47 0.00732
0.5 GPa 15.3963) 12.674(3) 4.424(1) 2 In3-Te3 2.83994  6861.0 0.04529
3 In3-Tel 2.88731 134.69  —0.19244
Atom u v w 4 In1-Tel 2.89960 59.03 —0.12477
L 0.715434) 0.34555(4) 5 In2-Te2 2.99955 29.84 0.16289
0.7144 (4)] (0.3456 (5)] 6 In4—Te3 In-Te  3.18082 81.48  —0.88233
n2 0.81716(4) 0.52501(5) 0 7 In4—Te2 3.29808 11.02  —0.47175
(08174 (4)] (05242 (5)] 8 In4—-Tel 3.48189 854  —0.08629
In3 0.96387(3) 0.64590(4) 0 9 In2—Te3 3.53525 6.38 0.11112
0.9650 (3] 0.6459 (4)] 10 In4—Tel 3.81752 6.96 —0.16435
n4 0.42749(4) 0.39773(6) B 11 In1-Te3 3.92554 248  —0.08113
[0.4268 (3)] [0.3990 (5)] 12 In2—In3 2.76167 46.63 0.06645
Tel 0.903503) 0.86013(4) 0 13 In1—In2 In—In  2.78434 31.25 0.03453
[0.9055 (3)] [0.8615 (4)] 14 In4—In4 345303 —2.10 -0.88177
Te2 0.773943) 0.13745(4) 0 15 In3—In3 3.88467 9.90 —0.16813
[0.7735 (3)] [0.1367 (4)]
Te3 0.422643) 0.14809(4) 0 16 Tel-Te2 4.07151 471 0.53957
[0.4192 (3)] [0.1484 (4)] 17 Te2-Te3 Te-Te  4.21678 2.75 0.35332
18 Tel-Te3 4.42667 0.7982 0.25566

Note: The values of the coordinates of the atoms in the lattice under a
hydrostatic pressure of 0.5 GPa are displayed in the brackets. The standakpte: | is the bond indexR, the interatomic distance
deviations are given in parentheses. The data are from Ref. 7.

On account of the uncertainty in the variation of its
length, the In3—Te3 bond was modeled as a rigid bond, i.e.

where in our calculations the relative value 0.4193324 is used for
_oh _F B the x coordinate of the Te3 atoms under a pressure of 0.5
R=R,,=Ah+R,-R, (3 GPa.
is the distance between the atomsand v in the cellh; R, Since each atom lying along the directiagiis a center

is the radius vector of particlg in the unit cell, and the of inversion, for 19 unknown parameters of the model we
have 14 equations of the tyg#).

vectorAh determines the position of the célliin the chosen X-ray structural investigations of the changes in the lat-

coor_dmate syst_em@w andB,, are, respectively, the tan tice parameters under hydrostatic compression yield three
gential and radial force constants. The param@;;must

. . " e itional itions =, C;; =—p, i=1,23; p=0.
satisfy the following conditions of equilibrium= B}, R",, gdpd;tlona conditions 2 CijuSyk=—P, | 3; p=05
ho i .

—0and S B" R" R" =0, whereR"  is theilth projec- Since there are no other additional dynamical parameters
haw TR e for an In,Te; crystal, we employed the condition of lattice
tion of the vecton(3), while the indexv in the first equation stability to determine the two remaining parameteXs;(and
enumerates the atom which is assumed to be in the positioft;g). Our investigations showed that, for the principal direc-
of equilibrium. The second equation expresses the absence tidns in the Brillouin zone, negative frequencies were absent
initial stresses in the lattice. for the following ratios of the parameter#i;¢/A;=1.7
Since the interatomic bonds are identical because of thec0.01 andA5/A15=5.9+0.1, i.e. in very narrow ranges of
symmetry of the problem, the indice$,u,v) can be re- these parameters.
placed by a single indekidentifying the bond. Considering The final computed values of the model parameters are
the structure of the crystal, to exclude the trivial cd&se presented in Table Ill. Figures 1 and 2 show the phonon
=0 the number of interatomic bonds must be greater thaspectra of an IfiTe; crystal calculated on the basis of the
17. In our case, 18 bonds are ugede Table II; this leads to  model described above.
a single free parameter, for examp,. In order to choose First, we shall make some remarks concerning the re-
the required number of bonds we limited the bond lengthssults presented here. The results were obtained assuming that
taking account of the In—Te and In—In interactions, whichHooke’s law holds for deformations corresponding to a pres-
occur at interatomic distances less than 4.0 a®dA3, re-  sure of 0.5 GPa and that the central pair-interaction approxi-
spectively. The Te—Te distances are limited by the latticemation is satisfied. Comparing the computed values of the
constanias, i.e. our analysis neglects the interaction betweerelastic constants, presented in Table Ill, and the correspond-
the symmetry-equivalent atoms belonging to neighboringng values for IpSe?? and the characteristic ratios of the
cells. components of the tensor of elastic constants for layered
Thus, to calculate the phonon spectrum it is necessary torystal$® show that the values obtained seem to be realistic.
know the force constant®), which are determined by 18 The larger mass of the tellurium atoms, as compared
unknown parameterd, and one parametds,,. with selenium atoms, has the effect that the range of limiting
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TABLE IIl. Computed values(iin GPa of the elastic moduli of an Te; crystal and the corresponding
experimental values for h$e;.??

C11 C22 C33 C44 C55 C66 ClZ Cl3 CZ3

In,Te; (calg 22.53 23.98 21.36 2.34 2.31 2.01 21.57 22.21 22.94
InsTe; (expe) 38.2 66.5 64.3 16.6 26.6 19.0 10.8 30.4 22.4

frequencies in the Te; spectrum is narrower than the The most interesting result are the minima in the low-
range of frequencies in the vibrational spectrum oSi@.'®  energy acoustic branch with, symmetry along th®—Y
The double degeneracy of the frequencies at the bounddirection and the low-energy acoustic and optical branches
aries of the Brillouin zone agrees with the group-theoreticallongO— Z. The presence of these minima can be explained
analysis, performed to describe the branches ¥$&' A py the splitting of branches with the same symmetry as a
complicated intersection pattern of individual branches of thgeg It of interaction with the low-energy optical branches
phonon spectrum is observed in the-Z direction. In the g 4na4ing from the 1L, and ', modes. As additional in-
O-Y dl_rect|on the p|cture IS _not as comphc_ated_, |no!|cat|ng aVestigations showed, the In4—In4 bond strongly influences
weakening of the interatomic bond for this direction. The . . . .
. : . the positions of these modes. In our calculations this bond is
weak interlayer bond alon®— X is reflected in the essen- i .
described by a negative force constant, even though the bond

tially dispersion-free optical branches of the phonon spec- . . . .
trum for this direction. length decreases monotonically with increasing applied pres-
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FIG. 1. General form of the phonon spectrum of ajilie, crystal along the  FIG. 2. Low-energy branches of the phonon spectrum of afencrystal
most important directions in the Brillouin zone. The high-frequency modesand their symmetry classification. The branches were obtained in the aniso-
corresponding to a rigid In3—Te3 bond are not shown. tropic force-constants model.
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The spontaneous twisting ofyaorientation single-crystal sample of barium—sodium niobate
Ba,NaNk;O,5 at a phase transition and into an incommensurable ferroelastic phase is investigated.
Anomalies are found in the temperature dependence of the torsional deformation at
temperatures 453, 533, and 573 K and anomalous hysteresis of the temperature dependences of
the torsional deformation, measured on heating and cooling of the sample. The results

obtained are discussed on the basis of an analysis of the temperature dependence of
incommensurable d and 23 structures and ferroelastic twins. ®99 American Institute of
Physics[S1063-783%9)02710-0

It is well known' =3 that the compound B&laNh,O,5in  the ferroelastic phase transition temperature and in the range
the solid-state temperature range undergoes several structumdlcoexistence and restructurings af and 2 structures in
phase transitions. The transition occurring at the highest tenthe incommensurable phase. Some results of such an inves-
perature is a ferroelectric phase transition, accompanied bytigation are reported in the present paper.
change in the point symmetry 4/mma#mm and, corre- A Czochralski-grown BzNaNbO;5 single crystal was
spondingly, the appearance of spontaneous polarizationsed to prepare samples in the form ot2X18 mm bars
along thec axis? The ferroelectric phase transition tempera-Whose long axis was oriented along thexis of a tetragonal
ture (the Curie point depends on the deviation from stoichi- Structure ¢ orientation of the sample The experiments
ometry of the chemical compositiofratio of Ba and Na Were performed using an apparatus based on an inverted tor-
ions of a specific sample; the Curie points most often re-Sional pendulum methatin the course of the experiments,
ported in the literature are in the range 830870 K~&73  the bottom end of the sample was secured in a special collet
K, a BaNaNhO,s crystal undergoes another structural chuck, gnd the top end was secured to a metal rod suspgnded
phase transition 4mmmm2, which is an improper fer- ©n & wire. In such a system, the appearance of a torsional

roelastic phase transition. This transition must be interpreteg€formationX, in the sample should cause the attached
as a high-temperature ferroelastic phase transition, since it [wetal rod 1o rotate(for a sample withy onentatlon'the
assumetithat the ferroelastic phase is stable only in a ”m_change Of_ the shear deform_atldag and/orx_lz determines
ited temperature range 125-573 K, and below25 K the the behavior of the defor_matl(my). The rotatlon_ angle of N
structure once again changésw-temperature ferroelastic the rod was_measure_d W|th_speC|aI photoglectrlc or capacitive
phase transitionwith the 4mm point symmetry being re- gauges. This made it possible to determine the torsional de-

stored. The ferroelastic properties of B&NkO,5 are de- formation according to
scribed by the behavior of the spontaneous shear deforma- 4d
tion X,. It should be noted that the ferroelastic phase itself X= go(g
is simultaneously incommensurable and, as has been reliably
established recentfy,” at a phase transition from the normal whered and| are, respectively, the transverse size and length
to the incommensurate phase, the latter can be representedd]nthe sample.
a quite wide temperature range by two structural statesj a 1 Figure 1a shows the temperature dependence of the tor-
state with a single structural modulation vector and@® 2 gjonal deformatiorX . recorded on aiX—Y recorder in the
state with two mutually perpendicular modulation VeCtorS-temperature range y400_590 K in a regime of heating fol-
The orthorhombic & structure is ferroelastic, while the |owed by cooling of the sample. It is evident that the depen-
spontaneous deformation of the tetragongl &ructure is dence X(T) is complicated, and possesses a number of
zero. Under thermal cycling or prolonged annealing, restrucsharp anomalies. It is observed that in the entire experimen-
turings of the Tj and 23 structures occur in the temperature ta| temperature range the cuns(T) obtained in the heat-
range of the incommensurable phase. These restructuringsg regime are not the same as those obtained in the cooling
can give rise to effects such as anomalous thermal hysteresigsgime. Spontaneous twisting of the sample is strongest in
of various physical properties, a memory effect, and otfers.the ferroelastic phase below 573 K, whete, deformation
Since the ferroelastically active deformation is ¥f,  arises spontaneously. Strictly speaking, in ferroelastics, in
deformation, it is obvious that investigations of the temperathe absence of external mechanical stresses, the macroscopic
ture evolution ofX4, will yield additional information about spontaneous deformation of the entire sample should be zero
the characteristic ferroelastic behavior of ,BaNb;O,5 at  because it is compensated by the formation of domains with
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FIG. 1. Temperature dependences of the torsional deforméjoand in-
commensurateness paramtg) of a BaNaNb;O;s sample withy orien-
tation. The arrows show the direction of variation of the temperature.
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defor.matlons of different sign. However, as a rule, macro- 200 %50 50 550 0
scopic spontaneous deformation of the samfdpsntaneous T,K

twisting of the samples for the case of a spontaneous shear

deformation as a result of a ferroelastic phase transition and:'G- 2. Temperature depe_ndenceé(gfwith different torsional mechanical

. . . stresses of different magnitudes applied to the sample),.5x 10° (b),

in the absence of external mechanical stresses is observeacid 10 Pa (o).

Such incomplete compensation of the macroscopic spontane-

ous deformation could be due to the presence of internal

mechanical stresses arising in the sample either duringansition into the quasicommensurable st@itg=453 K,

growth or after mechanical working. where 6=1.2% and does not change with further cooling.
That the anomalies in the curve§(T) (Fig. 19 are The temperature hysteresis&(T) is attributed in Ref. 6

related to the behavior of the spontaneous deformafigris  to hindered nucleation of adglstructure inside a@ structure

confirmed by the fact that such anomalies do not occur irduring cooling of the sample.

investigations of samples with orientation (for a sample Comparing Figs. 1la and 1b, it is easy to see that the
with such orientation the torsional deformation does not decurve X,(T) obtained during heating of the sample has
pend on the shear deformatiof,). anomalies near the temperatuiigs (the peak of the depen-

Let us compare the temperature dependenc¥,ofiith denceX,(T)), T, (peak, andT, (kink), and the analogous
the temperature evolution of the incommensurateness pararodrve obtained in the cooling regime has anomalies near the
eter, shown in Fig. 1b. The dependené€l) was obtained temperaturesT; (peak and T, (kink). The anomalies of
in Ref. 6 using the x-ray method. Several characteristic temX,(T) at T, are most pronounced. According to Ref. 8, the
peratures can be distinguished in it: the temperature of thdensity of the walls of the ferroelastic domains, arranged
transition from the normal into the incommensurable phasalong the (100 and (110 planes in the tetragonal setup,
T,=573 K, at this temperaturé= 12%; the lock-in tempera- changes sharply near this temperature.
ture T, =533 K; in the temperature randg <L <T, the 2q Temperature hysteresis Af T) occupies a smaller tem-
structure is stable, and @& a transition occurs between the perature range than the temperature hysteresis of the curves
1g and 2y structures; the temperatuiB-=503 K below X, (T). The hysteresis oK,(T) below Ty =453 K is prob-
which only the Ty structure is present; the temperature of theably due to ferroelastic domains. It is knotfrthat when a
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sample exists for a long time in the ferroelastic phase, th@ decrease in the concentration of domain walls in the fer-

domain walls are pinned by point defects, which move fromroelastic, it can be concluded that the anomalous behavior of

the interior volume of the domains to the boundaries of thehe spontaneous twisting at temperatufgsand T, is re-

domains. Heating above the ferroelastic phase transition tentated to the state of the ferroelastic domains in

perature causes the domain walls to vanish and results in Ba,NaNk;O;s.

uniform distribution of point defects throughout the volume One would expect that a decrease in the concentration of

of the sample. Under subsequent cooling from the paraelastidomain walls in the sample should result in a decrease of the

phase, the structure will be more labile, since a certain periotemperature hysteresis &, (T). However, the exact oppo-

of time is needed for point defects to pin the domain walls.site was observed experimentally. One possible explanation

In our case, prior to the measurements the sample was hetif this contradiction is that an external mechanical stress has

for a long time at room temperatu(ierroelastic phageand, a different effect on the “pinned”(heating procegsand

on heating, a “pinned” domain structure arose in the“free” (cooling processdomain structure. It is reasonable

sample. In the subsequent cooling regime, a “free” domainto assume that the effect of the mechanical stress during

structure formed in the sample. The difference in the degreeooling is to produce a greater degree of monodomain for-

of pinning of the domain walls can explain the presence oimation in the sample, while the “pinned” domain structure

anomalous temperature hysteresisXy(T) in a wide tem- s less effectively rearranged by a mechanical stress.

perature range, above the temperature range of hysteresis in It is obvious that further experiments are required to

S(T). It is obvious that in the rangé,<T<T, hysteresis of study the effect of the mechanical stress on the temperature

Xy(T) could be due to a change in the system of domairhysteresis of the spontaneous twisting of aMaNb;0;5

walls interacting with defects as well as to changes in the 1 crystal.

and 2 structures responsible for the hysteresissr). This work was supported by the Russian Fund for Fun-
The stress and the dependent spontaneous deformatidamental ResearaProject No. 98-02-16055

applied to the ferroelastic can affect the ferroelastic domain

structure. The results of the investigation of the effect of &g 4. gridnev@nst.vstu.ac.ru

torsional mechanical stress, on the temperature evolution

of the spontaneous twisting of the pdaNk;,O,5 sample are

_d|splayed in Fig. 2. Itis evident that as the mechanlcal stresall T. Bodnar' and V. P. Yarunichev, Fiz. Tverd. Telaeningrad 29, 614

increases from 0 to 810° Pa, the total torsional deforma- (1987 [Sov. Phys. Solid Stateo, 354 (1987].

tion increases substantially, indicating an increase in the de2J. C. Toledano and L. Pateau, J. Appl. Ph5. 1611(1974.

gree of single-domian formation in the sample in the field of 33-9'\30“, N. Yamamoto, Y. Koyama, and Y. Uesu, Ferroelectfie§, 13

the external mephamcal stresses and, therefore, an !ncreaseggj_r Sc?llneck and D. Paquet, Ferroelectdts577 (1978.

the macroscopic spontaneous deformation. In addition to thes i, N. Yamamoto, Y. Koyama, and Y. Uesu, Ferroelecttiés, 105

fact that the applied mechanical stress strongly changes thg1995.
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LOW-DIMENSIONAL SYSTEMS AND SURFACE PHYSICS

Localization of an electron on a one-dimensional chain of periodically arrayed
random é potentials

D. M. Sedrakyan*) and D. A. Badalyan

Erevan State University, 375049 Erevan, Armenia

A. Zh. Khachatryan"

Armenian State Engineering University 375049 Erevan, Armenia
(Submitted July 16, 1998; resubmitted February 9, 1999
Fiz. Tverd. Tela(St. Petersbung4l, 1851—-18550ctober 1999

A new method for exact averaging of the resistivity of a chain of periodically arrayed random
short-range potentials has been developed. It is shown that the dependence of the average
resistivity of the system on the length of a system having an arbitrary disorder at its centers is a
sum of three exponential functions. The nature of the localization of the states as a function

of the system’s disorder parameters and the energy of the single-electron states have been
investigated. ©1999 American Institute of PhysidS1063-78349)02810-3

The transmission of electrons through layers of a random & scatterers, such that the average potential is zero. In
domly nonuniform medium is an important problem in the Ref. 16, a transfer matrix was used to find the general form
theory of disordered systentsee, for example, Ref.)1At  of the solution for the average resistivity of the model stud-
present the solution of this problem for two- and three-ied in Ref. 15, when the average potential is different from
dimensional systems encounters insurmountable mathematiero.
cal difficulties. At the same time, one-dimensional models In the present paper we propose a new, simple method
are being intensively investigatddee Refs. 2—14 This is  which, in the general case, permits finding an exact solution
because, specifically, one-dimensional models in a numbdor the average resistivity of a chain of random short-range
of cases admit exact solutions, which makes it possible tpotentials. It is shown that all one-electron states are local-
follow the evolution of electronic states as a function of theized and the dependence of the localization length on the
sample size with an arbitrary interaction force. model parameters is found for arbitrary electron energies.

For a one-dimensional system, the electric conductivity
at zero temperature is the reciprocal of the Landauer resig- EQUATION FOR THE AVERAGE RESISTIVITY

tivity p, which in turn can be presented‘ds Let us consider a model wheid random é potentials

p=RIT, 1) occupy sites of a one-dimensional chain with the coordinates
x;=la, wherea is the period of the one-dimensional struc-
whereR and T are, respectively, the electron reflection andtyre,
transmission coefficients. If the nonideal region is a uniform N
metal with stationary random scatterers, where all electronic _ _
states are localized, then the average Landauer resistpity V(X)_El VIdx=x). ©
can be expressed in terms of the chain lengtiwhen

-5 Let the strengths of thé potentialsVy, V,, ... ,Vy be
L—o) by? . » . .
independent random quantities, assuming any values in the
1 range (— (W/2), (W/2)) with probability density~f(V,)
<P>:§(eu§— 1), 2) w

2
(f(V)) is a density function, [ f(V,)dV,=1).
sible realizations of the random field. Hefds the localiza- X

2
tion length of one-electron states, which depends on the elec- Following Refs. 14 and 15, we can express the ensemble
tron energy and the form of the random-field potentials andaverage(py) as
does not depend on the sample length. W W
In Ref. 15, an exact solution was obtained for the aver- <pN>:f2W o fzw(|DN|2_1)
2 2

wherezi=e?=1 and(...) denotes averaging over all pos-

age resistivity and the localization length was found as a
function of the order parameters and the electron energy for
a model of a chain consisting of periodically arranged ran- Xf(Vy) ... f(VydVy...dV,, 4

1063-7834/99/41(10)/5/$15.00 1700 © 1999 American Institute of Physics
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where wheret;, T;, andT, do not depend oN. Substituting the
N N o ] expression(9) in Eg. (7) [or in Eq. (8)], we obtain
Du=1+ 2 2 h 'V_J2 _ IVJ To=—1/2 and the characteristic equation for determining
NUTURS 1R, 2k 2k T 2K 3 2 P
t7=t7(I+m)+t;(1-m)—1=0, (10
p—1
« H (1—exp 2k(x; —x ). (5) wherel andm are determined by the expressio.
=1 Jer1 e Equation(10) is a third-order equation and therefape

=3 in expression9).
Substituting expressiof®) into the boundary conditions
Dny=AyDn—_1—BnDn-2, (6)  (A.18) and taking account of the characteristic equatit),

The serieD, satisfies the recurrence equafion

where we obtain a system of equations foy
3
= . = i 1
AN 1+BN+CN’ BN (VN/VNfl)qu")’)i . TJtJ=§+a, (11)
Cn=(IVn/2K)(1—expliy)); Ar=1+iVy/2k, 1=
3
y=2ka, Dy=1, D_,=0. o1 (B?—a)cogka 12
As follows from Eqg.(4), the problem of determining the Flty 4 cos ¢
average resistivity of a chain of randofnscatterers reduces 3 1
to finding the average value 6D y|2. The direct calculation Ti=5. (13
=1

and averaging dD |2 according to Eq(4) is a very difficult j
mathematical problem. For this reason, it is necessary to oRyhere cosp=cosy/2+ g siny/2.

tain for (|Dy|?) (or (p)) an equation whose solution would The system of equatiorid1)—(13) can also be obtained
make it possible to find the dependence of the average resigy requiring that the solutio(®) satisfy Eq.(8). The solution
tivity on the model parameters and the electron energy.  of the linear system of equatiori1)—(13) leads to the fol-

This equation has the forifisee Appendix lowing expressions for the coefficients, T,, andTs:
(pn)=(+m){pn-1) —(I=m){pn-2)+{pn-3) + M, , C14b(1+h)—(1-ty)(l+m-2a—t;+1)
@ 172 (ta—t)(t3—1y) ’ 4
wherel andm are determined by the expressions
where

| =4(cosyl2+ B sinyl2)?—1;

X 21 +1 ) 1+(,82—a)coszka
m= - —C0sYy), a=a+ =, =—F——)

— 2 2 —
a=(V)IAC,  p=(Vi)/2k. The coefficientsT, and T; are obtained fromT, by
Equation(7) is a finite-differencerecurrencg equation  cyclic permutation of the quantitids, t,, andts.
with the initial conditions(A.18). Thus, the length dependence of the average resistivity of
We note that the solution of the equation with the con-the present model of a chain in the general case can be ex-
ditions (A.18) is equivalent to the problem of solving an pressed by a sum of three exponential functions of the roots

integral-type finite-difference equation of the characteristic equatiddO) t,, t,, andt; with coeffi-
2 N_1 cientsT,, T,, andTs,.
(PN)Z(OI—ﬂz)N+BZ sin(Ny/2) 2 Faon(pn), (8 The roots of the cubic equatidi0) can be expressed in
-n n/»

Sire(y/2) terms of radicals
where
Fno=(a—B%)(1—cosny)+2(2B+ B?tan y/2))sinny.

For 8=0 (the average potential is zercequation(8) be- ~ Where

comes an equation f@py) obtained in Ref. 15 by a different 3 q 3 q
method. A= \/—§+\/6, B= ‘\/—5—\/6 (16)

[+m A-B [+m
L=A+B+ 7, == —— J§+T, (15

and
2. AVERAGE RESISTIVITY OF THE SYSTEM 2l ¢2+3m?2 1 (|2—m2)2 [2—m2 1
= — [N — — + -,

Following Refs. 15 and 16, we shall seek the depen- 3 9 12} 3 6 4
dence of the average resistivity of the chain on the length of 124m2\3 12 m2 1
the chain in the form qg=-2 3 % 3o (17

p .
<PN>:E Tjth+T0, 9) _Equat|on(10) for Q>0 has one real and two complex-
i=1 conjugate roots, and fa@=<0 all three roots are real.
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Let us consider some particular cases. For the well- It follows on this basis that the characteristic equation
known Kronig—Penney model, the resistivjty, can be ob- (10) always possesses a real root which is greater than or
tained from the solution(9) by making the substitution equal to 1. FoQ>0 the modulus of the complex root is less
a= 2. Indeed, we obtain from Ed15) in this case than 1. We note that two roots greater than 1 can also be
present Q<0). Therefore the localization length, according

L=l L=exqi2e), t=exp(—i2e). (18) to Eq.(2), is given by the formula
Then, substituting expressiord8) into Eq. (15 we a
have =
£ i (25
1 P 1 p .
T1=§ — 1, T2=T3:Z - ) (199  wheret; is the largest real roott(=1) of Eq.(10).
Sir? ¢ Sir? ¢ As is evident from Eq(25), whent, =1, the localization
The substitution of expressiofs8) and(19) into Eq.(9)  length becomes infinite, i.e. delocalization of the states oc-
immediately gives the well-known restilt curs. Indeed, as one can see from Etf), the case; =1
, corresponds to the Kronig—Penney modéV?)=(V)?),
:V_ Sin* Ne (20) where the electron energy lies within an allowed zone
PN s g (|cose|<1).

] ) When the variance of the potential is different from zero,
where cogp=coska+ (V/2k)sinkaandV is the strength of & ¢ s greater than 1. Then all electronic states are localized.
single & potential. . . We shall find the localization length for the physically

Let us consider a different special case, where the eleGyteresting case where the particle energy lies within the al-
tron energy corresponds to the edge of an energy bkad ( |oyed band of the Kronig—Penney model, and the variance
=, k?=E is the electron energyand the disorder param- ;2 of the potential is much less than the average value of the
etersa and 8 can assume any values. In this case the avelpotential, i.e.(V2)—(V)2<V2. In this caset, is close to 1

age resistivity(py) has the form and it can be sought in the form
(pn)=(a—B*)N+B*N?. (1) t;=1+At, O<At<Ll. 26)
As one can see from Eq21), the dependence of the
average resistivity of the system on the length of the systenanI
consists of terms which are linear and quadratidNinThe
power-law dependence ¢fby) on N leads to the fact that the _ 2m
stateka= 7 is delocalized. This is the well-known feature of At= 3—¢e’ (27)
the present model, related to the choice of interaction poten-
tials in the form of§ functions®®

Substituting expressiof26) in Eq. (10) and retaining
y terms linear ino?, we obtain forAt

Substituting expressiof26) in Eqg. (25 and using Eq.
(27) we obtain finally for the localization length

2

3. LOCALIZATION OF STATES 2ak? [ sing

sinka

) 28
Before considering the asymptotic behavior(pf,) in o? 8

the limit N—oo, we shall determine certain properties of the
roots of the characteristic equati¢h0).
For this we write the equatiofl0) in the form

Relative(28) determines the dependence of the localiza-
tion length on the variance of the potential.
Finally, we note that the roots of E(LO) are equal, i.e.,
t?+t+1 t+1 ti=t,=t3=1, if Q=0, which corresponds to the states
= m (22 ka=7m (m=1,2,...). As one can seeom Eq.(25), these

t t-1
We shall { and i v ind 4 bl states are delocalizéd!®
e shall treal andm as linearly independent variables In conclusion, we note that a solution was found for the

and the rootd of the characteristic equatiqii0) as an inde- average resistivityp) of a one-dimensional chain of pe-

per)d.e.nt parameter of Eq22). A,S one can see from the riodically arranged random scatterers. The dependence of
definitions ogl andm (A.9), for arbitrarily f|x1_edka,ﬁa anda . {p) on the chain length with arbitrary disorder on the centers
(a;O, @~ 3°>0) they can assume numerical values only Nis a sum of three exponential functions. In the limit of an
the intervals infinitely long chain, the average resistivity for the values of

le[—1,°) and me[0x). (23)  the disorder parameterrf+0) grows exponentially, which
attests to localization of all states of the one-electron spec-
trum.

The dependence of the localization length on the param-
eters of the problem was found. For the case of weak disor-
ger, an analytic expressid28) is obtained foré as a func-
tion of the electron energy and the variance of the potential.
As one can see from E@28), in the allowed bands of the
Kronig—Penney potential, the one-particle electronic states
te[—1,). (24) have a finite localization length, whose dependence on the

It can be shown that Ed22), which in the {,m) plane
looks like a straight line, intersects the domain of the vari-
ablesl andm (23) only for certain values ok. It is obvious
that the real roots of the characteristic equation possess n
merical values for which the straight lii22) passes through
the region(23). This happens whehassumes a value in the
range
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FIG. 1. y= (a?/{V)?) (¢la) versusx=Kka for various values of the average pot

particle energy is displayed in Fig. 1. The localization length
approaches infinity only at the edges of the allowed bands
k= 7m; this is due to the choice of the potential in the form
of & functions. As one can see from the figure, the localizaN
tion length is a multivalued function of the electron energy inD
different bands. For an arbitrary energy as the average
potential(V) increases, the localization length decreases.
One of us(D. A. B.) thanks V. M. Gasparyan for a

discussion of the results obtained.

C

APPENDIX

We introduce the new function
SN:DN_DN*I' (Al)

Then we obtain from Eq(6)
Sn=CnDn-1—BnSn-1- (A.2)
It is convenient to us&,, since it can be expressed as
Sn=Cnfn-1, (A3)
where the function
fn-1=(1+Bn/Cn)Dyn-1—(Bn/Cn)Dn-2
does not depend ovy . Now, a relation between the func-
tions Dy and fy can be established from Eg6A.2) and
(A.3):
Dng=fn—bfn-1,

whereb=exp(y).
The dependence ¢Dy|? on the functionsfy, and fy_,

obtains from Eq(A.5)

(A.4)

(A.5)

IDNP=[FnP+ [ fyo g P —b* fufR o —bfNfn-1. (AB)
We shall find the recurrence equation fgr. We replace
by N—1 in Eg. (A5 and construct the difference
n—Dn_1. Using Egs.(A.1) and(A.3) we obtain
fn=anfn-1—bfy-2, (A7)

whereay=1+b+Cy. The equation(A.7) leads to the re-

urrence relation
|fN|2=(|aN|2_1)|fN71|2+(1_|aNfl|2

—anay_i—anan-1)|fn-a*FIfnosl® (A8)

The equation obtained is remarkable in that the function
|f|? (k=N—1,N—2) and the corresponding coefficients do
not contain the general random potentigls so that they
can be averaged independently of one another. Froni4tq.

we obtain

(Ifnl2) =+ m)([fn-a]?) = (1 =m)([fn—al?) + (| fn-3l?),
(A.9)

where
| =4(cosy/2+ Bsinyl2)?—1;
m=2(a—B?)(1-cosy),
a=(VHI4k2,  B=(V,)I2k.
Now, using Eq.(13), we obtain from Eq(12)
IDNI?=[fnl?+ (1—ay—ad)|fn-a*+(an-1

+aK|—l)|fN—2|2_ b*fN—Zf:\(l—3_bfm_2fN_3.
(A.10)
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Replacing the indeN by N—1 in Eq. (A.6) and using
Eq. (A.10) we construct the differenceWy=|Dy|?
—|Dn-2|2. We obtain

Qn=|fn2+(1—ay—af)|fh_4|?
+(1—ay-1—ay_ )| fn-al*— |-l
We now average EqA.11), using Eq.(4),
Q)= fnP N Fyo 1P =N Fn—2®) = ([ fn—al ),
(A12

(A.11)

where
N=—(1+2cosy+2Bsiny).
The average$Qy) satisfy the recurrence relation

(IQnI)=(+m){(Qn-1)— (1 =m)(Qn_2)+(Qn-3).
(A.13)

This can be verified by using EgeA.12) and (A.9).
We now introduce the average(Py)=(|Dy|?)
—(|Dn-1/?). Then

(Qn)=(Pn)+{(Pn-1) (A.14)

It follows from Eqgs.(A.13) and(A.14) that the following
equations, similar to Eq$A.9) and(A.12), hold:

(IPn)=(+m)(Py_1)— (I =m)(Py_2) +(Pn_3),

(IPn—1)y=(+m)(Py_2) = (I=m)(Pn_3)+(Pn_a).
(A.15)

Continuing Eq.(A.15) right up to the equation fofP,),

we obtain a chain oN—3 equations. Summing them and

taking into account the fact that, by definitiofR\)={pn)
—(pn-1), We obtain

(pn) +(T+m)(pn-1)— (I =m){pn_2) +{pn-3)+ C,
(A.16)

where
C={p3)—(I+m){p2)+ (I —=m){p1)+{po)- (A.17)

The first few averageép,) (k=0,1,2,3) can be easily
obtained directly from Eqg6) and (4). We have

(p0)=0, (p1)=a,
(p2)=2a+2a?(1—cos)+4ap siny+ 25 cosy;

Sedrakyan et al.

(p3y=3a+8a’+4a*+6ap’
+(4B°—4a*+8ap?—8a’)cosy
+(4a®—8aB?—4a’)cosy
+(28%—6aB?%)cos 2y+(16a’B+8aB)siny
+(4B3—8a?B+4aB)sin 2y. (A.18)

Substituting the expressidi.18) into Eq. (A.17) we obtain
C=m.

*)E-mail: dsedrak@www.physdep.r.am
DE-mail: akhachat@www.physdep.r.am
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The phase diagram of a two-dimensional mesoscopic system of charges or dipoles, whose
realizations could be electrons in a semiconductor quantum dot or indirect excitons in a
system of two vertically coupled quantum dots, is investigated. Quantum calculations using

ab initio Monte Carlo integration along trajectories determine the properties of such objects in the
temperature—quantum de-Boer-parameter plane. At @erfficiently low) temperature, as

the quantum fluctuations of the particles increase, two types of quantum disordering phenomena
occur with increasing quantum de Boer parametéirst, for g~ 10 ° the systems

transform into a radially ordered but orientationally disordered state wherein various shells of the
“atom” rotate relative to one another. For much larger 0.1, a transition occurs to a

disordered statéa superfluid in the case of a system of bogon® 1999 American Institute of
Physics[S1063-783#9)02910-X]

The study of the properties of a mesoscopic systemsrientational melting of the shellss;,s,} should decrease
with a small number of particles is becoming increasinglyand, one would think, their “zero” orientational melting
important in connection with the continuing decrease in theshould occur at a certain critical magnitude of the quantum
characteristic sizes of electronic devices. The development dfuctuations.
microlithography in semiconductor technology now makes it ~ What determines the position of the poing s, of
possible to perform experiments with extremely small struc+zero” orientational melting? Ordinarily, the quantum
tures containing only several electrons or excitons. The inphase-transition point is estimated as the point where the
vestigation of such systems has led to the development adnergy%/ma? of quantum fluctuations of a particle is equal
single-electronics® and to substantial progress in the studyto the energyk,T. of its thermal vibrations at the tempera-
and construction of various kinds of mesoscopic objécts,ture T. of classical disordefin other words, when at tem-
regarded as an elemental base for electronic-computing angkratureT, the wavelength of a thermal de Broglie wave is
measurement systems of the future. equal to the average distanadetween the particlesHow

In the present paper we study the phase diagram of does this estimate change in application to quantum orienta-
finite system of particlega clustey confined in a two- tional melting of small clusters? What will be the relative
dimensional harmonic potential. This model can be used, foarrangement of the regions of existence of orientational order
example, to describe electrons in a semiconductor quantufior various pairs of shells in a multishell cluster? What is the
dot* and a system of indirect excitons in vertically coupledrole of exchange effects in the phenomenon under consider-
quantum dot$:® The existing experimental techniques makeation?
it possible to control the number of particldsin such an In the present work we attempted to answer these ques-
“atom” and to prepare classical clusters with fixsicas well  tions by calculating the properties of artificial “atoms,”
as systems whose behavior is governed by quantum effect®rmed by electrons and excitons in quantum dots, using the
This makes it possible to investigate a number of interestingluantum Monte Carlo method of integration along trajecto-
problems in the physics of mesoscopic systems. ries. The general structure of this paper is as follows: In

One of the most interesting phenomena occurring inSec. 1 the mathematical model is introduced and the compu-
small classical clusters is orientational disordering of clustersational algorithm employed is briefly described. In Sec. 2 a
(“orientational melting,” see Refs. 7-10in which relative  description and discussion of the obtained results are pre-
orientational disorder in different regions of the system ocsented.
curs at temperatures several orders of magnitude lower than
the temperature for complete disord@areakdown of the
shell structure and onset of particle transfer between ghells
Different pairs of shells of a cluster rotate as a whole relative; MoODEL. COMPUTATIONAL ALGORITHM
to one another, losing their relative orientational order.

In studying clusters, wherein quantum fluctuations of the ~ The mesoscopic clusters whose properties we wish to
particles are comparable to the average interparticle distancevestigate can be regarded as two-dimensional systems with
the question of the existence of a quantum analog of classical finite humberN of particles with massn in a quadratic
orientational melting is of interest. It is obvious that, as theconfining potential of strengtlx. The general form of the
role of quantum effects increases, the temperalig of  Hamiltonian of such systems is

1063-7834/99/41(10)/6/$15.00 1705 © 1999 American Institute of Physics
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o p2 52 52 N The variance of the trajectories in imaginary time, i.e.,
A=o— D | S+ e CHyH+ D Ury). the degree of “smearing” of the trajectories over an angle
=1\ 09X 9y =1 <] and radiug, was also studied:
1 N P-1 1 P-1 2
Th(_a followmg functions were considered for the pair inter- |¢:ﬁ< E 2 <€Di -5 2 qDip) > (5)
action potentiall of the particles: 1for a system of elec- =1 p=0 p=0

trons e in a semiconductor quantum dot the particles inter- N P-1 po1 B
acted according to the Coulomb law, i.El.(rij)zeZ/rij, | :i S (r_p_i D rp) ©6)
rij=Iri—r;l; 2) the interaction of indirect magnetoexcitons " NP\ 5\ P '
in a double quantum dot was viewed as an interaction of
parallel dipole U(rij)=d2/rﬁ , Where the dipole moment 5 ~oMPUTATIONAL RESULTS
d=he is determined by the distantebetween the quantum
dots. We consider first the behavior of classical clustéos
The Hamiltonian(1) can be reduced to a dimensionlessq=0). The main configuration of a classical system of 10
form by expressing all distances and energies in units,of dipoles(for T<1) in a confining harmonic potential has two
and Eozaré, wherer,=e?¥ ' for a system of electrons distinct shells with the inner shell containing three particles:
(Coulomb cluster, Collandro=d?%a*® for a cluster of D;y(3,7). Figure 1 shows that, as temperature increases, at
magnetoexcitons(dipole cluster . As a result, the first the relative orientational order of the shells is lost. This
Hamiltonian(1) becomes occurs at a very low temperatufe,;~5.4x 10 6. The total
disordering of a clusteD,, with particle transfer between
the shells occurs at a much higher temperaiyre 0.01.
It is obvious that, for a small cluster consisting of several
shells, a number of orientational melting phenomena will
U(ri;)={1/r; ,(Coul; 1/ri3} (D)} (2)  occur, each one corresponding to relative orientational disor-
s 1.2 dering in different pairs of shells. This feature of small clus-
Here the quantum de Boer parameder7/(m~“a™T;) de-  ters can be seen in Fig. 2, which shows the temperature de-
termines the magnitude of the quantum fluctuations of th‘?oendences of the radial fluctuation€) and of the
particles. The other dimensionless parameter determining thsyientational paramete®) of different pairs of shells of a
state of thg systent2) is the dimensionless temperature nree-shell Coulomb cluster Coyl which in the ground
T=k,T/(arp). state has the configuration Ce§(8,9,13). The arrows in the
We used the quantum Monte Carlo method of integraﬂgure mark the temperaturéB;,~3x105 and T,;~1.25
tion along trajectoriegsee, for example, the review in Ref. »10-3 of the orientational disorderings and the temperature
11) to calculate the properties of the syste@). In this T ,~7x 1073 of total melting of the system. The data in Fig.
method the properties of the initial two-dimensional quantumy confirm that the temperaturds , of orientational disor-
system{r;}, i=1..N, are calculated along a fictitious three- dering of the pairs of shells;,s, are a function of the dis-
dimensionafrf}, p=0...P—1 trajectory, obtained by ‘dis- tribution function of the particles over shelldl{ ,Ns ) and
cretizing’ the functional integrals. The required accuracy inare maximum for the pair of shells that form closfed groups
making such a substitution, cqntrolled by the .dimensionlesaf sites of an ideal two-dimensional triangular lattiGiee.
parameterr=q/(PT), was achieved by choosing the num- b (Nslyst)=(3,9)'(4'10y(6'12), L..)80

ber of layersP in the three-dimensional system such as to .
. L In the cases considered above, the temperature range
best satisfy the conditiom=0.3.

The derivation of the state of a cluster at each pointT5152<T<Tf can be regarded as the region where the shells

{q; T} investigated in the plane of the controlling parameters{sl’SZ} of a cluster, which retains its internal order, rotate

was based on a calculation of a number of quantities: th&elative to one another, losing the mutual orientational order.

radial particle distribution function in a trap and the radial!" @ 2xN dimensional configuration space, the system
mean-square displacements moves in a narrow region — “ravine” — on the potential

energy surface, different points of which correspond to dif-
P-1 :
ferent values of the order parame . Figures 1 and 2
=s S 3 LD~ () ) o o mecommZ] by “breaing'
NP & & i i/ A show that such motion is accompanied by “breathing” of
the shells of a cluster, which sharply increase the radial
The orientational disorder of a cluster was investigated usingnean-square fluctuations’ at the pointsTs s, of orienta-

N

+,21 (xF+yD)+ > U(ry),
i= 1<j

2 2

Nl
qu(a_ﬁ_
i Yi

N

the relative orientational order paraméfer tional disorderings.
Let us see how the state of the “atoms” wilh= const
gslsz= < wsllll;z)- (4)

changes with an increase in the quantum fluctuations. Figure
The “orientational order parameteri of a shells contain- 2a shows the beha\_/ior of the relative orien?ational order pa-
rameterg,, of the dipole clusteD,, for motion along the

_ line T=3x10%. The sharp change ig,; at the pointqg,;

X exp(Nsg;), where the sum extends over all particles in a~g8x 10~* attests to a quantum fluctuations induced transi-

given shells. tion from an orientationally ordered std@0O, forg<qs,,) to

ing Ng particles is determined byzps=(1/NS)Ei'\iS
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FIG. 1. Vanishing of the relative orientational order parametgr(4) attests to a transition from an orientationally orde(&D) to an orientationally
disordered but radially ordered staf®O). The sharp increase of the mean-square radial quctuati{Sr(s) at the pointT,~5.5x10"¢ of orientational
disorder is caused by “breathing” of the shells in a clustep Bs the shells rotate relative to one another.

an orientationally disordered but radially ordered st&©®, of an orientational disoriented system in imaginary time. The
0>Q,1). The dependences of the angular and radial dispeffigure shows that the quantum fluctuations are sharply aniso-
sion of the particle trajectories in imaginary tif® and(6)  tropic. As the quantum parameter increases, the angular fluc-
on the quantum parameterare presented in Fig. 2b. The tuations of the particles increase sharply at the pgnt
inset in Fig. 2b shows the instantaneous projection of thevhere the mutual orientational order vanishes, while the ra-
trajectoriesrio—>ri°—> ... of a three-dimensional classical dial fluctuations of the particles as a function gfdo not
system in theO XY plane, giving an idea of the trajectories have any features.

L] I L] I T l L) l L
u 2

0.4 - -
Q
[o¥3) i 40,02 J
D
=

0.2 5 ]

40.00
0.0 S ]
0.0 1.0

10T

FIG. 2. Orientational melting of different pairs of shells of a three-shell Coulomb cluster,.Colihe arrows mark the temperatur&s, and T,; of
orientational disordering of the paif8,2} and{2,1} of the cluster as well as the temperatilieof complete melting of the clusster — a transition from the
RO state to a state of a classical ligyidL).
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1041,

4
10%q

FIG. 3. Quantum orientational melting of a dipole clustefTat3x 10~ °
and a Coulomb clustefinset to Fig. 32 at T=5%x10"%. a — Relative Ll-
orientational parametey,; as a function of the quantum parametgb — . ) ) .
measured of quantum particle fluctuations: radijand angulai, disper- ~ FIG- 4. T=5x107". a — Mean-square radial fluctuation$ of particles as

sion of particle trajectories in imaginary time. The region of sharp change& function of the quantum parametgr The insets show the characteristic
in the angular fluctuations is identical to the region of vanishing of the patterns of the trajectoriespline interpolation of their projections on the

relative orientational order of the shells. Inset: Instantaneous projection P XY Plang before =0.13) and after =0.2) a transition to a radially
the trajectories of cluster {y on the OXY plane at the point{q, T} ordered superfluid state. b — Superfluid component fractioms a function
={8x10 4, 3x10 %}. of the quantum parameter

Similar results were obtained for the Coulomb clusterof controlling parameter§q, T} where the role of exchange
Couls and are presented in the inset in Fig. 3a. The resulteffects is negligibly small. This feature is clearly shown in
correspond to the temperatufe=3x 10 *. At this tempera-  the inset in Fig. 3b, which shows a picture of the trajectories
ture, the second and first shells of a cluster lose orientationalf an orientationally disordered “atom” in imaginary time.
order atg~0.01. The quantum orientational melting of the We shall now briefly consider the effect of a further
third and second shells occurs at much smaller values of thiacrease in quantum fluctuations fqe=0.05. The simplest
quantum parametay;,~8x 10 3. estimates showsee abovethat, in the region of the phase

The computational results examined above show that thdiagram under study, fog> T, exchange effects start to
characteristic scales of the quantum particle motions at thplay an important role. To simplify the calculations we as-
guantum orientational melting point become equal to the avsumed that the particles forming the “atom” are bosons.
erage angle between the closest particles from the pair dtrictly speaking, this assumption is valid only for a system
shells considered. A characteristic feature of quantum orienef indirect magnetoexcitons in double quantum ddts,, for
tational melting of mesoscopic systems is that, at sufficienthya dipole cluster. The system of electrons in a semiconductor
low temperatures, the main direction of particle motion cor-quantum dot satisfies Fermi statistics and the model under
responding to a classical system is determined by a narrowonsideration is not valid for large quantum fluctuations.
and high “ravine” formed by the multidimensional However, investigation of a Coulomb boson cluster has defi-
potential-energy surface. The existence of such a ravinaite methodological interest and makes it possible to observe
leads to anisotropy in the quantum fluctuations and stronglgertain general regularities in the behavior of mesoscopic
distinguishes the role of angular quantum motions. We alstosonic systemésee below.
note that, for Coulomb and dipole clusters, the quantum ori-  Figure 4a shows the computational results for the mean-
entational melting of any pair of shells occurs in the regionsquare radial fluctuations of particles in dipolar and Coulomb
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FIG. 5. Resulting phase diagram of an “artificial atom” in quantum degs text for notation The dashed lines correspond to a dipole clustgy, Ehe solid

lines correspond to a Coulomb cluster CgulThe region of a transition from the OO to the RO state is shown qualitatively on an enlarged scale. In regions
of substantial quantum fluctuations with decreasing temperature, the superfluid state can vanish at a certain tehfperatisystem of a small number of
bosons.

bosonic clusters as a function of the quantum paranteggr ence of mutual orientational order between shells; in orien-
T=5X10"3. The statistics of the particles are taken intotationally disorderd but radially order¢®0) states, in each
account using a multilevel block method, described in detailpof which there is no mutual orientational order of any pair of
for example, in Ref. 11. As follows from the analysis per- shells in the cluster; in a state of a “classical liquidCL) —
formed above (Figs. 1-3, mesoscopic clusters in the a disordered state where the role of quantum fluctuations is
controlling-parameter region under study are in an orientasmall. Moreover, for bosonic clustelslusters of indirect
tionally disordered state. Therefore, a sharp increase igxcitong a region of superfluidSP state can exist.
mean-square radial fluctuations attests to complete melting.  of course, for systems with a small number of particles
Comparing the results of measurements of the radia js impossible to talk about the existence of sharp bound-
fluctuationsu; (Fig. 48 and the relative superfluid compo- aries between the above-mentioned states of the system, if
nent fractionvs of a cluster(Fig. 4b shows that this disorder haose boundaries are viewed as life(g]) of phase transi-
corresponds to a transition from a radially orde(B®) 0 @ yjong of one or another kintore likely, this is a crossover

superfluid (SP state? As an illustration, the characteristic region. However, as one can see from Figs. 1—4, analysis of

pattern; of pgr'uclg tra'qectones In imaginary t!me are .d's'the properties of a system with even such a small number of
played in the inset in Fig. 4@he spline interpolation of their

: I : articles makes it possible to determine clearly the presence
instantaneous projections on tREXY plane is shown We P P y P

note that the fraction of particles participating in nonidentityOf such regions ar.1d to show qualitatively their relative ar-
. ) : . ! rangement in théq; T} plane.
permutations sharply increases at the pginof disordering

and appearance of superfluidity in the system. Since the tem- The relative arrangement of various regions of the phase

perature of complete disorder in the corresponding classiceﬂ'agram obtamgd is controlled by the following ratiésg.
systems isT;~0.01, which is two times higher than the tem- 1-5. 1) The ratio between the temperature of the system and

perature to which the results of Fig. 4 pertain, the values ofhe characteristic height of the potential barriers for relative

q; of total disorder can be taken as fairly good estimates fofotation of different pairs of shells determines the region of

points of the corresponding quantum transitiofis=Q). the transition from an orientationally ordered state to a state
Combining the results presented above, we can draw ¥ith no orientational order for these pairs of shells. Such

phase diagram of mesoscopic clusters in fqeT} plane  transitions can occur at different temperatuifes, for each

(Fig. 5. The calculations showed that the system can be ipair of shells{s;s,}. 2) A further increase of temperatua

one of the following sharply distinguished states: in an or-the region of small quantum particle fluctuatiprieads to

dered stat¢OO) with a distinct shell structure and the pres- complete disordering of the system fér>T; and a transi-
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tion of the system to the classical-liquid state. This transitiorliquid — disordered state in which quantum fluctuations and
is controlled by the ratio of the temperature of the systemfor bosonic clusters of indirect excitonsegions of a super-
and the characteristic particle interaction enefigy. the di-  fluid state play a small role. It was found that volume effects
mensionless temperatuflein our variables 3) For T>Ty, do not play any role in determining the boundary of the
as the quantum fluctuations increase, when the de Broglierientationally ordered state of the system.
wavelength becomes comparable to the characteristic inter- At zero temperature, as the quantum particle fluctuations
particle distance in the liquid, a transition occurs to the suincrease, two types of quantum disordering phenomena oc-
perfluid state. In our dimensionless variables this transitiorcur with increasing quantum parametgrfirst, the system
occurs along the lin&(q) =q?. 4) The pointg; (atT=0) of  transforms into a radially ordered but orientationally disor-
guantum melting of a cluster — its transition from a radially dered state, where different shells of an “atom” rotate rela-
ordered to a superfluidn the case of a cluster of bosgns tive to one another. The transition to the disordered state
state — is controlled by the ratio of the energy of the quan<{superfluid in the case of a system of bosoascurs at a
tum fluctuations and the characteristic interaction energy ofmuch higher intensity of quantum fluctuations, and the posi-
the particles in the cluster) £omparing the energy of quan- tion of the point of this transitiorg; for systems with a
tum particle fluctuations with the characteristic height of thesufficiently large number of particledN¢20) can be ob-
potential barrier for relative rotation of a pair of shells tained by the standard estimate~ \/T;.
{s1;s,} in a cluster makes it possible to estimate the position  This work was supported by grants from the Russian
of the pointqSlsz of quantum orientational disorder. Fund for Fundamental Research, INTAS, and the program
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Diamond formation in hydrogenated amorphous-carbon films containing ultradisperse copper has
been studied by measuring IR absorption at two-phonon diamond frequencies. The
anomalously high two-phonon absorption observed in the experiments has permitted improving
the sensitivity of the method. Mechanisms of the two-phonon absorption enhancement are
discussed in terms of the theory of a medium containing nanosized copper-doped graphite
fragments. It is shown that the observed enhancement of two-phonon absorption is caused

by electrical induction of the local fields induced by irradiation in diamond nanocrystals acting

on adjoining copper-doped graphite fragments. 1@99 American Institute of Physics.
[S1063-783%9)03010-5

Studies of the initial stages in nucleation and growth are  The layers were studied by IR absorption spectroscopy
limited by the spatial resolution of the currently availablein the region of vibrational frequencies of the C—C and C—H
diagnostics. Attempts at resolution improvement by increasbonds ina-C:H. To improve the contrast, we complemented
ing the energy of the probinge.g., electropn beams may the study of one-transit absorption at normal incidence by
cause destruction of structural details. The giant enhanceneasuring two-transit absorption in reflection geometry at a
ment of two-phonon absorption discussed in this work offerg45° incidence angle.

a possibility of using phonon spectroscopy probe the dia-
mond nanocrystals forming in the amorphous carbon matrix

o " . . RESULTS OF THE EXPERIMENT
under nonequilibrium conditions of plasma cosputtering of2

copper and graphite. Figure 1 presents a typical two-transit absorption spec-
The problem of diamond nanocrystal nucleation in antrum of the grown layers modified by the presence of copper.
amorphous carbon medium may be considered in connectionhe intensity of the characteristic hydrogen-bond vibrational
with the growth of nanosized structures and with the charactrequencies (3000—2800cH) is seen to be considerably
teristics of their electrophysical properties. The componentseduced by the introduction of the metal. A still more impor-
of the heterostructures formed in this case are the same tant consequence of copper doping is the appearance of new
chemical composition(carbon) while differing in lattice  bands in the region of two-phonon diamond absorption
symmetry. Indeed, there have been repeated attempts to dig2000—2200 cm?, Ref. 1) and of the graphite Raman fre-
cuss the mechanisms of diamond nucleation on graf;lﬂite, quenciegthe G band at 1575 cnt and band with a poorer
fragments of its planes being an essential component of thgetermined frequency around 1400¢h Ref. 4. Table |
structure of amorphous carbon, including its hydrogenatedists for comparison published data on the characteristic fea-
species &-C:H).? This work shows how this mechanism of tures of two-phonon absorption bands for bulk diamond and
diamond nucleation may account for the giant enhancemenhe parameters of the copper-induced absorption bands in
of IR absorption at two-phonon vibrational frequencies,a-C:H in the same spectral region. The number of character-
which is observed to occur in hydrogenated carbon containistic spectral features in our case is smaller, but the fairly
ing finely dispersed coppea{C:H:Cu). accurate matching of the band frequencies observed in an
a-C:H:Cu film with the two-phonon bulk-diamond bands
gives one grounds to call them, for the sake of brevity,
1. EXPERIMENTAL TECHNIQUE pseudodiamond bands. , _
The fact itself of this matching suggests diamond forma-
a-C:H:Cu films were grown by planar-magnetron tion in amorphous carbon containing ultradisperse copper.
cosputtering of a copper and a graphite target in an argoriFhe nanoscopic dimensions of the copper cluster8 nm,
hydrogen plasma (80%A20%H,) on a S{100 substrate at Ref. 5 enhance their activity as catalysts of diamond nucle-
200°C. The cosputtering was carried out in a working gasation. Thus the diamond formation temperature decreases
flow at pressures from 5 to 15m Torr and magnetron powefrom 800—900 °C required for the standard industrial vapor-
of 350—-450W(for a pressure of 8—9m Torr, the voltage was phase epitaxy process down to 200 °C.
360—380V. As shown earlie?, the films prepared in such The bands in Table | are numbered in accordance with
conditions are enriched in a diamond-like compongetra-  Fig. 2, which shows in a greater detail the absorption in the
hedral carbop The layers thus prepared were annealed intwo-phonon region both before and after the sample anneal-
vacuum for one hour at 220°C. ing. One readily sees that after an anneal at a temperature

1063-7834/99/41(10)/4/$15.00 1711 © 1999 American Institute of Physics
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FIG. 1. Two-transit IR absorption spectrum(@j a-C:H and(2) a-C:H:Cu. 22'00 : 21'00 : 20'00 : 1900
Wavenumber, em” !

Only slightly in excess of the film growth temperature theFIG. 2. Parts of an IR absorption spectrum ofasC:H:Cu film in the
spectrum is dominated by band | coinciding in frequencyas-grown statésolid line) and after annealing for one hour &= 220 °C
with the bulk-diamond absorption band, whose nature is nofdashed ling

fully clear and which corresponds to a two-phonon combina-

tion in the asymmetric Brillouin ban®Bands 11l and 1V also

coincide well in position with their counterparts of bulk dia- such structural units, one approaches the model of insulating

tmon:r.] B‘G’I‘i?]d Il,r\:\i/ffglc? "T’ ;etarnfrclearl)r/]?C:H:CGu ?nrllzl F_’rfr'10f medium, which serves as a basis for our theory of the giant
0 annealing, shifts to lower frequencies by16cm ~. The enhancement of two-phonon absorption.

same relates to band V, which, by contrast, becomes observ- As already pointed ott,cosputtering of graphite and

able (_)nly after the annea_lmg_. As for the activation of thecopper produces an insulating medium containing copper-
graphite Raman frequencies in the optical absorption SP€G5ased conducting clusters. It was shown also that such a

trumh_tms effect was aITea}dy geporfeehnd aSS|bgneq ' medium can be described satisfactorily in terms of the
grr]aﬂ |te|;frsgment mterggaﬂgn dy copp(;ar. For rew:]y, Weeffective-medium approximation including the weighted
sha call the corres%on m% .an. S gseudot-)Raman. g N ia Bntributions of all possible Lorentzian oscillators. We shall
phercmenon v obseredanC:H coped by a mumber of o U0 B BN S SRS B
g. 2, the haltwidth of the Fig. 3 to be the main structural unit of the material. We also

. — . 71 . .
dominant band at 2177 cm is 30cm *, which yields an take into account that the concentration ®felectrons in

estimate of the BZ edge dlspe_rsm_n corresponding to a dl""g'jraphite increases as a result of its intercalation with copper.
mond nanocrystal about 2 nm in size.

Thus graphite-fragment intercalation with copper gives rise
to the dependence of the fragment plasma frequency on in-
3. DISCUSSION tercalation efficiency(which depends, in its turn, on tem-

) ) ) o ) perature and on the copper concentration. The dielectric per-
Estimation of the absorption coefficient at the maximuMmissivity of a medium & can be written in terms of the

of the pseudodiamond bands yields a few hundredm adapted model in the forin

which is considerably in excess of 14 ¢ the figure for

bulk diamond This is all the more remarkable if one takes

into account that the diamond nanophase does not fill all of =~ _ 1 0)eg+ 0(ep—ec)ec 1)

the available space. Thus the observation itself of two- ep—egtf(ep—eg)’

phonon absorption in such thin films argues for the existence

of a mechanism of giant enhancement. This effect appeaigheresg and e are the permittivities of the graphite and

apparently as a result of heteroepitaxial diamond growth oliamond components, respectivelyjs the diamond-phase

the (000 surface of graphite fragments. The resultant hettylk concentration, andl is a form factor, which, consider-

erostructure is displayed in Fig. 3. By multiply repeating ing the quasitwo-dimensional nature of the diamond-graphite
structural units, is 1/2. As follows from the available data on
the dielectric permittivity ofa-C:H:Cu films, at copper con-

TABLE |. Parameters of the diamond two-phonon absorption bands. centrations less than 15% the dispersionsobutside the

two-phonon absorption region is practically zero, so that

may be assumed equal ég= 4.2 (for 14% Cu.° Using this

Wave number 2210 2177 2137 2024 1977 g g starting point, we applied the simplified Kramers—

\(/?/);E)/eermi:ﬁ o 2210 2177 2153 2024  1ses Kronig transformation procedure and narrowed the limits of

(literature, cm-* integration to the spectral range= (1900-2300) cm* of

interest to us here:

Band No. | 1] I} \% \%
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' 1 I o i I I 1
00F
15
-10F FIG. 3. Dispersion relations of the real
and imaginary parts of tha-C:H:Cu
o @ dielectric permittivity after annealing,
‘é’ L 147% which were calculated based on the
= ~ experimental data of Fig. 2 using the
F Kramers—Kronig procedure. Inset:
20}k model of a diamond—graphite het-
' eroepitaxial structure representing a
building block of the investigated me-
—» [0001] dium.
13
=30}
2 1 2 [l 2 L | n 1 4 1 o 1 "
1500 2000 2100 2200 2300
Wavenumber, em” !
2 (Bk(v)vdy w2,
— po‘0
n(vo)—C+— 5 2 ¢ 8G(w):80+ T2 o . (3)
T JA v -y (0= ) Totiw
Cc=el2; A=1000cnTl; B=2300cn?, @) where o, is the plasma frequency of the copper-doped

graphite componenty, is the characteristic frequency cor-
responding to the two-phonon absorption frequengys the
oscillator relaxation time, and, is the low-frequency di-
electric permittivity of graphite. Copper intercalation of
graphite fragments results in their plasma frequency becom-
ing dependent on the intercalation efficienfyhich de-
pends, in its turn, on temperatiirand on the bulk copper
concentration. Thus the mechanism of the absorption en-
. hancement consists in excitation of plasma waves at the
one used the dateon k,(v) in the two-phonon spectral diamond-graphite interface, with their subsequent relaxation.

range. , ) ) The coefficient of electromagnetic-wave phonon absorption
The results of the calculation of the real and imaginaryanhancement can be written

parts of the film permittivity are presented in Fig. 3. We
readily see that the imaginary part obtained by us reproduces
quite well the main features of the starting spectiifig. 2),

wherek(v) is the extinction coefficient. Th&,(v) coeffi-
cient for the films studied by us was calculated from the
experimental data presented in Fig. &, in Eq. (1) was
found using the relatioep=n?(v), andn(v) was derived,
in its turn, from Eq.(2) with the coefficientC=2.4 equal to
the refractive index of bulk diamond in the visible and near
IR regions. For the extinction coefficient of bulk diamond

while the real part exhibits anomalous dispersion in the in- or
terval of interest. It should be pointed out that the model
does not have any fitting parameter except the bulk fraction St
of the diamond nanophase, which is rather snf@i1-0.3. . 1
Note that the two-phonon absorption coefficient reaches a § 2
maximum at 2177 cmt, in full agreement with experiment. B4}t
Using the data or and the calculated film permittiv- — 3
ity, one can obtain from Eq1) the permittivity of the graph-
ite component of the filnkg, whose imaginary part is dis- o
played in Fig. 4 for different contents of the diamond phase.
It has been established by simulation that the nanodiamonds gl v . v+ o 0 o v o 0 1 v
forming on graphite fragments cause an anomalously high 1900 2000 2100 2200 2300
dielectric response in the graphite phase at the frequency of Wavenumber, em!

two-phonon absorption. This response grows with increasin

bulk diamond concentration. To analyze the enhancemer%['e' 4. Reconstruction of the dielectric permittivit for the copper-
oped graphite component af C:H:Cu made in the effective-medium ap-

factor, we defscribe the response of the graphite componepfoximation for different diamond-phase volume fractions 1—0.1,
by the following Lorentzian: 2—0.2,3—0.5.
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To wgo diamond nucleation. Moreover, the uniqueness of the two-
A= ol (4) phonon absorption bands may serve as a reliable indication
1% of the presence of diamonds.

Equation (4) was obtained by directly comparing the )
imaginary parts of the dielectric permittivity of the oscilla- Support of the Russian Fund for Fundamental Research
tors excited in a diamond nanocrystal by the two-phonorfCrant 97-02-18110is gratefully acknowledged.
absorption mechanisisubscript 1 and by the oscillator of a
graphite fragment(subscript 0 excited by oscillator 1
through electromagnetic induction. An analysis of two-
phonon absorption datayields the following oscillator
parameters for bulk diamondy=2177cm?, 7,=1.6
x 10 s, andwp; = 2.3 10tts 1, LF. A. Johnson, Prog. Semicor@,. 181 (1965.

2 -
For diamon form n raphite nanocl rth J. C. Angus, A. Argoitia, R. Gat, M. Sunkara, L. Wang, and Y. Wang,
or diamonds formed on a graphite nanocluster the dataPhilos. Trans. R. Soc. London, Ser.342 195(1993.
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Electronic resonances in a quantum well having a periodically uneven boundary
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The spectrum of the electronic states in an infinitely deep two-dimensional potential well, where
one wall is periodically uneven, is investigated theoretically. It is shown that in non-Bragg

type resonances — standing electron wave resonances, which are modes of different spatial
harmonics of the electron wave function — arise in such a well. The resonances occur in

a wide range of energies, starting at values close to the bottom in each 2D subband. The resonance
interaction splits the energy spectrum and results in the appearance of gaps, giving the

electron spectrum a miniband character. The properties of the electron gas vary substantially in
accordance with the new characteristics of the spectrum19@9 American Institute of
Physics[S1063-783#9)03110-X

Analysis of the electronic states in two-dimensional sys-system at energies below the energy of a Bragg resonance,
tems is of considerable interest for the extensive use of 2Bince it was assumed that the interaction of waves with a
systems in microelectronics devices as well as for the closkttice at these energies is weak and it results only in a neg-
relation of this problem to investigations of the quantum Hallligible shift of the 2D levels-®-18
effect and HTSCS72 In microelectronic devices, the cou- However, the present analysis of the problem in the mul-
pling between the electron 2D subsystem and external fieldémode approximation shows that resonances of a different,
or an external circuit is often effectuated by depositing anon-Bragg type, caused by the interaction of modes of vari-
lattice on the surface of a film with the 2D g&%.In this  ous spatial harmonics of the electron wavefunction, arise in
case, the electrons are subjected to an external periodic pthe indicated energy range. These resonances substantially
tential, which makes it possible to investigate the electrorglter the spectrum of a 2D system, and therefore they lead to
spectrum in such a system. Similar problems appear in ththe appearance of qualitatively new physical properties of
investigation of the properties of a two-dimensional electrorthe resonances, creating prerequisites for expanding the func-
gas at the boundary of a heterojunction in the presence dfonal possibilities of microelectronics devices employing
misfit dislocations or at grain boundaries in mosaic crystalssuch 2D structures.

In the first case the additional periodic potential arises be- The electronic states for a half-space bounded by a simi-
cause of the presence of misfit dislocatiéresd in the sec- lar periodically uneven boundary are analyzed in Refs. 19
ond case it arises on account of edge dislocations formingnd 20.

the grain boundary and the 2D channel ofSit.

Of course, this is by no means a complete list of cases
leading to the problem of the spectrum of electronic states in. INITIAL EQUATIONS
a 2D quantum well with periodically varying parameters.

The bibliography on this problem is large, since it includes We shall investigate the electronic states in an infinitely
an enormous number of works on waveguide theory. This i§leep potential well of widthd, where one wall has one-
because the formulations of problems mathematically fodimensional periodic corrugations described by the function
electronic, electromagnetic, and acoustic wave processes a¥éX) = §C0sOX)=Yo(X), whereq=2w/a and ¢ anda are the

in many respects equivalent. Investigations of wave proamplitude and period of the corrugations. Thus, an electron
cesses in bounded periodic media have been conducted ®in @ well bounded by a two-dimensional potenti&ix,y)

greater extent in the theory of electromagnetic and acoustic 0, d>y>y(x),
waveguideg?13 uxy)=1_ . _ —d )
Investigations of this problem for an electronic system as » YZYo(x),  y=d.

well as for waveguides have focused primarily on wave pro-The wave functiond’(x,y,z) and the energieg of the elec-
cesses near Bragg resonances, since it was assumed that tifven are found by solving the three-dimensional stationary
most effective interaction of waves with a lattice occurs onlySchralinger equation

in this energy range. The problem was usually solved in the

approximation of the coupled-mode equatf6i® describing AT+ 2_m[E_ U(x,y,2) ¥ =0 @

the behavior of a system near Bragg resonances. This ap- #? 7

proximation has been used quite often to investigate wavi
processes in bounded periodic structures® Much less at-
tention has been devoted to the study of the behavior of a W(X,yy(x),z)=V(x,d,z)=0. 3)

?ogether with boundary conditions at both boundaries

1063-7834/99/41(10)/4/$15.00 1715 © 1999 American Institute of Physics
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Since the boundary is periodic, we shall seek the solution i2. SHIFT OF THE ENERGY LEVELS

the form of a Fourier series o )
For k,=k,=0 the characteristic equatid6) becomes

= (a,coqky)+bsin(k 2
2, (ancotkyy) +Dysintkyy)) tar(dko):%klcot(dkl)[k0+ I tan( dkg) cottdky) ],

ki=Vkg—0?  ky=k§—40>. 8
wherek,, k,, andk, are the components of the electron ! o9 2 o~ =4 ®)

wave vectork. From the Schrdinger equation and Ed4)  Substituting into the right-hand side of this equation the
follows a relation betwee& andk zeroth-order solutiorf7), we find the correctionsk, to the
wave numbers and the new positions of the energy levels.
The behavior of the system is qualitatively different in the
regionsky>q. Fork=qg we have

x exd i (K, +ng,)x+ik,z], (4)

27E
Kin=—7~ ~ (ketna?=k;, (5)

and the boundary condition8) impose a relation between 2

_ _ [T
the quantitiek,, k,, andk,,, thereby determining the dis- 5k03_ﬁk03kls cothldkys),  Kis= v ko,
persionE(k) of a particle.

Substituting W (X,yo(X),z2) and ¥(x,d,z) into the &2
boundary conditions, we obtain a system of linear algebraic E=Eg 1+ Ekls coth(dks) |. ©)
equations for the coefficients, andb,,. Equating to zero the
determinant of this system permits finding the allowed val-For ko> q the corresponding formulas are
ues ofky,. For small corrugationg/d<1, éd<1, it is suf- e
ficient to retain the first ten harmoniag, by, a-,, and _ _ —
b., and so on, neglecting harmoniest®. As a result, we Kos =75 Koskiscotldkys),  kis= vkos— 0",
obtain the following characteristic equation for the allowed ,
values ofkyp: E=EJ1+ %kls cot(dkls)}. (10)
& [ kok_y koky
tar(dkO):Z[tar(dkl) tan(dk;) +tan(dko) The qualitative difference in the solutions for the regions
ko=q andky>q is due to the fact that foky=<q the wave
« kikz n k_1k2 “ numberk..; of the first harmonic is an imaginary number.
tan(dk;)tan(dk;)  tan(dk_p)tanidk_,) ||’ The harmonic is a nonuniform wave; it leads to a shift of the

(6) energy level but does not contribute to interference phenom-
ena. Forko>q the wave numbek; becomes real, and the

In Eq. (6) and below we drop the indexin the wave num- harmonic under consideration describes a wave process,
bersk,,. We shall seek the solution of E() by the method  which, as one can see from Eq40) and (8), assumes a

of successive approximations with respect&d° i.e. ko resonance character feg,=ra, r=1, 2,3,.... If thegeo-
=k8+ kot . ... Foré=0 we have from Eq(6) tan(dky) metric dimensions of the quantum well are such that for a
=0 and therefore certain quantum state the relatiork,s=r 7 or, expressed in
terms of the geometric dimensions of the well,
ST
O——= =
Ko=-g =kos, s=1.23..., (2d/a)?=s?—r2, s>r (11
B2(K2+K2) 52522 is satisfied for any integatr, then such as-th electronic state
=Bt ————2, E= _ (7)  is a resonance state. Equati8) reduces in this case to a
2m 2md?

guadratic equation, and its solution describes the splitting of

These are well-known 2D subbands in a smooth quantuntwhIS energy level into two levels

well. r

In the next approximation, foé+0, we obtain the de- EizEs( 1+ \/fg s (12
sired quantitysky, which will describe the effect of a peri-
odic boundary. the splitting being determined by the relation

We shall seek the solution of E(f) in individual ranges
of variation of the wave numbeg, . First, we examine the Er
regionk,=k,=0, i.e. the shift of the energy levels will be 5E:2\/§a gEs- (13
found. Next, for smalk, (k,<q) we describe the change in
the spectrum in terms of the effective mass, and finally, inWe underscore once again that the resonance (@2tarises
the most interesting and important cakg;-d, k,~q, the  for a quantum well with specially chosen geometric dimen-
resonance of standing electronic waves and the minibansions, satisfying the relatiofiLl). For arbitrary dimensions
character of the electron spectrum will be described. of the well such a state will not arise.
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3. REGION OF SMALL k,, ky<kis - —q(1+ | (12— ) 72 9
x — T5 Ysthh YsIT T 5 -
2 (dg)?
The quantityys; depends on the parametetsainda of
the potential well and the quantum numbsrandl, and it
o can vary over a wide range of positive and negative numbers.
+ om* T om In this connection, the resonandes can assume the values
(14) k, —0 as ys— —1, in contrast to Bragg resonances, for

o i which k, = +q/2 are fixed. Near resonances E6). reduces
The effect of a periodic boundary reduces to changing theg, he quadratic equation

electron mass, which now depends not only on the period of

If the expression6) is expanded in powers of the small
parameter, then using Eq8)—(10) we obtain the dispersion
law near a minimum of the-th 2D subband in the form

2

1+ %kls coth(dks)

E(kx vkz) =E4

the corugations but also on the width of the quantum well ) &2 (Iw)Z 20
0" T o5l 4 TY%
* 1 §2qzkgs dkls 1 4d2 d
me=m 2 2k2, | tanh(dkso) | sink?(dk,.) which gives two roots

K

1 3 1 +_, 8"
|5 = . (15 HKo=*247d" 21)

d?k?,) 2 sintP(dkys)

) ) The solution(21) describes the splitting of the spectrum at
As expected, the effective mass® is less than the free- |ogonance into two leveE;, andE;,

electron mass, since the expression in brackets i EH.is

always positive. - . , h2K
In the resonance cagél) the effective mass becomes s=Es{ 125 5] TEs(1+ys) ™+ 5= (22)

much smaller
and the appearance of a géRg

8
m*:m(l—l—ngqzkgsdz), kqd?<1, (16) £ 1 h2K5g

5ES|=E;—E;=2ag o

(23

because of the more effective interaction of the electron with _ _ -
the periodic boundary in the resonance case. In the expressiori22), the notationEg=7°q“/8m has been
introduced. In Egqs(18)—(23) the numbell is the number of
the resonance for theth 2D subband.
4. RESONANCE REGION, ky,~d, k,~q It is evident from Eq.(22) that for y;;— —1 andk,=0
o ) the resonance energies measured from the bottom in each 2D
We shall now analyze the characteristic equaliBnin  gyphand vanish, i.e., the resonances occur in a wide range of
the resonance region. In the zeroth-order approximation W'“&nergies starting with zero.

the wave numberk..,, appearing on the right-hand side of The gap widthAE corresponding to the energy range

Eq. (6), can be written as betweerl andl +1 resonances in theth 2D subband can be
22 found from Eq.(22) as
_ — 42
ks g 2kanan 17 2@+ [ w4128
It is evident from Eqs(6) and (17) that for k,= +q/2 the (qd)? 2(qd)?
conventional Bragg resonances, the same as resonances in (24)

unbounded periodic structures, arise in all 2D subbands. Fat is evident from Eqs(23) and(24) that the energy spectrum
this reason, we shall not dwell on this, but rather we shalbf electrons in a quantum well with a periodic boundary
investigate the properties which are due to particle motion itassumes a miniband character resembling a Wannier—Stark

they direction. ladder®! For a wide well,qd> 1, the width of one miniband
As is evident from Eqs(6) and(17), the general condi- s small AE<Eg, i.e. there will be a large number of mini-
tion for resonances is bands in the energy range-Eg .
|7 The investigation performed above shows that, in a two-
ki:?’ =1,23.... (18 dimensional quantum well having a periodically corrugated

wall with low amplitudes of the corrugations, the electron
Comparing Egs(7) and (18) shows that these conditions wave function can be represented as a superposition of three
express a resonance of standing waves, which are differegpatial harmonics. Each harmonic is characterized by longi-
modes of the zeroth and first spatial harmonics of the electudinal k, and transversg, wave numbers. In contrast to a
tron wave function. smooth quantum well, wher, andk, are quantum num-
Substituting expressiofl7) into Eq. (18) we find the  bers, in a corrugated wekK, andk, are related with one
values of the wave numbels, for which standing wave another by the characteristic equatid@).
resonances arise between the zerothmard+-1 orn=-1 The wave number&,, andk.,, corresponding to the
harmonics, respectively, zeroth and first harmonics, respectively, can assume quasi-
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Electron-beam diagnostics are used to study the radiation-induced conduction of supershallow
p*—n silicon junctions obtained by nonequilibrium boron diffusion. Current—voltage

(I-V) characteristics of radiation-induced conduction of a both forward- and reverse-biased

p*—n junction are demonstrated for the first time, which has been made possible by the presence
of self-organized transverse quantum wells inside a supershalfodiffusion profile. The

variation of the dark-current—V characteristics with electron irradiation dose shows that
formation of self-organized longitudinal quantum wells inside supershatiowdiffusion

profiles favors an increase of the breakdown voltagein-n silicon junctions. ©1999

American Institute of Physic§S1063-78349)03210-4

Application of dopant drag by excess fluxes of vacanciesyith a resistivity p=90€-cm. The process started by oxi-
or intrinsic interstitials generated efficiently near thedizing both sides of a plate in dry oxygen at 1150 °C, fol-
Si—Si0, interface to silicon planar-diffusion technology lowed by making photolithographically dia. 3-mm circular
made possible creation of supershall¢®~20 nm boron  windows in the oxide layer on the working side of the plate,
diffusion profiles om-type S{100) and Si111) surfaces.-As into which boron was diffused for a short tinté min) from
follows from the angular dependences of the optically in-the gas phase. The diffusion temperature was va3ed,
duced electron and hole cyclotron resonance, as well as fro®00, and 1100 °Cin the course of the investigation at a
|-V characteristics obtained in a crystallographically ori-constant thickness of the predeposited oxide layer, which
ented electric field, supershallop/ diffusion profiles rep-
resent various combinations of transvef§ég. 19 and/or
longitudinal (Fig. 1b self-organizech- and p-type quantum
wells betweens-doped barrier§ N(B) ~10?*cm™2], which
form, accordingly, perpendicular or parallel to tipg —n
junction plane, depending on the actual stimulated impurity-
diffusion mechanism:® Studies of thd —V characteristics of
guantum-confined conduction revealed that self-organized
guantum wells transform in a longitudinal electric field into a
system of dynamic quantum wires due to electrostatic order-
ing of the B"—B~ impurity dipoles with negative correlation
energy, which, as follows from ESR and thermopower
investigations, make up predominantBrdoped diffusion
barriers?>® Such dynamic quantum wires with isolated quan-
tum dots served as a basis for fabricating transistor structures, 102
possessing various single-hole localization and transport & ;4
effects? Besides, diffusion-produced superlattices made up i

18
of quantum-confineg™ —n junctions(Fig. 1) are of consid- o) 10” 3
erable interest for development of IR silicon lasers operating < 1016
on intraband transition$? as well as for studies of the effect 10

of self-organized nanostructures on radiation-induced con- 101
duction in both forward- and reverse-biaggt—n junctions,
which was the objective of the present work and which is

impossible in principle when using continuops—n junc- FIG. 1. Three-dimensional image of one-electron band diagram of super-
tions shallow p*—n junctions consisting ofa) transverse andb) longitudinal
) . . L. quantum wells(c) Boron concentration profiles in™—n silicon junctions
The starting material for fabricating supershallpw—n prepared at diffusion temperature%C): 1 — 800,2 — 900,3 — 1100 on

junctions was 35Q+m thick n-Si(111) single-crystal plates (111)Si doped by phosphorus to a concentrathfP)=5x 103 cm™3.

0 4 8 12 16
X, nm
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permitted simulation of the conditions prevailing in the LA LA DAL '1'1 T
impurity-diffusion vacancy mechanisms. Note that the 400 [ i |
thickness of the predeposited oxide on both sides of the plate |

was in excess o0tl;=0.44um, thus stimulating additional 300

vacancy injection from the Si—Sinterface during the im-

purity diffusion’ Besides, the high concentration of the non- 200

equilibrium vacancies responsible for the dopant drag effects

was provided in the course of diffusion by additionally feed- &
ing dry oxygen and chlorine-containing compounds into the 5
boron-containing gas phase. In the final stage of the techno-t

100

logical process, ohmic contacts were produced around the ™ =100 |

perimeter of the windows and on the back side of the plate.

The dopant concentration profiles were measured by SIMS ™ 00

(Fig. 10.° -300 I ! i
When diffused atT4=800°C, boron penetrates into i ! |

silicon by silicon vacancy drag, whereas B;=1100°C —40()[ 6 .

impurity diffusion is stimulated by exchange interaction of — L
the do.pant with silicon interstitials (the k|c!<-out 6—5-4-3-2-10123435 6
mechanism). In both cases one observes acceleration of the Uo. V U, V
impurity diffusion procesgsee curves and 3 in Fig. 10. rev for>
Boron diffusion is seen to slow down abruptly at the diffu- FIG. 2. 1-V characteristics of the radiation-induced conduction coefficient
sion temperatur@& ;=900 °C(curve2 in Fig. 19, where the 7 of p*—p junctions prepared at diffusion temperatures of 800 and 900 °C
rates of the above diffusion mechanisms become comparabf8 (110Si doped by phosphorus to a concentrattdfP)=5x 10 cm>:
. . Lo . .. y=Al/l,, whereAl=1—1, andl is the radiation-induced currert—5 —

because of intensive annihilation of interstitials and vacany _gogc, primary current,, uA: 1— 0.5,2— 1.0,3— 1.9,4— 5.0,
cies in the vicinity of working surface of the silicon pld¢.  5— 10:6 — Tgr=900 °C, primary current;=1.0 uA.
The shape of the diffusion depth profiles obtained under
short-term nonequilibrium diffusion differs from the classi-
cal one. Note that extremely steep boron profiles are obeurve of radiation-induced conduction ofpa —n junction
served both in the case of suppressed impurity diffusion angrepared at the diffusion temperatufg;=800°C. In this
under its acceleration, which implies a fractal mechanism otase the radiation-induced conduction is observed to occur
diffusion doping under conditions of strong interaction of theunder both reverse and forward bias, and it does not decrease
impurity with intrinsic defect flows, whose intensity is deter- even when a current of the order of 10 mA flows through the
mined by the shape of the deformation potential at theconducting diode, which implies a substantial increase of the
Si-SiQ, interface!® excited-carrier lifetime(curves1-5 in Fig. 2). Such a de-

The small depth of the™ diffusion profile(5-20 nmin  crease of recombination efficiency could be due to the elec-
supershallowp®—n junctions makes the use of a focused tron and hole flows becoming spatially separated by the pres-
electron beam probing the near-surface region by low- anénce of self-organized transverse quantum wélig. 1a. As
medium-energy electrons attractive for the investigation oshown by studies of the angular dependences of the electron
radiation-induced conductich.By varying properly the and hole cyclotron resonance, as well as of the crystallo-
electron-beam enerdy,, within the range of 0.1 to 3.0 keV, graphically dependent hole conductiohthe p* diffusion
one can change smoothly the probing depth from 2 to 25@rofiles obtained in the conditions of dominant vacancy dif-
nm.” To separate the dark from induced currdnrtV mea- fusion mechanisms T(;=800°C) do indeed consist of
surements of the radiation-induced conduction coefficientransverse quantum wells, whereas longitudinal quantum
were carried out under sine modulation of the primary elecwells were found to exist insidg” -n Si junctions fabricated
tron beam at a frequency of 1 kHz. As shown by reference dander equally competing kick-out and vacancy impurity-
experiments, at such frequencies the radiation-induced comffusion mechanisms, a condition reachedTgt=900°C
duction coefficienty does reach its steady-state le¥el. (Fig. 1b. The presence of transverse quantum wells reduces

Figure 2 present$—V curves of the radiation-induced the dark currenfcurvel in Fig. 39 because of the formation
conduction of supershallop™—n junctions fabricated at of natural channels for nonequilibrium carrie(8ig. 19,
low boron-diffusion temperatures on artype S{111) sur-  while at the same time favoring spatial separation of excited
face. Thel-V curve of radiation-induced conduction of a electrons and holes across thé—n junction plane. There-
p*—n junction prepared aT4=900°C is seen to be ob- fore the radiation-induced conduction @f" —n junctions
tained only under reverse bias. Note that theoefficient  containing self-organized transverse quantum wells can be
depends on neither the primary current nor the bias voltageletected under both forward and reverse f@sves1-5 in
When measured under forward bias, the radiation-induceéfig. 2). The potential relief, which is due to the transverse
conduction current drops sharply to zero as a result of intenquantum wells and is responsible for such electron and hole
sive nonequilibrium-carrier recombination at thé-n junc-  spatial separation, can become smoothened out with increas-
tion boundary(curve6 in Fig. 2. ing current as a result of the ohmic drop at fhe—n junc-

An unexpected result was obtained when taking-aW  tion interface, which should become particularly manifest in
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FIG. 3. -V characteristics of th@™—n junctions prepared at diffusion temperatufas800 °C and(a,b,0 900 °C on(111)Si doped by phosphorus to a
concentratioN(P)=5x 10"3cm™3. (a) Original |-V characteristics1 — T4=800 °C,2 — T4;=900 °C; (b,0) reversel —V branches after 2-keV electron-
beam irradiation{c) p* —n junction breakdown region. Irradiation dodex10"?°(cm™?): 1 — 3,2 — 6.6,3 — 8.2,4 — 9.4,5— 12.6,6 — 14.4,7 —
16.0,8 — 17.2,9 — 22.0,10 — 28.4.

structures with a high-resistance substrate. Indeed, eharacteristics of radiation-induced conduction through self-
forward-biasedp ™ —n junction exhibits a decrease gfwith organized quantum wells, which form spontaneously in the
increasing primary current,, starting with the level at course of fabrication of supershallgw —n silicon junctions
which the excited-carrier curretdl becomes comparable to under nonequilibrium impurity diffusiod.—V characteristics
the dark current, which evidences an increase in the rate af radiation-induced conduction were observed to exist under
carrier recombinatioriFig. 2). At the same time, in the case both forward and reverse bias ofpd —n junction consisting
of a reverse-biased™ —n junction, with no majority-carrier primarily of transverse quantum wells which stimulate spa-
current present, the radiation-induced conduction coefficiential separation of nonequilibrium electrons and holes perpen-
does not depend on the primary current, which affects onlylicular to thep ™ —n junction plane, while longitudinal quan-
the voltage corresponding to saturation of the radiationtum wells inside supershallop/” diffusion profiles favor the
inducedl -V curve (see curved-5 in Fig. 2). onset of radiation-induced conduction only through a
Supershallowp ™ —n silicon junctions made up of longi- reverse-biasegp* —n junction because of the electrons and
tudinal quantum wells are characterized by low dark currentdioles becoming spatially separated alongfie-n junction
(curve2 in Fig. 39 because of the presence of intrinsic po- plane.
tential barriers for minority carrieréFig. 1b. However no Support of the projects “Physics and Technology of
spatial separation of excited electrons and holes takes plad¢éanostructures'{Grant 97-1040 “Promising Technologies
in this case across thg" —n junction plane, which results in for Nanoelectronics”(Grant 02.04.301.89.52and “Inte-
a sharp vanishing of radiation-induced conduction through gration” (Grant 75:2.1 is gratefully acknowledged.
forward-biasec ™ —n junction (curve6 in Fig. 2). An essen-
tial factor accompanying the formation of self-organized lon-
gitudinal quantum wells is the creation of an internal longi- *N. T. Bagraev, W. Gehlhoff, L. E. Klyachkin, and A. Ser, Defect
tudinal electric fieldFig. 1b), which, as shown by studies of Diffus. Forum143-147 1003(1997.
the cyclotron resonance aheV characteristics of quantum- g T. Bagraev, |. E. Klyachkin, A. M. Malyarenko, and W. Gehlhoff,
X . 53 o . uperlattices Microstruc3, 1333(1998.
confined conductio”? is caused by dopant distribution fluc- sy 7. Bagraev, E. |. Chaikina, L. E. Klyachkin, I. 1. Markov, and
tuations at the quantum-well boundaries and is conducive tow. Gehlhoff, Superlattices Microstru3, 338 (1998.

Spatia| Separation Of e|ectrons and holes a|0ng pﬁe_n N.T. Bagraev, E. I. Chaikina, W. Gehlhoff, L. E. KIyachkin, 1. 1. Markov,
and A. M. Malyarenko, Solid-State Electrofi2, 1199(1998.

junction plane. Unc_igr _conditions in which an electron_ beam5W. Frank, U. Gsele, H. Mehrer. and A. Seegdiffusion in Crystalline
generates nonequilibrium electrons and holes, the internalsejigs(academic, New York, 1984 p. 63.

electric field may grow gradually in strength, which accounts °P. S. Zalm, Rep. Prog. Phy58, 1321(1995.

for the increase of the dark current and breakdown voltage'A: N- Andronov, N. T. Bagraev, L. E. Klyachkin, and S. V. Robozerov,
with increasing irradiation dOS(&ig. 3b and 3k Fiz. Tekh. Poluprovodr82, 137(1998 [Semiconductor82, 124(1998].

Thus electron irradiation has been used to study Translated by G. Skrebtsov
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A theoretical interpretation is given of the fine structure in the total-current spectra obtained from
the (000)) plane of MoS, ZrS,, and NbSe single crystals. The calculations took into

account the energy dependences of band energy-level broadening and of the density of unfilled
electronic states which become occupied by electrons entering a solid. The dominant
contribution of the bulk band structure to the spectra is demonstrated.99® American

Institute of Physicg.S1063-783#9)03310-9

Comprehensive investigation of near-surface phenomenimerous theoretical band-structure calculations of the rare-
has been made possible by the recent development of nemetal dichalcogenides are contradict@particularly in what
experimental methods and of devices capable of determiningoncerns the conduction-band strucjua@d do not offer a
the composition of a substance and its geometric and elegtetailed explanation of the nature of the experimentally es-
tronic structure. Among these methods is the low-energyablished features in optical and photoemissiBE) spectra.
total-current spectroscopy, which possesses a high surfagge band widths and gaps quoted in different papers differ
sensitivity and is non-destructive® An experimentally mea-  py several times. In connection with this, investigation of TC
sured spectrum is the derivative of the toiakegratedi cur-  spectra of rare-metal dichalcogenides appears to be of a cer-
rent in the sample circuit with respect to primary electrontain interest, because data on the threshold characteristics of
(PB) energy obtained under the condition of total secondaryyansition excitation in these elements permit one to obtain

electron detectiohh® Besides the traditional application to new information on the electronic properties of strongly
the analysis of elementary excitations and near-surface Statﬁ?bridized d, p, ands states.

in a solid, this method is used presently to monitor surface
cleanness during purification from impuritiggor studies of
the photovoltaic effect in thin films on the surface of

The present work aims to investigate and interpret the
fine structure in TC spectra of layered rare-metal dichalco-
genides based on their bulk band structure, and develop a

semiconductor&’ and so on. The physical nature of the fine ; : . .
) : : data processing technique to extract as much information as
structure in total-currenfTC) spectra is determined by the . . .
possible on electron dispersion above the vacuum [Eygl

mechanisms of low-energy electron interaction with the sur- .
%y The samples studied wereH2-MoS,, 2H-ZrS,, and

face of a solid. Theoretical analysis of the fine structure in NbSe sinal al hich h | st
TC spectra encounters difficulties because of the need to take = @ singie crystals, which possess hexagonal struc-
on. Zydas the high-

into account the diverse nature of the physical processes OElilre_ W',th, tf'g‘?”a"p,”s"_“a“c coord-lnatlz ) ,
curring in the near-surface region of crystals. The main fea®St iONiCity(itis an ionic crystal with 4°5s” electronic con-
iguration of the Zr outer shells MoS, is a low-ionicity

tures in the fine structure are believed to be connected prf- ) - s )
marily with the bulk band structure of the crystf.This ~ covalent crystalMo configuration 41°5s), and NbSg is a

conclusion is supported by theoretical calculations invokings€Mimetal (41%5s in Nb) with metallic-type bonding.
the dynamic theory of low-energy electron diffraction ~ 1he TC spectra were measured in superhigh vacitben
(LEED)* residual gas pressure in the working chambef0.5—1)
The specific features of the crystal and electronic struc< 10 ' Pa]. A detailed description of the method can be
ture produce a number of unique properties in rare-metaiound in Refs. 1 and 6, The width of the secondary-electron
dichalcogenides, as a result of which the materials based dg#nergy distribution was-0.5eV, and the electron energy
these compounds do not have analogs and cannot be equiv&ias modulated with a frequency 400 Hz and amplitude
lently replaced. Among these substances are layered binary0.1eV. The signal proportional to the total-current deriva-
compounds with strongly anisotropic atomic interactionstive was isolated by lock-in detection. Prior to measure-
which accounts for their anomalous behavior and the diversgents, the samples were subjected to a prolonged high-
nature of many of their properties, specifically of the struc-temperature(up to 1200 K annealing. The surface was
ture of the intrinsic energy levels, such as the fine structuregleaned by ion milling0.4-keV Ar ions). In the course of
splitting, overlap, and mutual position k space. The nu- cleaning, one followed the evolution of TC spectra, moni-

1063-7834/99/41(10)/4/$15.00 1722 © 1999 American Institute of Physics
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FIG. 1. TC spectra obtained along the normal to the (0001)Mu&ne. FIG. 2. Same as in Fig. 1 for the (0001)Zrflane.
1 — Experiment,2 — theory. The curves are shifted vertically in an arbi-
trary manner. The enerdy is reckoned fronE, .. The arrows with sym-

bols identify the main features in the TC spectra. sity in the spectra is-1% of the maximum in the primary-

electron distribution(not shown in the figurgs which ap-

tored the variation of the surface potential, and measure§°2's at the energy at which electrons start to impinge on the

o Sample.
Auger electron spectra. The criterion of good surface clean- . . .
ing was the reproducibility of the shape of TC spectra, of the . Our theoretical _analy5|s of the TC. spectr_a obtained con-
o ’ : . sidered the scattering of electrons with a given momentum
surface potential in a series of consecutive high-temperature
heatings, and the absence of Auger signals of oxygen, car-

bon, and other impurities. The current in the sample circuit T T T

I =1,—1s, wherel, is the primary-electron flux with energy a NbSe
E, along the normal to th€000)) surface studied, and, is + _ 2
the current of the electrons leaving the sample, both elasti- Q = (0001)

cally and inelastically scattered. Among the latter are the
inelastically scattered primary electrons, highly excited elec-
trons of the solid, Auger electrons, and the secondary elec-
trons themselves, whose appearance depends substantially on
the magnitude ofg,. For low primary-electron energies
(Ep>10eV), the elasti¢quasielastit scattering(caused by
electron interaction with the lattice atoms and ipris
dominant® and it becomes comparable to the inelastic com-
ponent forE,<40eV. Within the energy domain of up to
100 eV, the fraction of elastic scattering is a few per cent,
and it is dominated by electron-electron scattering involving
excitation of interband transitions. Besides the interband
transitions, the spectra may exhibit threshold characteristics
of the electron-induced excitation of the solid, namely,
plasma oscillations, impurity atom and vacancy states, etc.
However it is the features reflecting the fundamental proper-
ties of the material under study that constitute the main struc-
ture of the spectrum. :

Figures 1-3(curves1) present thedl(E,Q)/dE TC 0 2 4 6 8
spectra measured on tli@001) plane of MoS, ZrS,, and E. eV
NbSe single crystals, respectively. The fine-structure inten-FIG. 3. Same as in Fig. 1 for the (0001)NbS#ane.

b
v
b
v

dIE, Q)/dE, arb. units

1 1
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from a crystal in an approximation where the scattering probmade use of electron Auger spectroscépyhe experiment
ability is proportional to the number of final states at a givenshowed formation of imperfections at the basal surfatse
energy levelE with a prescribed direction of the quasi- fects and “edge” atoms without any significant distortion
momentum . The current through the sample can beof the bulk structure. lon milling also contributes to surface
writtentt12 distortions; little is known, regrettably, about their nature.
The calculations of TC spectra are presented in Figs.
1-3(curves2). The positions of the characteristic maxima in
the curves are denoted by symbal®,c, ... in the order of
X S(E—Enk) 8(2—=Qy) , (1)  increasing energy. The differences in position of the features
in the experimental and theoretical curves are related, on the
whereE is the electron dispersion relatiofd, is the unit  one hand, with the approximate nature of the band calcula-
vector along theV,E,, direction, fr(Eq) is the equilibrium  tions for high levels. One needs a self-consistent band theory
Fermi—Dirac occupation function, which f&™> E .S zero,  which would take into account correctly the strong anisot-
andV is the crystal volume. Replacing the summation dver qpy of rare-metal dichalcogenide lattices, interband hybrid-
V\{Ith integration over the constant-energy surfd€g =E ization of states d—p and p—s coupling, spin-orbit and
yields interlayer effects, and the unusual features indhstates of
1 Mo, Zr, and Nb. On the other hand, there are experimental
I(E,Q)~ f dE’' N(E',Q) errors associated with the production of a collimated electron
(2mh)® beam in the low-energy region, complete collection of sec-
, ondary electrons, deviation of the electron beam from the
1 AT'(E') . . i
< , 2) normal in the case of inaccurately oriented crystal faces, and
27 (E-E')?+hT4E')/4 the high surface sensitivity of TC spectra, which is deter-
whereN(E, Q) is the number of energy bands along ®e mined not only by the small depth of the region _to be ana-
direction for which theE=E,, equality is met. We have lyzed but by the strong dependence on the physicochemical
taken here into account the finite widt'(E) =#/7(E) of processes on the surface as @RllFor instance, the low-
electronic levels by replacing th&function in energy in Eq. €N€rdy maximum a=1.3eV in the TC spectrum from the
(1) with the corresponding Lorentzian. The excited-state life-Si(111) face is assignéd to the existence of a band of sur-

1 1
H(E,Q)~ G 2 [1-fe(End ]| 7 Vi

time was determined frot14 face states near the valence-band edge. The intensity of this
maximum (as that of maximuma in Fig. 1, curvel) de-
filT(E)=7.23x10"*VE—E, (E—Eg)?, (3)  creases after oxygen adsorption. MaximbrtMoS,) is dis-

placed by adsorption toward lower energies by approxi-
mately 0.8 eV. The presence on the surface of an adsorbant
or of foreign atoms, of fairly high concentrations of impuri-
metry axis(under normal incidence of the electron beam onties betwee_n the Iaye_rs, as well as the trend t_o f(_)rmation of
the sample To construct the\(E, Q) step function as this layer stackln.g faults |n_the C(-)urse.of crystallization of the.
was done in Refs. 15-17, we used the bulk band-structurire-metal dichalcogenides gives rise to large-angle elastic
calculations of, for MoS,, NbSe (obtained by the layer- s.catt'ering, which opens new channels for electron penetra-
by-layer technique in Refs. 18 and 19, respectively, which idion into a crystal. _ _ _
based on the method of scattering from layers developed in  1N€ a@greement between the main features in the experi-
LEED studie and zrS (obtained® by a self-consistent mental and theoretical TC spectra ey|dences a dominant rple
OPW methodl It should be pointed out that the valence- of bulk band structure in the formation of a spectrum. This
band calculation€ made for NbSg agree well with the PE offers a possibility of experimental investigation of the elec-
angular dependencés,despite the strong line broadening tron dispersion relation and of using TC spectral data as ref-
(similar to the TC spectrunt in Fig. 3) because of the high €rence points for refined band calculations capable of indi-
free-electron concentration in NbSe cating which bands are responsible for a particular feature in
Taking into account surface effects, which contribute to@ spectrum. Investigation and interpretation of experimental
N(E,Q), can be considered in the following way. The spe-TC spectra obtained at various primary-electron incidence
cific features in the surface electronic spectrum of rare-metadngles can provide direct information on specific features of
dichalcogenides are associated with the fact that the eled¢he bulk band structure throughout the Brillouin zone. It can
tronic spectrum characteristic of the bulk is practically un-be employed in direct and inverse PE spectroscopy. The de-
distorted in the near-surface region, with only local stategpendence of the fine structure in TC spectra on the geometric
appearing on it. This is confirmed by numerous PE measurestructure and degree of order in the crystals under study has
ments. LEED studies showed that the bulk geometric strucbeen confirmed. The above method permits one to separate
ture of 2H—NbSe persists on the surface as well, and with bulk from surface TC effects, as well as to describe the fine-
the same lattice parameters, whereas—MoS, revealed structure features in experimental dependences of the sec-
compression of up to 5% of interlayer separatidr study  ondary electron-emission coefficies{ E,)=1s/1,, as this
of MoS,, ZrS,, and NbSe surfaces obtained by high- was done, for example, in Refs. 25 and 26, without invoking
vacuum cleavage (810 'Pa) or 3-keV Af ion miling  the cumbersome formalism of the LEED dynamical theory.

where Eg is the midgap energy, any,=0 is the valence-
band bottom position.
Equation(2) is valid if  coincides with the crystal sym-
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It is shown that the observed transformation of the ESR spectrum in polydiacetylene films upon
doping with iodine agrees with an exchange interaction between the spin systems of

localized paramagnetic centgl® and polaron stated®) by means of which current-carrier

transport occurs. The data obtained indicate carrier transport in the form of uncorrelated hops with
probability determined by the lifetime of an exchange-coupl®d P) pair. © 1999

American Institute of Physic§S1063-783@9)03410-3

A characteristic feature of organic semiconductors basedignal and the electrical resistance of the sample. In addition,
on polymers with conjugate multiple bonds is a distinct re-the dependence of the resistance of the polymer on the in-
lation between electric conductivity and their paramag-tensity of the constant magnetic field used in ESR was in-
netism! The mechanism of such an interrelation and the in-vestigated.
teraction between systems of current carriers and paramag- Figure 1 shows the dependences of the amplitude of the
netic centergPC9 have never been completely determined.ESR signal and electric conductivity of PDPDA on the du-
Thus, although existing mechanisms based on soliton oration of iodizing at room temperature. It is evident that the
polaron—bipolaron ideas make it possible to interpret qualiconcentration of PCs increases monotonically, while the
tatively the correlated changes in the density of PCs and thelectric conductivity stabilizes after doping for 6 h. In addi-
electric conductivity, for example, on doping of the polymertion, the conductivity increases by 7 orders of magnitude,
with donor or acceptor impurities, they cannot explain thewhereas the PC density increases by only a factor of 5,
changes observed in the ESR spectra of the material investieaching 3.5% 10'%cm™3. At the same time, transformation
gated. of the ESR signal from the initial line of a mixed form with

To determine the mechanism of these changes we inveg=2.0035 and widthAH,,=0.8mT to a narrower, Lorentz-
tigated the ESR spectra and electric conductivity of films ofian line withg=2.0027 andAH ;,=0.4mT is observedFig.
dissolved polydiacetylene—polydiphenyldiacetylen®D-  2). The samples show a dependence of the electric resistance
PDA) in the process of doping in situ with iodine molecules. on the external magnetic field strength, as shown in Fig. 3.
Doping was performed directly in the cavity of a RB06  Such a dependence is characteristic for a process with par-
ESR spectrometer with simultaneous detection of the ESRcipation of pairs of paramagnetic particles, whose rate de-

pends on the relative orientation of the spins of these
particles? It is shown in Refs. 3 and 4 that the effect of a

magnetic field in the conductivity is due the spin-dependent
5 1-3 transport of current carriers along a system of localized PCs
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FIG. 1. Electric conductivity1) and spin density2) versus the duration of FIG. 2. ESR spectra of PDPDA samples: initia) and doped for 22) and
doping of PDPDA with iodine molecules. 8 (3) h.
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and the character of singlet—triplet evolution of spins in pairs
under the action of a magnetic field.

The observed changes in the position, width, and shape
of the ESR line in the process of doping PDPDA with iodine
molecules as well as the magnetic sensitivity of the electrical
resistance of the polymer attest to the presence of an inter-
action between the PCs and the current carriers. This inter-
action can be explained by considering the spins of the PCs . ! |
and current carriers to be a dynamically coupled spin system. 50 150
In addition, such a coupling occurs by means of exchange Hy, mT
interactions of the spins of the PCs and the current carriers.

It is known that in polyconjugated polymers positively FIG. 3. Relatiye (_:han_ge in t'he electrical resistance of PDPDA as a function

. . of the magnetic field intensity.
charged spin-1/2 polaron stateB)( through which charge-
carrier transport occursare formed when an electron is cap-
tured by an acceptor impurity {)l. Moving along the local-
ized states, including along the system of P(®),(the Wherer is the average duration of a collision of the spsas
polarons enter with the latter into bimolecular spin-exchangé&nd sp. Therefore the shift of the resonance frequency is
processes$+ P). In the process, depending on the ratio oflinear in the spin density, just as in the case of exchange
the exchange rate and the difference of the resonance fr@arrowing.
quencies of the spins of the interacting partners, spin ex- In summary, the observed changes in the ESR spectrum
change produces qualitatively different changes in the spe®@f PDPDA upon doping with iodine molecules can be ex-
tra of the ESR particle under observatfon. plained qualitatively on the basis of an exchange interaction

Thus, if the exchange rate exceeds the rms deviation iRe€tween the spin systems of localized polarons and the PCs
the ESR frequency from the average valueg, of the polymer. Moreover, the proposed mechanism makes it
we>m (fast exchange then exchange narrowing of Possible to determine a number of important parameters
the ESR line is observed, and the absorption spectrum agharacterizing this interaction. Comparing these parameters

AR/R, %

quires a Lorentzian forfn with theoretical estimates could attest to the validity of this
approach.
T_1+<Aw2>/w Spec_:ifically,. the spin exchange rate constant and the ex-
g(w)= 2 _ e , (1) change interaction length can be found from relati@nus-
(0= w0)?+ (T, '+ (Aw? we)? ing the concentration dependence of the ESR linewidth.
Thus, switching from measuring the linewidth in frequency
WhereTgl is the transverse spin relaxation rate. units to measurement in units of the magnetic induction, and

It follows from expressior{1) that, as the exchange rate taking account of the fact thafA w?)=2;1;(U;+1)a/3,
increases, the ESR linewidth should decrease. Since in a¥herea; is the HES constant from thieth nucleus and; is
cordance with the theory of pair collisions the exchange ratéhe spin of this nucleus, expressi@) can be rewritteh
is proportional to the concentratid® of the colliding spins, a2
w.=kC, expressior(l) also describes the dependence of the  8(AH,,)=3.39x10°g>, 1;(1;+1) é (4)
linewidth on the concentration of paramagnetic particles. '

Specifically, the ESR linewidth should decrease with in-  Proceeding from the structure of PDPDA, where the un-

creasing spin concentration as paired electron is distributed in the same way over protons of
the phenyl ring, for which HFS constantas=0.38nT, we
(Aw?) find from the narrowing5(AH,;)=0.4mT of the ESR line
Awe=—=" (2)  that the spin exchange constant is

k=2.6x10"*?cm?-s71.
It is noteworthy that the exchange interaction of spins According to the pair-collision mechanism, in the con-

also produces a shift .Of the resonance frequ'ency of a PC #Muous diffusion model the effective exchange rate constant
follows from the solution of the kinetic equations describing is related with the exchange radiog, as

the process of spin exchange between paramagnetic systems

having different Zeeman frequencies. Using the spin Hamil- k=4 ¢,D, 6)
tonians for the Zeeman interaction of the spgsandse  \yhereD is the sum of the diffusion coefficients of the colli-
with a magnetic field, and the spin Hamiltonian for exchangesjg, partnersP = Dp+Ds. SinceDp>Dys, the constank
interaction, it was shown in Ref. 6 that, as a result of exyj| pe determined, in practice, by the mobility of the current
change interaction, the resonance frequency of the SRins capriers, which is related with the diffusion coefficiddp as
under study will not bevg but -

Dp=p—4- (6)

1
ws™ 5 TekClwp—wy), ©) Therefore we find from Eqg5) and (6)
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ke that they fall within the region of interaction or leave this
fex=47wk-|-- (7 region as a result of one hop. This assumption agrees with
the established mechanism of current-carrier transport in

In PDPDA the carrier mobilityu=3Xx10"°cn¥/V-s.  polydiacetylenes in the form of a sequence of uncorrelated
We then find the eXChange interaction radius between thﬁops of a p0|aron a|0ng localized Sta?egthe probabmty of
PCs and the carriens,,=2.7x10 " cm. a hop~r; L.

Since spin exchange is the mechanism determining the | this way, the analysis of the interaction of localized
singlet—triplet evolution of the spins in pair§ (. . P) under  pcCs with current carriers in iodized samples of PDPDA from
the aCtion Of eXternaI or internal magnetic ﬁelds, it iS Com'the Standpoint Of the Spin exchange mechanism enab'es us
pletely obvious that the efﬁCiency of the evolution will be not On|y to interpret the Observed Changes in the ESR Spec-
determined by the lifetime of the exchange-coupled pair: it trym qualitatively but also to determine a number of kinetic
must be long enough so that there is enough time for evoluparameters, which agree with the experimental prerequisites,
tion to OcCcur, but |t must be Shorter than the Spin relaxatiomescribing current-carrier transport in a p0|ymer_
time T, so that the spin states do not reach an equally prob-  opviously, an additional argument in favor of the
able population. For polymers with conjugate multiple bondsmechanism considered above could be provided by investi-
this condition reduces to the time interval T8<r  gations of the effect of temperature and electric field inten-

<10 7s. . . _ sity on the nature of the interaction between the PCs and
In accordance with the theory of Brownian motion current carriers in a polymer. We hope to devote our next
2 report to these questions.
ex

= . We thank |. D. Akhmedov for providing the PDPDA
GukT samples and E. Z. Aliev for performing certain ESR mea-
Hence, substituting the values for,, and w at  surements.
T=300K we obtaintr=1.6x10"8s, which falls within the
range of the indicated interval, making possible the observed
magnetic spin effect in the electrical conductivity of IN. A. Bakh, A. V. Vannikov, and A. D. Grishin&lectric Conductivity

T

PDPDA and Paramagnetism of Polymer Semiconductdlauka, Moscow, 1971
. . . 2va. B. Zel'dovich, A. L. Buchachenko, and E. L. Frankevich, Usp. Fiz.
It is interesting to note that the average duratignof Nauk 1551), 3 (1988 [Sov. Phys. Usp31, 385 (1988)].

contact between the spins, calculated from the shift of the®E. L. Frankevich, A. I. Pristupa, and V. M. KobryanskiETP Lett.40,
ESR signal according to E), is 2x 10 8s, which is very 4;33L(1§84>.k DL Kad | A Soralic AL Prist v
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and 7 indicate that the duration of the contact of the spins issN. A" cade and B. Movaghar, J. Phys.16, 539 (1983.

actually determined by the diffusion time of a carrier through °K. I. Zamarev, Yu. N. Molin, and K. M. Salikho\§pin ExchangéNauka,
the exchange-interaction region. On the other hand, the fac;govwosf:]rj‘;rsloiznd b, R. Weiss, Rev. Mod. PIB&L), 269(1953
that this time is equal to the lifetime &— P pairs could be T T T : ’ '
due to the fact that polaron diffusion occurs by large hops, sa@ranslated by M. E. Alferieff
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A theoretical study is reported of fluctuations in smectic layer displacements and of the
correlations between them in free-standing smeatidims formed of liquid-crystal compounds
with smecticA—isotropic liquid(Sm-A—1) and SmA—nematic(Sm-A—N) bulk phase

transitions. The study took into account the dependence of the elastic constants for biénding,
and tensior(compressio)) B, of smectic layers on distance to the free film surfaces. The
calculations are compared with the results obtained within Hotyst's model for spatially uniform,
free-standing smectié-films. It has been established that, below the temperature at which
smectic order in the bulk of a liquid crystal disappears, taking into account the profiles of the
elastic moduliK andB does not produce noticeable differences from this model. However,

at temperatures considerably above the &mi- and SmA—-N phase transitions, their inclusion
results in considerable discrepancies from the predictions of Hotyst's modell9%®

American Institute of Physic§S1063-783@9)03510-§

A unique property of smectic liquid crystals is their ca- x-ray-scattering experiments, which provide data both on
pability of forming free-standing films. The area of such their equilibrium characteristicdhe number of smectic lay-
films, which may be considered as stacks of smectic layersrs, layer thickness, the type of molecular packing in a
with two free surfaces, can reach as high-a cn?, and  layen,'11322-2%and on fluctuations in film&24-2®Measure-
their thickness varies from a few hundred to two and everments of the specular reflection coefficient of a film can be
one smectic layer? In thin free-standing films, the effects used to derive the profile of smectic-layer displacement fluc-
associated with the finite size of the system combine withtuations, and investigation of diffuse reflectivity, the correla-
surface effects. This combination gives rise to phenomentions between the displacements of various layers in a
not observed in the bulk phase of liquid crystdl). First,  film.26728 It should be pointed out, however, that measure-
the temperatures of phase transitions in free-standing filmments of the x-ray intensity reflected from a film can yield
can differ substantially from those of similar transitions in this information only if one has a theoretical model capable
the bulk of an L&~*%and, if a film is thin enough, first-order of adequately describing thermal fluctuations of smectic-
transitions become continuo(lse. second-orderSecond, in  layer displacements in a free-standing film. A simple discrete
free-standing films of some LCs there can exist smectienodel to describe such fluctuations in a free-standing/sm-
phases not observed in thick samples of the same compounfien, which take