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Electronic structure of Y and Pr in Laves phases with Mg, Al, Fe, Co, and Ni
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The electronic structure~population of the valenced ands shells! of Y and Pr in the RM2 Laves
phases with Mg, Al, Fe, Co, and Ni has been determined experimentally by the x-ray
K-line shift method. It was found that the Y and Pr electronic structures in RM2 with Mg and Al
are practically the same as in metals, but the distribution of the three outer electrons
between thed ands shells in Y is essentially different from that in Pr. In the Laves phases with
3d metals~Fe, Co, or Ni!, the outer-electron distributions between thed ands shells in Y
and Pr are practically identical and do not depend on thed metal. © 1999 American Institute of
Physics.@S1063-7834~99!00110-0#
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It is believed that the similarity in the physical an
chemical properties among rare-earth~RE! compounds is de-
termined by their outer~valence! s andd electrons, and the
difference, by the localizedf electrons. The population o
the 4f states in RE compounds was studied adequately
various methods, whereas that of the outers and d states,
whose knowledge is also important for understanding
properties of compounds, is practically unknown. Direct e
perimental data are actually lacking, while indirect inform
tion does not, as a rule, allow unambiguous interpretatio

It was shown that the electronic structure of elements
a compound@i.e. the population of the outers(p), d, and f
shells# can be studied to advantage by the direct microsco
method of x-ray line shift.1,2 A change in the number of th
valence electrons in an atom results in a shift~energy
change! of the x-ray lines, whose magnitude and sign can
used to determine the type and number of the electr
@s(p),d, f # involved in the chemical bonding. It is essenti
that such effects can be calculated with a satisfactory a
racy by Dirac–Fock formalism.

The Laves phases RM2 with a MgCu2-type structure
(C15) are a convenient subject for studying the physics
RE compounds. These phases form with a large variety o
elements (s, p, and d elements!. Among such RM2 com-
pounds, one has discovered all kinds of magnetic inte
tions, superconductivity~including the one coexisting with
ferromagnetism!, Kondo lattices, heavy-fermion an
fluctuating-valence systems. While these intermetallic co
pounds have been investigated thoroughly for a numbe
years by various techniques~see, e.g., Refs. 3,4!, there is still
no full understanding of their structure on a microsco
level.

This work makes use of the x-ray line shift method
experimentally determine the electronic structure of Y and
in the Laves phases with Mg, Al, Fe, Co, and Ni~i.e. with s,
p, and d elements!. This choice of the RE elements wa
1571063-7834/99/41(10)/3/$15.00
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based on the following consideration: while Pr is a 4f ele-
ment, and Y is not anf element, they are both believed t
have similar outersd shells, which determine the mai
physical properties of the substances they are part of.

The compounds we prepared by arc melting were pr
tically single phase and close in crystallographic characte
tics to those described in literature.3,4

The x-ray line shift method, the measurement procedu
and the processing of experimental data were describe
detail elsewhere~see, e.g., Ref. 1!.

This work deals with a measurement of theKa1- and
Kb1-line shifts of Y and Pr in the Laves phases relative
the corresponding metal. To establish their electronic str
ture in the metal, similar measurements were carried ou
RF3 ionic compounds (R5Y, Pr!. The results of these mea
surements are given in Table I.

As seen from Table I,Ka1- and Kb1-line shifts of Y
and Pr in compounds with Al and Mg are close to ze
whereas compounds with Fe, Co, and Ni reveal effects
;20– 50 meV, negative for Y and positive for Pr, which a
practically independent of the 3d element. This implies tha
when bound withs and p elements~Mg and Al! in Laves
phases, these RE elements have nearly the same elect
structure as in metals, but when combined with 3d elements
~Fe, Co, Ni!, it is different.

The electronic configurations of Y and Pr in the Lav
phases and in metals were derived from experimental sh
and Dirac–Fock calculations made in the Koopmans sing
electron approximation~DF–K!.5

The electronic structure of an RE element in the me
can be obtained by least-squares solving the coupled e
tions

DEK
cal~Nd ,Ns ,nd ,ns!5DEK

exp, K5Ka1 and Kb1 ,

Ns1Nd53,
7 © 1999 American Institute of Physics
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TABLE I. X-ray K-line shifts of Y and Pr~relative to the metal! and occupation of their outer shells in the metal and Laves phases RM2 in the absence of
charge transfer from the RE to the M element, and~in parentheses! with a transferq50.3 el/R atom.

Compound

DEa1 , meV DEb1 , meV Outer shell population, el/R atom

exp. calc. exp. calc. 5s(Y) or 6s(Pr) 4d(Y) or 5d(Pr)

Y-MET. 18465 176 7869 98 1.2060.05 1.8060.05
YAl 2 1266 12 15611 15 1.0860.05 1.9260.05
YFe2 22866 229 240612 236 1.4660.05 1.5460.05

(229) (237) (1.2360.04) (1.4660.04)
YCo2 21766 222 243612 227 1.4060.05 1.6060.05

(221) (228) (1.1860.04) (1.5260.04)
YNi2 22666 232 255611 239 1.4860.04 1.5260.04

(231) (240) (1.2660.04) (1.4460.04)
Pr-MET. 4265 37 23469 20 1.8660.07 1.1460.07
PrMg2 2667 215 252614 216 2.0860.09 0.9260.09
PrAl2 867 21 237614 22 1.8860.09 1.1260.09
PrCo2 4667 45 44614 48 1.1660.11 1.8660.11

~45! ~47! (0.9460.10) (1.7960.10)
PrNi2 3667 34 30614 36 1.3360.10 1.6760.10

~34! ~36! (1.1160.10) (1.5960.10)

Note: The shifts for the R5Y, Pr metals are relative to RF3.
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ns1nd53~12 i !,

where DEK
cal(Nd ,Ns ,nd ,ns) are calculated shifts approx

mated by a second-order polynomial,DEK
exp are the experi-

mental values,i 50.9 is the Pauling ionicity,Ns andNd are
the outer-shell occupation numbers of Y and Pr in the me
andns andnd are those in the compound~here and in what
follows, s refers to the 5s and 6s shells of Y and Pr, respec
tively, andd, to their 4d and 5d shells!.

The occupation numbers of thes andd shells of Y and
Pr obtained in this way and the calculatedDEK

cal shifts for the
metal-fluoride pair are listed in Table I. As seen from a co
parison ofDEK

cal with DEK
exp, our experimental results ar

fitted satisfactorily by DF–K–type calculations.
A comparison of the Y and Pr electronic structures

metals shows that the outer electron distribution betw
their s andd shells is noticeably different, namely, in Y it i
close tod2s1, and in Pr, tod1s2.

The electronic structures of Y and Pr in the Laves pha
were determined in a similar manner. The only differen
consisted inNs andNd being considered already establish
~see Table I!, while the last equation~for ns and nd) was
different, depending on the mechanism of the assum
change in the RE electronic structure associated with
transfer from the metal to the compound. Two versions w
analyzed.

1. The redistribution of the three outer electrons of
RE element between itss and d states follows from band
calculations.6 These calculations showed that the magne
properties of YM2 ~M5Fe, Co, Ni! can be well accounted
for without invoking electron transfer from yttrium to a 3d
element. Experimental evidence for such a mechanism
be provided by Mo¨ssbauer measurements on Gd and Dy
Laves phases, which are explained, without any quantita
evaluation, as due to thes→d transition in the RE element.7

In this case the last equation in the system acquires
form nd1ns53. The results of a solution of the system a
l,
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presented in Table I. A comparison of the experimental w
calculated shiftsdEK again shows them to be in satisfacto
agreement.

As seen from Table I, the occupation numbers of t
outer REs andd shells in Laves phases with Mg and Al, a
well as in metals, differ strongly for Y and Pr. The situatio
for Laves phases with 3d metals is different; indeed, the
populations of the outerd shells~and, hence, of thes shells
as well! in Y and Pr are close to one another, with the me
valuesnd51.5760.03 andns51.4360.03.

Thus experimental x-rayK-line shifts of Y and Pr in
Laves phases can be described satisfactorily in terms of
redistribution of their outers andd electrons, without invok-
ing any charge transfer to the partner in the compound. N
also that the population of the Y 4d states in Laves phase
with 3d metals,nd51.7, quoted in Ref. 6, is close to the on
obtained by us.

2. The mechanism mostly discussed in the literature
electron transfer from RE tod elements~see, e.g., Refs
3,4,8!, but, as a rule, without any specific conclusions on
type and number of transferred electrons. This mechanis
hardly likely for Laves phases with Mg and Al, because th
have practically the same electronegativities as the RE
ments.

It can be shown that our data are capable of elucida
the type of the electron (s,d) transferred from an RE to thed
element in Laves phases. It is known that removal of as
electron results in a positive shift of the x-rayKa1 andKb1

lines, while removal of ad electron, to negative ones~see,
e.g., Ref. 2!. Because the effects observed for Y and Pr
Laves phases with 3d elements are of opposite signs~see
Table I!, one may conclude that our experimental data c
not be reconciled by assuming that charge transfer from
RE element to the M element is effected by onlyd or only s
electrons.
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A general case ofq sd electrons transferred from an R
element to an M element, with the other 32q distributed
between thes andd states of the RE element, is more com
plex, because it allows satisfactory description of experim
tal data within a relatively broad range ofq.

The results of solution of the coupled equations for
Laves phases of Y and Pr performed under the condi
nd1ns52.7 ~i.e. for the maximum possibleq50.3, see Ref.
8! are presented in Table I in parentheses.

As seen from Table I, even a charge transfer ofq50.3
provides as good an agreement with the experimental da
in the case of electron redistribution between the outers and
d states of the RE element (q50). In theq50.3 case the
occupation numbersnd andns for Y and Pr in Laves phase
turn out to be smaller than those in the preceding case. H
ever their differences~0.08 and 0.22 for thed ands states,
respectively! lie practically within experimental accuracy
Note also that the outer electron distributions between th
and Prs andd shells, in the case of charge transfer, are a
close.

Thus it has been shown that the electronic structure o
and Pr practically does not change in a transition from a p
metal to Laves phases with Mg and Al, whereas transition
-

e
n

as

w-

Y
o

Y
re
o

Laves phases with 3d elements brings about substantial r
arrangement. The outer-electron distributions in Y and
between thes andd shells in the metal and the Laves phas
with Mg and Al differ considerably, and in the Laves phas
with 3d elements they are similar.

The authors are indebted to O. I. Sumbaev for fruit
criticisms.
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Atomic charges in RBa 2Cu4O8 lattices derived from a comparison of experimental
and calculated nuclear-quadrupole coupling parameters
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The nuclear-quadrupole coupling parameters at the rare-earth metal and copper sites in the
RBa2Cu4O8 lattices ~R5Sm, Y, Er! have been determined by67Cu~67Zn! and 67Ga~67Zn!
Mössbauer emission spectroscopy. The crystal electric-field-gradient tensor has been
calculated for all sites of the above lattices in the point-charge approximation. A comparison of
the experimental with calculated parameters shows that holes in the RBa2Cu4O8 lattices
are localized primarily at chain-oxygen sites. ©1999 American Institute of Physics.
@S1063-7834~99!00210-5#
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By comparing the experimental with calculated nucle
quadrupole coupling parameters describing the interactio
the electric quadrupole moment of a probe nucleus with
electric-field gradient~EFG! tensor at the nucleus one ca
determine the charges on lattice atoms. The most revea
results are obtained when such a comparison is perfor
with ‘‘crystalline’’ probes~the EFG at such probes is gene
ated primarily by lattice ions!. This is why we proposed an
used for experimental determination of the nuclear quad
pole coupling parameters at copper sites in high-Tc cuprates
Mössbauer emission spectroscopy~MES! on the67Cu~67Zn!
isotope; indeed, in this case the crystal-field probe67Zn21

resides in copper sites, and the EFG tensor at67Zn nuclei,
which is completely determined by the lattice ions, can
calculated using the point-charge model.1 This method is
particularly efficient when applied to lattices having seve
crystallographically inequivalent positions for the copper
oms, because one can avoid in this case the problems a
ciated with the uncertainty in the Sternheimer coefficient
67Zn21 centers.1 This situation arises, in particular, i
RBa2Cu4O8 high-Tc superconductors@R stands here for a
rare-earth metal~REM! or yttrium#, whose structure has tw
different copper sites, Cu~1! and Cu~2!. Note that for REM
sites one can determine also the parameters of nuclear q
rupole interaction at the crystal-field probe67Zn21 using
67Ga~67Zn! MES.2 Besides, the RBa2Cu4O8 compound was
studied in considerable detail by NMR and NQR on the17O
and 63Cu isotopes~Refs. 3 and 4, respectively!. This offers
new possibilities for experimentally validating the propos
interpretation of 67Zn Mössbauer emission spectrosco
data.

The objective of this work was experimental determin
tion of the nuclear quadrupole coupling parameters for
copper and REM sites in the RBa2Cu4O8 lattices by
67Cu~67Zn! and 67Ga~67Zn! Mössbauer emission spectro
copy, and calculation of the crystal EFG tensor parame
for these sites, with subsequent comparison of experime
with calculated values to derive information on the cha
state of atoms in the above lattices.
1581063-7834/99/41(10)/5/$15.00
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1. EXPERIMENTAL TECHNIQUE

In studying RBa2Cu4O81x ~R5Sm, Y, Er! we used ce-
ramic samples. The67Cu and67Ga isotopes were introduce
into the ceramic by diffusion doping in an oxygen enviro
ment at 700 °C for two hours. In the RBa2Cu3O7 compound
subjected to a similar procedure,67Ga enters the REM sites
and67Cu, the Cu~1! and Cu~2! sites, in accordance with thei
natural occupation.1,2 Note that control annealing of a
YBa2Cu4O8 sample made under similar conditions did n
result in a change ofTc'80 K. The 67Cu~67Zn! and
67Ga~67Zn! Mössbauer spectra were measured at 4.2 K wit
67ZnS absorber.

2. EXPERIMENTAL RESULTS

67Cu~67Zn! Mössbauer spectra were sets of six lines
approximately equal intensity@Fig. 1~a!#, which were un-
folded into two equal-intensity quadrupole triplets. The s
lection of the particular spectral unfolding version into t
triplets and identification of the latter with the67Zn21 centers
at the Cu~1! and Cu~2! sites were made based on the Cu~2!
environment in RBa2Cu4O8 being similar to that in
RBa2Cu3O7. Therefore it appeared natural to require a ze
asymmetry parameter of the EFG tensor for the Cu~2! sites
in RBa2Cu4O8, as this is observed1 for the Cu~2! sites in
RBa2Cu3O7. It was found that only the~1–3–5! triplet sat-
isfies this requirement, and it is this triplet that should
assigned to the67Zn21 centers in the Cu~2! sites ~Fig. 1a!.
Accordingly, the~2–4–6! triplet in Fig. 1a relates to thes
centers at the Cu~1! sites. The equal intensities of the tw
triplets corresponds to equal populations of the two sit
The nuclear-quadrupole coupling parameters for67Zn21 cen-
ters at the Cu~1! and Cu~2! sites are listed in Table I.

The 67Ga~67Zn! spectra are quadrupole triplets~Fig. 1b!
corresponding to the only state of the67Zn21 center. Based
on the data of Ref. 2, we assumed these spectra to be d
the67Zn21 centers occupying REM sites. Table I presents
nuclear-quadrupole coupling parameters for67Zn21 centers
at the R sites.
0 © 1999 American Institute of Physics
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3. DISCUSSION OF EXPERIMENTAL RESULTS

To determine the atomic charges at the RBa2Cu4O8 lat-
tice sites, one has to compare the experimental with ca
lated nuclear-quadrupole coupling parameters for the67Zn21

probe at the copper sites. In a general case, the meas
quadrupole coupling constantC is a sum of two terms

C5eQUzz5eQ~12g!Vzz1eQ~12R0!Wzz, ~1!

whereeQ is the quadrupole moment of the probe nucle
Uzz, Vzz, and Wzz are the principal tensor components
the total, crystal-field~generated by the lattice ions!, and va-
lence ~created by the nonspherical valence electrons of
probe atom! EFG, andg andR0 are the Sternheimer coeffi
cients for the probe atom.

For the67Zn21 probe, the valence-electron contributio
to the total EFG tensor may be neglected,1 so that one ob-
tains from Eq.~1!

C~Zn!'eQ~12g!Vzz. ~2!

FIG. 1. ~a! 67Cu~67Zn! and ~b! 67Ga~67Zn! Mössbauer emission spectra o
YBa2Cu4O8 measured at 4.2 K. The positions of all~labeled! lines in the
67Cu~67Zn! spectrum and of components of the quadrupole triplets co
sponding to the67Zn21 probe at the Cu~1!, Cu~2!, and Y sites are identified

TABLE I. Parameters of67Cu~67Zn! and 67Ga~67Zn! Mössbauer emission
spectra.

Compound Site C~Zn!, MHz h

SmBa2Cu4O8 Cu~1! 14.1~2! 0.75~5!
Cu~2! 12.0~2! ,0.2

YBa2Cu4O8 Y 22.5~2! 0.30~5!
Cu~1! 14.3~1! 0.70~5!
Cu~2! 12.3~1! ,0.2

ErBa2Cu4O8 Cu~1! 14.4~2! 0.68~5!
Cu~2! 12.2~2! ,0.2
u-

red

,

e

The crystal EFG tensor was calculated in the poi
charge approximation. Its components were derived from
following expressions

Vpp5(
k

ek* (
i

~1/r ki
3 !@~3pki

2 /r ki
2 !21#5(

k
ek* Gppk ,

Vpq5(
k

ek* (
i

~3pkiqki /r ki
5 !5(

k
ek* Gpqk , ~3!

wherek is the index of summation over the sublattices,i is
that over the sublattice sites,q, p are the Cartesian coordi
nates,ek* are the atomic charges on thek-sublattice, andr ki

is the distance from theki ion to the site of interest.
The lattice sumsGppk andGpqk were computed within a

sphere of radius 30 Å~using a larger summation radius d
not change the result!. The structural data needed were tak
from Ref. 5, and the lattice was presented in the fo
RBa2Cu~1!2Cu~2!2O~1!2O~2!2O~3!2O~4!2.

Figure 2 shows a unit cell of the RBa2Cu4O8 lattice with
notation of all atomic sites. The values assigned to sum
tion indexk in Eq. ~3! ranged from 1 to 8 for the sublattice
for R, Ba, Cu~1!, Cu~2!, O~1!, O~2!, O~3!, and O~4! respec-
tively.

The atomic charges on the RBa2Cu4O8 sublattices can be
derived from67Cu~67Zn! Mössbauer emission spectrosco
using four coupled equations:1

~1! an equation for the ratio of quadrupole coupling co
stants for the67Zn21 centers at the Cu~1! and Cu~2! sites,
P345eQUzz3 /eQUzz4 ,

(
k

ek* @Gzzk32P34Gzzk4#50, ~4!

~2! two equations for the EFG tensor asymmetry para
eters at the Cu~1! and Cu~2! sites,h3 andh4 , respectively

-

FIG. 2. The unit cell of RBa2Cu4O8 compounds with atomic positions iden
tified.
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(
k

ek* @Gxxk32Gyyk32h3Gzzk3#50, ~5!

(
k

ek* @Gxxk42Gyyk42h4Gzzk4#50, ~6!

~3! charge neutrality condition

e1* 12e2* 12e3* 12e4* 12e5* 12e6* 12e7* 12e8* 50. ~7!

Equations~4!–~7! are all homogeneous so that the sy
tem they form can determine the atomic charges only in u
of charge of one of them. One can conveniently take fo
the charge on the R ions, which may be expected to be c
to their formal chemical charge (13e). This is supported by
direct Mössbauer spectroscopy data on the155Gd isotope,6 by
which the gadolinium atoms in GdBa2Cu4O8 are trivalent.

Equations~4!–~7! are not sufficient to find the atomi
charges on seven sublattices. However taking into acco
that the coefficients of the anion charges exceed by an o
of magnitude or even more those of the cation charges,
tem ~4!–~7! permits one to determine the anion charges
within small corrections depending on the cation charg
We made a number of assumptions concerning the ca
charges, namely, that the R/Ba charge ratio is 3:2~this fol-
lows from the traditional chemical relations for the REM a
barium valence states in their compounds!; that charges on
Ba and O~1! should be equal in absolute magnitude~to con-
serve charge neutrality in the Ba–O layers in the lattice!; and
that the Cu~1!/Cu~2! charge ratio may vary from 1:3 to 3:
~in accordance with the possible valence states of coppe!.

One also has to bear in mind that the local environm
symmetry of the Cu~2! sites requires that thez axis of the
crystal EFG tensor coincides with the crystallographic axic,
and that our measurements yieldVzz4.0. For the Cu~1! sites
one can isolate two regions within which the experimen
conditionsh3'0.7 andVzz3.0 are satisfied, namely, regio
A near e5* /e8* '1.5 ~where uVbb3u,uVcc3u!, and regionB
neare5* /e8* '0.3 ~whereuVbb3u.uVcc3u!.

In accordance with these assumptions, there exist
sets ofek* satisfying the experimental values ofP34, h3 , and
h4 . Assuming the R, Ba, and Cu atoms to have stand
valences~e1* 53, e2* 52, e3* 52, ande4* 52!, one obtains for
regionA:

e5* 522.025, e6* 522.035,

e7* 521.986, e8* 521.454, ~A1!

and for regionB:

e5* 520.715, e6* 522.076,

e7* 522.031, e8* 522.678 ~B1!

~with all charges given in units of the electronic charge!.
One has to have independent criteria for choosing

tween the solutions of typeA and B. For the RBa2Cu3O7

compounds, we chose1 17O NMR data as such criteria. Be
cause for YBa2Cu4O8 there also exist 17O NMR
measurements,3 one can try to use them as a criterion f
selecting physically reasonable solutions.
-
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An analysis of solution~A1! shows that atoms O~1!,
O~2!, and O~3! have effective charges corresponding
nearly filled oxygen valence shells, i.e. that the EFG at17O
nuclei in the O~1!, O~2!, and O~3! sites should be generate
by lattice ions. Hence Eqs.~4!–~6! for region A can be
complemented by three equations of the type~4!–~6! con-
structed for any pair of the sites O~1! and O~2!, O~1! and
O~3!, O~2! and O~3!:

(
k

ek* @Gxxkl2Gyykl2h lGzzkl#50, ~8!

(
k

ek* @Gxxkm2Gyykm2hmGzzkm#50, ~9!

(
k

ek* @Gzzkl2PlmGzzkm#50, ~10!

where indicesl and m label the oxygen sites to which th
17O NMR data3 relate, and can have the values 5 and 6, 5 a
7, 6 and 7 for the above pairs of sites;hm andh l are experi-
mental values of the EFG tensor asymmetry parameters;
Plm5eQUzzl /eQUzzm is the ratio of the experimental quad
rupole coupling constants for17O occupying the correspond
ing sites.

According to model~B1!, the valence shell of the O~2!,
O~3!, and O~4! oxygens can be nearly filled. Hence Eq
~8!–~10! for regionB can be written for the O~2! and O~3!,
O~2! and O~4!, and O~3! and O~4! site pairs.

Thus we have seven coupled equations~4!–~10! for
seven unknowns,e2* 2e8* ~the charge of the R atoms is a
sumed to be13e!. The coefficients of this system were ca
culated taking into account that the principal axes of
crystal-field EFG tensor for the O~1!, O~2!, O~3!, and O~4!
sites having filled shells should coincide with thec, b, a, b
crystallographic axes.3 The x and y EFG tensor axes were
chosen coinciding with theb anda, c anda, c andb, andc
and a axes for the O~1!, O~2!, O~3!, and O~4! sites,
respectively.3 The uncertainty of theeQUzz sign for 17O
forced us to substitutePlm into Eqs.~8!–~10! with both posi-
tive and negative signs. The solutions yielding a negat
charge for cations or a positive one for anions were drop
as unphysical.

However, when six experimental figures are introduc
for all physically acceptable solutions in regionsA andB one
observes substantial differences between the calculated
experimental values of the remaining parameters. Besi
the charge states of the17O probes whose NMR data wer
used in the~4!–~10!, equations were found to be at odds wi
the starting assumption that these probes feel only the cry
field, and the charge state of barium atoms always diffe
considerably from the traditional value of12. All this im-
plies that one cannot use17O NMR data for YBa2Cu4O8 as a
criterion for selecting between theA andB solutions.

One can try to use as criteria for choosing between
A- andB-type solutions the correlations established betwe
the 67Cu~67Zn! MES and63Cu NMR data for copper sites in
the cuprate lattices. Figure 3~a! presents aC(Cu) –C(Zn)
diagram constructed7 using the quadrupole coupling consta
C(Cu) measured by63Cu NMR spectroscopy for the63Cu
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probe, and theC(Zn) values obtained by Mo¨ssbauer emis-
sion spectroscopy for the67Zn probe residing in copper site
of the same cuprates. It was found that most of the data fi
a straight line

C~Cu!5197211.3C~Zn!, ~11!

whereC(Cu) andC(Zn) are in MHz.
This linear dependence is a consequence of the con

valence contribution of63Cu21 centers to the EFG in differ
ent cuprates. The main reason for the deviation from
straight line~11! is that the copper valence differs from12.
Besides, the quantitiesC(Cu) andVzz were found7 to be
related through

C~Cu!51792191.4Vzz, ~12!

whereVzz are the principal components of the crystal EF
tensor calculated for the copper sites in whichC(Cu) were
measured by63Cu NMR.

The C(Cu) –Vzz diagram is shown in Fig. 3b; anothe
reason why it could deviate from the straight line~11! is a
wrong calculation of the crystal EFG tensor because of
inappropriate choice for the atomic charges. Therefore
position of the points in theC(Cu) –C(Zn) andC(Cu) –Vzz

diagrams corresponding to the same copper site can be
to choose possible versions of charge distribution over
lattice.

Figure 3a displays the Cu~1! and Cu~2! sites in
YBa2Cu4O8 ~the 63Cu data were taken from Ref. 4!. Both
points are seen to fit satisfactorily the straight line~11!, thus
supporting the divalent state of copper in the YBa2Cu4O8

lattice. The points for Cu~1! and Cu~2! for which Vzz was
calculated on model~A1! lie near the straight line~11! in
Fig. 3b, whereas the calculation made within model~B1!

FIG. 3. ~a! C(Cu) –C(Zn) and~b! C(Cu) –Vzz diagrams for cuprates. The
points are data obtained for the Cu~1! and Cu~2! sites in YBa2Cu4O8. The
indices~A1!, ~A2!, and~B1! refer to the charge distribution models used
Vzz calculations.
n
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results in a considerable deviation of both points fro
straight line ~12!. This obviously may serve as supportiv
evidence for the validity of model~A1!.

It was found2 that the values ofC(Zn) determined by
67Ga~67Zn! Mössbauer emission spectroscopy for the RE
sites in the RBa2Cu3O7 lattices are related linearly to th
principal component of the crystal-field EFG tensorVzz cal-
culated for the REM sites in the point-charge approximati
This linear relation is a consequence of the ‘‘crystalline
nature of the67Zn21 probe. As seen from Fig. 4, the poin
corresponding to the YBa2Cu4O8 compound does not fit this
relation ~in the latter case,Vzz was calculated by mode
~A1!!.

This deviation requires introducing corrections in
model ~A1! of charge distribution over the YBa2Cu4O8 lat-
tice sites. To achieve the required increase ofVzz, one has to
localize holes on the O~2! and O~3! sublattices. Because
there are no known sources of holes in RBa2Cu4O8-type lat-
tices, we redistributed the charges among the O~1!, O~2!,
O~3!, and Cu~1! sublattices~leaving e1* 53, e2* 52, ande4*
52! to finally obtain

e3* 51.85, e5* 522.15, e6* 521.9,

e7* 521.85, e8* 521.45. ~A2!

As seen from Fig. 4, model~A2! demonstrates a satis
factory agreement with theC(Zn) –Vzz relationship. Note
that model~A2! practically does not change the position
the Cu~1! point in Fig. 3b while displacing slightly the Cu~2!
point, but this displacement is of a reasonable magnitude

FIG. 4. C(Zn) –Vzz diagram for the REM sites of~1! EuBa2Cu3O7, ~2!
YBa2Cu3O7, ~3! GdBa2Cu3O7, ~4! TmBa2Cu3O7, and~5! YBa2Cu4O8. The
indices ~A1! and ~A2! refer to the charge distribution models used inVzz

calculations. The data for RBa2Cu3O7 are from Ref. 2.
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The noticeable deviation of the effective charges of
oxygen atoms from22e in model ~A2! excludes the possi
bility of using 17O NMR data to solve Eqs.~3!–~9!, which
require that the oxygen probe be ‘‘crystalline.’’
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Influence of interatomic forces on the lattice dynamics of YBa 2Cu3O7 „molecular
dynamics method …
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The method of molecular dynamics is used to study the dynamic properties of the high-
temperature superconductor YBa2Cu3O7. It is shown in the system La22xSrxCuO4 that, due to
the presence of strong anharmonism and a substantial difference in the interatomic forces,
local ‘‘hot’’ regions arise around the Ba41 charge defects in the CuO2 and CuO planes, where
the mean kinetic energy of the vibrations of the oxygen atoms reaches;0.5 eV. All
other types of defects: oxygen and copper vacancies, substitutional atoms, and charge defects, do
not lead to such effects. ©1999 American Institute of Physics.@S1063-7834~99!00310-X#
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In the infrared scattering spectra of all high-temperat
superconductors~HTSC! peaks have been discovered in t
superconducting phase, with energies;0.4 eV in
La22xSrxCuO4 ~Ref. 1!, ;0.7 eV in YBa2Cu3O7 ~Ref. 2!,
0.8–1.2 eV in BiSr2Can21CunOy (n51,2,3) ~Ref. 3!. The
correlation of these peaks with the transition temperatureTc

is noteworthy: the higher the peak energy, the higher isTc .
The nature of these peaks is insufficiently clear. Most
thors associate them with excitations in the electron s
system in the presence of polarons. But in this case, as
density of current carriers varies, the frequency of these
cillations according to the Drude modelv;n1/2, wheren is
the number of carriers, should also vary.1 However, this is
not observed, and the positions of the peaks remain
changed within the limits of measurement error. Nevert
less, some theoretical works have provided a possible ex
nation by assuming that these absorption peaks are du
interband electron transitions.4 No attempts have been mad
to identify them with vibrations of the crystal lattice, and
would be complicated, methodologically speaking, to det
them experimentally with the help of slow neutron scatt
ing.

Experiments have been performed which indirectly in
cate the existence in these systems of local high-freque
vibrations. As is well known, the Debye temperature in la
thanum compounds is;400 K. However, the authors of Re
5, in neutron-scattering measurements of the partial kin
energy of the atoms in La2CuO4 and YBa2Cu3O7, discov-
ered that the Debye temperature for oxygen is 140
~120 meV! and 1500 K, respectively, in these compoun
They suggested that unrecorded high-frequency vibrat
can play an important role in the HTSC mechanism. At ro
temperature, the specific heat of La1.85Sr0.15CuO4 and
YBa2Cu3O7 reaches only;85% of its maximum value in
the classical limit 3Nk ~Ref. 6!, which also may suggest th
existence of high-frequency modes of the lattice vibratio
which do not contribute to the specific heat at room tempe
ture. Raman scattering by the compounds La1.85Sr0.15CuO4

and YBa2Cu3O7 show bands in the 100–150 meV regio
1581063-7834/99/41(10)/5/$15.00
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~Ref. 7!. The authors link these bands with peculiarities
the crystal structure and the phonon spectra of these syst
Phonon features are also observed in the tunneling spectr
to ;180 meV in bismuth compounds in which the electric
characteristics of point tunneling contacts were investigate8

Only a direct experiment using inelastic scattering of sl
neutrons can give an unambiguous answer on the natur
these peculiarities since the diversity of these properties
the complexity of HTSC structures complicate an interpre
tion of the experimental results.

On this level, the method of molecular dynami
~MMD ! is of special interest. The use of MMD allows one
determine both the structural and the dynamic characteris
of solids. It requires a knowledge of the crystal structure a
the pairwise interaction potentials~PIP!. Studies conducted
with the aid of this method for the most part assume that
the bonds in the HTSC’s in question are ionic.9–11It seems to
us that such an approach is incorrect since it does not
into account the actual properties of copper-contain
HTSC’s. All HTSC’s of this class have a layered structure
which CuO layers with pronounced ‘‘metallic’’ bonding a
ternate with ‘‘dielectric’’ layers. The distinguishing featur
of our potentials is that they meet this requirement. Calcu
tions show12 that the depths of the potential wells in the Cu
layers are comparable in order of magnitude with ordin
metallic potentials, but in the transverse direction, due
weak screening, they are similar to ionic potentials. In
present work we use model potentials calculated accord
to a pseudopotential scheme using the Heine–Abarenk
Animalu form factor with Zhou exchange-correlatio
corrections.13 Their construction is described in detail i
Ref. 12.

In Refs. 14–16, for the anharmonic syste
La22xSrxCuO4 it was shown that using potentials reflectin
the physical properties of layered structures leads to the
pearance of local high-frequency vibrations with ener
;0.4 eV of the oxygen atoms in the CuO2 layer near the Sr
impurity atoms. For small Sr concentrations the kinetic e
ergy of the atoms of the system undergoes a spatial redi
5 © 1999 American Institute of Physics
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bution. ‘‘Hot’’ regions are formed, imbedded in a ‘‘cold’
matrix through which, in principle, a superconducting cu
rent can flow. This steady-state picture did not depend on
initial conditions and did not vary, even if the system pe
sisted for up to 1029 s, which is;1000 times longer than th
relaxation time. The question arises, how general are th
results for other copper-containing HTSC’s. The aim of t
present work is to study the influence of peculiarities in
interatomic forces on the lattice dynamics of another hi
temperature superconductor, YBa2Cu3O7. This system also
exhibits strongly anharmonic properties.17

1. EXPERIMENTAL TECHNIQUE

The unit cell of the model crystallite had the paramet
a50.382,b50.388, andc51.168 mm. Due to limitations o
the program and the computer and the complexity of
crystal lattice, the simulation was performed in one case
five layers: BaO–CuO2– Y–CuO2–BaO and in the secon
case, for three layers: BaO–CuO–BaO. The BaO layers w
rigidly fixed in place, and cyclic boundary conditions we
imposed along theX andY axes. The model crystallite con
tained around 700 mobile atoms in the first case, and aro
800 mobile atoms in the second. In the initial state the
lences were taken to be Y31, Ba21, Cu21, and O22 ~in the
BaO layer! and O12 ~in the CuO2 layer!. As defects, we
investigated O22, Cu11, and Cu31, which figure in specula-
tions about high-temperature superconductivity more t
once, copper and oxygen vacancies~in the CuO2 layer!, and
the charge defect Ba41 ~in the BaO layer, substitution of Y
for Ba and Ba for Y!. In the case of CuO chains, the valenc
in the initial state were taken to be Cu11, O12 ~in the CuO
layer!, and Ba21, O22 ~in the BaO layer!. As defects in the
chains, we investigated oxygen and copper vacancies,
the charge defects O22, Cu21, Cu31 ~in the CuO chains!,
and Ba41 ~in the BaO layer!.

The procedure for forming the crystallite consisted in t
following operations: translation of the atoms in the unit ce
assignment of the potentials and interaction forces, mini
zation of the potential energy, consisting in a choice of
equilibrium size of the unit cell, and prescription of the in
tial conditions of the calculation. After this, we refined th
positions of the atoms using relaxation and by holding
crystallite for ;10212s at T'0 without any external influ-
ence on the system. If the structure remained stable du
the calculation time, the dynamic characteristics were ca
lated. The lattice constant was reproduced with an accu
of up to 5%.

In the calculation of the potentials, we take account
the fact that the entire cell is not ‘‘metallic,’’ only the CuO2

and CuO layers, and the well-known fact that the elect
density in this system is about one electron per unit cell.
of the electrons are located in a narrow layer (;r b — the
Bohr radius!. In calculations of the electronic structure18 and
a study of the Fermi surface by photoelectron spectrosco19

it was shown that the electron density at the Fermi leve
;0.7 in the CuO2 layers and;0.3 in the CuO chains. All
pairwise interaction potentials in these layers have a dept
the potential well of the order of;0.1 eV. Potentials
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between the ‘‘metallic’’ and ‘‘dielectric’’ layers were of the
order of several eV. The depth of the Ba2–O12 potential was
;6 eV, and of the Ba21 –Cu21 potential,;3 eV. The poten-
tials with Ba had a much larger well depth than the rema
ing PIP’s of this system. This apparently is because Ba h
large ionic radius, which in turn correlates with the mod
radius. The model radius is one of the parameters for ca
lating the PIP’s in the Heine–Abarenkov–Animalu metho
Such atoms include, in addition to Ba, Sr and Ca, which
also present in all copper-containing HTSC’s.

The temperature was introduced into the system in
usual way for MMD: a velocity was assigned to all th
atoms, equal in magnitude but random in direction, with s
sequent playout to equilibrium. The system was assume
have reached equilibrium when the velocity distributi
function ceased to vary with time and the main parameter
the system~kinetic energy, potential energy, total energ
minimum distance between atoms, etc.! fluctuated due to the
finite dimensions of the system about some mean va
which did not vary over a time;10211s.

To analyze the dynamic properties, we calculated
density of vibrational statesG(v) as the Fourier transform
of the autocorrelation functiong(t) ~Ref. 20!

G~v!5E
0

`

g~t!exp~2 ivt!dt, ~1!

where

g~t!5(
i

^ni~t!ni~0!&/n i
2~0!

is the autocorrelation function,ni(t) is the velocity vector of
the i th atom at the timet, and^ . . . & denotes averaging ove
various time intervals.

2. RESULTS OF CALCULATIONS AND DISCUSSION

2.1. Dynamics of the CuO 2 layer

Figure 1 depicts the partial~Cu, Y, O! and total density
of vibrational states, calculated for the CuO2 layer at T
590 K. The negative values and small oscillations are due
calculational error and the finite dimensions of the crystall
Information about the density of vibrational states~DVS! for
the yttrium system was obtained in Refs. 21–24 with t
help of inelastic neutron scattering. Note that in their gene
outline the results of these different works coincide. The li
iting frequency of the DVS in all of these works lies in th
vicinity of 100 meV, and the positions of the main pea
practically coincide. Figure 1~5!, for comparison, present
the experimental DVS from Ref. 21. Since our results w
obtained for only three mobile layers, they cannot be co
pared directly with experiment; however, qualitative agre
ment does obtain. The presence of an upper edge to the
non spectrum at;100 meV and peaks in the range 60
90 meV due to oxygen atoms agrees with experiment. T
copper peaks are found mainly in the ranges 20–50 and
80 meV. The contribution toG(v) from the yttrium atoms is
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found in the energy range 20–100 meV. The experime
peaks in the range;12215 meV are probably due to th
heavy Ba atoms.

The authors of Ref. 25 proposed that the appearance
Ba41 charge defect is possible in a reversible oxidatio
reduction reaction. Direct experiments using high-resolut
x-ray electron spectroscopy made it possible to observe s
a valence state of Ba~Ref. 26!. Ba41 appeared in the transi
tion to the superconducting state, accompanied by a st
tural deformation of the lattice. The qualitative behavior
the potentials of Ba41 with copper and oxygen atoms from
the CuO2 layer is analogous to the behavior of the PIP’s w
Sr21 in the lanthanum system. The Ba41 –Cu21 pairwise
potential is characterized by a well depth of 8 eV, and
Ba41 –O12 potential, by a well depth of 36 eV.

We introduced 5% Ba41 into the BaO layer. The abrup
change in the nature of the PIP led to the appearance of l
vibrations with an energy of;0.1720.18 eV and an energy
of ;0.5 eV. The density of vibrational states for the CuO2

layer atT590 eV with Ba41 ~5%! defects is shown in Fig. 2
Simultaneously, we observed a redistribution of the kine
energy in the system. ‘‘Hot’’ regions in a ‘‘cold’’ matrix

FIG. 1. Densities of vibrational states: partial Cu —~1!, Y — ~2!, O — ~3!,
and complete —~4! for the Cu–O2 layer atT590 K without defects. In-
elastic neutron scattering experiment~Ref. 15! for YBa2Cu3O7 — ~5!.
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appeared in analogy with the situation we observed earlie
the lanthanum system.14 We also modeled the situation wit
the simultaneous presence of Ba41 ions and 10% Cu31 ions
in the CuO2 layer. This led to the disappearance of the pe
at ;0.1720.18 eV with the preservation of the peak
0.5 eV. The well depth of the potentials with Cu31 are
roughly 3–4 times deeper than the corresponding PIP’s w
Cu21. A study of the lattice dynamics of the CuO2 layer in
the presence of all the enumerated defects other than B41

did not lead to the appearance of local high-frequency vib
tions.

Great attention has been given to monitoring the state
the system since all physical characteristics can be calcul
only after the system has reached steady state. The ste
state setup time, defined as the ‘‘decay’’ time of the autoc
relation function, for our specific system, is;4310213s. In
the calculations we ran the system for times always m
longer than;10211s, after which we calculated the velocit
distribution functions; if they did not vary with time~within
the limits of error!, then we calculated the DVS. In the initia
state and in the presence of all the investigated defects o
than Ba41, the velocity distribution function is described b
a Maxwell distribution. When Ba41 ions are present in the
system, on the other hand, noticeable deviations from
Maxwell distribution are observed in the high-energy regio
especially for the oxygen atoms. For a rough estimate of
temperature of the ‘‘hot’’ and ‘‘cold’’ regions, we used a
expansion in Maxwell distributions with weighting factors.27

Figure 3 plots velocity distribution functions for the time
t158310211s, t259310211s, and t3510210s at
T590 K. The low-energy part of the distribution is describ
by two Maxwell distributions—one with characteristic tem
peratureT1585 K and a weighting factor of 0.5, and on
with characteristic temperatureT2590 K and a weighting
factor of 0.45~curve 1 in Fig. 3!, and in the high-energy
region there are two peaks corresponding to temperature
;2600 K and;5700 K ~see inset!. The deviations from a
Maxwell distribution in the copper and yttrium subsystem
are insignificant. Oxygen atoms with large energies
found near the Ba41 ions. Their mean kinetic energy i
15–20 times larger than in the rest of the matrix. The eff
is substantially less than in the lanthanum system, but id
tical to it from the point of view of its physical content.

FIG. 2. Density of vibrational states for the CuO2 layer atT590 K with the
charge defect Ba41 ~5%!.
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2.2. Dynamics of the CuO chains

The partial~Cu, O! and total density of vibrational state
for the CuO chains atT590 K having no defects were ca
culated in a similar way. The peaks at 30 and 65–70 meV
due to vibrations of the oxygen atoms, and the peaks a
and 50 meV are due to vibrations of the copper atoms. W
the charge defect Ba41 ~5%! is introduced into the BaO
plane, the copper and oxygen atoms located near the d
are shifted out of their equilibrium positions by;10215%
in the direction of the Ba41 defect. Local peaks appear in th
density of vibrational states with energies of;0.2 eV and
;0.52 eV, due to vibrations of the oxygen atoms.

As in the CuO2 plane, the velocity distribution function
in the CuO chains, in the initial state with all defects exce
Ba41, are well described by the corresponding Maxwell d
tributions. In the presence of Ba41 in the chains, the devia
tion of the velocity distribution functions from a Maxwe
distribution is very large and much greater than in the Cu2

plane. Figure 4 plots velocity distribution functions
T590 K for oxygen atoms at different time steps. The lo
energy part for the oxygen atoms can be described by
Maxwell distributions—one withT158 K ~with weighting
factor equal to 0.4!, and the other withT2545 K ~with
weighting factor 0.55! ~curve 1 in Fig. 4!, and the high-
energy part can be described by a Maxwell distribution w
T51000 K ~curve 2 in the inset!. The velocity distribution
function of the copper atoms differs from a Maxwell dist
bution much more than in the CuO2 layer. The high-energy
atoms in the CuO chains are found, as in the CuO2 layer, in
the close vicinity of the Ba41 ions and form ‘‘hot’’ regions
in which the mean kinetic energy of the atoms is;15220
times greater than in the matrix.

When all of the Ba21 ions have been replaced by Ba41

ions in the model experiment, the velocity distribution aga
turns out to be near to a Maxwell distribution, but in this ca

FIG. 3. Velocity distribution function of the oxygen atoms in the CuO2

layer for times t158310211 s, t259310211 s, and t3510210 s ~thin
curves! at T590 K in the presence of Ba41 defects~5%!. Theoretical dis-
tribution: thick curve1 — for T5T1A11T2A2, whereT1585, T2590 K,
A150.5, andA250.45.
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the local high-frequency peaks~LHP! in the DVS are pre-
served, and the ‘‘hot’’ points ‘‘wander’’ over the entire plan
with a lifetime of ;10212s.

As in the CuO2 plane, we investigated the effect of var
ous point defects~oxygen and copper vacancies, replacem
of Cu11 by Cu21 and Cu31) on the dynamics of the CuO
chains, but the local high-frequency peaks appeared only
the Ba41 charge defect.

In Ref. 12 it was noted that the PIP’s of correspondi
layers in the lanthanum and yttrium systems are very simi
both in their overall character and in order of magnitude.
the lanthanum system the Sr–O potential had a very d
minimum (;30 eV!, which led to the appearance of loc
high-frequency peaks of the oxygen atoms while in the
trium system such a role is played by the Ba41 charge defect,
whose potential with oxygen also has a very deep w
~36 eV!. Both in that case and in the other case, local hig
frequency peaks of oxygen atoms having large ene
~;0.420.5 eV! arise around defects having a deep and
harmonic PIP (Sr31, Ba41). The mean kinetic energy o
these atoms is substantially greater than in the matrix,
‘‘hot’’ regions arise. The effect of ‘‘hot’’ points is observed
only when the velocity distribution function deviates fro
the Maxwell distribution. Therefore it can be said that t
dynamics of the crystal lattice of the CuO2 and CuO con-
ducting layers, both in the lanthanum system and in the
trium system, are quite general.

It should be noted that it has been experimenta
shown28–30 in thallium and bismuth systems that thallium
present in two valence states Tl11 and Tl21 while in bismuth
systems Bi has the valences Bi31 and Bi51. It is possible that
this charge difference of the Tl~Bi! ions induces the sam
charge defects in the BaO planes as in the lanthanum

FIG. 4. Velocity distribution function of the oxygen atoms in the Cu
chains for timest154310211 s, t255310211 s, andt356310211 s ~thin
curves! at T590 K in the presence of Ba41 defects~5%!. Theoretical dis-
tribution: thick curve1 — for T5T1A11T2A2, whereT158, T2545, A1

50.4, andA250.55; thick curve2 — for T51000 K.
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yttrium systems. Judging from our results, these defe
should have a radically different interaction potential w
oxygen, and such a potential is characteristic of atoms h
ing a large ionic radius~Sr, Ba, Ca!.

To summarize, using the molecular dynamics method
have shown that certain types of defects (Ba41) in a model
crystal lattice of the system YBa2Cu3O7 lead to the excita-
tion of local high-frequency peaks with energy;0.5 eV. The
ions responsible for the appearance of the local hi
frequency peaks, as in the lanthanum system, are ions
large ionic radius, whose potential is unusually deep. In
lanthanum system these were Sr atoms, and in the yttr
system these were the Ba41 defect. Thus, in the yttrium sys
tem the same situation can be realized, in principle, as in
lanthanum system, in which the dominant fraction of t
energy of the thermal vibrations is concentrated in compa
tively small ~0.5 nm! regions of the copper-containing plan
near the defects.
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Mössbauer study of the HgBa 2Can 21CunO2n 12 ceramics
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The parameters of the electric-field gradient tensor at the copper, barium, and mercury sites in
the HgBa2Can21CunO2n12 lattices (n51,2,3) have been determined by Mo¨ssbauer
emission spectroscopy on the67Cu~67Zn!, 133Ba~133Cs!, and197Hg~197Au! isotopes, and calculated
in the point-charge approximation. An analysis of these results combined with available
63Cu NMR data showed that the experimental and theoretical data can be reconciled by assuming
that the holes originating from defects in the material are localized primarily on the
sublattice of the oxygen lying in the copper plane@for HgBa2Ca2Cu3O8, in the plane of the
Cu~2! atoms#. © 1999 American Institute of Physics.@S1063-7834~99!00410-4#
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HgBa2Can21CunO2n12 compounds~HgBaCaCuO! (n
51,2,3) exhibit record-high superconducting transition te
peraturesTc , which makes determination of the charg
states of the oxygen atoms in HgBaCaCuO lattices resp
sible for the phenomenon of high-Tc superconductivity in
these ceramics an important problem. This paper reports
use of Mössbauer emission spectroscopy on the67Cu~67Zn!,
133Ba~133Cs!, and 197Hg~197Au! isotopes to determine th
charge states of atoms in the HgBaCaCuO lattices.

The Mössbauer sources HgBa2Can21
67CunO2n12 and

197HgBa2Can21CunO2n12 were prepared by diffusion dopin
of the compounds HgBa2Ca2Cu3O8 ~1223, Tc5112 K!,
HgBa2CaCu2O6 ~1212, Tc593 K), and HgBa2CuO4 ~1201,
Tc579 K) by the 67Cu and 197Hg radioactive isotopes a
450 °C for 2 hours in an oxygen atmosphere. The133Ba ra-
dioactive isotope was introduced into th
HgBa2Can21CunO2n12 ceramics during the preparation. Th
67Cu~67Zn! and 133Ba~133Cs! Mössbauer spectra were ob
tained at 4.2 K with67ZnS and CsCl absorbers, respective
The 197Hg~197Au! Mössbauer spectra were measured at 80
with metallic gold serving as an absorber. Figures 1
present typical spectra, and Table I lists the results of th
treatment.

It was assumed that the67Cu, 133Ba, and197Hg parent
isotopes occupy during diffusion doping the copper, bariu
and mercury sites, respectively, with the daughter isoto
67Zn, 133Cs, and197Au turning up in the same lattice site
Because barium and mercury atoms occupy unique site
all HgBaCaCuO lattices,1,2 it was expected that133Ba~133Cs!
and 197Hg~197Au! Mössbauer spectra would reflect the on
state of the corresponding probes. As seen from Figs. 2
3, this is what is observed in experimental spectra. In
~1201! and ~1212! compounds, copper atoms also reside
unique sites,1,2 so that the67Cu~67Zn! spectra of these com
pounds correspond to the only state of the67Zn probe@see
Figs. 1a and 1b#. Finally, in the ~1223! lattice, the copper
atoms reside in two crystallographically inequivalent site2

so that the67Cu~67Zn! Mössbauer spectra of this ceram
should be assigned to the two states of the67Zn Mössbauer
1591063-7834/99/41(10)/4/$15.00
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probe occupying the Cu~1! and Cu~2! sites@Fig. 1c#.
The local symmetry of all sites in the HgBaCaCuO la

tices is lower than cubic, and interaction of the quadrup
moment of the probe nucleuseQ with the electric-field gra-
dient ~EFG! splits the Mössbauer spectrum into several com
ponents. In the case of the67Zn isotope, the experimenta
spectrum splits into three components, and the spectrum
lows determination of the quadrupole coupling constant
the 67Zn probe,C(Zn)5eQUzz/h, of its sign, and of the
EFG tensor asymmetry parameterh, with the measured
quantityeQUzz being a sum of two terms

eQUzz5eQ~12g!Vzz1eQ~12R0!Wzz, ~1!

whereUzz, Vzz, and Wzz are the principal components o
the total, crystal-field, and valence EFGs, respectively, ang
andR0 are the Sternheimer coefficients for the probe ato

The zinc daughter atom left after the radioactive dec
of the 67Cu parent isotope stabilizes in the divalent state~the
only valence state of zinc possible in oxide systems!; in the
case of the67Zn21 probe the valence-electron contribution
the total EFG tensor may be neglected, which yields

C~Zn!'eQ~12g!Vzz/h. ~2!

The crystal-field EFG tensor can be calculated within
point-charge model, so that by comparing the experime
C(Zn) and calculatedeQ(12g)Vzz quantities one can de
termine the effective charges of atomic centers at lat
sites.

We calculated the crystal-field EFG tensors for t
HgBaCaCuO lattices represented as superpositions of se
sublattices:

@Hg#@Ba2#@Cu#@O~1!2#@O~2!2#,

@Hg#@Ba2#@Ca#@Cu2#@O~1!4#@O~2!2#,

@Hg#@Ba2#@Ca2#@Cu~1!#@Cu~2!2#@O~1!2#@O~2!4#@O~3!2#.

Figure 4 presents parts of unit cells of th
HgBaCaCuO compounds. The structural data required
the calculations were taken from Refs. 1 and 2. The lat
0 © 1999 American Institute of Physics
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sum tensors were found to be diagonal along the crysta
graphic axes and axially symmetric for all sites.

If one uses the valuesg5212.2 ~Ref. 3! and Q
50.17b~Ref. 4! for the 67Zn21 centers, then taking modelA
corresponding to the standard valence states~Hg21, Ba21,
Ca21, Cu21, O22! one obtains for the HgBa2Ca2Cu3O8 lat-
tice eQ(12g)Vzz1'79 MHz for the Cu~1! sites andeQ(1

FIG. 1. 67Cu~67Zn! Mössbauer spectra of~a! ~1201!, ~b! ~1212!, and ~c!
~1223! compounds. The position of the quadrupole triplet components
responding to67Zn21 centers at copper sites is identified.

FIG. 2. 133Ba~133Cs! Mössbauer spectra of~a! ~1201!, ~b! ~1212!, and ~c!
~1223! compounds.
o-
2g)Vzz2'72 MHz for the Cu~2! sites. These values diffe
substantially from the experimentalC(Zn) figures for the
Cu~1! and Cu~2! sites @C(Zn1) andC(Zn2), accordingly#.
To exclude the error caused by a wrong choice of the va
for g, one can compare the ratiosS5C(Zn1)/C(Zn2)
51.23(8) ands5Vzz1 /Vzz251.08. In this case, however
the difference between the measured and calculated valu
also substantial. Similar discrepancies are observed for
other compounds as well.

The nature of the discrepancies can be established
combined analysis of67Cu~67Zn! MES data and63Cu NMR
measurements for copper sites in the copper cuprate latt
Figure 5a presents aC(Cu) –C(Zn) diagram constructed in
Ref. 5. The experimental data obtained for divalent cop
compounds fit onto a straight line

C~Cu!5197211.3C~Zn!, ~3!

whereC(Cu) andC(Zn) are in MHz.
The main reason for the deviation from straight line~3!

is the difference of the copper valence from12.
One can obtain additional information from

C(Cu) –Vzz diagram proposed in Ref. 5@Fig. 5b#. Plotted
along the horizontal axis here are the calculated princ
componentsVzz of the crystal-field EFG tensor for the cop
per sites for whichC(Cu) was measured by63Cu NMR. The
C(Cu) –Vzz plot can be fitted by the expression

C~Cu!51792191.4Vzz, ~4!

whereC(Cu) is given in MHz, andVzz, in e/Å 3.

r-

FIG. 3. 197Hg~197Au! Mössbauer spectra of~a! ~1201!, ~b! ~1212!, and ~c!
~1223! compounds. The position of the quadrupole doublet components
responding to197Au centers at mercury sites is identified.
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TABLE I. Nuclear quadrupole coupling parameters of the67Zn, 133Cs, and197Au probes at the cation sites of the HgBa2Can21CunO2n12 lattices.

Compound Site Probe C(Zn) h uC(Cs)u uC(Au)u

Vzz

A B

HgBa2CuO4 Cu 67Zn 14.0~5! <0.2 0.858 0.737
Ba 133Cs <40 0.080 0.076
Hg 197Au 262~6! 21.078 21.032

HgBa2CaCu2O6 Cu 67Zn 14.5~5! <0.2 0.937 0.753
Ba 133Cs <40 0.088 0.093
Hg 197Au 268~6! 21.100 20.961

HgBa2Ca2Cu3O8 Cu~1! 67Zn 18.0~5! <0.2 1.010 1.006
Cu~2! 67Zn 14.6~5! <0.2 0.931 0.766
Ba 133Cs <40 0.064 0.071
Hg 197Au 264~6! 21.138 21.010

Note: C are the quadrupole coupling constants~MHz!, h is the asymmetry parameter, andVzz is the crystal-field EFG principal component for modelsA and
B ~in e/Å3!.
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There is one more reason for a deviation of t
C(Cu) –Vzz plot from straight line~4!, namely, a wrongly
calculated EFG tensor caused by an erroneous choice o
atomic charges.

63Cu NQR data for the~1201!, ~1212!, and~1223! com-
pounds ~Refs. 6–8, respectively! are plotted on the
C(Cu) –C(Zn) diagram together with our67Cu~67Zn! MES

FIG. 4. Parts of the unit cells of~a! ~1201!, ~b! ~1212!, and ~c! ~1223!
compounds.
he

data@Fig. 5a#. We readily see that all points fit satisfactori
onto relation ~3!, which implies that copper in the
HgBaCaCuO compounds is divalent.

At the same time theC(Cu) –Vzz graph in Fig. 5b does
not follow the linear relation~4! if Vzz was calculated assum
ing standard atomic charges~modelA!. The deviation of the
data from the straight line~4! obviously should be attributed
to the inadequacy of the model chosen forVzz calculation.
This conclusion is also supported by the considera
difference between the valuesS5C(Zn1)/C(Zn2) and
s5Vzz1 /Vzz2 . An agreement can be reached withinB-type
models; namely, for the~1201! and ~1212! compounds one
should localize holes at the O~1! atoms, and for~1223!, they
should be localized on the O~2! sublattice. Holes in these
compounds may appear as a result of part of the merc
atoms being stabilized in a univalent state. When calcula

FIG. 5. ~a! C(Cu) –C(Zn) diagram for compounds of divalent copper~solid
line!. ~b! C(Cu) –Vzz diagram for compounds of divalent copper. The poin
relate to: 1—Cu in ~1201!, 2—Cu in ~1212!, 3—Cu~1! in ~1223!, and
4—Cu~2! in ~1223!. IndicesA and B refer to theVzz calculation models
used.
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the EFG tensor within modelsB, it was assumed that mer
cury is univalent in the~1201!, ~1212!, and ~1223! com-
pounds in amounts of 30, 90, and 80%, respectively. For
B model the discrepancy between the values ofS and s is
smaller too. It should be noted, however, that XPS meas
ments do not support mercury stabilization in a unival
state~see, e.g., Ref. 9!, and one will possibly have to invok
defects in the material to account for the presence of hole
the oxygen sublattices.

197Hg~197Au! measurements show that interaction of t
quadrupole moment of the197Au nucleus with the EFG splits
the Mössbauer spectrum into two components spaced
Q.S.5(1/2)ueQUzzu(11h2/3)1/2, and that an experimenta
spectrum does not allow separate determination ofC andh,
as well as the sign ofC. Besides,197Au Mössbauer spectros
copy does not permit one to identify the valence~charge!
state of gold atoms from the magnitude of the isomer s
I.S. only. As shown in Ref. 10, however, such identificati
can be made by a combined analysis of the isomer shifts
quadrupole splittings of197Au Mössbauer spectra. Figure
shows, in particular, I.S. vs Q.S. graphs for compounds
uni- and trivalent gold, which exhibit a good agreement
the data on HgBaCaCuO compounds with those for triva
gold. In other words, the197Au daughter atoms produced i
the decay of the197Hg parent isotope are stabilized at me
cury sites of the HgBaCaCuO lattices, formally in trivale
state. Because the Au31 ion is not a crystal-field probe, th

FIG. 6. I.S. vs Q.S. graph for compounds of univalent~Au–I! and trivalent
~Au–III ! gold ~the experimental data for the various gold compounds p
sented by filled squares are from Ref. 10!. The open squares relate to th
data for HgBa2CuO4, HgBa2CaCu2O6, and HgBa2Ca2Cu3O8 ~these values
coincide!.
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Q.S. values obtained do not permit determination of the
tice contribution to the total197Au EFG. However taking into
account that EFG tensor calculations yieldh50 for the mer-
cury sites, one can find the quadrupole coupling constant
the 197Au nucleus asuC(Au)u52 Q.S. ~see Table I!. Note
also that the values ofC(Au) for all HgBaCaCuO com-
pounds are very similar~see Table I!, and this is in accord
with Vzz calculations for mercury sites in modelsB.

There is obviously a direct relation between the valen
state of the197Hg parent atoms and that of the197Au daughter
atom; indeed, electron capture in197Hg1 and 197Hg21 pro-
duces, accordingly,197Au1 and197Au21. However the Au21

state is unstable and decays into the Au1 and Au31 states,
the ratio of the uni- to trivalent gold atoms being determin
by the type and concentration of carriers in the mater
Because the conduction in HgBaCaCuO ceramics is typic
p-type, the presence in the197Hg~197Au! Mössbauer emission
spectra of the trivalent gold only implies evidently the div
lent state of the mercury atoms. This agrees with XPS d9

and may be considered as additional evidence for the e
tence in HgBaCaCuO compounds of residual defects res
ing in hole localization at the oxygen sublattices.

Finally, 133Ba~133Cs! experimental spectra represe
single lines without any fine structure, and therefore one
only make an estimate of the quadrupole coupling cons
uC(Cs)u for the133Cs probe. This can be accounted for by t
small magnitude ofVzz at barium sites in all HgBaCaCuO
compounds~see Table I!.
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The statistical distribution of magnetic critical currents determined by HTSC film
morphology
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An analysis is made of the geometric and morphological properties of YBCO superconducting
films and of their effect on the magnetic and transport phenomena. A study is presented
of the statistical characteristics of critical currents derived from the variation of trapped magnetic
flux induced by passing a pulsed transport current. It is shown that the critical currents in
the materials under study have a specific statistical distribution, whose main properties are due to
the morphology of their structure and can be determined by geometric-probability analysis.
The superconducting film is considered as a percolation system. An empirical normal-phase
cluster-area distribution function was used to derive the distribution function of magnetic
critical currents, which describes adequately the experimental data on how transport current affects
trapped magnetic flux. The critical current for transition of a film to the resistive state has
been calculated. ©1999 American Institute of Physics.@S1063-7834~99!00510-9#
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Development of superconducting composites with h
critical currents is an important problem in cryoelectronic1

One of the promising methods to increase the critical curr
consists in using hard superconductors~i.e. type-II supercon-
ductors with pinning centers! possessing microscopic inho
mogeneities. Being only partially superconducting beca
of the presence of normal-phase fragments, such mate
can support high currents in magnetic fields far in exces
the thermodynamic critical field of a ‘‘pure’’ bulk supercon
ductor. It is these inclusions of the normal phase that ac
pinning centers inhibiting the motion of vortices under t
action of the Lorentz force.

This work studies critical currents in YBCO superco
ducting films containing normal-phase inclusions with
given texture. The structure of the inhomogeneities does
vary over the film thickness, and all magnetic-flux distrib
tions are two-dimensional. The critical currents at liqu
nitrogen temperature were measured magnetically from
variation of the trapped magnetic flux induced by the tra
port current. We shall call such critical currents magnetic
order to distinguish them from the critical current determin
from the sample transition to resistive state.

The object of the work was to study the statistical nat
of magnetic critical currents and to establish their relation
the geometric-morphological properties of the supercond
ing film structure.

The YBCO superconducting films were prepared
magnetron sputtering in pure oxygen at a pressure of 1 T
The discharge current was increased from 100 to 400
during the first 30 min and not varied subsequently. T
substrate was an@1102# sapphire crystal~the r-cut! with a
0.02-mm thick cerium oxide buffer layer. The substrate te
1591063-7834/99/41(10)/4/$15.00
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perature was maintained at 650 °C during the whole gro
period ~8 h!. The thickness of the films thus prepared w
0.4mm. Figure 1 displays a fragment of an electron pho
micrograph of such a film. One readily sees a characteri
texture created during the growth due to surface defect
the film/substrate interface. The bright regions correspon
the YBa2Cu3O72x superconducting phase, and the dark on
to normal-phase CuO inclusions and voids in the bulk of
material. The normal-phase inclusions have a colum
structure oriented along thec axis. The total film area
scanned for subsequent statistical treatment was 200mm2.
The fraction of the area occupied by the superconduc
phase is 80%, which is considerably in excess of the elec
current percolation threshold~50% for two-dimensional con-
tinuum percolation2!. Thus a sufficiently dense superco
ducting cluster providing in-plane transport-current flo
formed in the film. At the same time the fraction of surfa
area occupied by the normal phase and, hence, subje
magnetic-flux penetration, is 20%. This is less than the p
colation threshold for magnetic-flux transport in the tran
verse direction so that the fragments of the normal ph
merged to form final clusters, and vortices cannot move
the film plane without crossing an infinite superconducti
cluster. A superconducting film with a two-dimension
magnetic-flux distribution is an example of a two
dimensional system where the electric and magnetic pe
lation cannot coexist. Such a superconducting structure
sures efficient pinning, because when a transport curren
passed, there is no percolation of the magnetic-flux direc
perpendicular to the film plane.

We showed earlier3 that the statistical properties of pin
ning centers play an important part in the determination
4 © 1999 American Institute of Physics
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critical currents. When a film with a texture like that in Fi
1 is magnetized, the magnetic flux is trapped by norm
phase fragments acting as pinning centers. Therefore
essential to know the geometric-statistical nature of the c
ters formed by normal-phase fragments. Figure 2 shows
empirical distribution functionF(S) of normal-phase cluste
areas, which was calculated as the relative number of clus
whose area did not exceed a given areaS for each order

FIG. 1. Part of an electron photomicrograph of an YBCO superconduc
film. The a and b axes lie in the plane of the figure, and thec axis is
perpendicular to the latter.

FIG. 2. An empirical distribution function and a histogram of a norm
phase cluster area sample. The points correspond to order statistics, a
line is a fit with aF(S)512exp(2S/S0) function.
l-
is
s-
an

rs

statistic. Also shown in Fig. 2 is a histogram of a sample
normal-phase cluster areas constructed with an area ste
0.02113mm2. Plotted along the vertical axis is the numb
of clustersN falling in a given area step, and along the ho
zontal axis, the number of this groupn. The sample size is
526. The maximum and minimum normal-phase cluster
eas were 0.4015 and 0.002mm2, respectively. The asymme
try of the distribution is 1.743. The discrepancy between
sample mean (0.07750mm2) and standard deviation
(0.07389mm2) does not exceed 5%, which suggests an
ponential distribution of normal-phase clusters in ar
Least-squares fitting of the distribution function

F~S!512expS 2
S

S0
D ~1!

yields S050.07381mm2 for the average normal-phase clu
ter area.

We next proceed with critical current measurement
the following scheme. First the film is magnetized by cooli
it below the critical temperature in a magnetic field orient
along thec axis. The magnetic flux will be trapped in clus
ters of the normal phase. Next a transport current is pas
through the film in the (a,b) plane. The film magnetization
will not change until the Lorentz force becomes higher th
the pinning force of the weakest pinning center. As the c
rent is increased, the magnetization will vary as the magn
flux is depinned from the normal-phase clusters whose p
ning strength does not exceed the Lorentz force generate
the given transport current. After the current has reached
critical level, vortex depinning will grow to an avalanch
rate, and the sample will transform to the resistive state.
the same time each pinning center will be identified with
particular critical current capable of depinning the magne
flux trapped by it. Because the pinning centers represen
this case, clusters of the normal phase, the vortices depin
from such a center will cross the infinite superconduct
cluster whose cells contain finite normal clusters. The vo
ces will traverse the superconducting region along we
links, for instance, along twin boundaries, which are alwa
present in the superconducting phase.4,5 The larger a cluster,
the more such weak links in the surrounding supercond
ing space and, hence, the smaller is the corresponding cri
current. Based on these geometric considerations, we ass
the critical current to be inversely proportional to the peri
eter of a normal-phase cluster, which, in its turn, is prop
tional toS1/2, namely,I}S21/2, whereS is the normal-phase
cluster area. This is valid in the case where the weak-l
concentration per unit perimeter length is the same for
normal clusters, irrespective of their area and in any par
the film, and where all clusters are similar in shape. T
condition of geometrical similarity is not rigorous; indeed,
seen from the photograph~Fig. 1!, clusters of larger sizes
which formed by coalescence of smaller clusters, are m
more diverse in shape. At the same time taking variation
cluster shape into account does not change the main phy
conclusions. To simplify the analysis, we assume all clus
of the same area to have the same pinning strength
hence, the same critical current. Note thatI 5bS21/2, where
the form factorb takes into account both the microscop
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properties of a pinning center, including the shape o
normal-phase cluster, and the sample geometry, which d
mines the transport-current density of the given pinning c
ter. It is assumed also that theb coefficient is the same fo
all normal-phase clusters.

When a transport current flows through the sample,
magnetization will change by the amount of the magne
flux depinned only from the normal-phase clusters wh
pinning strength is less than or equal to the given Lore
force. In accordance with this assumption, as the trans
current is increased, the first to be freed of the magnetic
will be clusters with a larger perimeter and, hence, with
larger area. Therefore the relative change in magnetizatioM
can be expressed through the distribution function of norm
phase cluster areas and is equal to the fraction of clus
with the area exceeding a given value:DM /M512F(S).
BecauseS5b2/I 2, we obtain for an exponential distributio
~1!

DM

M
5expS 2

b2

S0I 2D . ~2!

Thus, by passing transport currents of various amplitu
through a sample and measuring the corresponding cha
in magnetization, one can not only determine the critical c
rent but also the pinning-strength distribution, which is d
termined by the statistical properties of normal-phase c
ters.

Figure 3 presents the results of an experiment perform
by the above scheme. The sample was cooled to the liq
nitrogen temperature. The transport current pulses use

FIG. 3. Statistical distribution of magnetic critical currents.1 — Variation
of the magnetization induced by passing pulsed transport currents;2 — the
fraction of the normal-phase clusters whose pinning strength does no
ceed a given Lorentz force;3 — a tangent to the magnetic critical-curren
distribution curve. Plotted along the upper axis is the linear pinning-stren
density. I min is the magnetic critical current for the largest normal-pha
cluster in the sample, andI c is the critical current of transition to the resis
tive state.
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the measurements were 100 ms long. This permitted on
prevent film overheating, which would be unavoidable if
dc current of the same magnitude was passed. Besides,
momagnetic instability does not develop during such a sh
transport-current pulse, and the sample remains super
ducting with currents as high as the maximum pulse am
tude of 2.5 A. To check a possible influence of thermal
fects on the magnetization measurements, calculations o
thermal action of the transport current were carried o
which took into account the contact resistances (0.1V at
liquid nitrogen temperature! and thermal diffusivity of the
film. It was found that, even in the absence of efficient h
removal and for current pulses having maximum amplitu
the sample heating in the near-contact region is neglig
and does not affect the trapped flux. An experimental ch
was also made of the absence of parasitic thermal effe
variation of pulse duration from 50 to 200 ms did not affe
noticeably the results of magnetic measurements.

Each of points1 in Fig. 3 shows the change in magn
tization induced by passing a single current pulse. Figur
presents also the average linear pinning-strength densia
5(F0 /c) j corresponding to the critical current with a de
sity j (F0 is the magnetic flux quantum, andc is the velocity
of light!. The film cross-sectional area was 431025 cm2.
The measurements were performed with a Hall sensor ha
a sensitivity of 30mV•G21, the lowest magnetic field mea
sured being 0.02 G. The Hall sensor was placed on
sample surface between the current contacts, at a distan
7 mm from each of them.

The results of magnetic measurements were fitted
function ~2! characterizing the distribution of normal-pha
clusters in their magnetic critical currents. Theb coefficient
played the part of a fitting parameter, whose magnitude,
culated by the least-squares procedure, was found to bb
50.6434 A•mm. The distribution function of the critica
magnetic currents obtained in this way is shown in Fig.
each point on curve2 corresponds to its order statistics in th
graph of the empirical distribution function of Fig. 2, and th
line connecting them is the function~1! replotted in (1
2F) vsbS21/2 coordinates. Note that the points of curve2
are also experimental and reflect the geometric-statist
properties of the film superconducting structure.

As seen from Fig. 3, the geometric approximation~2! fits
satisfactorily to the magnetic measurements made in
critical current range up to 2 A. At high currents, a deviati
can be noticed, which may originate from a number of re
sons. First, as the transport current increases, violation
the geometric similarity in the shape of normal-phase cl
ters play an ever increasing role. Smaller clusters, wh
have less weak links along the perimeter, are character
by a larger pinning strength. The less there are weak link
a cluster, the more important is where exactly on the per
eter they are located, in a ‘‘hollow’’ or a ‘‘protruding’’ par
of an inkspot-shaped cluster. This is the factor that influen
the probability of a vortex attaching to this weak spot. The
fore the initial assumption that theb coefficient is the same
for all clusters is here no longer valid. Second, the assu
tion of the weak-link concentration per unit perimeter leng
being the same for all normal-phase clusters reflects pu
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statistical relationships and holds well for large cluste
where there are many such links. Deviations due to the
lation of the law of large numbers become inevitable as
cluster size decreases. This also results in the form factob
depending, strictly speaking, on cluster size, with this dep
dence becoming more significant for small-area clus
which have a larger pinning strength. The third reason or
nates from structural distortions in the superconducting c
ter, which inevitably arise when large currents are pas
through a film. Each subsequent point of curve1 in Fig. 3 is
obtained on the same sample without its remagnetizat
After passing an ever larger current pulse, some region
the sample may transform to normal state, and then the
perconducting infinite cluster becomes less dense. This g
rise to coalescence of some normal-phase clusters of fi
size, which will result in an additional decrease of t
trapped flux.

Note the complete coincidence of the ‘‘magnetic’’~1!
with ‘‘geometric’’ ~2! data for currents below 1 A. Transpo
currents in this region leave the magnetization unchang
because there are no pinning centers for such low magn
critical currents. Large clusters are characterized by w
pinning forces. The area of the largest normal-phase clu
in the samplingSmax50.4015mm2, which corresponds to a
critical currentI min5bSmax

21/251.015 A. It is with this value
that the magnetic critical-current curve2 starts, because th
trapped flux is not depinned within the current range fro
zero toI min .

As seen from Fig. 3, each normal-phase cluster is ch
acterized by its specific magnetic critical current, which co
tributes to the statistical distribution. One might ask wha
the critical currentI c which will drive a sample to the resis
tive state if passed continuously. The magnitude ofI c can be
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found most easily from the intercept on the horizontal axis
the tangent~line 3 in Fig. 3! passing through the inflection
point of the magnetic critical-current distribution2: I c

5(2/3)3/2bS0
21/2. This estimate for the sample under stu

yields I c51.3 A, which agrees well with the experiment.
Thus we have shown that the statistical distribution

magnetic critical currents is due to geometric-morphologi
properties of the superconducting structure of the mate
The technology used to prepare the YBCO films under
vestigation creates an exponential distribution of norm
phase clusters in area. It appears essential for practical a
cations that one can draw conclusions from the statist
properties of the geometric structure of a superconduc
film regarding the parameters of the statistical critical-curr
distribution, and to use this information to predict the ch
acteristics of superconducting materials, to monitor th
quality, and to optimize their technology. One of the dire
tions pursued in this optimization is the development of
perconducting composites with a given pinning-strength d
tribution, which would provide the largest possible critic
current.
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Josephson and quasiparticle currents in tunneling junctions between partially
dielectrized „partially gapped … superconductors with spin density waves

A. I. Vo tenko and A. M. Gabovich

Institute of Physics, Ukrainian Academy of Sciences, 252022 Kiev, Ukraine
~Submitted February 10, 1999!
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The current–voltage characteristics~CVC! are calculated for the Josephson, interference, and
quasiparticle components of the current through a tunneling junction formed by two
superconductors with spin density waves~SDW!. The treatment is based on the model of partial
dielectrization~gapping! of the Fermi surface and the assumption of pinning of the spin
density waves. The following particular cases are studied in detail: asymmetric SDW
superconductor–ordinary superconductor junctions and symmetric junctions between two identical
SDW superconductors. The positions and nature of the singularities in the CVC are
determined. For a symmetric contact the possibility of the existence of asymmetric CVC’s is
predicted. The calculations are in qualitative agreement with the experimentally observed
behavior of the CVC’s of tunneling junctions and microcontacts containing the SDW
superconductor with heavy fermions URu2Si2 . © 1999 American Institute of Physics.
@S1063-7834~99!00610-3#
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It is well known that an external magnetic field or th
exchange field of a ferromagnet has a negative effect
spin-singlet superconductivity. First of all, diamagne
Meissner currents arise, and second, a paramagnetic effe
manifested consisting in an electron spin flip breaking a C
per pair. The conditions for the coexistence of supercond
tivity and antiferromagnetism, on the other hand, are m
more favorable since the intracrystal magnetic field of
antiferromagnet averaged over a volume having the cha
teristic dimension of a Cooper pair is equal to zero. S
density waves~SDW! are related to antiferromagnetism1

Spin density waves arise at temperaturesT below a critical
temperature~the Néel temperatureTN) due to a divergence
of the spin susceptibility of the conduction electrons
some wave vectorQ. This logarithmic singularity is a con
sequence of the instability of the system due to the prese
on the Fermi surface~FS! of congruent~nested! segments
( i 51,2) on which the electron spectrumj(p) is degenerate
j1(p)52j2(p1Q). On the remainder of the Fermi surfac
( i 53), the electron spectrum is nondegenerate. In this c
a spin-triplet dielectric gap arises on the nested segment
this respect, spin density waves are similar to charge den
waves ~CDW! except that in the case of charge dens
waves the dielectric gap is a spin-singlet.

The coexistence of superconductivity with spin dens
waves was observed in the compounds (TMTSF)2ClO4 and
(TMTSF)2PF6 at a pressure of 6 kbar~Ref. 2!, in RRh2Si2
(R5La,Y) ~Ref. 3!, in the alloys Cr12xRex ~Ref. 4!, in the
compound with heavy fermions URu2Si2 ~Refs. 5 and 6!,
and in other materials. In these materials the electrons
participate in the Cooper pairing are the ones that are fo
near the Fermi surface and are responsible for formation
the spin density waves. In fact, a struggle goes on betw
these two phenomena, and this struggle is expressed
1591063-7834/99/41(10)/6/$15.00
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competition for occupation of the Fermi surface. Usually, t
spin density waves are the stronger competitor since they
formed as a result of the exchange interaction between
electrons in contrast to superconductivity, where pairing
tween electrons occurs through virtual phonons. Theref
spin density waves are capable, generally speaking, of c
pletely suppressing superconductivity. For this to occur,
dielectric gap would have to encompass the entire Fermi
face. However, the anisotropic character of spin den
waves and the specific topology of the Fermi surface lead
the result that only partial dielectrization~gapping! of the
Fermi surface is possible, as is observed for all prese
known SDW superconductors. In addition, the critical te
perature of the superconducting transitionTc , as a rule, is
less thanTN . Therefore, when the temperature is lower
below Tc, a superconducting gapD is formed on the non-
nested, non-dielectrized~nd! ~non-gapped! segments of the
Fermi surface, which according to the model of strong m
ing of electronic states7 propagates over the entire Ferm
surface, including the dielectrized~d! ~gapped! regions. In
this case, the superconducting gapD and the dielectric gap
are modified in comparison to the Bardeen–Coope
Schrieffer~BCS! theory.8

In the present work, on the basis of the Bilbro
MacMillan model7 later applied to spin density waves an
charge density waves,9–12 we investigate tunneling betwee
partially dielectrized~partially gapped! SDW superconduct-
ors with s-pairing. We calculate the current–voltage chara
teristics~CVC’s! of the unsteady Josephson current and
quasiparticle tunneling current. Singularities in the CVC
for symmetric and asymmetric junctions are identified a
classified. To compare with experiment, we adduce data f
superconductor with heavy fermions, URu2Si2 , since this is
8 © 1999 American Institute of Physics
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the only compound for which measurements of the para
eters repaired by the theory have been made.5,6

1. GENERAL THEORY

The initial formulation of the problem is analogous
that considered earlier13 with substitution of the CDW super
conductor by its SDW analog. The model HamiltonianH of
a partially dielectrized~partially gapped! SDW supercon-
ductor in the mean-field approximation is equal to9,10,14

H5H01HBCS1HSDW, ~1!

whereH0 is the Hamiltonian of the free electrons,HBCS is
the BCS Hamiltonian, which is responsible for the superc
ductivity, and

HSDW522S(
i 51

2

(
pa

aaipa
1 ai ,p1Q,a1h.c. ~2!

is the SDW Hamiltonian, which describes the spin-trip
electron–hole pairing. We again stress that in the giv
model a single, common superconducting gap exists ev
where on the Fermi surface while dielectrization~gapping! of
the Fermi surface~with the corresponding appearance of
dielectric order parameterS) takes place only on its neste
segments@the summations in expression~2! are only over
i 51,2].

The inequalityTN@Tc holds for all the SDW supercon
ductors considered below. Moreover, calculations show9 that
the presence of a superconducting gap stabilizes the am
tude ofS at some level analogous to the situation obtain
for CDW superconductors.7 Proceeding from this fact, we
did not carry out self-consistent calculations of the dep
dencesS(T) andD(T). As was shown in Ref. 13, the quan
tity S can be chosen as aD-independent function ofT.
Moreover, in microcontact measurements it was found t
for the SDW superconductor URu2Si2 ~Refs. 15 and 16! the
dependenceS(T) almost completely corresponds to the cla
sical dependence of BCS theory. Therefore, forS(T) we
chose the Mu¨hlschlegel function,8 which also applies to a
spin-triplet exciton insulator with spin density waves.17 Note
that the specific choice that we have made is not impor
from a conceptual point of view. In what follows, we assum
pinning of the spin density waves so that the parameterS is
a real quantity with arbitrary sign.

Another important parameter of the theory is the deg
of dielectrization~gapping! of the Fermi surface, which it is
standard to define as the ratio of the density of states on
nd- and d-segments of the Fermi surface (Nnd and Nd , re-
spectively!

n5Nnd~0!/Nd~0!. ~3!

For prescribedn andS(T) it is easy to calculate the depen
denceD(T) on the interval 0,T,Tc ~Refs. 10, 18–20!.

The normalGi j
ab(p;vn) and anomalousFi j

ab(p;vn) Mat-
subara Green’s functions corresponding to the Hamilton
~1! can be determined from the Dyson–Gor’kov equ
tions for SDW superconductors, which were obtain
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earlier.10–12,19 Taking the matrix structure of the initial su
perconducting and dielectric order parameters into acco
the desired solutions have the form

Gnd~p;vn!52@ ivn1j3~p!#Det1
21 , ~4!

Fnd~p;vn!5D Det1
21 , ~5!

Gd~p;vn!52@ ivn1j1~p!#@vn
21j1

2~p!1D21S2#Det2
21 ,

~6!

Fd~p;vn!5D@vn
21j1

2~p!1D1D2#Det2
21 , ~7!

Gis~p;vn!5S@vn
21j1

2~p!2D1D2#Det2
21 , ~8!

F is~p;vn!522DS@2 ivn1j1~p!#Det2
21 . ~9!

Here

Det15vn
21j3

2~p!1D2, ~10!

Det25@vn
21j1

2~p!1D1
2 #@vn

21j1
2~p!1D2

2 #, ~11!

D65D6S, ~12!

and the subscript ‘‘is’’ corresponds to intersectional (1↔2)
electron–hole pairing.

The tunneling currentI is calculated using the method o
the tunneling Hamiltonian.21,22 The matrix elements of the
tunneling Hamiltonian are assumed to be equal and indep
dent of D and S. This assumption is natural within th
framework of a scheme of BCS type, i.e., in a treatment
Cooper and electron–hole pairing in the weak-binding
proximation~see the discussion in Ref. 13!. Thus, it is pos-
sible to introduce a universal tunneling resistance param
R. We assume that the voltage on the tunneling con
V(t), where t is time, varies adiabatically in compariso
with energies of orderTc , i.e.,V21dV/dt!Tc . Taking this
into account, the expression for the currentI in terms of the
tunneling contact takes the form

I @V~t!#5 (
i ,i 85d,nd,is

@ I ( i ,i 8)
1

~V!sin 2w

1I ( i ,i 8)
2

~V!cos 2w1J( i ,i 8)~V!#, ~13!

where w5*teV(t)dt, e is the elementary charge,I 1(V)
5( i ,i 8I ( i ,i 8)

1 (V) is the amplitude of the Josephson curre
I 2(V)5( i ,i 8I ( i ,i 8)

2 (V) is the amplitude of the interferenc
current, andJ(V)5( i ,i 8J( i ,i 8)(V) is the quasiparticle cur-
rent. This equation is a generalization of the correspond
expression obtained for a junction between BCS sup
conductors21 to the case of SDW superconductors. Ea
quantity of the typeI ( i ,i 8)

1 (V) in Eq. ~13! is an integral of
some expression including a pairwise product of Four
transforms of temporal Green’s functionsFi

1(v)Fi 8(v8) or
Gi(v)Gi 8(v8) for the left and right electrodes, where th
right-electrode quantities are indicated by primed indic
The required temporal Green’s functions were obtained fr
the corresponding temperature functions~4!–~9! by a stan-
dard technique.9 To calculateI ( i ,i 8)

1,2 (V) only the anomalous
Green’s functions are needed, and to calculateJ( i ,i 8)(V) only
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the normal Green’s functions are needed. Explicit expr
sions for the amplitudes are not given due to their cumb
someness.

It is important for what follows that the nine terms o
each amplitude can be divided into two groups differing
their symmetry properties with respect to variation of t
polarity V, specifically terms related in the usual way

I ( i ,i 8)
1,2

~2V!56I ( i ,i 8)
1,2

~V!, J( i ,i 8)~2V!52J( i ,i 8)~V!,
~14!

where the upper and lower signs pertain to the Josephson
interference currents, respectively, and terms related in
opposite way

I ( i ,i 8)
1,2

~2V!57I ( i ,i 8)
1,2

~V!, J( i ,i 8)~2V!5J( i ,i 8)~V!.
~15!

This ‘‘nonstandard’’ behavior of the latter group follow
from the fact that the expressions for calculating them c
tain products of ‘‘intersectional’’ Green’s functions of on
electrode, obtained from Eqs.~8! and~9!, and Green’s func-
tions for the second electrode, obtained from Eqs.~4! and
~5!, i.e., the combinations~d, is!, ~nd, is!, ~is, d!, and~is, nd!.
Thus, the CVC’s of all three currents through an asymme
tunneling junction formed by different SDW supercondu
ors turn out to be sensitive to the polarity of the appli
voltage in contrast to the well-known independence on
polarity of the CVC’s of asymmetric contacts consisting
different BCS superconductors.22

2. CURRENT–VOLTAGE CHARACTERISTICS

The expressions for the currents can be simplified in t
cases: for an asymmetric junction, where one of the e
trodes is a BCS superconductor or a normal metal, and w
the junction is formed by two identical SDW supercondu
ors.

If one of the electrodes is a BCS superconductor~an
ns-contact!, then only Green’s functions~4! and~5! are char-
acteristic for it. Correspondingly, only three terms remain
the sum~13! for each current

I ns5 (
i 5d,nd,is

@ I ( i ,nd)
1 ~V!sin 2w

1I ( i ,nd)
2 ~V!cos 2w1J( i ,nd)~V!#. ~16!

For the ~d, nd! and ~nd, nd! terms of each component sym
metry relations~14! are satisfied, and for the~is, nd! terms,
equalities~15!. Thus, the CVC’s of all three currents throug
an asymmetric tunneling contact formed by a SDW sup
conductor and an ordinary superconductor~or a normal
metal!, turn out to be asymmetric and sensitive to the pol
ity of the applied voltage.

Table I lists the characteristics of the singularities of t
CVC’s of each current component for an ns-contact. Typ
corresponds to a logarithmic singularity proportional
Y1(eV,D1 ,D2) for the Josephson component and to jum
proportional toZ1(D1 ,D2) for the interference and quas
particle components. Type 2 corresponds to a jump prop
tional to Z2(D1 ,D2) for a Josephson component and
s-
r-

nd
e
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c-
re
-

r-

-

1

s
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logarithmic singularities proportional toY2(eV,D1 ,D2) for
the interference and quasiparticle components. Here

Z6~D1 ,D2!5AuD1D2uUtanh
uD1u
2T

6 tanh
uD2u
2T U, ~17!

Y6~eV,D1 ,D2!5Z6~D1 ,D2!lnUU eV

uD1u6uD2u U21U.
~18!

Specific values of the quantitiesD1 andD2 are also listed in
Table I.

Figure 1 plots theV dependence of the dimensionle
Josephson currenti ns

1 5I ns
1 eR/D0 and the differential conduc

tivity gns
diff5RdJns/dV, calculated for an ns-junction. Her

D0 is the value of the superconducting order parameter
zero temperature in the absence of dielectrization~gapping!
(n→`). The graphs also show curves calculated forT50.
This was done in order to avoid cluttering up Fig. 1b wi
divergences generated by products of logarithmic singul
ties of type 2 showing up at finite temperatures. Note tha
a real experiment logarithmic singularities of this typ
should be strongly smoothed out for various reasons, e
inhomogeneities of the order parameters over the cross
tion of the tunneling junction.23

The case of a Josephson junction consisting of two id
tical SDW superconductors (n5n8, D5D8, S56S8) turns
out to be much more interesting. In analogy with CD
superconductors,24 we should consider separately the cas
where the dielectric order parameters on the two sides of
junction are identical and where they have different sig
Such a difference exists due to the fact that, in both el
trodes under conditions of pinning of the spin density wav
~which we have assumed to be the case!, states of a SDW
superconductor are possible differing only in the sign ofS,
which are thermodynamically identical.

In the case whereS5S8 ~s-junction!, those terms of
each amplitude pairwise compensate which exhibit ‘‘no
standard’’ symmetry properties~15!, specifically~d, is! with
~is, d! and ~nd, is! with ~is, nd!. The remaining terms as
result form currents obeying Eqs.~14!. Figure 2 plots the
V dependence of the dimensionless Josephson cu
i s
15I s

1eR/D0 and the differential conductivitygs
diff5RdJs/

dV, calculated for an s-junction.
For S52S8 ~bs-junction! such compensation does n

occur. On the contrary, these currents mutually add, an
such an extent that for a certain polarity of the voltage on
junction the singularities of the ‘‘nonstandard’’ terms com
pensate the singularities of the other terms, as a resu

TABLE I. Positions and characteristics of singularities of the CVC’s
terms of the currents through an asymmetric tunneling junction betwe
SDW semiconductor and a BCS semiconductor.

Singularity Type Temperature ComponentsD1 D2

~see text! region

K65uD6u1DBCS 1 T>0 ~d,nd!, ~is,nd! D6 DBCS

K5D1DBCS 1 T>0 ~nd,nd! D DBCS

L65uuD6u2DBCSu 2 TÞ0 ~d,nd!, ~is,nd! D6 DBCS

L5uD2DBCSu 2 TÞ0 ~nd,nd! D DBCS
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which the total CVC of each of the currents has a p
nounced asymmetric character~Fig. 3!. Such a phenomeno
is a new type of symmetry breaking in a many-particle s
tem, manifested only when the corresponding junction is
cluded in the electrical circuit.

For simultaneous variation of the signs ofS on both
sides of the bs-junction, the corresponding CVC switches
branches corresponding to different polarity of the bias v
age. Thus, for a tunneling junction between SDW superc
ductors considered initially as identical, e.g., a break ju

FIG. 1. Dependence of dimensionless Josephson currentsi ns
1 5I ns

1 eR/D0 ~a!
and dimensionless conductivitiesgns

diff5RdJns/dV for quasiparticle currents
Jns ~b! on the dimensionless voltagex5eV/D0 on an asymmetric tunneling
junction of the type SDW superconductor–BCS superconductor for diffe
values of the degree of dielectrization~gapping! of the electronic spectrum
n5Nnd(0)/Nd(0). Heree is the elementary charge,R is the resistance of the
junction in the normal state,D0 is the superconducting gap of the SDW
superconductor atT50 in the absence of dielectrization~gapping!, s0 is the
value ofs5S/D0 at T50, S(T) is the dielectric order parameter,Nnd~d)(0)
is the density of electron states on non-dielectrized~dielectrized! segments
of the Fermi surface,«05DBCS(T50)/D0 , andDBCS is the superconducting
gap of the BCS superconductor.
-

-
-

ts
-
-
-

tion, in principle it is possible to observe three differe
CVC’s. A number of associated circumstances can be im
ined ~inhomogeneities in the impurity distribution, extern
conditions, the temperature prehistory, etc.! favoring one or
the other state. These circumstances operate directly be
the Néel point. For T!TN switches between differen
branches of the CVC caused by thermal fluctuations beco
impossible since this would require a large energy to restr
ture the spin density waves. However, increasing the volt
on the junction could stimulate such a switch. On the ot
hand, heating the junction aboveTN with subsequent cooling
could lead to a CVC different from the original one if th
states in question are energetically degenerate. It is sig
cant that a change in the state of the spin density waves

nt

FIG. 2. Dependence of the dimensionless Josephson curr
i s
1(x)5I s

1(V)eR/D0 ~a! and the dimensionless conductivitiesgs
diff(x)

5RdJs /dV for quasiparticle currentsJs ~b! in the case of a purely symmet
ric tunneling junction between a SDW superconductors for different val
of n.
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FIG. 3. Dependence of the dimensionless Josephson currenti bs
1 (x)

5I bs
1 (V)eR/D0 ~a! and the dimensionless conductivitygbs

diff(x)5RdJbs/dV
for the quasiparticle currentJbs ~b! in the case of a symmetric tunnelin
junction with broken symmetry between SDW superconductors forn51.
ro-
have an effect on the superconducting currents which ap
only upon further cooling belowTc!TN .

Table II lists the characteristics of the singularities of t
various current components for s- and bs-junctions. As
be seen from the table, by virtue of the fact that the para
etersD6 depend linearly onD and S @see Eq.~12!#, for
tunneling junctions between identical SDW superconducto
alongside compensation of some singularities the superp
tion of singularities of the CVC’s of different types~jumps
and logarithmic singularities! is also possible, which doe
not happen in the case of CDW superconductors.13,24

3. DISCUSSION

Unfortunately, the amount of experimental data on SD
superconductors is negligible. Nevertheless, the availa
data are in satisfactory agreement with our theory. For
ample, the CVC’s for UNi2Al3 break junctions~i.e., symmet-
ric junctions in their very essence!! can be asymmetrical.25

However, for a quantitative comparison of the theoretica
obtained dependences to the experimental data, it is ne
sary to know the values of the dielectric and superconduc
gaps, and also the dielectrization~gapping! parameter of the
Fermi surfacen.

The most widely studied SDW superconductor of inte
est to us is URu2Si2 . According to various sources,5,6,26 its
temperature characteristics areTc'1.321.5 K andTN'17
217.5 K. As for the parametersS and n, here there is a
significant spread. For example, according to specific h
measurements the values of the desired parameters
S'115 K andn'0.4 according to Ref. 5, andS'129 K
andn'1.5 according to Ref. 6. Other studies of the therm
properties26 also give the valueS'115 K.

Tunneling and microcontact measurements of the c
ductivity of symmetric and asymmetric junctions containi
URu2Si2 were conducted relatively recently.15,16 The result-
ing CVC’s distinctly manifest gaplike singularities disa
pearing at temperatures aboveTN , which confirms the pres-
ence of partial dielectrization~gapping! of the Fermi surface
associated with spin density waves. A gaplike singularity
also observed belowTc , associated withTc by the BCS
relation. It should be noted that direct tunneling and mic
ugh a
SDW

the
TABLE II. Positions and characteristics of singularities of the CVC’s of components of the currents thro
symmetric tunneling junction and an asymmetric tunneling junction with broken symmetry between
semiconductors.

Value Temperature
Singularity forD,S Type region Components* ! D1 D2

2D 2D 1 T>0 ~nd,nd! D DBCS

2uD6u 2(S6D) 1 T>0 ~d,d!, ~is,is!,~d,is!, ~is,d! D6 D6

H15uuD1u1uD2uu 2S 1 TÞ0 ~d,nd!, ~is,nd! D1 D2

K65uD6u1DBCS 2D 2 TÞ0 ~d,d!, ~is,is! ,~d,is!, ~is,d! D1 D2

M 15uD1u1D 2D1S 1 T>0 ~d,nd!, ~nd,d! ,~is,nd!, ~nd,is! D1 D
K65uD6u1DBCS S 1 T>0 ~d,nd!, ~nd,d! ,~is,nd!, ~nd,is! D2 D
K65uD6u1DBCS S 2 TÞ0 ~d,nd!, ~is,nd! D1 D
L5uuD2DBCSu u2D2Su 2 TÞ0 ~nd,nd! D2 D

* !The ~d,is!, ~is,d!, ~nd,is!, and ~is,nd! components of all currents appear only for broken symmetry in
junction.
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contact measurements of the dielectric gap15 give the value
S'68 K, which differs dramatically from the values give
above. At the same time, these measurements can be co
ered as a direct proof of partial dielectrization~gapping! of
the electronic spectrum in URu2Si2 .

Symmetry breaking in the CVC’s of symmetric jun
tions similarly was also already manifested in point hom
junctions with URu2Si2 ~Ref. 16!. Specifically, CVC’s were
sporadically observed having a characteristic asymme
distortion at which singularities indV/dJ associated withS
were more sharply pronounced for one polarity of the vo
ageV than for the other. This agrees with the above theo
ical arguments.

As for a direct experimental confirmation of the concl
sions of our theory, unfortunately the overwhelming major
of the available data was obtained by the microcont
method, so that a comparison with theory is possible only
the observed positions of the CVC singularities and not
their profiles. There is one study15 which reports tunneling
measurements of the conductivityGdiff(V)5dJ/dV of the
asymmetric junction URu2Si2– Al2O3– Al. However, the
CVC presented in this paper was obtained atT54 K, which
lies significantly above the critical temperatures both
URu2Si2 ~see above! and for Al ('1.19 K). Thus, both elec-
trodes were in the normal state. Figure 4 compares the
responding dependence with our calculations. Qualitativ
the overall dependence of the experimental curve is re
duced. The smoothing of the singularities can be relate
procedural averaging of the data, which cannot be avoide

FIG. 4. Dependence ofgns
diff(V) for a URu2Si2– Al2O3– Al asymmetric tun-

neling junction in the normal state, obtained from experiment and calcul
for different values ofn.
sid-

-

ic

-
t-

t
r
r

r

r-
y,
o-
to
in

experiments of this type. Note that fitting of the theoretic
results would require much larger values of the parameten
than those obtained in the thermal measurements.5,6,26
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Trends in the kinetic and magnetic properties of Pb 0.8Sn0.2Te single crystals
of high structural perfection
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~Submitted July 29, 1998; accepted for publication January 10, 1999!
Fiz. Tverd. Tela~St. Petersburg! 41, 1750–1752~October 1999!

In the temperature interval 4.2–300 K and magnetic fields up to 4 T, we have investigated the
electrical, thermal-electrical, thermal-magnetic, and magnetic properties of single crystals
of the solid solution Pb0.8Sn0.2Te. It is shown that an enhancement of its level of structural
perfection leads to the appearance of a second structural phase transition~SPT!, and also
to an increase in the temperature of the first structural phase transition. ©1999 American
Institute of Physics.@S1063-7834~99!00710-8#
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Solid solutions of lead telluride and tin telluride are
considerable interest for infrared optoelectronics appli
tions. The efficiency of devices based on these compou
depends to a significant degree on their chemical homog
ity and degree of structural perfection. The latter is a fu
tion of the dislocation density, the number of large-an
boundaries, etc.

It is well known that, in the narrow-band semiconducto
Pb12xSnxTe in the composition and temperature interv
0.2<x<1.0 and 4.2,T,300 K, an instability of the crysta
lattice is observed which leads to a second-order ferroele
structural phase transition~SPT! from the cubic (Oh) to the
rhombohedral (C3v) phase.1,2 Using x-ray analysis, the au
thors of Ref. 3 detected the existence of three struct
phase transitions, in two of which the crystal lattice und
goes a change of symmetry. Free current carriers and s
tural defects of the crystal lattice have a substantial effec
the phase transition. The strong scattering of the current
riers during the structural phase transition4 is caused by loca
fluctuations of the polarization associated with the prese
of inhomogeneities and with fluctuations of the order para
eter at the critical point.

The present paper reports results of a study of the H
coefficient R, the resistivity, thermal voltagea, and mag-
netic susceptibility~MS! x in the temperature interval 4.2
300 K and Shubnikov oscillations ofa in magnetic fieldsH
down to 4 K.

The Hall coefficient, the resistivity, and the therm
emf were varied by the compensation method at cons
current. The temperature of the sample and its grad
(;2 K/cm) were measured using a copper–gold~iron
doped! thermocouple. In the liquid-helium and liquid
hydrogen temperature range we recorded the absolute
mal voltage of copper. The magnetic susceptibility was m
sured using the relative Faraday method with the help o
electronic microbalance with automatic compensation.5

Single crystals of Pb0.8Sn0.2Te, 40 mm in diameter, were
1601063-7834/99/41(10)/4/$15.00
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prepared from the vapor phase. In their synthesis we use
of purity 99.9999% and tellurium of purity 99.999999%. T
lower the concentration of current carriers, the samples w
isothermally annealed in vapors containing an excess
metal. The samples were cut along the~100! plane. Removal
of the surface layer of the sample, damaged by mechan
polishing, was accomplished by electrochemical polish
and chemical processing in a mixture of Br and HBr.

Studies of the structure of the Pb0.8Sn0.2Te crystals
showed that the dislocation density did not exce
23104 cm22, and that small-angle boundaries were abse
The homogeneity of the samples was monitored by mea
ing the thermal emf in a magnetic field by the techniq
described in Ref. 6. All of the samples had hole-type co
ductivity.

Figure 1 plots the temperature dependence of the ther
emf on one of the samples with Hall hole concentrationp
52.1231017cm23 and mobilitym55.23105 cm2/V•s. The
same figure plots the dependencea(T) of a PbTe sample
(p5331018cm23), in which, as is well known,1 there are
no structural phase transitions. In the temperature interv
,T,35 K the thermal emf of the Pb0.8Sn0.2Te crystals is
linear and reveals a salient point atTc1535 K. The depen-
dencea(T) for mH/c@1 (a`) also has a salient point at th
same temperature asa0 . This fact indicates that processes
current-carrier scattering participate in the formation of t
salient point. We observed this feature ina earlier at T
520 K for crystals having a similar concentration of curre
carriers undergoing a structural phase transition.2,7,8

At Tc25115 K we detected a singularity in the depe
dence which we associate with the second structural ph
transition, where the thermal emf describes a hysteresis
of small area in the temperature rangeTc1,T,Tc2 , which,
in our opinion, confirms the structural instability of the cry
tal in this temperature range. This is the first observation o
hysteresis loop in the thermal emf associated with a str
tural phase transition of shift type to our knowledge. T
4 © 1999 American Institute of Physics
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1605Phys. Solid State 41 (10), October 1999 Radchenko et al.
presence of a maximum ina(T) at T'180 K with subse-
quent decrease ofa with increasing temperature is assoc
ated with the onset of intrinsic conductivity.

Note that a break in the linear dependence ofa(T) is
observed atTc1 , where the electron gas is found in the d
generate state, while the singularity ina(T) at Tc2 , where
the degeneracy is removed, has the character of an inflec
point. We already noticed such trends in previous studies
Pb0.8Sn0.2Te samples2 and Pb0.94Ge0.06Te samples,8 which is
an additional indication that we have indeed observe
structural phase transition here.

The temperature of the first structural phase transition
Pb0.8Sn0.2Te samples prepared from the vapor phase is s
stantially higher than in the case of crystals grown by
Bridgman method (;25 K). This is in line with the data of
Ref. 9, which show that crystal defects lower the phase tr
sition temperature.

Measurements of the Hall coefficient in the investiga
samples showed thatR is essentially independent of the tem
perature and has no singularities associated with struc
phase transitions since the hole concentration is small
the Fermi level in the temperature interval 4.2–120 K
found in the light-hole band and does not penetrate into

FIG. 2. Temperature dependence of the magnetic susceptibility~sample 3!.

FIG. 1. Temperature dependence of the thermal emf of sample 3~1! and
PbTe~2!.
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heavy-hole band,10 as a result of which the light-hole con
centration in these samples does not vary at the phase
sition.

Earlier, for Pb0.18Sn0.82Te and Pb12xSnxTe we
showed2,7,8 that at a structural phase transition the magne

FIG. 3. Dependence of the thermal emf in a longitudinal~1! and a transverse
~2! magnetic field atT55.1 K ~sample 3!.

FIG. 4. a — Quantum oscillations of the thermal emf in a longitudin
magnetic field atT55.1 K ~sample 3!; b — temperature dependence of th
amplitude of the oscillations of the thermal emf in a longitudinal magne
field. The figures labeling the straight lines in figure b correspond to
figures labeling the oscillation peaks in figure a.
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TABLE I. Characteristics of the samples atT54.2 K.

p31027 cm23, p31027 cm23, m3105,
Samples from the Hall coeff. from the Shubnikov cm2/V•s m* /m03102 K Tc , K g

oscillationsa

1 2.03 1.8 1.5 1.83 10 20 2.3
2 3.11 2.5 2.0 1.82 10 22 2.0
3 2.12 1.9 5.8 1.76 10.5 35 2.5
4 3.81 3,5 5.2 1.75 10.4 36 2.4

Note:Samples 1 and 2 were obtained by the Bridgman method; samples 3 and 4 were obtained from th
phase;g was determined from the relationm;T2g.
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susceptibility has a singularity with a minimum. The tem
perature dependence of the magnetic susceptibility of
samples examined in the present study has two singular
which take the form of a decrease in paramagnetism aga
a diamagnetic background~Fig. 2!. The temperature of the
first singularity is close to the value ofTc1 determined from
the temperature dependence of the thermal voltage. Th
fore, we associate it with the structural phase transition
we did in Refs. 2, 7, and 8. Indeed, at the structural ph
transition a temperature-dependent correction to the widt
the band gapEg arises. In connection with the smallne
of Eg in the narrow-gap ~narrow-band! semiconductor
Pb0.8Sn0.2Te renormalization of the band spectrum shou
lead to changes in its magnetic and kinetic properties: a
rection to the magnetic susceptibility appears, due to fluc
tions of the order parameter in the vicinity of the structu
phase transition.11 The temperature at which the seco
phase transition shows up in the magnetic susceptib
(Tc2;140 K) is higher than the temperature of the singul
ity in a(T); this is apparently due to the different nature
this phase transition.

Figure 3 shows the experimental dependence ofa in a
magnetic field aligned with the temperature gradient (a i)
and transverse to it (a') at T55.1 K. Using the calcula-
tional technique described in Ref. 12, we determined
anisotropy coefficient of the effective massesK5mi* /m'

*
(mi* is the longitudinal effective mass, andm'

* is the trans-
verse effective mass of the current carriers, respectively!.

The high degree of structural perfection of the inves
gated crystals, the large mobilities and small effect
masses of the current carriers in the presence of a degen
hole gas enabled us to investigate Shubnikov oscillation
a in the Pb0.8Sn0.2Te samples.

The thermal emf in a quantizing longitudinal magne
field was measured on samples oriented so that the mag
field vector and the temperature gradient were parallel to
high-symmetry axis Hi¹Ti^100& under the conditions
VH/kT.1 andz/kT.1 (V is the cyclotron frequency,z is
the chemical potential!.

Figure 4 plots the thermal emf as a function of the ma
netic field atT55.1 K. Pronounced single-frequency oscill
tions of a(H) are observed, where the location of the osc
lations is determined by the current-carrier concentrat
~i.e., by the Fermi energy!.

We determined the frequency of the oscillationsF from
the slope of the dependence 1/Hextr on the number of the
Landau level (Hextr is the magnitude of the magnetic field
e
es
st

re-
s
e

of
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y
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e

-
e
rate
of

tic
e
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n

the maximum of the thermal emf!. The extremal area of the
intersection of the Fermi surfaceSextr by the set of planes
perpendicular to the magnetic field vector is related toF by
the equation

Sextr5~2phe/c!F. ~1!

The hole concentration at anL-extremum can be calcu
lated from the dependence of the period of the oscillatio
D5(1/Hn11)2(1/Hn) on the reciprocal magnitude of th
magnetic field using the formula

D~1/H !53.183106K1/2/p2/3. ~2!

From an analysis of the temperature dependence of
amplitudes of the oscillationsA we determined the magni
tude of the cyclotron effective mass at the Fermi levelmc* at
the L-minimum. The values ofmc* and the current-carrie
concentration, calculated from the oscillations of the therm
voltage atT55.1 K, are listed in Table I. It can be seen th
the total hole concentration at the fourL-extrema coincide to
within 10% with the Hall current-carrier concentration.

To summarize, increasing the degree of structural p
fection in single crystals of the solid solution Pb0.8Sn0.2Te
led to an increase in the temperature of the first structu
phase transition, the appearance of a second structural p
transition, and hysteresis of the thermal emf in the tempe
ture interval between the first and second structural ph
transitions. We also detected an increase in the exponentg of
the temperature dependence of the mobilitym;T2g from
2.1–2.3 to 2.5, which is evidence of a decrease in the s
tering of current carriers by lattice defects.

The authors thank A. V. Brodski� and A. L. Mirets for
measuring the magnetic susceptibility.
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Electron–phonon entrainment, thermodynamic effects, and the thermal conductivity
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A method is proposed for calculating the kinetic coefficients of degenerate conductors that takes
into account in a self-consistent way the mutual influence of the nonequilibrium state of
the electron and phonon subsystems. The calculated expressions for the kinetic coefficients satisfy
Onsager symmetry relations. The influence of the nonequilibrium character of the
electron–phonon subsystem on the electrical conductivity, thermal voltage, and electronic
thermal conductivity is analyzed. ©1999 American Institute of Physics.
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The electron–phonon interaction in solids leads to
exchange of momentum between the electron and pho
subsystems and correspondingly to mutual entrainm
effects.1 A large number of works have been dedicated t
study of electron–phonon entrainment effects~see Refs. 2–6
and the references cited therein!. An exact solution of the
system of kinetic equations for electron–phonon syste
taking into account the mutual influence of the nonequil
rium state of the electrons and phonons on each other e
under simplifying assumptions of spherical energy surfa
and isotropic relaxation times has still not been found. A
proximate solutions for nondegenerate semiconductors w
found in Refs. 7 and 8 by expanding the perturbed distri
tion functions in power series in a small parameter defin
by the effect of the nonequilibrium state of the electrons
the phonon distribution function. Such studies are descri
in Refs. 5, 9, and 10 for metals. In Refs. 11 and 12
system of kinetic equations was solved for degenerate c
ductors in a magnetic field. In Ref. 11 the solution was fou
for a particular form of the dependence of the phonon rel
ation time on the wave vector in the zeroth approximation
the degeneracy of the electron gas. Reference 12 consid
a more general case. References 9 and 10 showed tha
treatment of the influence of entrainment effects on therm
electric phenomena it is necessary to solve the system
kinetic equations for the current carriers and the phon
together with a rigorous account of deviations of both dis
bution functions from their equilibrium values. In the opp
site case, the Onsager symmetry relations for the thermoe
tric coefficients will not be satisfied, as was the case in
number of works.13,14

Here I propose a method for calculating the kinetic c
efficients of degenerate conductors with allowance for
mutual influence of the nonequilibrium state of the electro
and phonons on each other. Here I use only the conditio
strong degeneracykBT/z!1 (z is the Fermi energy!, and the
inelastic character of electron–phonon scattering is ta
into account in the first nonvanishing order. The calculat
does not assume any specific form of the time dependenc
1601063-7834/99/41(10)/9/$15.00
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non-electron mechanisms of phonon relaxation on the w
number. The contributions to the relaxation frequencies
the longitudinal and transverse acoustic phonons are ide
fied. The electron spectrum is assumed to be isotropic.
influence of mutual entrainment on the electrical conduc
ity, thermal voltage, and thermal conductivity is considere
along with some physical aspects of the theory of electro
phonon entrainment which previously had received insu
cient attention.

1. SYSTEM OF KINETIC EQUATIONS FOR THE ELECTRONS
AND PHONONS

In this section I analyze the momentum balance and
mutual influence of the nonequilibrium state of the electro
and phonons. A diagram illustrating the redistribution a
relaxation of the momentum received by the electro
phonon system on the temperature gradient is shown in
1. Mechanisms of electron–phonon relaxation characteri
by the frequenciesneph nphe lead to a redistribution of the
momentum within the electron–phonon system. Mechanis
of electron scattering by impuritiesnei , phonon scattering by
boundariesnphL , phonon scattering by impurities~the Ray-
leigh mechanism! nphR, and Herring phonon–phonon sca
tering nphH lead to relaxation of the total momentum of th
electron–phonon system. Expressions for the correspon
relaxation frequencies are given below. We start with
system of kinetic equations for the nonequilibrium electr
f (k,r ) and phononNl(q,r ) distribution functions, which has
the standard form3,11

e

\
E0

] f k

]k
1~vk¹ r ! f k5I ei~ f k!1I eph~ f k ,Nq

l!,

vq
l
“ rNq

l52~Nq
l2Nql

0 !nph
(1)l1I phe~Nq

l , f k!. ~1!

Here vq
l5]vq

l/]q is the group velocity of the acousti
phonons with polarizationl, vq

l5slq/q, Nql
0 is the Planck

function, the relaxation frequencynph
(1)l(q) includes all non-

electron mechanisms of phonon scattering: phonon scatte
by phonons, defects, and the boundaries of the sample.
8 © 1999 American Institute of Physics
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collision integrals of the electrons with impuritiesI ei and
with phononsI eph, and of the phonons with electronsI pheare
given in Refs. 3 and 11.

We represent the electron and phonon distribution fu
tions as

f k5 f 0~«k!1d f k , Nq
l5Nql

0 1gl~q!, ~2!

where f 0(«k) andNql
0 are the local equilibrium functions o

the electrons and phonons, andd f k and gl(q) are the non-
equilibrium corrections to the distribution functions, whic
are linear in the external actions. We linearize the collis
integrals in these correction terms

I eph~ f k ,Nq
l!5I eph~d f k ,Nql

0 !1I eph~ f 0~«k!,gl~q!!,

I phe~ f k ,Nq
l!5I phe~d f k ,Nql

0 !1I phe~ f 0~«k!,gl~q!!. ~3!

We represent the collision integralsI ei(d f k), I phe( f 0 ,gl(q)),
andI eph(d f k ,Nq

0l) in the approximation of elastic scatterin
of the electrons by the phonons in terms of the relaxat
frequencies3,11,12

I ei~d f k!52nei~k!d f k , I phe~ f 0 ,gl~q!!52nphe
l ~q!gl~q!,

I eph~d f k ,Nql
0 !>2neph~k!d f k . ~4!

Here nei(k) is the relaxation frequency of the electrons
the impurities,3 nphe

l (kF ,q)5uCq
lu2mF

2sl f 0(«q/2)/p\4 is the
relaxation frequency of the phonon momentum on the e
trons, uCq

lu25E0l
2 \q/slr5C0l

2 q, r is the density of the
crystal,E0l is the constant of the deformation potential, a
sl is the speed of sound of the acoustic phonons with po
ization l. f 0(«q/2) is the Fermi distribution function of the
energy«q/2 , andneph(k) is the electron collision frequenc
with the phonons,

neph~k!5(
l
E

0

z2k
l

dzq
lneph

l ~k,q![
m̃~«!

k̃3 (
l

^neph
l ~kF ,q!&z

2k
l ,

~5!

FIG. 1. Diagram illustrating relaxation of the momentum of an electro
phonon system in the presence of a temperature gradient. HerenphR, nphL ,
andnphH are the frequencies of relaxation of the phonons at the impur
~Rayleigh mechanism!, boundaries, and other phonons~Herring mecha-
nism!, respectively.
-

n

n

c-

r-

where

neph
l ~k,q!5

m~«!~C0
l!2

2p\3k3
qTl

5 ~zq
l!5Nql

0 ~Nql
0 11!

5
m̃~«!

k̃3
neph

l ~kF ,q!,

zq
l5

\vql

kBT
5

q

qT
l

, qT
l5

kBT

\sl
, z2k

l 5
2k

qT
l

, m̃~«!5
m~«!

mF
,

mF5m(z) is the effective mass of the electron at the Fer
level, k̃5k/kF , and\kF is the Fermi momentum.

In the calculation of the collision integralI eph( f 0 ,gl(q))
we take account of the inelastic nature of the collisions of
electrons with the phonons in the first-order perturbat
theory

I eph~ f 0 ,gl~q!!5
2p

\

1

V (
q,l

uCqlu2\vqlgl~q!S ] f 0

]«k
D

3@d~«k1q2«k!2d~«k2q2«k!#. ~6!

As a result, the equation for the phonon distribution takes
form

gl~q!52
Nql

0 ~Nql
0 11!

nph
l ~q!

\vql

kBT
~vq

l¹T!

1
1

nph
l

I phe~d f k ,Nql
(0)!5gl

(1)~q!1gl
(2)~q!, ~7!

where nph
l 5nph

(1)l1nphe
l is the total relaxation frequency o

the phonons with wave vectorq and polarizationl. The
functiongl

(1)(q) is due to the direct action of the temperatu
gradient on the phonon subsystem, and the correction t
gl

(2)(q) takes into account the influence of the nonequil
rium state of the electrons

gl
(2)~q!5

1

nph
l ~q!

I phe~d f k ,Nql
0 !

5
4p

\

uCqlu2

nph
l ~q!

\vql

kBT
Nql

0 ~Nql
0 11!

3
1

V (
k8

d f k8@d~«k82q2«k8!2d~«k81q2«k8!#.

~8!

We substitute expression~8! for gl(q) into Eq. ~6!; then,
taking formulas~3! and ~4! into account we obtain a close
integral equation for the nonequilibrium correction to t
electron distribution function

d f k5d f k
(1)1t~«k!I eph~ f 0 ,gl

(2)!5d f k
(1)1d f k

(2) . ~9!

The function d f k
(1) takes into account the entrainment

electrons by phonons, and also the direct action of the e
tric field and temperature gradient on the electron subsyst
It has the well-known form3

s
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d f k
(1)5S 2

] f 0

]«k
D ~vkF1!t~«k!,

F1~«k!52eS E1
kB

e S m̃~«!

k̃3
Aph~«!1

«k2z

kBT D“TD ,

Aph~«!5(
l

mFsl
2

kBT K neph
l ~kF ,q!

nph
l ~q!

L
z
2k
l

. ~10!

Here t(«) is the total relaxation time of the electron
t21(«k)5ne(k)5nei(k)1neph(k), and the functionAph(«)
depends on the energy« only through the upper limit of
integration 2k(«). The correction termd f k

(2) takes account
of the influence of the nonequilibrium state of the electro
via the phonons on the electron distribution function

d f k
(2)5t~«k!I eph~ f 0 ,gl

(2)!

5S 2p

\ D 2 2

V
t~«k! (

k8,q,l

uCq
lu4

nph
l ~q!

~\vql!2

kBT
Nql

0 ~Nql
0 11!

3
] f 0

]«k
@d~«k1q2«k!2d~«k2q2«k!#d f k8

3@d~«k82q2«k8!2d~«k81q2«k8!#. ~11!

Calculation of the conduction current with distributio
function d f k

(1) gives the general effect of electron entrai
ment by phonons.3 Calculation of the electron fluxes with th
help of the functiond f k

(1) ~see the following section! shows
that the symmetry relations between the Onsager kinetic
efficients in this case are not satisfied. Therefore, in solv
the system of kinetic equations it is necessary to take
account the termsd f k

(2) andgl
(2)(q), which take into accoun

the mutual influence of the nonequilibrium state of the el
trons and phonons on each other. The termd f k

(2) takes ac-
count of the influence of the nonequilibrium state of the el
trons on the phonon subsystem, which in turn alters
electron distribution function. For degenerate semicond
tors with a high concentration of charged defects, as a r
the ratio of frequenciesneph/nei!1, and the contribution of
the termd f k

(2) to the kinetic coefficients in this case is sma
however, for pure enough semimetals and gapless semi
ductors its role can be significant. Below I present a new w
of calculating the kinetic coefficients without direct solutio
of Eq. ~9!.

2. CALCULATION OF THE KINETIC COEFFICIENTS

The experimentally measured quantities are not the e
tron and phonon distribution functions, but mean values
physical quantities, defined with the help of these distrib
tion functions. In the given case, we are interested in
charge fluxes and heat fluxes due to external forces, nam
an electric field and a temperature gradient. Therefore, u
Eqs.~9!–~11!, we find that the conduction currentj and the
electronic heat fluxWe are expressed in terms of the sam
function, the equation for which can be rigorously solv
without resorting to an expansion in a small parameter a
ciated with the interaction
s
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c-
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j52
2e

V (
k

vk~d f k
(1)1d f k

(2)!5 j11 j2 , ~12!

W5
2

V (
k

~«k2z!vkd f k1
1

V (
q,l

\vqlvq
lgl~q!

5We1Wph. ~13!

The electronWe and phononWph heat fluxes can also b
broken down into two parts proportional to the nonequil
rium corrections to the electrond f k

(1) , d f k
(2) and phonon

gl
(1)(q), gl

(2)(q) distribution functions

We5
2

V (
k

~«k2z!vk~d f k
(1)1d f k

(2)!5We
(1)1We

(2) ,

~14!

Wph5
1

V (
q,l

\vqlvq
l~gl

(1)~q!1gl
(2)~q!!5Wph

0 1Wphe.

~15!

The heat fluxWph
0 is caused by the direct action of the tem

perature gradient on the phonon subsystem while the
flux Wphe is the result of the mutual influence of the noneq
librium state of the electrons and phonons. It leads to
renormalization of both the electron and phonon heat flux

The fluxesj1 , We
(1) , andWph

0 are easily calculated sinc
analytical expressions are known for the corresponding
tribution functions~9! and ~12!

j15sxx
0 H E1

kB

e S Aph~z!1
p2

3 S kBT

z DD1D¹TJ
5 jdr1Jdrag1 jdif , ~16!

We
(1)52L0sxx

0 TH eT

z
D1E1S 11

kBT

z
AphD2D¹TJ ,

~17!

where

sxx
0 5

e2netF

mF
, L05

p2

3 S kB

e D 2

,

D15z
d

d« F lnS k3~«!t~«!

m~«! D G
«5z

,

D25z
d

d«
@ ln~t~«!Aph~«!!#«5z .

It can be seen from formula~16! that the charge flux
~like the heat flux! is made up of three contributions: the dri
current jdr and the diffusion currentjdif are formed by the
direct action of the electric field and the temperature grad
on the electron subsystem while the drag currentjdrag is the
result of entrainment of electrons by phonons.

The heat fluxWphe conveyed by the phonons, but due
the influence of the nonequilibrium state of the electrons
the phonon subsystem, can also be separated into two p
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Wphe5
1

V (
q,l

sl
2\qgl

(2)~q!

5
kBT

mF

2

V (
k

m̃~«!

k̃3
Aph~«!\k~d f k

(1)1d f k
(2)!

5Wphe
(1)1Wphe

(2) . ~18!

Calculation of the fluxWphe
(1) due to the nonequilibrium cor

rectiond f k
(1) gives

Wphe
(1)52

kBT

e
sxx

0 Aph~z!H E1
kB

e FAph~z!

1
p2

3 S kBT

z DDAG¹TJ , ~19!

where DA5z(d/d«)@ ln(m(«)t(«)Aph(«))#«5z . As can be
seen from Eq.~10!, for d f k

(1) and relation~19! the drift and
diffusion components of the heat fluxWphe

(1) @first and last
terms in expression~19!# are connected with the influence o
the nonequilibrium state of the electrons, and these te
should be included in the electronic heat flux. The seco
term in expression~19! is the result of the influence of th
entrainment current~which is caused by the nonequilibrium
state of the phonons! on the phonon subsystem. It should
included in the phonon heat fluxWph

(1) . As a result, we have

Wph
(1)52kph

(1)¹T, kph
(1)5kph

0 1kphe
(1) ,

kph
(1)5(

l

kBsl
2qT

3

6p2 E
0

zd
l

dzq
l~zq

l!4Nql
0 ~Nql

0 11!

3H 11
nphe

l ~q!

ne~z!

kBT

sl
2

Aph~z!J , ~20!

wherezd
l5\vdl /kBT, andvdl is the Debye frequency fo

phonons of polarizationl.
Assuming that the electric field and the temperature g

dient are aligned with thex axis, we write down expression
for the fluxes in terms of the kinetic coefficients

j x5sxxEx2bxx¹xT, Wetx5gxxEx2kxx
e ¹xT. ~21!

It is not hard to convince oneself that if the contribution
Wphe

(1) to the electronic heat flux is taken into account, t
Onsager relations for the thermoelectric coefficientsgxx

(1) and
bxx

(1) are satisfied

gxx
(1)5Tbxx

(1)52sxx
0 T

kB

e H Aph~z!1
p2

3 S kBT

z DD1J , ~22!

and the expression for the electronic thermal conductiv
kxx

e(1) has the form

kxx
e(1)5L0sxx

0 TH 11S kBT

z DAph~z!~D21DA!J . ~22a!

Thus, a necessary condition for the satisfaction of the mic
scopic reversibility relations is that the heat flux commu
cated by the phonons and due to the nonequilibrium stat
the electrons must be taken into account in the calculatio
the total electronic heat flux. For the kinetic coefficients c
s
d

-

y

-
-
of
of
-

culation including the entrainment effect,3 the Onsager rela-
tions are not satisfied since the fluxWphe

(1) was not taken into
account.

The fluxes j2 , We
(2) , and Wphe

(2) contain the unknown
functionsd f k

(2) andgl
(2)(q), which are expressed as integr

transforms of the total nonequilibrium correction to the ele
tron distribution functiond f k . We substitute expression~11!
for d f k

(2)5t(«k)I eph( f 0 ,gl
(2)) into formulas ~12!, ~15!, and

~18! and sum over the electron wave vectors. As a result,
three fluxes can be represented in terms of the same func
w(«)

j252
e

mF
E

0

`

d«S 2
] f 0

]« D m̃~«!t~«!w~«!,

We
(2)5

1

mF
E

0

`

d«S 2
] f 0

]« D ~«2z!m̃~«!t~«!w~«!,

Wphe
(2)5

kBT

mF
E

0

`

d«S 2
] f 0

]« D S m̃~«!

k̃~«!
D 3

t~«!Aph~«!w~«!,

w~«!5
1

V (
uqu,2k,l

nphe
l \qgl

(2)~q!. ~23!

w(«) depends on the energy through the upper limit of in
gration 2k(«). Substituting expression~8! in the expression
for w(«), we take the integral over the angular variabl
dVq with the help of thed functions and interchange th
order of integration over the wave vectorsq and k8 after
dividing the region of integration ink8 into two regions:
q/2,k8,k andq/2,k,k8. As a result, we obtain

w~«!5w,~«!1F2k~«!w.~«!,

w,~«!5
2

V (
uk8u,k

m̃~«8!

k̃ 83 F2k8\k8d f k8 ,

w.~«!5
2

V (
uk8u.k

m̃~«8!

k̃ 83
\k8d f k8 , ~24!

where

F2k~«!5(
l

K nphe
l ~kF ,q!neph

l ~kF ,q!

nph
l ~q!

L
z
2k
l

also depends on« through the upper limit of integration
z2k(«)

l . The inverse quantityF2k
21 characterizes the time dur

ing which the momentum transferred by the electrons to
phonon subsystem is returned to the electrons. Making us
Eqs.~9!–~11!, we express the functionsw,(«) andw.(«) in
terms ofw(«)

w,~«!5E
0

«

d«8S 2
] f 0

]«8
D F2k~«8!w̃~«8!,

w.~«!5E
«

0

d«8S 2
] f 0

]«8
D w̃~«8!, ~25!

where
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w̃~«!5t~«!Fnem̃~«!F1~«!1S m̃~«!

k̃~«!
D 3

w~«!G .

Substituting expressions~25! into Eq. ~24! gives an inhomo-
geneous Volterra integral equation forw(«), which can be
represented in the following form:

w~«!5E
0

`

d«8S 2
] f 0

]«8
D F2k~«8!w̃~«8!

1E
«

`

d«8S 2
] f 0

]«8
D ~F2k~«!2F2k~«8!!w̃~«8!.

~26!

The kernel of integral equation~26! is defined in terms of a
single integral whereas the kernel of the integral equa
derived earlier in Refs. 7, 8 and 11, 12 has a more com
cated form: first, the unknown function appears inside
double integral and, second, to solve the equation it is n
essary to specify the dependence of the relaxation freq
cies on the phonon wave vector.11

The solution of Eq.~26! in the linear approximation in
the degeneracy parameterkBT/z is found in two steps. First
we determine the energy dependence of the functionw(«).
Toward this end, we expand the functionw(«) in a series in
the parameter«2z since the main contribution to the inte
grals ~26! comes from a narrow band of energiesu«2zu
<kBT.

w~«!5w~z!1 (
n51

`
~«2z!n

n!
w(n)~z!,

w(n)~z!5S dnw~«!

d«n D
«5z

. ~27!

We can write expressions for the first three derivatives
w(«) with respect to the energy using the derived integ
equation

w(1)~«!5F2k8 w.~«!,

w(2)~«!5F2k9 ~«!w.~«!2F2k8 S 2
] f 0

]« D w̃~«!,

w(3)~«!5F2k- ~«!w.~«!22F2k9 ~«!S 2
] f 0

]« D w̃~«!2F2k8 ~«!

3F S 2
]2f 0

]«2 D w̃~«!1S 2
] f 0

]« Dw(1)~«!G . ~28!

As can be seen from Eqs.~28!, the integral equation~26! is
equivalent to an inhomogeneous second-order differen
equation. Therefore, all higher derivativesw (n)(«) can be
expressed in terms of the two functionsw.(«) and w(«),
specifically

w(n)~«!5An~«!w.~«!1Bn~«!w~«!1Cn~«!. ~29!

The derivatives in expansion~27! are evaluated at«5z;
therefore, let us analyze the coefficientsAn(z), Bn(z), and
n
li-
e
c-
n-

f
l

al

Cn(z) and separate out the terms whose contributions
linear in the parameterkBT/z. Then, for the derivatives o
the functionw(«) for n>2 we find

w(n)~z!'2F2k8 ~z!H F ]n21f 0

]«n21 G
«5z

w̃~z!

1
n22

kBT F ]n22f 0

]«n22 G
«5z

tF~2kB¹T!J . ~29a!

Here w̃(z)5tF@w(z)1neF1(z)#. Substituting expression
~29a! in Eq. ~27! gives

w~«!5w~z!1kBTF2k8 ~z!H w.~z!h2 (
n51

` S 2
]nf 0~h!

]hn D
h50

3F hn11

~n11!!
w̃~z!1

nhn12

~n12!!
tFne~2kB¹T!G J , ~30!

whereh5(«2z)/kBT is in fact the parameter of the energ
expansion. In the vicinity of the Fermi level, the inequali
uhu!1 is not satisfied. Therefore, the alternating series~30!
are asymptotic, which prevents us from restricting them t
finite number of terms. Summing the infinite series gives

w~«!5w~z!1kBTF2k8 ~z!$hw.~z!2 f 1~h!tF@w~z!

1neF1~z!#2 f 2tFne~2kB¹T!%,

f 1~h!5 ln~11exp~2h!!2 ln~2!1h/2,

f 2~h!5h f 1~h!22E
0

h
dh8 f 1~h8!. ~31!

Thus, employing expansion~27! and expressions~28!–~30!,
we find the dependence of the functionw(«) on the energy
and the two constantsw(z) andw.(z), which remain to be
determined. Note that the functionf 1(h) is symmetric with
respect to substitution ofh by 2h while the functionf 2(h)
is antisymmetric with respect to this substitution; therefo
w(«) can also be divided into two parts: a symmetric p
ws(«) and an antisymmetric partwa(«).

To determine the functionw(z), we employ the expan-
sion F2k(«)2F2k(z)'(«2z)F2k8 (z) and rewrite Eq.~26!
for w(z) in the form

w~z!5E
2`

`

dhS 2
] f 0

]h DF2k~«!w̃~«!

2S kBT

z DF2k~z!DFE
0

`

dhS 2
] f 0

]h Dhw̃~«!, ~32!

where «5z1hkBT and DF5z(d/d«)@ ln(F2k(«))#«5z . To
zeroth order in the degeneracy parameter, the second ter
Eq. ~32! can be neglected and thus the expression forw0(z)
is found simply as

w0~z!52
eneG

~12G! S E1
kB

e
Aph~z!¹TD , ~33!

where G5tFF2kF
(z) is a parameter characterizing the d

gree of influence of the nonequilibrium state of the electro
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via the phonons on the electron distribution function. It
equal to the ratio of the electron collision time to the time
takes the momentum transferred by the electrons to
phonons to be returned to the electron subsystem. Solu
~33! in fact corresponds to the approximation adopted in R
11.

To find the solution of Eq.~32! to first order in the
degeneracy parameter, we substitute expression~31! in ex-
pression~32! and integrate overh. As a result, we obtain an
algebraic equation for the functionw(z), the solution of
which has the form

w~z!5S w(1)~z!2S kBT

z D J1G2DFneF1~z! D F12G

1S kBT

z DGDF@J1G1 ln2#G21

, ~34!

J15E
2`

`

dhS 2
] f 0

]h D f 1~h!>0.31,

S 2
] f 0

]h D5
exp~h!

~exp~h!11!2
,

w(1)~z!5neE
2`

`

dhS 2
] f 0

]h DF2k~«!t~«!F1~«!

1S kBT

z DneF2k~z!DFE
0

`

dhS 2
] f 0

]h Dht~«!F1~«!

52eneGH S E1
kB

e
Aph~z!¹TD F12S kBT

z DDFln2G
1

p2

3

kB

e S kBT

z DD3¹TJ , ~35!

whereD35z(d/d«)@ ln(m(«)t(«)F2k
1/2)#«5z . The solution of

the equation for the functionw.(z) is found analogously as
above: we substitute expression~31! into expression~25! and
integrate overh. As a result, we obtain an algebraic equ
tion, whose solution can be represented in the form

w.~z!5H w(1).~z!1tFw~z!F1

2
1S kBT

z D ~2 ln 2D4

2J1DFG!G2S kBT

z DnetFGDFF1

2
J1F1~z!

1J2~2kB¹T!G J S 12S kBT

z D ln 2GDFD 21

,

w(1).~z!52
1

2
enetFH E1

kB

e S Aph~z!12ln2

1
p2

3 S kBT

z DD5D¹T12 ln 2S kBT

z D
3FED51

kB

e
AphDA¹TG J ,

J25E
0

`

dhS 2
] f 0

]h D f 2~h!>0.11,
t
e

on
f.

-

D45z
d

d« F lnS S m~«!

k~«! D 3

t~«! D G
«5z

,

D55z
d

d«
@ ln~m~«!t~«!!#«5z . ~36!

To zeroth order in the degeneracy parameter we have

w0
.~z!52

1

2
enetFH S E1

kB

e
Aph~z!¹TD ~12G!21

12 ln 2
kB

e
¹TJ . ~36a!

Substituting expressions~34!–~36! into expression~31! gives
the solution of the integral equation for the functionw(«),
which is valid in the linear approximation in the degenera
parameter. This solution allows us to calculate fluxes and
analyze the dependence of the kinetic coefficients on
temperature both in the case of weak (G!1) and strong
(G→1) mutual entrainment of the electrons and phonons

First of all, let us calculate the charge fluxj2 due to the
nonequilibrium correction to the electron distribution fun
tion d f k

(2) . Substituting expression~31! into Eq. ~23!, it is
not hard to convince oneself that in the linear approximat
in kBT/z only the symmetric part of the functionw(«) con-
tributes to the charge fluxj2 . Carrying out the integration
over h, we obtain

j25sxx
0 GH S E1

kB

e
Aph~z!¹TD F12S kBT

z DDF

3~ ln 21J1~11G!!G1
p2

3

kB

e S kBY

z DD5¹TJ
3S 12G1S kBT

z DGDF@J1G1 ln 2# D 21

. ~37!

Expression~37! enables us to investigate the exotic case
total mutual entrainment of the electrons and phonon5

where both the electron and the phonon drift velocities are
close that the inequality 12G!kBT/z is satisfied. In this
case the currentj2 is larger than the currentj1 by a factor of
z/kBT, and the resistance of the metal is proportional toT6 if
we ignore the temperature dependence ofDF . However, a
detailed analysis of this asymptotic limit requires separ
study. For the more realistic case in which (kBT/z)!1
2G, expanding the denominator in the small parameter
find

j25
sxx

0 G

12G H S E1
kB

e
Aph~z!¹TD F12S kBT

z DDFCGG
1

p2

3

kB

e S kBY

z DD3¹TJ ,

CG5~ ln 21J1!~12G!21>1/~12G!. ~38!

Here G!1, the currentj2! j1, and mutual entrainment ef
fects can be neglected. As the parameterG increases, the role
of the currentj2 grows and forG.1/2 u j2u.u j1u. In this case,
neglecting mutual entrainment effects leads to qualitativ
invalid results in the interpretation of the experimental da
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As can be seen from relation~38!, the drift current~propor-
tional to the electric field intensityE! and the entrainmen
current~proportional toAph¹T) renormalize in the same wa
due to the influence of the nonequilibrium state of the el
trons on the phonon subsystem. The last term in Eq.~38! is a
correction to the diffusion current. Combining results~16!
and ~38!, we obtain for the kinetic coefficientssxx andbxx

sxx5s̃xxH 12S kBT

z DGDFCGJ , ~39!

bxx52s̃xx

kB

e H Aph~z!F12GS kBT

z DDFCGG1
p2

3 S kBT

z D
3~D11G~D32D1!!J , ~40!

where s̃xx5sxx
0 (12G)215e2net̃F /mF , and t̃F5tF(1

2G)215 ñe
21 is the renormalized relaxation time of the ele

trons. It is not difficult to convince oneself that

ñe5nei1neph2F2kF
5nei1 ñeph,

ñeph5(
l

K neph
l ~kF ,q!S 12

nphe
l ~q!

nph
l ~q!

D L
z
2kF

l

. ~41!

It follows from ~39! that the mutual influence of the nonequ
librium state of the electrons and phonons leads to the
pearance of terms linear in the degeneracy parameter in
expression for the electrical conductivity. To zeroth order
this parameter the electrical conductivitysxx5s̃xx , which
differs from the expression found in Ref. 11 by separat
out the contributions of the longitudinal and transve
phonons and by a more rigorous averaging of the pho
relaxation frequencies entering into the functionF2kF

.
The renormalized relaxation frequency of the electron

phononsñeph differs from that given in Ref. 15 only in the
separation of contributions of the transverse and longitud
phonons. As can be seen from Eqs.~41!, mutual exchange o
momenta between the electron and phonon subsystems
to a decrease of the effective relaxation frequency of
electrons by phononsñeph. This renormalization can be im
portant if for actual phonon wave vectors the fraction of t
phonon momentum transferred to the electron subsystem
proportional to the rationphe

l (q)/nph
l (q) is not too small.

However, for this effect to have a noticeable effect on
electron mobility it is necessary that the fraction of the el
tron momentum transferred to the phonon subsystem
proportional to the rationeph/ne also not be too small, i.e.
the electron relaxation frequency on the phonons should
comparable to the electron relaxation frequency on the
purities.

Let us now consider what effect mutual entrainment h
on the thermal electromotive force of a degenerate cond
tor. Figure 2 shows a diagram illustrating the generation o
thermal voltage in semiconductors. The thermal voltage
found from the conditionj x5 j dr1 j dif1 j drag50; therefore, it
follows from Eqs.~21!, ~39!, and~40! that
-

p-
he

g
e
n

y

al

ads
e

nd

e
-
nd

e
-

s
c-
a
is

a52
kB

e H Aph1
p2

3 S kBT

z D ~D11G~D32D1!!J 5aph1adif .

~42!

The first two terms in expression~42! were obtained using
the standard theory,3 the third term inside the braces, whic
is proportional toG, is due to the influence of the nonequ
librium state of the electrons on the phonon subsystem. F
of all, note that, as can be seen from~38!, the drift current
and the entrainment current due to the influence of the n
equilibrium state of the electrons on the phonon subsys
renormalize in the same way; therefore, the contribution
phonon entrainment to the thermal voltageaph does not
renormalize. The appearance of a correction from mut
entrainment to the diffusion component of the thermal vo
age is also physically clear. Since the thermal voltage
found from the conditionj x50, the mean velocity of ordered
motion of the electrons is zero. Therefore, momentum tra
fer from the electrons to the phonon subsystem~Fig. 3! oc-
curs due to the dependence of the effective mass, the elec
quasimomentum, and the scattering parameters on the
tron energy in the vicinity of the Fermi level, i.e., this co
tribution should be proportional tokBT/z and to the deriva-
tives of the enumerated parameters in the electron ene

FIG. 2. Diagram illustrating the formation of a thermal voltage in condu
tors. j dif — Diffusion current,j dr — drift current, j drag — the current due to
phonon entrainment.

FIG. 3. Typical dependence of the thermal voltage of a degenerate s
conductor on the temperature. The dashed vertical line to the right div
off the temperature region where the phonon entrainment contribution do
nates (T,Tmin) from the region where the diffusion contribution dominat
(T.Tmin).
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This also follows from Eq.~42!. It may be noted that, in thei
calculation of the thermal voltage, the authors of Refs.
and 12 limited themselves to the zeroth approximation in
degeneracy of the electron gas; therefore, the diffusion c
tribution to the thermal voltage, and also the contribution
mutual entrainment, completely fell out of their treatme
As a rule, for degenerate semiconductors with a large c
centration of charged defects the contribution to the ther
voltage due to mutual entrainment is small by virtue of t
smallness of the parameterG; however, for semimetals its
contribution can be considerable. It can be definitely sta
that, in the temperature region~Fig. 3! where the contribu-
tion of phonon entrainment dominates,uaphu@adif , the term
proportional toG can be neglected in practically all the ca
culations. However, in the calculation of the kinetic coef
cients~in particular,bxx) in a rigorous theory, this term mus
be kept. In the opposite case, it will not be possible to sat
the Onsager relations for the kinetic coefficients.10

The heat fluxWe
(2) was calculated analogous to the ca

culation of the currentj (2). We substitute expression~31! in
Eq. ~23! and integrate overh, restricting the calculation to
the linear approximation in the degeneracy parameter

We
(2)52L0Ts̃xxGS kBT

z D H e

kB
ED31@D3Aph

2~12G!DFC2#¹TJ ,

J35E
0

`

dhS 2
] f 0

]h Dh f 2~h!>0.381,

C25 ln 22
3

p2
J3>0.577. ~43!

From ~17! and ~43! we find for the heat flux

We52L0s̃xxTH eT

z
~D11G~D32D1!!E

1F ~12G!S 11S kBT

z DDFC2D1S kBT

z D
3$Aph~D21G~D32D2!!#¹TJ . ~44!

Comparing the kinetic coefficients in the fluxesj and We,
one can convince oneself that the Onsager relation for th
two fluxes is not satisfied. It is necessary to take into acco
the heat fluxWphe

(2) communicated by the phonons but due
the nonequilibrium contribution to the electron distributio
function,d f k

(2) .
In this approximation the heat fluxWphe

(2) is expressed in

terms of the currentj2 as follows: Wphe
(2)52

kB

e
TAph(z) j2 .

As a result, we obtain for the fluxWphe
1
e
n-
f
.
n-
al

d

y

se
nt

Wphe52
kBT

e
s̃xxAph~z!H S E1

kB

e
Aph~z!¹TD F12GDF

3S kBT

z DCGG1
p2

3 S kBT

z D ~DA1G~D32DA!!¹TJ .

~45!

As in the analysis of the contributionWphe
(1) , we include the

drift and diffusion components of the heat fluxWphe in the
electronic heat flux. The term proportional toAph(z)¹T in
Eq. ~45! is a consequence of the effect of entrainment
electrons by phonons. Therefore, it should be included in
phonon heat flux. As a result of this assignment, the exp
sions for the kinetic coefficients take the form

gxx5Tbxx ,

kph5(
l

kBsl
2qT

3

6p2 E
0

zd
l

dzq
l~zq

l!4Nql
0 ~Nql

0 11!H 1

1
nphe

l ~z!

ne~z!

kBT

sl
2

Aph~z!F12S kBT

z DDFGCGG J ,

kxx
e 5L0s̃xxTH ~12G!F11S kBT

z DDFGC2G
1S kBT

z DAph~z!@D21DA1G~2D32D22DA!#J ,

~46!

wherebxx is given by~40!. Thus, we have shown by direc
calculation that the Onsager relations for the critical coe
cientsgxx andbxx are fulfilled if the mutual influence of the
nonequilibrium state of the electrons and phonons is ta
into account. This supports the claim that our method
ables one to take correct account of effects of mutual entr
ment of electrons and phonons in the calculation of the
netic coefficients of degenerate conductors. Note that
have not made use of the assumption of smallness of
parameterG characterizing the degree of mutual entra
ment.

The electronic thermal conductivity is usually found b
setting j x50. In this case the electronic heat flux is propo
tional to the temperature gradient

We52ke¹T, ke5kxx
e 2Tbxxa. ~47!

From relations~46!, ~40!, and~42! we find that

ke5L0s̃xxTH ~12G!F11S kBT

z D ~DFGC21Aph~z!~D2

1DA22D1!!G2
3

p2
Aph

2 ~z!F12GS kBT

z DDFC2G J .

~48!

In conclusion, we note that for the total thermal conductiv
k5kph1ke the interference contribution, proportional t
(Aph)

2, cancels out



th
ns
an
fr

o
-
te

z

st
ra

lc
ic

um
n
th

uc
li
ta
ai

n
u-
in
xe
ss
wa
th
ed
flu
ta
ec
u-
u
no
th
la
ic

o

ec-
the

cts.
ter-
n is
e
ring
ere-
nt of

to
in

al
u-

rik-

for
ript,
he

S

rs

rs

f

.

1616 Phys. Solid State 41 (10), October 1999 I. G. Kuleev
k5kph
0 1L0sxx

0 TH 11S kBT

z D @DFGC2

1Aph~z!~D21DA22D1!#J . ~49!

This is a consequence of the fact that the increase in
phonon thermal conductivity due to the momentum tra
ferred from the electrons to the phonons is completely c
celed out thanks to the reverse process. As can be seen
a comparison of expressions~39! and~48!, the Wiedemann–
Franz relation is not fulfilled because of the effect of electr
entrainment by phononsAph and the influence of the non
equilibrium state of the electrons on the phonon subsys
~characterized by the parameterG). In the elastic scattering
approximation (Aph50 and G50) the Wiedemann–Fran
relation is fulfilled. From Eq.~48! it is possible to determine
the effective Lorentz factorL* 5L0ke /s̃xxT. It is equal to
the expression in braces in formula~48!, from which it can
be seen that mutual entrainment effects can lead to a sub
tial decrease in the effective Lorentz factor at low tempe
tures.

To summarize, a method has been developed for ca
lating the kinetic coefficients of degenerate conductors wh
takes account of the mutual influence of the nonequilibri
state of the electron and phonon subsystems. The influe
of the mutual entrainment of electrons and phonons on
electrical conductivity, thermal voltage, and thermal cond
tivity of degenerate conductors has been analyzed in the
ear approximation in the degeneracy parameter. Impor
physical aspects of the theory of electron–phonon entr
ment have also been considered, which heretofore had
received sufficient attention. First of all, the drift and diff
sion contributions and the contributions of electron entra
ment by phonons were isolated in the heat and charge flu
and the renormalization of each of these contributions a
ciated with mutual entrainment of electrons and phonons
considered. This made it possible to establish that only
diffusion contribution to the thermal voltage is renormaliz
due to the mutual entrainment effect. Second, the heat
conveyed by the phonons but due to the nonequilibrium s
of the electrons was analyzed in detail. In it, as in the el
tron fluxes, we isolated the contributions due to drift, diff
sion, and the entrainment effect. We found that this fl
leads to renormalization of both the electron and the pho
thermal fluxes. We showed that a necessary condition for
satisfaction of the microscopic Onsager reversibility re
tions is that the contribution of this flux to the total electron
heat flux must be taken into account.

For future work it is proposed to generalize the meth
developed here to take account of a magnetic field and
e
-
-

om

n

m

an-
-

u-
h

ce
e
-
n-
nt
n-
ot

-
s,

o-
s
e

x
te
-

x
n
e

-

d
to

consider the influence of the nonequilibrium state of the el
trons and phonons on thermomagnetic effects, such as
longitudinal and transverse Nernst–Ettinghausen effe
Thermomagnetic effects are much finer indicators of scat
ing mechanisms of current carriers in semiconductors tha
the mobility2: whereas the mobility varies only in magnitud
in response to changes in the current-carrier scatte
mechanism, thermomagnetic effects can alter its sign. Th
fore, there are grounds to assume that mutual entrainme
electrons and phonons can give a significant contribution
these effects. As an application of the theory developed
this paper, I will consider the thermal voltage and therm
conductivity of HgSe and HgSe : Fe crystals, in which pec
liarities due to electron–phonon entrainment are most st
ingly manifested.16,17
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We have investigated the kinetics of the luminescence decay of a KCl–Yb crystal excited in one
of the long-wavelength absorption bands of the Yb21 ion by nitrogen laser radiation with a
power density less than 103 W/cm2. We found that, in both luminescence bands, both the one
associated with the allowed transition~399 nm! and the one associated with the forbidden
transition~430 nm!, there are two stages of decay—an initial exponential stage that gives way to
a hyperbolic stage. Non-exponential decay due to the optical electron tunneling back to the
luminescence center is treated as evidence of delocalization of the electron upon intracenter
excitation and is explained by the formation of an excimer-like molecular bond upon
photoexcitation of the crystal. ©1999 American Institute of Physics.@S1063-7834~99!00910-7#
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In Refs. 1 and 2 it was found that, as a result of anf –d
transition in a Eu21 ion in the lattice of an alkali-halide1 or
fluorite crystal,2 the electron can delocalize without fallin
into the band states of the basis. The results of photoele
measurements of anotherf 2d system—a KCl–Yb crystal—
lead to the same conclusion.3 In the present work, dedicate
to a study of the kinetics of luminescence decay of KCl–Y
this conclusion is confirmed.

1. EXPERIMENTAL PART

In this work we used KCl crystals containing 0.5% Y
The luminescence was isolated with a UM-2 monoch
mator. The signal from the photomultiplier was fed either
a recording potentiometer or to an S8-11 storage osc
scope. Luminescence was excited with an LGI-21 nitrog
laser (l5337 nm!, whose power density did not excee
103 W/cm2. We used a phosphoroscope to record the
stages of decay (.1024 s!, which enabled us to avoid over
loading the photomultiplier with the light signal of the initia
stage. The luminescence spectrum was corrected for
spectral sensitivity of the photomultiplier and the dispers
of the monochromator. No corrections were made to the
citation spectrum of the red luminescence. For the lo
temperature measurements, the crystals were placed
quartz dewar filled with liquid nitrogen.

2. RESULTS OF EXPERIMENTS

In the KCl–Yb crystal used in this study, the lumine
cence excited by the nitrogen laser at room temperature
sisted of two bands located in the blue (;430 nm! and red
(;650 nm! regions of the spectrum. The blue luminescen
predominates, exceeding the red luminescence by more
an order of magnitude. In Refs. 4, 7, and 8 red luminesce
of the same spectral composition was observed
x-irradiated crystals and identified with the luminescence
Yb1 ions. In our experiments the red photoluminescen
was recorded in crystals not subjected to irradiation. T
excitation spectrum of the red centers is not associated
1611063-7834/99/41(10)/3/$15.00
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the main impurity absorption of the ytterbium ions~Fig. 1!.
The kinetics of the decay of the blue luminescence conta
two stages: an initial exponential stage with decay cons
t5315ms, over the course of which the luminescence inte
sity falls by more than two orders of magnitude@Fig. 2a#,
and a non-exponential stage which follows it, extending in
times of tens of seconds@Fig. 2b#. In this stage the decay i
described by the empirical Becquerel formulaJ5t2a. For
the blue luminescencea51.8. In a crystal cooled to 77 K the
decay constantt grows to 1 ms and the luminescence inte
sity falls by a factor of ten during the exponential stage@Fig.
3a#, the non-exponential component of the decay also slo
down, and at low temperaturesa50.49 @Fig. 3b#. The red
luminescence, whose excitation spectrum differs from
spectrum of the impurity absorption, does not contain
exponential component in its decay at room temperature.
exponent of the approximating hyperbola is equal to 1.4
the red luminescence at room temperature.

At low temperatures, the two above-mentioned bands
the luminescence spectrum are joined by a luminesce
band in the near ultraviolet withlmax5399 nm. The initial
stage of the decay of this luminescence is exponential wi
time constant 2.5ms and duration encompassing a decay
around one order of magnitude; the final stage is hyperb
with the same exponenta50.49 as for the blue band at thi
temperature@Figs. 4a and 4b#.

3. DISCUSSION OF RESULTS

The luminescence characteristics of Yb21 ions in alkali-
halide crystals were studied in great detail by Kostenko~Iva-
khnenko! and co-authors.4–8 The luminescence spectra i
KCl–Yb, KBr–Yb, and KI–Yb contain two bands, one o
which is located in the near ultraviolet (;399 nm for KCl
and KBr! or in the violet~413 nm for KI–Yb!, and the other
in the blue~see, e.g., Ref. 5!. The ultraviolet bands in KCl
and KBr are completely extinguished at room temperatu
In the case of the phosphor KI–Yb it was concluded that
luminescence decay time in the case of the short-wavele
7 © 1999 American Institute of Physics
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band is quite short (t,5 ms!. A comparison with the results
for the system SrCl2–Yb21 ~Refs. 9 and 10! links this band
with the allowed transitionAlg2Tlu of the Yb21 ion in a
field with symmetryOh . For the long-wavelength lumines
cence band, on the other hand, a complicated form of
decay curves is noted. The author of Ref. 5 comes to
conclusion that the decay curve is composed of two com
nents, the more extended of which is located in the millim
ter region. The short component of the long-wavelength b
at room temperature is counted in tens of microseconds,
this band is identified with the forbidden transition from t
two neighboring levelsT2u andEu or from one of them. In
regard to KCl–Yb, this is the 430-nm band, the decay c
stant of which according to our measurements~315ms at
room temperature! corresponds exactly to the characterist
of the forbidden transition. The value we measure for
time constant of the initial exponential stage of decay of
short-wavelength luminescence of KCl–Yb~2.5ms! sup-
ports the conclusion of previous authors about the natur
this band. The non-exponential components of luminesce
decay were not previously recorded. As can be seen from
presented results, none of the observed occurrences of l

FIG. 1. Excitation spectrum of red luminescence (l5650 nm!.

FIG. 2. Luminescence decay of KCl–Yb~0.5%! at 300 K in the 430-nm
luminescence band: a—initial exponential stage, b—final ‘‘hyperbol
stage.
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nescence of KCl–Yb upon photoexcitation are complet
described by an exponential decay—neither at room te
perature, nor at lower temperatures.

Luminescence decay obeying a hyperbolic law with
power other than 2 is not characteristic of an intracenter p
cess, nor of a recombination process with participation
band states of the charge carriers. Such a time dependen
characteristic of a tunneling process and can be considere
evidence that the electron tunnels back to the radiative s
A theoretical treatment of tunneling does not lead to sim
analytical expressions; nevertheless, the possibility of an
sis exists since the theoretical decay curves are approxim
by hyperbolas, which are characteristic of the Becque
law.1 The decrease in the power of the hyperbolaa upon
cooling can be a consequence of the fact that upon coo
the electron populates the lower vibrational state of the tr
the probability of tunneling from which~the lower state! is
less. The same value of the power of the hyperbolaa for the
blue and ultraviolet luminescence may be considered as
dence that the same tunneling transition of the electron fr
the capture center to the luminescence center is respon
for both luminescence bands, as is confirmed by the fact
both bands belong to one center. The significant temp
extent of the exponential component of the blue lumin
cence is obviously due to the fact that the lifetime of t
electron in the radiative excited state is longer than the t
neling transition time and thus, in the initial stage of t
decay, tunneling transitions whose duration is less than
decay constant are hidden by the exponential componen

The weak red luminescence we recorded at room te
perature, coincident with the spectrum of the Yb1 centers,

FIG. 3. Luminescence decay of KCl–Yb~0.5%! at 77 K in the 430-nm
luminescence band: initial~a! and final~b! stage.

FIG. 4. Luminescence decay of KCl–Yb~0.5%! at 77 K in the 399-nm
luminescence band: initial~a! and final~b! stage.
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may be due to luminescence centers whose composition
cludes univalent ytterbium but with a different charge co
pensation from the case of the x-ray induced Yb1 centers
investigated in Refs. 4, 7, and 8. However, the complet
different excitation region of this luminescence in compa
son with the excitation of the induced centers~430 nm, Ref.
7! gives preference to the variant of ‘‘defective’’ center
which in one form or another include the ytterbium ion. A
important aspect of the problem in this case is not so m
the structure of the centers as the presence of n
exponential decay of centers excited not far away in th
short-wavelength absorption band~Fig. 1!. The concentra-
tion of these centers is substantially smaller than the con
tration of the main centers~their presence in the crystal is no
reflected in the absorption spectrum!, which is in complete
agreement~see, e.g., Refs. 11 and 12! with the absence of an
exponential component of the decay.

Obviously, the described phenomena are determined
the interaction of spatially separated defects as a resu
excitation in the impurity absorption bands.

The presence of tunneling decay reveals another fun
mentally important side of the phenomenon, namely that
turn of the electron is preceded by its rapid transport to
capture center due to intracenter excitation of the activa
Capture of the electron by a trap as a result of activa
excitation is also dramatically displayed in photoelect
measurements.3

Thus, noteworthy here is the conclusion that the pr
ence of rapid electron transport which originates from a s
in-
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far from the bottom of the conduction band~in this case
excitation takes place in one of the long-wavelength ban!
and may be considered as evidence of the formation du
excitation of a short-lived single-electron excimer-like m
lecular bond between spatially separated defects—an exc
ion and an electron capture center.1,2,11,12
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The influence of elastic stress fields on ionic transport through a Šsuperionic
crystal ‹–Šelectrode ‹ heterojunction

S. I. Bredikhin and M. V. Bogatyrenko
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Russia
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The appearance of a current in an external circuit has been observed upon elastic deformation of
a local region of the superionic crystal RbAg4I5. The dependence of the magnitude and
sign of the deformation current on the region of application of the local load on the sample is
examined, and the temporal characteristics of the processes are investigated. The influence
of an elastic deformation on processes taking place at the^superionic crystal&–^electrode&
heterojunction is investigated, and a mechanism of generation of the deformation current
is proposed. The generation of photostimulated currents upon illumination of a local region of
the superionic conductor by light corresponding to intracenter excitation of optically
active centers is considered. It is shown that the elastic stress fields arising around photoexcited
centers are responsible for the generation of photostimulated currents. ©1999 American
Institute of Physics.@S1063-7834~99!01010-2#
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Superionic conductors are a special class of crystal
which structural disordering of one of the ionic sublattices
observed at temperatures significantly below the melt
temperature. An important distinguishing feature of supe
onic crystals is the presence of two types of charge carri
electrons and ions, the interaction between which leads t
entire list of new phenomena and effects arising at
^superionic crystal&–^electrode& heterojunction.1–4 The char-
acteristic properties of superionic materials appear most
tinctly in materials that have come to be called ‘‘materia
with a melted cation sublattice.’’ In the most typical repr
sentative of this group—RbAg4I5 crystals—minimum values
of the activation energy are observed for motion of mob
silver cations (DEa.0.1 eV! and maximum values of the
ionic conductivity s i.0.32 (V•cm)21 at room
temperature.5

The presence of a mobile ionic subsystem leads to
exchange between a superionic conductor and
electrode.6–8 Thus, the application of a potential difference
the system Ag–RbAg4I5–Ag leads to the appearance of a
ionic current and silver transport from the positive to t
negative electrode. The application of mechanical press
to reverse silver electrodes also leads to an ionic curren
the system Ag–RbAg4I5–Ag.6,9,10In the case of closed elec
trodes an ionic current flows in the system from the electr
under greater pressure. In opened electrodes the appea
of a pressure voltage opposed to the applied pressure
observed.6,9,10 A distinguishing feature of the pressure vo
age, observed and studied in Refs. 6, 9, and 10, is the
that the pressure voltage depends only on the propertie
the electrodes, and a superionic crystal fulfills the function
a semipermeable membrane, letting through ions and not
ting through electrons. It should be noted here that in all
studies of all these phenomena processes of ion trans
through the^superionic crystal&–^electrode& heterojunction
1621063-7834/99/41(10)/6/$15.00
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and processes taking place in the heterojunction itself h
remained outside the purview of the investigators. T
present paper is dedicated to examining the influence of e
tic stresses on processes taking place in a superionic cr
and in a^superionic crystal&–^electrode& heterojunction.

Many physical phenomena observed in superionic c
ductors are governed by transport processes of mobile
through a ^superionic crystal&–^electrode& heterojunction
and are connected with the surmounting by the mobile i
of the potential barrier at the heterojunction.7,8 In the absence
of an external potential difference on âreversible
electrode&–^superionic crystal& heterojunction the thermally
activated ion currents flowing through the potential barr
from the superionic crystal to the electrode and from
electrode to the superionic crystal are equal and the t
current through the junction is zero.7,8 Of course, changes in
the conditions of equilibrium at the heterojunction upon t
application of a potential difference, or as a result of
change in the energy of the cations in the superionic cond
tor upon its elastic deformation, should be accompanied
the formation of ionic currents in the heterojunction.

With the aim of detecting and studying phenomena
sociated with the appearance of deformation currents
photostimulated currents, the present work examines the
fluence of elastic stresses and intracenter excitation of o
cally active centers on processes taking place on
^superionic crystal&–^electrode& heterojunction.

1. DEFORMATION CURRENTS IN SUPERIONIC CRYSTALS

Crystalline samples of RbAg4I5, grown by directed crys-
tallization were studied.11 Special methods of cleaning an
optimal conditions of crystallization enabled us to lower t
content of monitored heavy-metal impurities in the samp
to concentrations less than 1024%. Samples 6–7 mm in
0 © 1999 American Institute of Physics
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length with cross-sectional area 234 mm2 were cut from
boules immediately before the experiments. Finely-disper
powder electrodes were deposited on the end-faces of
sample. During the measurements the sample was mou
on the surface of a sapphire lamina~Fig. 1! placed in an
optical thermostat. The sample was loaded using a pu
whose lower end was outfitted with a sapphire prism wit
working surface 0.133 mm. An external pressure was a
plied to a region of the sample 0.133 mm2 in area, located
between graphite contacts deposited on the end-face~Fig. 1!.
During the measurements a load was applied to the sam
that was less than the microhardness limit of the RbAg4I5

crystals,P.53108 Pa ~Ref. 6!.
As a result of our experiments, we found that a curr

arose in the external circuit upon elastic deformation o
local region of the investigated RbAg4I5 sample, whose di-
rection corresponded to electron transport toward the e
trode near which the load was applied. It turned out that
magnitude and sign of the deformation current depend on
region of application of the local load. As the region of a
plication of the local load is shifted away from the conta
the magnitude of the current decreases and the deforma
current changes sign as the loading region is moved ac
the center of the sample~Fig. 1!. Figure 1 shows a typica
plot of the dependence of the deformation current on
position of the loading region in the superionic crys
RbAg4I5. Note that the deformation current arises in
sample with symmetric graphite or silver electrodes in
absence of an external electric field, and a necessary co
tion for its appearance is only local elastic deformation of
sample~Fig. 1!. We found that, for loading of a local regio
of the superionic crystal RbAg4I5 with symmetric graphite
electrodes, the C–RbAg4I5–C cell operates as a curre
source.

FIG. 1. Dependence of the deformation current on the location of the re
of load application in the superionic crystal RbAg4I5 between graphite elec
trodes for a fixed value of the external loadingP.53106 Pa.
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The characteristic response of the system C–RbAg4I5–C
to application and removal of pressure is shown in Fig. 2
can be seen that the application of an external load is acc
panied by the jumplike appearance of a deformation curr
with subsequent partial relaxation~with time constant
t.9 s! to the equilibrium value of the deformation curren
which remains practically invariant during the entire tim
(tdef) of application of the external mechanical load. R
moval of the mechanical load is accompanied by a jumpl
decrease in the deformation current and its subsequent re
ation with time constantt.9 s to its initial value. Thus, in
our study of the response of the system to a local exte
load, we observed both a transient response (t.9 s! and a
quasi-steady-state response to elastic deformation o
superionic crystal. The dependence of the steady-state v
of the deformation current on the magnitude of the exter
load, measured on a sample of RbAg4I5 with symmetric
graphite electrodes, is plotted in Fig. 3. It can be seen that
deformation current increases linearly with pressure.

n

FIG. 2. Jumplike appearance and decline of the deformation current u
application and removal of an external loadP.53106 Pa.

FIG. 3. Dependence of the steady-state magnitude of the deformation
rent on the external applied load on a RbAg4I5 sample at a distance o
0.5 mm from one of the graphite electrodes.
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2. PROCESSES OF ION EXCHANGE AND RELAXATION
PROCESSES AT A ŠSUPERIONIC CONDUCTOR‹–
ŠELECTRODE‹ HETEROJUNCTION

To elucidate the mechanism of the appearance of de
mation currents, let us consider the transport of ions
electrons through the heterojunction. Ion transport from
superionic conductor RbAg4I5 to the electrode is associate
with the formation of neutral silver atoms on the surface
the electrode, and the reverse process is associated wit
dissolution of these atoms into the bulk of the sample. In t
case, processes of silver deposition on the graphite elect
and formation of silver clusters, and also the reverse p
cesses of dissolution of these silver clusters into the bulk
the superionic conductor take place at the^superionic con-
ductor RbAg4I5&–^electrode& heterojunction. In equilibrium
the silver currents through the heterojunction from t
superionic conductor to the electrode (Jp) and from the elec-
trode into the bulk of the superionic conductor (Jd) are
equal:Jd5Jp5J0. Expressions for the fluxes of dissolvin
and depositing silver can be written down with the help
the Butler–Volmer equations7,8

Jd5CAgkd exp~2Dd /kT!, ~1!

Jp5CAg1kp exp~2Dp /kT!, ~2!

whereJd andJp are the fluxes of dissolving and depositin
silver; CAg and CAg1 are the concentration of silver in th
electrode and in the superionic phase of the RbAg4I5 crystal;
kd and kp are the ionization and dissociation constants
silver; Dd andDp are the activation energies of the proces
of solution and deposition of silver, respectively. An es
mate of the activation energy of the dissolution of silver
the bulk of the superionic conductor RbAg4I5 gives Dd

.(15220) mV ~Ref. 10! and for deposition of silver on the
graphite electrode with formation of silver clustersDp

.460 mV ~Ref. 8!. Under equilibrium conditions, the fluxe
of dissolving and depositing silver in the heterojunction a
equal (Jd5Jp); this enables us to estimate the concentrat
of silver CAg being liberated at the blocking graphite ele
trode in contact with the superionic conductor. Assum
equality of the silver ionization and dissociation consta
(kp.kd) at the concentration of silver,CAg, being liberated
at the surface of the blocking graphite electrode under e
librium conditions for the concentration of model silver ca
ions in the superionic crystal RbAg4I5 CAg1;1022cm23 is
equal in order of magnitude to

CAg5
CAg1kp

kd
expS 2

Dp2Dd

kT D.1014cm23, ~3!

i.e., less than a monolayer of silver on the graphite surfa
This is another confirmation of the result obtained earlier
us8 that on a ^superionic conductor&–^graphite electrode&
heterojunction a silver island structure appears together
dendritic clusters.

An important parameter governing the properties of
mobile defects in superionic crystals is the activation v
umes associated with these defects. Detailed measurem
of the magnitudes and temperature dependence of these
umes for the diffusion process in RbAg4I5 superionic crys-
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tals were performed in Refs. 12 and 13. Measurements of
activation volume, carried out in the low-temperature no
superionicg phase, gave the valueDVa.9 cm3/mol, which
is comparable to the value of the total activation volume
AgBr crystals ~10.6 cm3/mol! and AgCl crystals ~11.6
cm3/mol!.12

Let us consider the influence of elastic stresses on p
cesses taking place in a^superionic conductor&–^electrode&
heterojunction. Let an external pressureP be applied to a
C–RbAg4I5–C cell with symmetric graphite electrodes ne
one of the heterojunctions. Application of the pressure (P)
leads to a change in the potential energy of the mobile
ions m i

d5m i
p1PDVa in the near-electrode region of the s

perionic conductor RbAg4I5 and to a decrease in the heig
of the barrier for the process of silver deposition on t
graphite electrodeD02PDVa . As a consequence, the silve
flux from the superionic conductor to the electrode is
creased

J0
d5CAg1kp expS 2

Dp2PDVa

kT D5J0 exp~PDVa /kT!,

~4!

while the silver flux from the electrode into the bulk of th
superionic conductor remains unchanged

Jd5CAgkd exp~2Dd /kT!5J0. ~5!

Consequently, the application of an external pressure to
near-electrode region of the superionic conductor RbAg4I5

leads to a breakdown of the conditions of local equilibriu
and to the appearance of an ionic currentDJi flowing
through the heterojunction into the electrode from the su
rionic conductor

DJi5J0S expS PDVa

kT D21D . ~6!

In turn, the nonequilibrium ionic currents flowing throug
the heterojunctions lead to the appearance in the exte
circuit of the experimentally observed deformation curre
@ I def(t)#.

When an external pressure (P) is applied to a local re-
gion of the sample, a nonuniform elastic deformation ari
in it together with internal elastic stresses (P1 andP2) in the
heterojunctions. For a C–RbAg4I5–C cell ~Fig. 4!, this is

FIG. 4. Equivalent electrical circuit of a C–RbAg4I5–C cell for application
of a local external load on a sample of RbAg4I5.
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equivalent to connecting two voltage sources«1

5P1DVa /e and «25P2DVa /e to the cell at the first and
second heterojunctions, respectively. To describe the re
ing deformation current, let us first consider the equival
electrical circuit of the cell C–RbAg4I5–C. A typical circuit
of the cell C–RbAg4I5–C is shown in Fig. 4, whereRdl is
the resistance of the heterojunction associated with ion tr
port; Re is the electronic resistance of the heterojunction;Rad

is the resistance of the heterojunction associated with
movement of ions out of the bulk of the sample onto
surface;Cdl is the capacitance of the double layer;Rv is the
internal resistance of the sample; andR0 is the load resis-
tance across which the measurement of the deformation
rent (I def) is made. According to the data of numerous stu
ies, the capacitance of the doubly charged layer a
^superionic conductor RbAg4I5 ^–C heterojunction is signifi-
cantly higher than at a semiconductor–electrode contact
is equal toCdl.5210mF/cm2 ~Refs. 14 and 15!. We ob-
tained an estimate of the electronic resistance of the het
junction earlier8 in a study of electron transport in superion
conductors:Re.(125)3107V/cm2. To describe the relax
ation processes taking place in a heterojunction, find the
rameters of the deformation current flowing through the lo
resistanceR0 and also the parameters of the time depende
of the chargesq1 and q2 on the capacitors formed by th
double charged layersCdl , it is necessary to solve the fo
lowing system of first-order differential equations:

q̇15
«1

Re
1

«12«2

R0
2

q1

CdlRdl
2

q1

CdlRe
2

q1

CdlR0
1

q2

CdlR0
,

q̇25
«2

Re
1

«22«1

R0
2

q2

CdlRdl
2

q2

CdlRe
2

q2

CdlR0
1

q1

CdlR0
.

~7!

Numerical solution of the given system of differential equ
tions enables us to obtain the time dependence of the a
tive charges@q1(t) and q2(t)# arising on the capacitor
formed by the doubly charged layers, and to describe
characteristics of the deformation current@ I def(t)# for differ-
ent initial conditions on the cell C–RbAg4I5–C. Within the
framework of the described model for the appearance o
deformation current, it is possible to estimate the magnit
of this current. Indeed, the application of an external press
(P.53106 Pa! to one of the near-electrode regions of t
sample is equivalent to connecting an electromotive fo
equal to«5PDVa /e.0.1 V to the RbAg4I5–C heterojunc-
tion.

Calculations of the model system’s temporal respons
the application and removal of pressure on a C–RbAg4I5–C
cell, based on the equivalent circuit described above~Fig. 4!,
are plotted in Fig. 5. It can be seen that the calculated m
nitude of the deformation current~Fig. 5! and the experimen
tally determined magnitude~Fig. 2! are in good agreement. I
should also be noted that the shape of the mo
deformation-current signal correlates well with the expe
mentally obtained response of a C–RbAg4I5–C system to
the application and removal of pressure~Fig. 2!. Studies of
the temporal response of a RbAg4I5–C heterojunction
showed that the time constant of the response (t0) is con-
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trolled by the capacitance of the doubly charged layerCdl

and the resistance of the heterojunctionRdl (t0.RdlCdl).
Comparison of the experimentally determined relaxat
time t.9 s ~Fig. 2! and the calculated relaxation timet
.RdlCdl allows us to estimate the magnitude of the ion
resistance of the RbAg4I5–C heterojunction: Rdl.5
3106 V•cm2.

Thus, the model calculations confirm the above assum
tions that the appearance of a current upon elastic defor
tion of a local region of a superionic conductor is associa
with breakdown of the conditions of local equilibrium th
heterojunctions and the appearance of ionic currents flow
through the heterojunctions.

3. PHOTO-INDUCED CURRENTS IN SUPERIONIC
CRYSTALS

Earlier, we found that illumination of the superion
crystal RbAg4I5 leads to the appearance of a current in t
external circuit.3,16 It should be noted that a photocurre
arises in a sample with symmetric graphite or silver conta
in the absence of an external electric field, and a neces
condition for the appearance of a photocurrent is only asy
metric illumination of the sample. Studies were perform
on crystalline samples of RbAg4I5 6–7 mm in length with
cross-sectional area 334 mm2. Electrodes were deposited o
the end-faces. These electrodes were prepared using fi
disperses silver or graphite powder. The sample was illu
nated by a DKSSh-120 xenon lamp with an MDR-4 mon
chromator or a He–Cd laser (l54416 Å!. An optical system
focused the laser beam onto a spot 303300mm2. The beam
scanning rate across the surface of the sample
.1.4mm/s. During the measurements the sample was
cated in an optical thermostat.

From these studies we found that, when a region of
RbAg4I5 crystal near one of the contacts was illuminated
current arose in the external circuit whose direction cor
sponded to electron transport toward the illuminated el
trode. For a laser power.2 mW (l54416 Å!, the current in
the external circuit was;10210A. It turned out that the
photostimulated current depends on the region of the sam
that is being illuminated. When scanning the laser be
along the length of the sample starting at one of the e

FIG. 5. Results of calculating the temporal response of the deforma
current upon application and removal of the pressure in the equivalent e
trical circuit of a C–RbAg4I5–C cell.
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trodes, the intensity of the photocurrent decreased and
current changed sign as the beam crossed the middle o
sample. To study dependences of this kind, the He–Cd l
beam (hn52.81 eV! was focused on the surface of th
sample in a 303300mm2 spot. Figure 6 shows a typica
dependence of the photo-induced current on the positio
the illuminated region of the RbAg4I5 crystal along the
length of the sample between the graphite electrodes.

To elucidate the mechanism of the appearance of
photostimulated current, we examined its spectral and t
perature characteristics.3,16 At room temperature (300 K!
three main bands with maxima at 2.85, 2.64, and 2.35 eV
present in the photocurrent spectrum. The positions and h
widths of the bands in the spectra of the photostimula
current correlate well with the absorption bands arising up
photostimulated coloration17 of RbAg4I5 superionic crystals
and the bands observed in the ionic photoconductiv
quenching spectrum.4

An important peculiarity of the spectral characteristics
the photostimulated current in RbAg4I5 superionic crystals
should be noted. It turned out that almost all of the m
bands~2.64 and 2.35 eV! were absent in the initial sample
These bands appear in the spectrum of the photostimul
current only after irradiation of a previously unirradiate
sample by light with wavelength in the range from 420
450 nm. Thus, as was shown earlier,17,4 these bands are as
sociated with color centers arising during a reversible cha
in the stoichiometry of the superionic crystals in the Ag m
bile subsystem under the action of light with wavelength
the range from 420 to 450 nm.

Earlier,3,16 in a discussion of the mechanism of the a
pearance of a photo-induced current, we assumed tha
following process is realized. Illumination of a local regio
of a RbAg4I5 crystal by light with photon energy corre
sponding to excitation of the electron centers leads to
generation of nonequilibrium electrons in the conduct
band. Mobile Ag1 cations, by virtue of their high concentra
tion in the superionic phase, screen the electrostatic inte
tion between ionized centers and electrons. The excess
tron concentration in the illuminated region leads to t
appearance of diffusion currents of electrons and ions tow
the contacts in the ambipolar-diffusion regime. Here we
sumed that the physical reason for the appearance of
photo-induced current is analogous to the reason for the
pearance of a rectifier photovoltage upon illumination o

FIG. 6. Typical dependence of the photo-induced current on the locatio
the illuminated region in a RbAg4I5 sample between the graphite electrode
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p–n junction, where the potential barrier of the junctio
separates the photoelectron and hole currents and, in the
of a superionic conductor, the Ag1 cation and electron cur
rents.

At the same time, our experimental data contradicts
model of the separation of Ag1 cation and electron fluxes a
the ^superionic conductor&–^electronic conductor& interface.
First of all, the spectral characteristics of photostimula
currents should be included among such data. Thus, in
spectrum of the photostimulated current the band with ma
mum atl5430 nm, that is is due to ambipolar diffusion o
Ag1 cations and electrons from the illuminated region of t
sample toward the contacts, is absent. A second impor
argument is that the magnitude of the ambipolar diffus
coefficient of Ag1 cations and electrons in RbAg4I5 superi-
onic crystals is small (Damb.1028 cm2/s!.1,2 Therefore,
when a region of the sample a distanceL.1 mm from the
contact is illuminated, a delay should be observed betw
the startup of illumination and the appearance of the pho
current of the order oft;L2/Damb.1026 s, associated with
the time it takes a packet of carriers to move from the il
minated region to the contact. At the same time, we were
able to observe any delay between the startup of illumina
and the appearance of the photostimulated current in
RbAg4I5 superionic crystals. All this argues against invokin
a mechanism of the rectifier-photovoltage type to explain
appearance of a photocurrent in RbAg4I5 superionic crystals.

To elucidate the photocurrent mechanism, let us turn
the spectrum of the photostimulated current. As was no
above, the photostimulated current is not observed in
initial sample and its appearance requires pre-illumination
the RbAg4I5 crystal with light in the wavelength range 42
to 450 nm, leading to the appearance of color centers.
agreement between the absorption spectra of photo-col
crystals of RbAg4I5 ~Ref. 17! and the ionic photoconductiv
ity quenching spectra4 with the photostimulated current spe
tra is connected with intracenter excitation of complexes c
ated as a result of previous illumination of the samplesl
.430 nm!. Indeed, intracenter excitation of donor–accep
pairs, brought about by charge transport within the comp
is accompanied by relaxation of the lattice and leads
changes in the elastic stress fields existing around the don
acceptor pairs. Thus, when a local region of RbAg4I5

superionic crystals is illuminated by light with photon ener
corresponding to intracenter excitation of donor–accep
pairs created as a result of pre-illumination of the samp
(l.430 nm!, a change takes place in the elastic stress fie
in the illuminated region of the crystal. Consequently, t
appearance of photostimulated currents is due to the app
ance of elastic stress fields in the illuminated region of
crystal. Indeed, the studies reported here show that the
pendence of the photo-induced current on the location of
illuminated region and the temperature characteristics of
photostimulated currents are completely analogous to
corresponding characteristics of the deformation curre
arising upon elastic deformation of a local region of t
RbAg4I5 sample.

To summarize, in the present work we have detected
investigated for the first time the appearance of a curren

of
.
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the external circuit upon elastic deformation of a local reg
of the superionic RbAg4I5 crystal. We have established th
elastic deformation of a local region of this superionic crys
leads to breakdown of the conditions of local equilibrium
the subsystem of mobile Ag cations in a^superionic conduc-
tor&–^electrode& heterojunction and to the appearance of
ionic current flowing through the heterojunction. A mech
nism has been proposed for the process, and processes t
place at thê superionic conductor&–^electrode& heterojunc-
tion have been modeled. It has been shown that the shap
a model deformation-current signal correlates well with
experimentally measured response of the sys
C–RbAg4I5–C to the application and removal of pressu
and the calculated and experimentally measured magnit
of the deformation current are in good agreement.

We have considered the appearance of photostimul
currents upon illumination of a local region of a superion
crystal. We have established that the appearance of ph
stimulated currents is due to the creation in the illumina
region in the case of RbAg4I5 crystals of long-lived centers
which are donor–acceptor pairs consisting of a silver-ca
vacancy@V#Ag1

2 and hole center. We have shown that t
elastic stress fields existing around such complexes are
sponsible for breakdown of the conditions of equilibrium
the heterojunction and for the appearance of an ionic cur
flowing through the heterojunction. We have also establis
that the photostimulated currents arise as a result of a ch
in the elastic stressesPelast in the illuminated region of the
superionic crystal upon intracenter excitation of the co
plexes created as a result of pre-illumination of the samp
(l.430 nm!.
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We have established that the mechanisms of the ph
induced current and the deformation current are analog
and associated with a change in the energy of the mo
cations in the region of elastic stresses arising in the sam
both upon its elastic deformation and upon illumination o
local region.
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Processes of absorption and creation of lattice dislocations by grain boundaries are examined in a
physical model of grain-boundary quasi-dislocations. The dissociation time and the power
and energy conditions for generation of dislocations are found and compared to experiment.
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Grain boundaries are one of the main defects
polycrystalline solids that determine their mechani
properties.1,2 When ultra-small-grain and nanocrystalline m
terials are deformed in the superplasticity regime, the imp
tant microscopic processes are absorption and emissio
lattice dislocations by grain boundaries~see, e.g., Refs. 3–6!.

The process of absorption depends substantially on
temperature.1,6 Under cold deformation (T,TS'(0.5
20.6)Tm , whereTm is the melting point! lattice dislocations
entering into a grain boundary continue to preserve th
long-range stress fields and electron-microscope cont
Under hot deformation (T.TS , whereTS is the equicohe-
sive temperature! the electron-microscope image of the d
locations that have entered into a grain boundary disap
~spread! after a timetD and their elastic fields relax. Theo
retical investigations of the structure of the grain bounda
have been pursued by constructing geometrical models
performing atomic calculations~see, e.g., Refs. 1, 6–8!. Two
microscopic mechanisms of the spreading process have
proposed:6 expansion of the dislocation nucleus and its d
sociation into grain-boundary dislocations with Burgers v
tor bg5b/n. Both mechanisms are based on a geometr
model of grain-boundary dislocations~solitons!,7,8 which are
assigned long-range stress fields similar to those that la
dislocations possess,9 and given by the relations i j

(D)

;mb/2pur u, whereur u5Ax21y2 is the length of the radius
vector from the dislocation axis andm is the shear modulus

Creation of dislocations by grain boundaries was c
firmed by electron-microscopyin situ.6 A number of geo-
metrical models have been proposed to describe the gen
tion process.6–8 But from a geometrical analysis alone it
impossible to derive the elastic properties of grain-bound
dislocations or even prove their existence. An analysis of
conditions of the passage of a lattice dislocation into
body of a grain,7 for grain-boundary dislocations with long
range stresses, has shown that there are large force an
ergy barriers in this model associated with the strong att
tion of a dislocation to the boundary.

The present work is a study of soliton solutions~dislo-
cations! of the equations of dynamics and the elastic prop
ties of defects in the Frenkel’–Kontorova physical model9–14
1621063-7834/99/41(10)/5/$15.00
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for an arbitrary boundary. The conditions for dissociation
the lattice dislocations entering a grain boundary, into
ensemble of grain-boundary defects, is analyzed and
spreading time is determined. The force and energy co
tions of creation of a lattice dislocation on a boundary, up
coalescence of the ensemble of grain-boundary defects
calculated. Associated problems are solved numerically,
the results compared to experiment.

1. SOLITON SOLUTIONS „GRAIN-BOUNDARY DEFECTS …

ON BOUNDARIES

Let us consider a model of a grain-boundary struct
consisting of two interacting sublattices, where the sublat
of one grain~with period a) experiences the action of a
external periodic~quasiperiodic! potential V(u) created by
the sublattice of the second grain~with period b), where
u(u,0,0) is the displacement vector of the atoms from th
equilibrium positions. The given model has been used
many works.9–14 The dynamics of the atomic layer of th
boundary will be described by the nonlinear sine-Gord
equation with potentialV(u) ~Ref. 11!.

We approximate the potentialV(u) by a Fourier series

V~u!5V0S 11(
i 51

n

ai cos~kiu!D , ~1!

where u52pu/b is a new dimensionless variable,ki are
integers or irrational numbers, andV05mb2/4p2. The poten-
tial ~1! reflects the main property of the grain boundarie
periodicity ~quasiperiodicity! of their structure1,6–8,10,12–14

@for n51 the potential~1! describes the Frenkel’–Kontorov
model9,11#.

With the help of the Hamiltonian of the lattice with po
tential ~1! we obtain the equations for the dynamics of t
atoms of the grain-boundary layer11

Mutt2Mc2uxx5Vu8~u!, ~2!

where M is the mass of the atoms andc is the speed of
sound. Grain-boundary dislocations correspond toN-soliton
6 © 1999 American Institute of Physics
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solutions of the stationary equation~2! with boundary con-
ditions ~a 2p kink, Refs. 9 and 11!: u(`)52u(2`)
52p.

Let us consider three types of boundaries: small-an
with misorientation angleQ,p/102!1; special, with den-
sity of the coincident anglesS andQ.p/102; and ordinary,
with Q.p/102.

In the case of small-angle boundaries, the potential~1!
contains only one term (n51). The values of the periods ar
related by the expressiona5b(11Q), Q!1. Introducing
the new variablex52pbQ in the continuum approximation
we obtain from Eqs.~1! and ~2! a modified sine-Gordon
equation

uxx52V1 sin~u!, ~3!

where V15V0(12Q)/Mc2, which for Q50 goes over to
the Frenkel’–Kontorova equation.9,11 The N-soliton solution
of Eq. ~3! has the form

u~x,0!54 arctan@exp~22p~x1ln!/b!#,

l'b/Q, n561,62, . . . , ~4!

where l52zK(z)/V1
1/2, z54V1 /(A12V1), K(z) is the

complete elliptic integral of the first kind,l is the distance
~period! between solitons~lattice dislocations! on the bound-
ary, andA is an integration constant. Thus, the given mo
provides a valid description of a small-angle wall of infinit
rectilinear lattice dislocations with densityrD}1/l'Q/b
~Refs. 7 and 9!.

If there is a special misorientation of the lattices of t
grains and it is possible to introduce a lattice of coincid
sites,1,6,7 then the periods of the sublatticesa and b will be
commensurate and determined by the ratioa/b5n/m, where
n and m are integers, i.e., theki are rational numbers. Th
stationary solution of Eq.~2! has the form

x2x05E
0

u du

AA2V1(
i 51

n

ai cos~kiu!/pki

. ~5!

If the expression inside the square-root in Eq.~5! is a poly-
nomial of third or fourth order, or a trigonometric functio
then the solution~5! can be expressed in terms of ellipt
functions. Periodic solutions obtain whenu oscillates be-
tween the simple zeros of the expression inside the sq
root, i.e., the minima of the potential~1!.

The casek151, k252 was considered in Ref. 11, an
the solution~5! in the coordinate system moving with th
dislocation has the form

u~x,0!54 arctan~exp~h!!, ~6!

whereh52p(vt2k2x)/b, vÞ0 is the dislocation velocity,
which is not equal to zero. Thus, the solution represen
kink soliton ~grain-boundary dislocation! with Burgers vec-
tor bg5b/k25b/2. The physical basis of the solution~6! is
the appearance of additional minima in the interatom
potential in comparison with the lattice potential~the period
of the grain-boundary potential is equal tob/2).
e,

l

t

re

a

c

In the casek151, k253 it is possible to obtain a solu
tion analogous to~6!, but with Burgers vectorbg5b/3 ~two
additional minima appear, and the period of the potential~1!
becomes equal tob/3).

In the general case of rationalki , the solutions are also
expressed in terms of a function of the form~6!. Thus, sta-
tionary ~kink-soliton! grain-boundary dislocations can exi
on special grain boundaries. This means that the deforma
~grain-boundary slip! is realized by moving grain-boundar
dislocations with Burgers vectorbg and velocity vÞ0.
Therefore, all geometrical models of grain-boundary dislo
tions on special boundaries are related to the physically p
sible soliton states of the boundary structure. Since there
no fixed, stable grain-boundary dislocations on the spe
boundaries (vÞ0), their creation must be homogeneous,
quiring high stresses.9 This explains the high hardness o
special boundaries and the small value of grain-bound
slip observed in experiment.6

On arbitrary high-angle grain boundaries, the coe
cients ki in the interatomic potential~1! will be irrational
numbers~quasiperiodic potential!. In general, the solution o
Eq. ~2! with kink-soliton boundary conditions and the pote
tial ~1! is not found in explicit form.11 This follows from the
implicit solution ~5!. The simple zeros and local minima o
the potential in the the expression inside the square roo
Eq. ~5! oscillate; therefore, no stationary solutions, that is
say, solitons~dislocations!, exist. To analyze the asymptoti
behavior of the solution, we expand the function cos(z) in the
potential~1! in a Taylor series. The equation of motion~2!,
taking into account the first two terms, becomes

Mutt2Mc2uxx5Au2Bu3, ~7!

whereA5( i 51
n aiki

2 and B5 1
6( i 51

n aiki
4 . To find the grain-

boundary ‘‘dislocations,’’ it is necessary to examine the s
tionary equation~7! with boundary conditions correspondin
to a 2p kink. Solutions of the following forms are possible
quasiharmonic oscillations with small amplitudes~motion
along phase trajectories near equilibrium states!; nonlinear
periodic waves—cnoidal waves~motion along closed trajec
tories near the separatrix!; and soliton solutions—quasi
grain-boundary dislocations~they correspond to motion
along the separatrix!.

The general solution of Eq.~7! is expressed by a cnoida
wave11

u~x,0!5A0 sn@~x2vt !/D0s#, ~8!

where sn (z) is the elliptic sine with period
l05A24B/c2uAusK(s), 0,s,1, s is the modulus of the
elliptic function. It is well known that ass→0 the elliptic
sine goes over to the trigonometric sine and, ass→1, it goes
over to the hyperbolic tangent

u~x,0!5A0 tanh@~x2vt !/D0#, ~9!

where A0 is the oscillating amplitude andD0'3bg is the
width of the quasi-soliton. Figure 1 plots the dependence
the displacements on distance to the quasi-disloca
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~curve1!, obtained by numerical solution of Eq.~2!, and for
comparison, the displacements from the lattice disloca
~curve2!.

In the second case the cnoidal wave is expressed in
form of a periodic sequence of quasi-stationary packets
N-solitons~grain-boundary quasi-dislocations!, moving with
constant speed at the distancel>A24B/c2uAus ln(12s2)
'ND0 from one another. Thus, grain-boundary qua
dislocations~Somiliana dislocations9! exist on an arbitrary
boundary having a variable ‘‘Burgers vector’’ defined by t
quasiperiod of the local minima in the grain-boundary pot
tial ~1!. It can be shown that a stationary lattice dislocati
described by expressions of the types~4! and ~6! is
unstable.11

2. ELASTIC STRESS FIELDS AND ENERGY OF GRAIN-
BOUNDARY QUASI-DISLOCATIONS

Let us consider the intrinsic stress fields of the gra
boundary quasi-dislocations since they determine the ki
ics of the quasi-dislocations and their interaction with t
lattice dislocations. We obtain expressions for the intrin
stresses of the quasi-dislocations with the help of Eq.~9! and
the stress functionc ~Ref. 9!. In the moving coordinate
system bound to the quasi-dislocation, we have

c5
m

2p~12n!
E

2`

`

dx8y ln@~x2x8!21y2#1/2

3S 22
d

dx8
@A0 tanh~x8/D0!# D , ~10!

wheren is the Poisson coefficient.
The stress tensor of the quasi-dislocation is given by

expressions

sxx52
mbg

p2~12n!

]2

]y2 E2`

`

dx8y ln@~x2x8!21y2#1/2

3S 22
d

dx8
~A0 tanh@~x8!/D0# !D ,

FIG. 1. Dependence of the displacement vector on distance:1—grain-
boundary quasi-dislocation;2—lattice dislocation.
n
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sxy5
mbg

p2~12n!

]2

]x]y E
2`

`

dx8y ln@~x2x8!21y2#1/2

3S 22
d

dx8
~A0 tanh@~x8!/D0# !D ,

syy52
mbg

p2~12n!

]2

]x2E2`

`

dx8y ln@~x2x8!21y2#1/2

3S 22
d

dx8
~A0 tanh@~x8!/D0# !D . ~11!

Expressions~11! lead to a more abrupt exponential falloff o
the stresses. For example, the stress fields~11! in the
asymptotic region are equal to

sxy
(K)~x,0!>

msech3~x/D0!

2p~12n!
sgn~x!, ~x@bg!. ~12!

Figure 2 plots curves, obtained by numerical calculati
of expressions~10! and ~11! ~curve1! and, for comparison,
the stresses from the lattice dislocation~curve2!. Thus, the
quasi-dislocations on the grain boundaries can easily c
lesce thanks to short-range stresses, for example, during
ation of lattice dislocations on the grain boundaries. On
other hand, they create an insignificant force barrier to int
sion by lattice dislocations. Refinement of expressions~10!
and~11!, allowing for variation of the elastic and lattice con
stants in the region of the boundary, does not alter the or
of-magnitude estimate. The approximation of long-ran
stresses of the quasi-dislocations, similar to lattice dislo
tions, leads to exaggerated estimates.7 A short-range defor-
mation field creates weak electron-microscope contrast.6

Let us consider the elastic energy of the qua
dislocations. The natural elastic energy of a grain-bound
dislocation per unit length, written in the cylindrical coord
nate system, is equal to9

FIG. 2. Dependence of the internal stresses of a grain-boundary q
dislocation on distance to the defect:1—quasi-dislocations;2—for a lattice
dislocation. The dashed lines3, 4 are the critical voltages for creation of
hot and a cold deformation, respectively.
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Wg /L5E
bg

L

rdr E
0

2p

dQF 1

2m
sxy

2

1
1

2E
~sxx

2 1syy
2 22nsxxsyy2szz

2 !G , ~13!

whereE is Young’s modulus. Numerical calculation of ex
pressions~10!, ~11!, and ~13! shows that the energy of
quasi-dislocation is given by

Wg
(K)/L>C0mbg

2 , ~14!

where C0>0.1253. An analogous expression for the lon
range stresses leads to the resultWg

(D)>6mbg
2 . Taking the

variation of the lattice parameter and the elastic moduli
the boundary layer of widthd>(628)b into account leads
to an insignificant lowering of the quantityWg /L by an
amount of the order ofDmWg /mL, whereDm/m!1. Thus,
the natural elastic energy of the quasi-dislocations is alm
two orders of magnitude lower than the energy of the dis
cations with long-range stresses, which must be taken
account in the geometrical models.

3. DISSOCIATION OF A LATTICE DISLOCATION INTO AN
ENSEMBLE OF QUASI-DISLOCATIONS

We describe the dissociation process of a lattice dislo
tion entering into a grain boundary by the nonstation
equation of motion of the grain boundary~2! with an initial
perturbation of the formu(x,0)5barctan(exp(22xp/b))/2p,
which describes the displacement field of a lattice disloca
entering into a grain boundary. The dissociation timetD must
be determined by solving the self-consistent problem of
spreading of the initial perturbation out to the dimensions
the packet,L'1027 m, of N quasi-dislocations. The velocit
of the quasi-dislocations is controlled by diffusion proces
and to first order can be described by a sem
phenomenological expression of the form6,9 v5c0DgV(s
2s0g)(exp(T2TS)/T0)/LkT or v5v0s, wherec0 andT0 are
phenomenological constants,Dg is the grain-boundary diffu-
sion coefficient,V5b3, s is the effective stress acting o
the quasi-dislocation, ands0g is the initial stress. We write
the main equations of continuity and dynamics~equation of
motion! of the quasi-dislocations9

]r

]t
1

]

]x
rv50, ~15!

v0E
2L

L

r~x8,t !sxy~x82x!dx8/bg5v~x,t !, ~16!

wherer(x8,t) is the density of quasi-dislocations. The initi
condition isr(x,0)5bd(x) and the normalization condition
is *2L

L r(x8,t)dx85b. The dissociation timetD is found from
the condition of uniform distribution of the quas
dislocations in the interval@2L,L#: r(x,tD)5b/2L. The nu-
merical solution of system~15!, ~16! found using the method
developed in Ref. 15 is plotted in Fig. 3 for two cases
interaction of the quasi-dislocations:

1! the short-range case, given by expressions~11! and
~13!, and
-

n

st
-
to

a-
y

n

e
f

s
-

f

2! the long-range lattice case, described by the relati9

sxy
D (x,0)5mbb/2px. As can be seen from the results o

tained, the dissociation time in case~1! is almost two orders
of magnitude larger and corresponds to the experimental
ues. The approximate expression for the dissociation tim
case~1! has the form

tD
(K)'

L2

bgv0s0g
expS 2

Ts2T

T0
D . ~17!

Calculating according to Eq.~17! with parameters for Mg
gives the order-of-magnitude estimatetD

(K)'1210 s, which
is close to the experimental values6: tD'10260 s. In case
~2! an order-of-magnitude estimate gives

tD
(D)<

L2

pbgv0m
, ~18!

and calculating for Mg givestD
(D)'102221021 s. Such a

small value of the dissociation time in case~2! is connected
to the very large long-range stresses of mutual repulsion
the quasi-dislocations~Fig. 2!.

4. CREATION OF LATTICE DISLOCATIONS ON GRAIN
BOUNDARIES

Let us consider the process for creation of a lattice d
location on a grain boundary of ultra-fine-grained mater
with grain sized<1026 m, which was important in develop
ing the theory of superplasticity.4 In the geometrical models7

the creation process is described as the coalescencen
grain-boundary dislocations, during which a ‘‘mismatch d
location’’ remains on the boundary, defined by the conditi
of preservation of contiguity of the body. The force and e
ergy conditions for coalescencen5b/bg of quasi-
dislocations depend very strongly on the temperature and
dissociation process of the defect~mismatch dislocation! re-
maining on the boundary after departure of the lattice dis
cation, into quasi-dislocations. The energy condition for c
ation of a lattice-dislocation loop of radiusr is determined by
the change in the magnitude of the thermodynamic poten9

DF~r !52pr ~WD /L !1d~Wg /L !1WV2pr 2bs, ~19!

where WD /L>mb2 ln(r/b)/4p is the elastic energy of the
lattice dislocation, the second term describes the energ

FIG. 3. Dependence of the mean density of quasi-dislocations in an
semble on time for dissociation of a lattice dislocation. Curves1, 2, 3cor-
respond to the times 1, 5, 20 s for interaction with short-range stresses
0.02, 0.1, and 0.5 s for interaction with long-range stresses.
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the mismatch dislocation, the third term describes the in
action energy of a lattice dislocation and a mismatch dis
cation, and the fourth term describes the work expended
external forces in the creation of a dislocation. The funct
DF also has a component which takes account of the ac
of image forces from all the faces of the grain, an accoun
which would lead in the final result to small corrections
the order ofDmWD /mL, Dm/m!1. The dependenceDF(r )
is nonmonotonic, and its maximum valueDFC(r C) deter-
mines the activation energy. The radius of a critical loopr C

~distance from the boundary in the case of creation of a
tilinear dislocation! and the critical stresssC for creation of
a dislocation are found from the system of equations

]DF~r C!/]r 50, sC5sV~r C!, ~20!

wheresV(r C) is the stress of self-action of the loop~of at-
traction to the boundary for a rectilinear dislocation!. Substi-
tuting expressions~11!, ~12! and~19! into Eqs.~20!, we ob-
tain a system of equations for the critical values. System
equations~11!, ~12!, ~19!, and ~20! was solved numerically
for two limiting cases: a! T,TS — cold deformation, and b!
T.TS — hot, superplastic deformation~Fig. 4!. In case~a!
the starting stresses of the quasi-dislocations are large
dissociation of a geometrical incompatibility~‘‘mismatch
dislocation’’! does not occur. Therefore, the conditions f
creation of a dislocation are dictated by the long-ran
stresses and the following estimates are valid:7 sCX<0.1m
and ECX<mb2/4p, whereECX is the height of the energy
barrier. In case~b!, for example for superplastic deformatio
of ultra-fine-grained materials, a mismatch dislocation c
dissociate into an ensemble ofn quasi-dislocations with
short-range stresses~11! and~12!. The force barrier is equa
to sCg>0.00421m and has the order-of-magnitude estima
sCg<mexp(2n)/2p>1023m, i.e., creation is possible unde
stresses of the order of those applied. The energy barri

FIG. 4. Diagram of the creation of lattice dislocations at a grain bound
a—at normal temperatures (T,TS), b—at temperatures above the equic
hesive temperature (T.TS). 1—Lattice dislocation,2—mismatch disloca-
tion, 3—grain-boundary quasi-dislocations.
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more than two times lower:ECg<ECX/2. The results of nu-
merical calculation of the force conditions for creation
lattice dislocations on boundaries for cases~a! and ~b! are
shown by the dashed line in Fig. 2.

5. DEFECTS AND DEFORMATION OF AMORPHOUS
METALS AND QUASICRYSTALS

The quasicrystal potential~1! can describe the structur
of amorphous and quasicrystalline solids. Therefore, qu
dislocations~8! and ~9! describe defects in such structure
The absence of static quasi-dislocations and the short-ra
nature of the stress field~11!, ~12! do not contradict the
structural data of Refs. 16 and 17 for a deformation-witho
hardening curve.16 The motion of periodic packets of quas
dislocations~8! explains the localization and periodicity i
the magnitude of the deformation in the shear bands of s
materials16,17and the appearance of jumps in the deformat
curve. Creation of quasi-dislocations by means of a homo
neous mechanism requires high stresses, equal in orde
magnitude tosT'm exp(22D0 /bg)'(102121022)m. These
values correlate well with the yield point of amorphous m
als sT'231022m. The small elastic energy of the quas
dislocations~14! explains the small value of the latent ener
(;4%) of the work of deformation in such materials.16
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Radio-frequency paramagnetic resonance spectra, detected from dislocation
displacement in NaCl single crystals

Yu. I. Golovin, R. B. Morgunov, V. E. Ivanov, and A. A. Dmitrievski 

G. R. Derzhavin Tambov State University, 392622 Tambov, Russia
~Submitted March 12, 1999!
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Results are reported here of a study of the resonance effect of a constant magnetic field and a
variable magnetic field crossed with it on the rate of macroplastic deformation and motion
of edge dislocations in NaCl crystals. The frequencies of the variable magnetic field at which the
maximum variations in the plasticity of the crystals are observed correspond to the resonant
frequencies for transitions between the Zeeman sublevels in paramagnetic complexes of point
defects and complexes consisting of a point defect and a dislocation. Analysis of the radio-
frequency spectra obtained enabled us to establish the role of intercrystal reactions in the formation
of the mechanical properties of the crystals. ©1999 American Institute of Physics.
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Reference 1 reported the discovery that a constant m
netic field has an effect on the mobility of dislocations
ionic crystals. A detailed study of this magnetoplas
effect2,3 showed that one possible reason for softening
crystals in a magnetic field is a change in the kinetics
formation and breaking of covalent bonds between param
netic defects. This conclusion, on the face of it, leads t
contradiction with thermodynamics. In actual fact, magne
effects in the equilibrium electronic subsystem of a crys
are possible at temperaturesT at which the energy of the
Zeeman splitting of the electron levelsgmB is comparable to
or larger than the mean energy of the thermal fluctuationskT
~g is the spectroscopic splitting factor,m is the Bohr magne-
ton, andB is the magnetic induction!. For example, if we
consider the formation process of a covalent bond betwe
thermalized donor and a thermalized acceptor, which in
ionic crystal are structural defects, then it is necessary to
into account that the polarization of paramagnetic centerP
5(n12n2)/(n11n2) created by a magnetic field with in
ductionB;1 T, atT5300 K, is equal in order of magnitud
to P5coth(gmB/2kT);1023 (n1 andn2 are the concentra
tions of defects with spin aligned and anti-aligned with t
magnetic field, respectively!. The corresponding relative
change in the rate of the electronic process in the cry
Dk/k can be estimated as the product of the polarization
the donors and acceptors, i.e.,Dk/k;P2;1026. At the same
time, the effects described in Refs. 1–3 consist in a mo
than-twofold increase in the dislocation motion and rate
macroplastic flow of the crystals in a magnetic field w
inductionB;1 T at T5300 K.

To overcome this contradiction, the authors of Refs
and 5 proposed an approach analogous to the approach
explains the influence of an energetically weak magn
field on the evolution of multistep chemical reactions.6–8

Within the framework of this approach, thermal fluctuatio
can be neglected if the duration of the magnetically sensi
reaction step is shorter than the spin relaxation time. Th
1631063-7834/99/41(10)/7/$15.00
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fore, when considering the influence of a magnetic field
the interaction of a paramagnetic point defectP and a dislo-
cation D ~the reactionM⇔D1P) or about reactions be
tween point defectsK⇔P11P2, it is necessary to take into
account that some steps of these reactions can occur a
effective local temperatureT* 50. This is because, during
the short time of occurrence of a reaction step, the varia
magnetic fields created by phonons ‘‘do not have time’’
destroy the spin polarization of the electrons, which is u
ally inherited from the preceding stable state of the comp
and can be close to 100% at the time of creation of its in
mediate state. The authors of Refs. 4 and 5 advanced
hypothesis that, in contrast to thermally fluctuating magne
fields, an external magnetic field can mix the states of a p
of defects with different multiplicity during a time, over th
course of which the energy difference between the singleS
and tripletT0 terms, of the complexDU5UT2US , is com-
parable togmB. This, in their opinion, influences the prob
ability of bond formation in the pairD . . . P. At present,
experimental confirmation of this hypothesis as well as
direct proof of the spin nature of the magnetoplastic effec
ionic crystals is lacking. In addition, it is unclear wheth
this hypothesis relates to that part of the magnetoplastic
fect for which reactions in the pairsP1 . . . P2 are respon-
sible. To solve these problems, it is possible to create exp
mental conditions analogous to those that obtain in
widely known method for studying non-thermalized sho
lived complexes in chemical reactions, RYDMR~reaction
yield detected magnetic resonance!.9,10 Frankevich and co-
workers detected a paramagnetic resonance not by abs
tion of an electromagnetic wave, but by the chemical re
tion yield9 or the fluorescence intensity.10 RYDMR, in
contrast to the well-known method ODMR~optical detection
of magnetic resonance!,11 makes it possible to record an
study at room temperature less than 103 pairs of paramag-
netic particles—intermediate reaction products, simu
neously present in the sample.
1 © 1999 American Institute of Physics
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FIG. 1. Dependence of the mean displacement of
dislocationsL on the induction of the constant magnet
field B0 applied for 15 min with simultaneous applica
tion of a microwave field (n59.5 GHz!: 1 — in the
configurationB1'B0, whereB1 is the induction of the
microwave field,2 — in the configurationB1iB0, 3 —
in the configurationB1'B0 in crystals pre-treated with
a constant magnetic field pulse with amplitud
B57 T. The inset shows a plot of the dependence
the displacement of the dislocationsL f on the induction
of the constant magnetic fieldB0 applied for 15 min in
the absence of the microwave field. The dashed l
indicates the value of the displacementL0 in control
runs without the constant and microwave magne
fields.
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In Ref. 12 Molotskii and Fleurov demonstrated theore
cally for the first time that the combined action of a const
and a high-frequency magnetic field can lead to reson
plastification of crystals if the frequency of the variable fie
n satisfies the paramagnetic resonance conditionhn5gmB.
Therefore, the aim of the present work consists in study
the mobility of individual edge dislocations and macroplas
flow of crystals under conditions of simultaneous action o
constant magnetic field and a high-frequency magnetic fi
crossed with it.

1. TECHNIQUE

Plasticity of crystals under an external magnetic fie
was studied with the help of two standard techniques: m
surement of the displacements of individual edge dislo
tions and recording changes in the macrostrain diagram
crystals placed in a constant magnetic field at the mom
the microwave field is switched on. The experiments u
NaCl single crystals with a divalent-metal impurity~mainly
Ca! with concentration 0.01 at.%~to study microplasticity!
and 0.1 at.%~to study macrostrains!, annealed at 700 K and
cooled to 293 K during 10 h. Samples with freshly intr
duced edge dislocations were placed inside aH10 waveguide
connected to a klystron which operated at the freque
n59.5 GHz and generated an electromagnetic energy
through the crystal with power;10 mW. The waveguide
was located between the poles of an electromagnet, w
established a constant magnetic field with inductionB0 from
0 to 0.8 T in the vicinity of the crystal. The vectorB0 in all
of the runs was directed along the@001# direction.

2. RESULTS

To investigate the effect of a constant magnetic field a
a microwave field on the mobility of of individual edge di
locations, their displacements, initiated by the action of
external magnetic fields in the absence of a mechanical l
were measured by the traditional method of double chem
etching. Double etching of the samples in the absence
-
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external effects caused a mean shift of the dislocationsL0

51261 mm. This shift is due to the action of internal me
chanical stresses and etching-out of near-surface stoppe13

The dislocation displacement in crystals subjected for 15 m
to the microwave field in the absence of a constant magn
field was the same in magnitude, i.e., exposure of the crys
to just the variable magnetic field had no effect on the m
bility of the dislocations. Therefore, in processing the resu
of the experiments, the mean displacementL0 was subtracted
from the mean displacementL f in crossed constant and m
crowave fields, and the value of the displacementL5L f

2L0 obtained in this way served as an indicator of the eff
of crossed fields on the mobility of the dislocations.

In the first stage of the experiments, on introducing d
locations and first etching the crystals placed in the wa
guide were exposed to crossed magnetic fields for 15
and were subjected to a second etching. Exposure of
crystals in a constant magnetic field with simultaneous ac
of a microwave field~in the configurationB1'B0, whereB1

is the induction of the microwave magnetic field! led to an
increase inL for B05Bres150.1260.02 T,B05Bres250.18
60.02 T, andB05Bres350.3260.03 T ~Fig. 1!. In the re-
gion of the peaks we made the measurements with spe
care: using a smaller step inB0 and larger statistics~as many
as 500 measurements at each point!. When the constant field
and the microwave field were applied in the configurati
B1iB0 , the peaks disappeared~Fig. 1!.

In the absence of the microwave field, the constant m
netic field withB0.0.35 T also caused dislocation displac
mentsL f which were larger thanL0; however, the field de-
pendence of the displacements in this case was monoto
i.e., peaks were absent~inset to Fig. 1!.

In order to convince ourselves that the appearance
peaks was not random, we carried out analogous experim
at the microwave frequencyn5152 MHz, at which for
B'5 mT we also detected an increase in the dislocat
displacements~Fig. 2!, where the magnitude of the effect a
maximum decreases monotonically as the anglew between
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B1 andB0 is varied from 90° to 0°~inset to Fig. 2!.
We found that, in crossed fields, on average over

crystal, an equiprobable nature of the motion of the in
vidual dislocations is observed in the crystallographic pla

@ 1̄10#, @11̄0#, @ 1̄1̄0#, and @110# at the same average dis
tances on all the faces of the sample. Consequently, the
of the external fields in our experiments reduced to a de
ning of the dislocations from stoppers, and the motion of
dislocations took place under the action of random inter
mechanical stresses.

Thus, measurement of the dislocation displacements
lows one to record the radio-frequency spectrum of the e
tronic transitions in the subsystem of structural defects. Si
the mobility of the dislocations can depend not only on th
interaction with point defects~the reactionM⇔D1P), but
also on reactions inside the complexes of point defects th
selves and in the dislocation nuclei, it is difficulta priori to
put the peaks in correspondence with definite types of re
tions between defects. Earlier it was established that the
location displacements created by placing the crystals
constant magnetic field in the absence of the microwave fi
decrease if the crystal is pre-exposed in a constant mag
field before the dislocations are introduced.14 It was estab-
lished that a constant magnetic field stimulates the acce
ated relaxation of metastable complexes K by unblock
irreversible first-order reactions of the type K⇒P11P2

~Ref. 3!. This process in crossed magnetic fields can, in p
ciple, also lead to the appearance of peaks in the disloca
mobility.

To establish the roles of the K⇒P11P2 reactions in the
formation of the spectra detected from the dislocation d
placements, we carried out a second series of measurem
in which we studied the influence of pre-exposure of
crystals in a constant magnetic field prior to introducing d
locations on the dependenceL(B0) measured in crosse
fields. We found that pre-exposure of the crystals in a c
stant magnetic field withB57 T for 231022 s is sufficient
to make the first and second peaks in the dependenceL(B0)

FIG. 2. Dependence of the mean displacement of the dislocationsL on the
induction of the constant magnetic fieldB0 applied for 15 min with simul-
taneous application of a microwave field~n5152.2 MHz! in the configura-
tion B1'B0, whereB1 is the induction of the microwave field. The inse
shows a plot of the dependence of the displacements of the dislocation
microwave field forB055mT on the anglew between the field vectorsB1

andB0.
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disappear completely~Fig. 1!. In this case, the third peak a
B050.32 T is decreased only a little. Consequently, the fi
and second peaks arise as a consequence of a resonanc
complexes formed by magnetically sensitive point defe
while the third peak is an indicator of paramagnetic re
nance in complexes containing a dislocation. Thus, preli
nary treatment of the crystals in a constant magnetic fie
which leads to relaxation of metastable, magnetically se
tive point defects, takes reactions of the type K⇒P11P2 out
of play.

In the third series of runs we investigated the combin
action of a constant magnetic field and a microwave fi
with frequency n59.5 GHz, applied in the configuratio
B1'B0, on the rate of macroplastic flow of the crystals. Ma
roplastic deformation of the crystals was performed in
‘‘soft’’ machine with quartz rods, creating a mechanic
compressive stress that increased linearly with time,s5st,
wheres5const~Ref. 15!. In this case, aided by an inductio
sensor with an accuracy of60.1 mm, we continuously re-
corded the length of the sample. This enabled us to const
a stress/strain diagram on anX2Y plotter, i.e., the depen
dence of the relative strain« on s or the timet elapsed from
the commencement of loading.

In the absence of a constant magnetic field, switching
a microwave field did not lead to a change in the strain r
d«/dt ~Fig. 3!. This suggests that any changes in the str
diagram, that could arise when the microwave field
switched in the presence of the constant magnetic field,
be interpreted as a result of the combined action of the c
stant and variable magnetic fields. In the following expe
ments, each sample was strained to a relative strain«50.5%
for 10–15 min with the constant magnetic field switched o
The microwave field was switched on for 20–30 s duri
application of stress.The combined action of the fields on
macroplasticity was investigated in a comparatively narr
range of strains~0.1,«,0.5%! at the easy-slip stage.

We found that, up to the yield point, switching on th

a
FIG. 3. Typical portions of the dependence of the relative strain of
crystals « on the loading timet in a constant magnetic field with
B050.32 T at the time the microwave field is switched on~n59.5 GHz!.
a — softening; b — hardening; c — no effect of crossed fields; d — def
mation ‘‘jump.’’ Arrows indicate switching on and off times of the micro
wave field.
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microwave field did not lead to a change in the«(t) plot.
After the yield point was reached, the microwave field cou
lead with roughly equal probability to three different expe
mental outcomes: to an increase ind«/dt, to a decrease in
d«/dt, and to no change ind«/dt ~Fig. 3!. Switching the
microwave field off, as a rule, led to a recovery of the plas
flow rate, both in the case of softening and in the case
hardening brought about by switching on the microwa
field. In 10% of cases, after switching off the microwa
field, d«/dt did not recover. Another, significantly more un
usual outcome that could occur was a jumplike increase
the strain level by;0.5 mm when the microwave field wa
switched on@Fig. 3d#. For B0 close toBres2 or Bres3, such
deformation ‘‘jumps’’ were encountered three times mo
often than for other values ofB0. The different sign of the
effect, and also its absence in;30 affected by the crosse
magnetic fields, and also to the absence of artifacts cause
the action of the fields on the components of the test
machine.

In what follows, in the quantitative reduction of the e
perimental results, we did not take into account ‘‘jump
and situations in which the diagram did not change when
microwave field was switched on; rather, we only took in
account cases in which there was a change in the slope o
curve«(t) with its subsequent recovery when the microwa
field was switched off. Here we measured the plastic fl
rate before switching on the microwave field (d«/dt)1 and
immediately after switching it on (d«/dt)2. We took the ra-
tio g5(d«/dt)2 /(d«/dt)1 as a measure of the effect of th
combined action of the crossed fields on the plasticity,
that softening was characterized by values of this ra
g5g1.1, and hardening, by valuesg5g2,1. In such an
approach, the frequency of appearance of various outco
is ignored, and only the magnitude of the effects associa
with their appearance is taken into account. Each point
the graphs in the third series of runs is the result of 10–
separate measurements of the quantitiesg1 and g2 , per-
formed on different crystals under identical conditions.

We found that both dependencesg1(B0) and g2(B0)
are nonmonotonic. Both of them have extrema atB0'0.2 T
andB0'0.3 T ~Fig. 4!. Thus, the combined action of a m
crowave magnetic field and a constant magnetic field on
macroplastic flow also has a resonance nature, where
positions of the maxima of the hardening and softening
fects are close to the positions observed in the study of
displacements of individual dislocations.

An EPR study of the crystals examined in our expe
ments did not reveal resonant absorption of microwa
power for the above-indicated values ofBresi . This fact, and
also the necessity of extended exposure of the crystal
crossed fields to detect resonances in the mobility of
dislocations indicates that only a small number of def
pairs are simultaneously present in the crystals, which e
into the reaction in an uncorrelated way. Their formation i
rare event, inaccessible for recording with an EPR spectr
eter.
c
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3. DISCUSSION

The setup of the experiment and its results are simila
the usual conditions for observing an EPR signal with
exception that the response consisted of a change in cha
teristics of the plasticity of the crystal instead of absorpti
of an electromagnetic wave. The valuesBres150.1260.02,
Bres250.1860.02, and Bres350.3260.03 obtained in the
first series of runs correspond to the field valu
Bth5hn/mB0g at which resonant transitions occur at th
implemented microwave frequencyn59.5 GHz between the
constant-field split electron-spin sublevels with effecti
spectroscopic-splitting factorsg155.760.7, g253.860.3,
and g352.160.2, respectively. An increase in the mobilit
of the dislocations at the frequencyn5152 MHz for B055
mT is additional evidence of the resonance nature of
observed phenomenon.

With less accuracy, it is possible to judge the position
the peaks in the dependenceg(B0) in the runs with macro-
plastic deformation~Fig. 4!; however, within the limits of
measurement error, the positions of the two resonance p
coincide with the positions of the peaks detected from
mobility of individual dislocations in the first series of run
The low accuracy of measuring of the peak positions in
third series of runs may be due both to instability of t
macroplastic deformation and to the wider spectrum of
electronic processes occurring under these conditions
for motion of individual dislocations.

As was indicated in the Introduction, the constant a
variable magnetic fields used in our experiments are
weak to alter the state of the thermalized paramagnetic c
ters or of the covalent bond between the defects. At the s
time, it is known that upon deformation of ionic crystals,

FIG. 4. Dependence of the softening effect of the crystalsg @ratio of the
plastic flow rate after switching on the microwave field (d«/dt)2 to the
plastic flow rate before switching it on (d«/dt)1# on the induction of the
constant magnetic fieldB0 at which deformation occurs:1 — before the
yield point in the range of relative strains«,0.03%g1 for cases of soften-
ing observed after the yield point for relative strains 0.1,«,0.5%,3 — g2

for cases of hardening observed after the yield point for relative stra
0.1,«,0.5%.
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when they are damaged,F-like, Vk , and other paramagneti
centers arise, and also metastable complexes of s
centers.16–18 Defects of this kind could also have bee
formed in our experiments during creation and motion of
dislocations. Relaxation of these metastable defects du
interaction of the dislocations with them, like most oth
solid-state chemical reactions, takes place in several s
one of which may be too short for thermal fluctuations
have time to influence their course. Apparently, the magn
fields interfere with the evolution of the structural defec
during this short step, whose durationt should satisfy the
condition t tr,t,t rel in order for the magnetic fields to b
able to affect the evolution of the defects (t tr is the duration
of the S2T transition,t rel is the duration of spin relaxation
caused by thermal vibrations of the crystalline lattice!. In the
absence of external magnetic fields the time of the transi
between states with different multiplicityt tr can reach tens
of minutes because of spin blocking of such a transition19

The role of the magnetic fields reduces to removal of t
blockage and a many-fold increase in the rate of the tra
tions, i.e., to a decrease oft tr .

If the presence of a threshold value for the induction
the constant magnetic fieldB0'0.35T, above which an en
hanced mobility of the dislocations arises~Fig. 1!, is con-
nected with the fact that the inequalityt tr,t ceases to hold
~i.e., t tr approachest for B0'0.35 T!, then it is possible to
obtain an estimate fort which, as a rule, does not depend
the presence of the magnetic field. For this it is necessar
know the mechanism of mixing of states with different mu
tiplicity in the magnetic field. At present, the followin
mechanisms are known in spin chemistry: ‘‘relaxationa
‘‘STV,’’ and the ‘‘ Dg mechanism.’’6–8 The first two are
brought about with the participation of the Fermi magne
field of the nuclei and, as a rule, are characterized by va
of the induction of the constant magnetic fieldB0;0.01
20.1 T, at which the magnetic effects start to satura6

Since saturation of the field dependence of the disloca
displacements has not been observed in studies of the m
netoplastic effect, even atB;10 T ~Refs. 5 and 20!, we are
left to assume that the magnetic field affects the multiplic
of the complexes by the ‘‘Dg mechanism.’’ In this case, in a
constant magnetic field in the absence of the microw
field, inter-Raman transitions take place as a consequenc
the difference in theg factors of the two paramagnetic pa
ticles of the complex. This differenceDg5g12g2 may be
due to the different nature of the paramagnetic particles
the pair or to different local crystal fields around them.
causes the difference in the frequencies of precession o
spins about the field vectorB0 ~Refs. 6–8! and the periodic
interconversion of singlet states. For typical values ofDg
;1023 and the threshold value ofB0535 T we obtaint
5t tr;1/(v12v2)5\/mB0(g12g2);1028 s, where v1

and v2 are the precession frequencies of the spins of p
ticles with g factorsg1 andg2.

In the absence of the microwave field, for inductions
the constant magnetic field larger than 0.35 T, an in
Raman transition has sufficient time to occur during the li
time of a nonequilibrium state of the complex. As a resu
products of an interdefect reaction are formed which co
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not be formed in the absence of the magnetic field. T
alters the arrangement of the atoms and covalent bonds
tween them and leads to a decrease of the braking force
dislocation produced by stoppers and to a corresponding
crease in its displacement.

For inductions of the constant magnetic field less th
0.35 T, an inter-Raman transition does not have suffici
time to occur during the timet. Therefore, the same reactio
products are formed as in the absence of the magnetic fi
but the mobility of the dislocations does not change. If
addition to the constant magnetic field a resonant microw
field is present, thentS2T decreases and softening tak
place forB0 less than threshold.

It is entirely possible that the value oft found can be
less than the spin relaxation timet rel , which usually lies in
the range 102521029 s in the investigated crystals at roo
temperature.21 This means that the conditiont tr,t,t rel ,
necessary for the magnetic field to have a significant ef
on the spin state of the structural defects, can in principle
satisfied in our experiments.

Let us discuss the energy-level diagram and poss
transitions in crossed fields that can explain the appeara
of a resonance inP . . . D pairs. The presence of only on
peak corresponding to the reactionsM⇔P1D may mean
that the P . . . D pairs are doublets, i.e., the paramagne
centers that make them up have spin 1/2~Ref. 22!. Such a
pair is characterized by oneS and threeT states (T0 , T1 ,
andT2 with projections of the total spin onto the the ma
netic field vectorB0 equal to 0,11, and21, respectively,
see Fig. 5!. The constant magnetic field mixes theS andT0

states, which leads to a change in the relative concentrat
of final reaction products, which are new stable defect co
plexesM1 andM2 ~Fig. 5!. This, in turn, increases the prob
ability of depinning of dislocations from stoppers and faci
tates plastification of the crystals. The microwave field in t
presence of the constant magnetic field can increase or
crease the intensity of theS2T0 transitions indirectly, de-
pending on its amplitude and the multiplicity of the pair.6–8

In singlet pairs the microwave field stimulatesS2T conver-
sion, and in triplet pairs it weakens it. Consequently, t
possibility of detecting resonance peaks in our experime
is evidence of a nonequilibrium population of the interme
ate pairs over theS and T states. Measurements of the m
bility of individual dislocations in crossed magnetic field
makes it possible to determine which of these states is p
erentially filled at the moment of creation of the nonequili
rium complexes.

In the absence of the microwave field, the constant m
netic field causes transitions only between theS and T0

states, thereby causing an increase in the displacemen
the dislocations forB0.0.35 T. If in the creation of nonequi
librium complexes theT0 state is preferentially populated
then the microwave field facilitates its mixing with theT1

and T2 states, leading thereby to a decrease in the occu
tion of theT0 level, a decrease in the spin polarization, an
decrease in the rate ofS2T conversion. This, in turn, should
lead to a lowering of the mobility of the dislocations und
resonance conditions in comparison to the displacements
constant magnetic field. Since in actual fact an increase
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the dislocation displacements is observed when a microw
field is added to the constant magnetic field~Fig. 1!, it may
be assumed that theS state is preferentially populated~as is
usually the case in short-lived intermediate states whose
cursors are metastable complexes of atoms, with a st
covalent bond in the singlet state!. Consequently, single
complexes make the main contribution to the peak withg
52.1, corresponding to the reactionsM⇔P1D. Similar ar-
guments regarding the peaks withg155.7 andg253.8 cor-
responding to the reactions K⇒P11P2 show that the main
contribution to the magnetoplasticity in this case also com
from the singlet complexes.

Note that, for ‘‘weak’’ microwave fields, a mixing of the
T0 state with theT1 and T2 states must take place, whic
lowers the population of theT0 level and thus favors the
S2T0 transitions. For ‘‘strong’’ microwave fields, on th
contrary, spin locking of theS2T0 must be observed,23 due
to saturation of theT0→T1 and T2 transitions. Conse-
quently, by varying the microwave power it is possible
observe a maximum of the resonance effect of the magn
field on the plasticity. The presence or absence of this ef
on the plasticity can be judged from the dependence of
magnitude of the magnetoplastic effect on the anglew be-
tweenB1 andB0, with decrease of which the effective valu
of B1 falls. Since a monotonic decrease of the peak w
observed in our experiments asw decreased from 90° to 0
~see inset to Fig. 2!, it may be assumed that we are deali
here with ‘‘weak’’ microwave fields.1!

The presence of two peaks corresponding to the re
tions K⇒P11P2 has several possible explanations: the
pearance in the crystal of two different types of magnetica
sensitive defect–intermediates; the presence in the pa

FIG. 5. Diagram of the energy levels in short-lived pairs of defects of
type D . . . P in crossed constant and microwave fields. The dashed l
indicate processes of formation of aD . . . P pair from an isolated disloca-
tion D and a point defectP, and also the process of formation of stab
complexes of two typesM 1 and M2 from the S and T states. The arrows
show mixing ofS andT0 states in a constant magnetic field, and mixing
T0 , T1 , andT2 states in a microwave field.
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defects of a paramagnetic center with spin greater than 1
substantial contribution to the Hamiltonian from the dipole
dipole interaction between the paramagnetic centers, wh
unblocks the transitions with change of spin projection o
B0 by 62.

The possibility of the appearance of both softening a
hardening in crossed fields indicates that several compe
processes initiated by the crossed magnetic fields take p
in the crystals. In a special series of measurements, we v
fied that the cases of hardening and softening arise w
equal probability both in the easy-slip stage, and in la
stages of hardening. Consequently, competing processes
not facilitate mobility of the dislocations in the primary an
secondary slip planes, as is usually observed at the end o
easy-slip stage. In addition, in earlier studies of the effec
a constant magnetic field on the macroplasticity of ion
crystals, only a softening effect of the field wa
observed.1–3,5,14,15Consequently, the reason for the appe
ance of hardening may be the addition of the microwa
field to the constant field.

In contrast to the constant field, the microwave field
capable of mixing the singlet state of pairs ofS defects with
the triplet statesT1 and T2 . At the same time, in fields
B0;0.1 T, as was shown theoretically in Ref. 24, the tra
sitionsS→T1 andS→T2 can depend on a hyperfine inte
action, an account of which leads not to softening but
hardening of the crystals. Therefore, the sign of the effec
crossed fields on the plasticity can be determined by a c
petition of the external constant field and the Fermi field
the nuclei of the ions. It may be assumed that the resul
this competition can be different, depending on the proxim
of theD . . . P or P1 . . . P2 pair to the magnetic nuclei. The
summation of the positive and negative effects on the vari
types of pairs apparently leads to the uncontrollable app
ance of four possible outcomes in experiments with mac
plastic deformation~Fig. 3!. The absence of hardening e
fects in studies of the macroplasticity can be explained
the fact that the level of mechanical stresses and the den
of the dislocations, and along with them the degree of d
tortion of the interionic distances, are markedly lower, whi
stabilizes the contribution of the hyperfine interaction. Ad
tional studies are needed to test this hypothesis.

In summary, we have established experimentally t
spin-dependent, magnetically sensitive reactions in a s
system of paramagnetic structural defects in ionic crys
make a substantial contribution to their plastic properti
and the kinetics of these reactions can be effectively re
lated by a weak constant magnetic field and its combin
action with a microwave field. We have shown that the m
bility of the dislocations can be used as an indicator of a s
resonance in non-thermalized short-lived complexes of p
magnetic defects. The contributions to the resonance s
trum from point defects in the bulk of the crystal and fro
pairs formed by a point defect and a dislocation have b
isolated. The results can serve as a basis for a new hig
sensitive method for investigating paramagnetic structu
defects in crystals, allowing a direct determination of t
interrelationship between their plastic properties and
electronic state of the defects. The proposed investiga
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method can be extended to a wide class of materials in w
plastic deformation is accompanied by spin-dependent r
tions between the defects.
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Kinetics of high-velocity penetration into high-hardness brittle media
A. S. Vlasov, Yu. A. Emel’yanov,* ) E. L. Zil’berbrand, A. A. Kozhushko,
A. I. Kozachuk, G. S. Pugachev, and A. B. Sinani

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted February 11, 1999!
Fiz. Tverd. Tela~St. Petersburg! 41, 1785–1787~October 1999!

A study has been made of the kinetics of penetration of deformable steel and tungsten rods into
high-hardness brittle media~ceramics and glass! at impact velocities of 1.3–1.6 km/s. The
penetration has been established to occur in two stages. In the first stage, the penetration velocity
increases as the ceramic is progressively damaged. The second stage corresponds to quasi-
steady-state penetration into a zero-strength medium. It is shown that it is the first stage that
determines the high resistance of ceramics to intense impact. The dependence of the
resistance to penetration on target geometry and impact pressure has also been established.
© 1999 American Institute of Physics.@S1063-7834~99!01310-6#
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Recent years have witnessed an intensive interes
studies of high-hardness brittle materials~in particular, ce-
ramics! in view of their possible use as protection again
high-velocity impact.1,2 However, the efficiency of ceramic
for this has been estimated, as a rule, from the final res
for instance, from the residual penetration depth into
backup metallic target witness.

Final results are able to provide only som
generalized, averaged characteristics of the process, w
may prove to be of interest solely for certain specific pro
lems. However they cannot shed light on the mechanism
such a complex, strongly time-dependent process
penetration into a ceramic, and, thus, cannot provide a b
for the use of such materials in high-velocity impact con
tions.

To gain understanding of the ceramic behavior un
dynamic loading taking into account the kinetics of failure
such brittle media, one should accumulate a large arra
experimental data on penetration parameters obtained w
good time resolution within a broad range of experimen
conditions.

Studies published to date3–8 present some information o
the investigation of the kinetics of high-velocity penetrati
into ceramics and glass. An analysis of these data leads
to a conclusion that the ceramic resistance to penetra
varies strongly with time, namely, it decreases continually
the course of the ceramic failure. However known public
tions relate to specific cases and cannot yield complete in
mation on the general relations governing high-velocity p
etration into a ceramic.

The aim of the present work was a systematic study
high-velocity penetration into a ceramic during the who
process. It included investigation of the kinetics within
broad range of impact conditions for various ceramic co
positions and properties, sample geometries, and im
pressures.
1631063-7834/99/41(10)/3/$15.00
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1. EXPERIMENTAL

The impact loading of the materials under study w
effected by rods of mild steel and a plastic tungsten alloy~3
mm in diameter, 30 mm in length! at velocities ranging from
1.3 to 1.6 km/s.

The experiments were carried out on samples of alum
(Al2O3), silicon carbide~SiC!, aluminum nitride with tita-
nium nitride ~AlN/TiN-70/30 wt.%!, boron carbide (B4C),
and silicate glass, with transverse dimensions of 20320 and
40340 mm and 100-mm thickness. The transverse dim
sions were varied to follow the effect of damage from t
side surfaces. The sample thickness permitted one to exc
the effect of damage from the rear free surface of the sam
during the whole interaction process. The properties of
materials studied are listed in Table I.

The studies were made with a four-frame flash x-r
setup with an exposure of;0.1ms ~the operating voltage
400–450 kV!. The measurements provided data on the
position in the ceramic to within 0.2 mm at predetermin
instants of time fixed to within 0.1ms. These data were use
to construct graphs relating the position of the project
target boundary~penetration depth! and of the projectile
back end with time.

2. RESULTS OF EXPERIMENTS AND DISCUSSION

A program based on the Tate–Alekseevski� model9,10 of
penetration of a deformable rod into a continuum was dev
oped to approximate experimental data with a continu
relationship. This program permitted one also to obtain
velocity of penetrationU ~velocity of the projectile/target
interface!, projectile rear-end velocityV, and projectile
lengthL as functions of time after impactT or of penetration
depthP.

The penetration velocityU and the projectile erosion
ratedL/dT are known to be sufficiently complete characte
istics of the resistance to penetration. Figure 1 displaysU(T)
graphs for the materials under study subjected to a steel
8 © 1999 American Institute of Physics
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TABLE I. Physicomechanical characteristics of the materials studied.

Material Al2O3 SiC AlN/TiN B4C Glass

Density ~r!, g/cm3 3.88 2.95 3.25 2.44 2.3
Longitudinal wave velocity (Cl), km/s 10.4 10.5 9.3 12.8 5.7
Shear wave velocity (Ct), km/s 6.2 6.6 5.75 7.8 3.4
Bending strength~s!, MPa 230 140 190 350 150
Fracture toughness (K1C), MN•m23/2 3.8 3.4 4.2 3.6 0.8
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impact at a velocityV051.6 km/s. All curves can be broke
up into three sections.

The first section, the falling part of the curve, corr
sponds to a transition from the mass velocity at timeT50,
which is determined by the shock adiabatics of interact
bodies,11 to the penetration velocity itself. In other word
this branch of the curve reflects the transition from t
shock-wave-induced interface displacement to penetratio

The second, rising section describes the initial stage
penetration, which starts from a certain minimum veloc
increasing with time to an approximately constant level.

The third section corresponds to constant-velocity p
etration.

Thus penetration into a ceramic may be considered
two-stage process, with the first stage being low-veloc
penetration with a progressively increasing velocity, and
second, quasisteady constant-velocity penetration. Bec
in the given conditions the penetration velocity is determin
by the resistance to penetration, the first stage may be ca
a high-resistance stage. The increase in the penetration
locity ~decrease of the resistance! in this stage can be ac
counted for by the progressively increasing target stren
degradation and the transition to the zero-strength st
Hence penetration in the second stage occurs into a fractu
weakened medium, whose resistance to penetration mu
determined primarily by the forces of inertia.

FIG. 1. Dependence of the penetration velocity of a steel projectileV0

51.6 km/s) into ceramic targets~1—Al2O3, 2—SiC,3—AlN/TiN, 4—B4C,
5—glass! on time.
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The variation of the target resistance to penetration
be followed also from the dependence of the projectile e
sion ratedL/dP on penetration depthP ~Fig. 2!. The initial
transient stage corresponds here to the onset of quasi-st
flow of the projectile. After the transient stage one obser
intensive projectile erosion~the stage of high resistance t
penetration! followed by erosion with a practically constan
rate ~penetration into a weakened medium!. Such adL/dP
relation is in full agreement with theU(T) dependence.

The data displayed in Figs. 1 and 2 indicate that
resistance to penetration is high only in the initial stage
the process. One may consider this stage to come to an
with fracture of the ceramic and complete loss of strength
the medium. Hence the high ceramic resistance to imp
must depend on the parameters of this initial stage, in p
ticular on its duration and the initial minimum penetratio
velocity.

Figure 3 presents dependences of the penetration ve
ity U on time obtained for various transverse dimensions
the sample. The duration of the low-velocity penetrati
stage is seen to decrease with decreasing transverse di
sions of the sample. The ceramic comminution in this c
occurs faster under the action of the stronger tensile-st
waves propagating from the free side surfaces of the sam

The dependences of the penetration velocityU on time
for various pressures at the interface are shown graphic
in Fig. 4. The data obtained show that as the projectile m

FIG. 2. Dependence of the steel-projectile erosion ratedL/dP (V0

51.6 km/s) on penetration depthP.
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terial density and the impact velocity increase, the minim
penetration velocity increases, and the duration of the lo
velocity stage decreases. This is attributed to the increa
level of shock loading of the material, which accelerates
tiation and development of brittle fracture in the sample.

As for the effect of the properties of high-hardne
brittle media on the parameters of the low-velocity pene

FIG. 3. Dependence of the steel-projectile penetration velocityV0

51.6 km/s) into an AlN/TiN target on time for various transverse dime
sions of the target~1—20320 mm, 2—40340 mm!.

FIG. 4. Dependence of the penetration velocity of a~1! tungsten and~2,3!
steel projectile into an AlN/TiN target on time.V0 (km/s): 1,2—1.6,3—1.3.
-
ng
i-

-

tion stage, as follows from Fig. 1, the penetration kinetics
essentially different for the materials studied in the work.
particular, this stage of low-velocity penetration~high resis-
tance! in glass, which is characterized by the lowest streng
hardness, and fracture toughness, is less pronounced. H
ever a correlation of the physicomechanical characteristic
ceramic materials with the parameters of the penetration
cess requires further investigation.

Thus a systematic experimental study of high-veloc
penetration of plastic projectiles into brittle media has est
lished that:

~1! The resistance to penetration into brittle med
depends strongly on time;

~2! Penetration into ceramics and glasses occurs a
two-stage process. In the first stage, the penetration proc
with a velocity increasing in the course of the ceramic fra
ture. In the second, the penetration velocity is nearly cons
and is determined primarily by inertial resistance of the m
dium;

~3! The duration of the first penetration stage and
minimum penetration velocity determining the ceramic e
ciency under high-velocity impact depend on the target m
terial and geometry, as well as on the impact intensity. T
way to an increase of the resistance of ceramics and gla
to high-velocity impact lies in increasing the duration of th
stage and reducing the minimum penetration velocity.

Support of the Russian Fund for Fundamental Resea
~Grant 96-01-01207a! is gratefully acknowledged.
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Interfaces between nanostructures and stepwise creep in highly oriented polymers
E. M. Ivan’kova, V. A. Marikhin, L. P. Myasnikova,* ) N. I. Peschanskaya,
and P. N. Yakushev

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, 194021 St. Petersburg, Russia
~Submitted February 11, 1999; resubmitted February 26, 1999!
Fiz. Tverd. Tela~St. Petersburg! 41, 1788–1791~October 1999!

A comparative laser-interferometric study of steady creep in oriented ultrahigh-molecular-weight
polyethylene films differing in the structure of interfaces between nanosized structural units
has been carried out to gain a better understanding of the creep mechanism in oriented polymer
materials. In contrast to conventional methods, laser interferometry permits measurement
of creep rates from very small strain increments (0.3mm) to within 1%. This technique made it
possible to detect the stepwise nature of plastic deformation in creep. The data obtained
suggest that the creep rate and its periodic changes are controlled by the structure of the interfaces,
and that the plastic deformation itself occurs to a considerable extent through shear of
nanosized structural units relative to one another by an ‘‘acceleration-deceleration’’ type. It is
proposed that the ‘‘deceleration’’ phase is due to a glide resistance created by some
‘‘stoppers’’ having either physical or chemical nature, which become destroyed and reappear
again in the course of creep. ©1999 American Institute of Physics.@S1063-7834~99!01410-0#
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Highly oriented, ultrahigh-molecular-weight polymer fi
bers prepared by gel spinning1 possess a high strength and
high elastic modulus combined with a low specific weig
which makes them promising construction materials. Ho
ever they exhibit also a low creep resistance, which lim
substantially their application potential.

There are many publications dealing with creep in po
mers. While a variety of models have been proposed thus
to describe this phenomenon, the mechanism of creep
remains unclear. Various combinations of elements of
Newton, Maxwell, Voigt and other models are employ
usually in simulation of the process. Most of the autho
consider the creep of oriented polymers as a process
trolled by deformation of the entangled molecular netwo
and diffusion of defects through crystalline regions.2,3 Some
publications find an analogy between the processes of c
and fracture and suggest the creep to be dominated by
sions of macromolecules.4 However practically all of them
disregard the existence of a complex hierarchy of nanost
tures in an oriented material and neglect the possibility
their effect on the long-term characteristics of a mater
There are only a few studies considering the possible co
bution of interfibrillar slip to the total deformation of a
oriented polymer.5 At the same time it would be difficult to
imagine that nanostructural units~micro- and macrofibrils!
do not shear in steady creep. Our recent laser-interferom
study revealed a stepped nature of the plastic deformatio
highly oriented fibers of ultrahigh-molecular-weight polyet
ylene~UHMPE! and permitted relating it to a possible she
deformation of microfibrils and microfibrillar layers.6 It was
proposed that interfibrillar slip is controlled by the structu
of the interfibrillar regions.

The objective of this work was to learn whether nan
structural morphological units slip with respect to one a
other in the course of steady creep and what is the
1641063-7834/99/41(10)/3/$15.00
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played by the structure of the interfaces separating th
Samples with completely different kinds of nanostructu
connections were prepared to study this problem.

1. SAMPLES FOR THE STUDY

The samples of type I were prepared by gel-casting fr
a 2%-solution of UHMPE in decalin, drying in air, and draw
ing the films cut from it to various draw ratiosl ~24, 64, and
119! by high-temperature multi-stage zone drawing. Besid
the gel films drawn tol524 were modified by chemica
cross-linking ~type-II films! by impregnating them with a
radical initiator CHCl5CCl2 ~trichloroethylene!, followed
by UV irradiation for three min for the cross-links to form
Samples of type III were prepared from films crystalliz
from the melt and drawn by the above procedure. They co
not be drawn to more thanl57.5. It is known that the
nanosized structural units~microfibrils! in type-I samples are
connected by a few tie molecules, while in type-III samp
their number is much higher.7 It is these molecules that in
terfere with reaching high draw ratios. It may be thought th
cross-links in type-II samples also form between m
crofibrils, because the large size of the trichloroethylene m
ecule makes possible its diffusion apparently only into
interfibrillar space.7

Thus the films under study represent model samples w
different structural organization of interfaces, namely, w
nanostructural units weakly connected and loosely packe
type-I samples withl524, weakly tied but closely packe
in type-II samples withl5119, cross-linked by many long
bent molecular segments in type-III samples withl54, con-
nected by many, predominantly extended, molecular s
ments in type-III samples withl57.35 and, finally, tied by
short cross-links in type-II modified samples withl524.
1 © 1999 American Institute of Physics
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2. EXPERIMENTAL

The unique laser-interferometric method developed8 at
the Ioffe Physicotechnical Institute was used to measure
steady creep rate under constant load at room tempera
To be able to compare the plastic properties of the mate
under study under the same conditions for all samples,
experiments were carried out by applying a stress of 50%
the tensile strength measured separately for each sample
creep rate was calculated for each minimum increment of
total strain (0.3mm). An analysis was made of the depe
dence of the strain rate«̇ on strain« ~the so-called Sherby–
Dorn plots!.

3. RESULTS

As evident from the Sherby–Dorn plots, all the samp
studied exhibited a clearly pronounced nonuniformity in t
steady creep rate~Fig. 1!. It looks as if plastic deformation
develops always in multiple successive jumps, and the st
rate in an individual jump can be either higher or lower th
the average creep rate, i.e., the process periodically acc

FIG. 1. Room-temperature creep under a constant load equal to 50% o
tensile stress of each sample. Sherby–Dorn plots for gel-spun UHM
samples drawn tol524 ~1!, for the same samples cross-linked by trichl
roethylene~2!, gel-spun samples withl of 64 ~3! and 119~4!, as well as for
melt-cast films withl of 4 ~5! and 7.35~6!.
e
re.
ls
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ates and decelerates. However the deviation from the ave
rate depends on sample type. It is higher for samples wi
smallerl and for samples of type I~curve1 in Fig. 1! and
type II ~5 in Fig. 1!. Besides, it decreases with increasi
draw ratio. A comparison of curves1 and2 in Fig. 1 shows
that formation of cross-links acts in a similar way. At th
same time both cross-linking and drawing result in a d
crease of the average steady-creep rate and of the ultim
strain. The resolution of interferometric strain recording
high enough to permit revealing simultaneous developm
of jumps on several size scales~a few microns, tens and
hundreds of microns!, with large jumps being composed o
small ones, and their number and interrelation being dep
dent on the interface structure.

It is believed that the stepwise flow nature exists at
deeper structural levels, including molecular, as well.9 The
unresolved microscale~intracrystallite! shear may act as a
trigger for a larger-scale~micron-size! strain. The interfero-
metric data were used to calculate the relative change in
steady creep rate, which is characterized by the param
h5u«̇maxu/u«̇minu. This ratio was found for each two neigh
boring points, i.e., in steps of 0.3mm ~Fig. 2!.

The jumps in the absolute creep rate are certainly
adequate for those in the relative rateh. For instance, the
highest-oriented samples of type I (l5119) and II (l
57.35) ~curves4 and 6 in Fig. 1, respectively! exhibit the
smallest scatter in absolute creep rate, while their jumps
the h parameter are an order of magnitude larger than th

the
E

FIG. 2. Parameterh vs strain for the same samples. Notation same as in F
1.
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observed in all the other samples~curves4 and6 in Fig. 2!.
The smallest changes in the relative creep rate are see
occur in cross-linked samples~curve2 in Fig. 1!. Note that
these results show a good reproducibility~Fig. 3!.

The clearly pronounced difference in the jumplike p
tern of steady creep among samples having different in
face structures provides supportive evidence for
hypothesis6 that shear deformation of the nanostructural un
~micro- and macrofibrils! proceeds stepwise under a consta
applied load. It appears reasonable to suggest the exist
of some ‘‘stoppers’’ inhibiting fibril glide with respect to on
another. These stoppers could have both a physical~molecu-

FIG. 3. Parameterh vs strain for two original gel-spun UHMPE films draw
to l524 ~a,b! and the same films cross-linked by trichloroethylene~c,d!.
to

-
r-
e
s
t
ce

lar interaction! and chemical~interfibrillar molecules, chemi-
cal cross-links! nature. Creep develops through local micr
shear of nanostructural units produced in overcoming
potential barriers which prevent destruction of physical kn
and covalent bonds. It should be pointed out that the in
ferometric method is very sensitive to the height of the
barriers. For instance, the jumpsh in the relative creep rate in
the highly oriented, strongly cross-linked~strong stoppers!
PE fibers manufactured by DSM Co.~Netherlands! studied
by us earlier were larger than those in non-modified fibe
whereas in the weakly-tied and weakly oriented~weak stop-
pers! films investigated hereh decreased compared to that
the non-modified films.

The above data obtained on model samples provid
convincing argument for the assumption that the creep p
cess consists of jumplike glide of nanostructural morpholo
cal units. These observations open up a way for effici
suppression of creep in highly oriented polymer materials
creating strong stoppers inhibiting the motion of the kine
units.

The authors are indebted to Drs. M. Jacobs a
N. Heijnen, DSM Co.~Netherlands!, for providing us cross-
linked gel-spun samples of UHMPE.
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Spin fluctuations and peculiarities of semiconductor–metal electronic transitions
in almost ferromagnetic compounds of transition metals
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The influence of spin fluctuations on the energy spectra ofsp andd current carriers in almost
ferromagnetic semiconductors based on compounds ofd transition metals is examined. It
is shown that because electron spectra split in the fluctuating exchange fields in almost
ferromagnetic systems, electronic transitions of the type semiconductor–metal are
possible, accompanied by the disappearance of energy gaps in the spectra of thesp andd
electrons at various temperatures and by a shift of the chemical potential into the region of allowed
energies. A specific analysis of similar electronic transitions is presented, based on the
almost ferromagnetic compound FeSi. ©1999 American Institute of Physics.
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1. Semiconductor–metal electronic transitions
narrowband, strongly correlated compounds of transitiod
metals proceed differently and are characterized by pecul
ties, the reason for which have not been fully establish
For example, in the antiferromagnetic oxides of titanium a
vanadium, they are accompanied by a ‘‘collapse’’ of the g
in the d band and a simultaneous jumplike growth of t
conductivity by several orders of magnitude.1,2 At the same
time, in the almost ferromagnetic compound FeSi and
alloys with the monosilicides of cobalt and mangane
semiconductor–metal electronic transitions have a co
pletely different nature displayed in a gradual growth w
temperature of the electrical conductivity and the magn
susceptibility, culminating in the formation of a metall
state with a positive resistivity temperature coefficie
~RTC!.3–5 Experimental studies of the static and optic
conductivities4 have established that ‘‘collapse’’ of the en
ergy gap in thed spectrum and the change of sign of t
RTC take place at different temperatures.

In Refs. 6 and 7, on the basis of an analysis of exp
mental data on the electronic properties of almost a
weakly ferromagnetic compounds, it was shown that s
fluctuations lead to a splitting of the energies ofd electrons
in fluctuating exchange fieldsj. In semiconductors, such
splitting leads to a change in the energy gap between
valenced band and the conductiond band @Eg(j)5Eg(0)
22j# with this gap disappearing due to monotonic grow
of j(T) at T>Tg

(d)'100 K ~Ref. 7!.
This latter circumstance is apparently one of the reas

for the stretched-out~in temperature! electronic transition
observed in almost ferromagnetic semiconductors. Howe
in such a simplified model, which does not consider the
fluence of spin fluctuations on the spectra ofsp electrons
~whose spin magnetic moments interact with the fluctuat
magnetic moments of thed electrons as a consequence of t
1641063-7834/99/41(10)/5/$15.00
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sp,d exchange interaction!, it is not possible to obtain quan
titative agreement with experimentally observed comp
temperature dependences of transport properties in the m
rials considered. In particular, in almost ferromagnetic Fe
the energy gap in thed band disappears at 100 K, and th
electrical resistivity begins to grow above 350 K~Ref. 5!,
which cannot be explained by any model which only tak
account of spin-fluctuation splitting ofd states. Therefore, to
understand specific features of electron transitions in alm
and weakly ferromagnetic compounds of transition meta
we deem it necessary to analyze the spin-fluctuation re
malizations of the energy spectra ofsp current carriers.

2. To analyze the role of spin-fluctuation renormaliz
tions ofsp electron spectra, we utilize the Hamiltonian of th
generalizedsd model

H5H01Hdd1Hint , ~1!

in which

H05 (
i ,k,s

« l ,kal ,k,s
1 al ,k,s ~2!

is the Hamiltonian of the noninteractingsp ( l 51) andd ( l
52) electrons;

Hdd5U(
q

Nq,s
d N2q,2s

d ~3!

is the Hamiltonian of the Hubbard model for thed electrons;

Hint5 (
l ,l 8,q

Qq
l ,l 8Sq

l Sq
l 8 ~4!

is the Hamiltonian of the exchange interaction of thesp
electrons with each other (Qq

1,15I q) and with thed electrons
(Qq

1,25Qq
2,15Jq).
4 © 1999 American Institute of Physics
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In Eqs. ~2!–~4! « l ,k re the one-electron band energie
al ,k,s

1 (al ,k,s) are the creation~annihilation! operators of the
sp ( l 51) andd ( l 52) electrons,k is the electron momen
tum,s is the spin quantum number,U is the parameter of the
intra-atomic Coulomb repulsion of thed electrons (Qq

2,2

[U), I q and Jq are the parameters of thesp,sp and sp,d
exchange interactions, respectively,

Nq,s
d 5(

k
a2,k,s

1 a2,k1q,s

is the Fourier-transform of the electron density operator w
wave vectorq and spins, in the system ofd electrons, and
Sq

l is the Fourier transform of the spin density vector ope
tor of thesp ( l 51) andd ( l 52) electrons.

The calculation of the thermodynamic potential and
Green’s functions (G) of the system of electrons describe
by the Hamiltonian~1! is a complicated many-body problem
One of the methods for solving it is based on its reduct
with the help of the Stratonovich–Hubbard transformat
~see Ref. 8! to a study of electron motion in fluctuating ex
change (j) and charge (h) fields. Earlier,6,7 this method was
used to describe the properties ofd electrons in the Hubbard
model with the Hamiltonian~2!. In the present paper w
present a generalization of this method to the two-bandsp,d
model. Here we use the formalism of Matsubara–Gree
functions9 directly dependent on the density of states and
spectra ofsp andd electrons,

Gl ,k,s5
1

T
^Tta l ,k,s

1 al ,k,ss~1/T!&0 /^Tts~1/T!&0 . ~5!

HereT is the temperature in energy units,Tt is the or-
dering operator in imaginary timet, k5(k,vn), vn5(2n
11)T is the Fermi Matsubara frequency (n is an integer!,
^ . . . &0 denotes quantum-statistical averaging with t
Hamiltonian~2!, s(1/T) is the scattering matrix, defined i
terms of the Hamiltonians~3! and ~4! in the Matsubara in-
teraction representation.9

To calculate the Green’s functions, we introduce t
generating functional

V~l!5V02T lnK Tt expH 2F E
0

1/T

dt„Hdd~t!

1Hint~t!…1 (
l ,k,s

l l ,k,s al ,k,s
1 al ,k,s /TG J L , ~6!

which for l l ,k,s→0 coincides with the thermodynamic po
tential of the system under consideration,V0 is the thermo-
dynamic potential of the noninteracting electrons,Hdd(t)
and Hint(t) are the interaction Hamiltonians~3! and ~4! in
the Matsubara interaction representation. We represent
Green’s functions~5! in terms of the generating functiona
~6!

Gl ,k,s5 lim
l l ,k,s→0

]V~l!/]l l ,k,s . ~7!
,

h

-

e

n

’s
e

e
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Next, employing the Stratonovich–Hubbard transformati
in analogy with Refs. 6 and 7 we express Eq.~6! in terms of
functional integrals of the fluctuating exchange and cha
fields

V~l!5T lnE
2`

`

)
l ,q, j ,g

djq, j ,l
(g) expH 2(

l ,q
Ujq,l u21C~j!J .

~8!

Here

C~j!52(
q

(Xqujq,2u214JqAqjq,2j2q,1)

1TE
0

1/T

dt(
n,k

ln@~ ivn2l l ,k2« l ,k!2

2ujl ,n~t!u2#,

Aq5$~U2Jq/2!~ I q2Jq/2!/@~UI q12JqI q

25Jq
2/4!~UI q12JqU25Jq

2/4!#%1/2,

cl ,q5F S T det~Qq!(
l 8

Qq
l ,l 8~21! l 81 l D Y S det~Qq!

12Jq(
l 8

Qq
l ,l 8~21! l 81 l D G1/2

,

jq,l is a complex vector with coordinatesjq,l
g 5jq,1,l

g

1 i jq,2,l
g , g5x,y,z, jl ,n(t)5(q,ncl ,qjq,lexp(i2nTt2iqn)/

N0 , N0 is the number of sites of the crystalline lattice,

X~q,v!>aq22
ibv

q
, ~9!

the coefficientsa andb are found either from an analysis o
neutron scattering data or from magnetic measurements~see
Refs. 6–8!.

According to Ref. 3, integrals~8! can be calculated by
the method of steepest descent in the variablesr q,l

g 5ujq,l
g u.

Next, substituting the resulting expression for the genera
functional into~7! and restricting the calculation to the ca
of the weaksp,d exchange interaction (U@J), we find the
paramagnetic Matsubara Green’s function of thesp and d
electrons in the form

Gk,l5 (
a561

~ ivn2«k,l2aj l !/2. ~10!

Here j l is the magnitude of the spin-fluctuation splitting
the energy spectrum of thesp ( l 51) andd ( l 52) electrons,
expressed in terms of the amplitude of the spin fluctuati
in the d subsystem

j1
25(

q
Jq

2^mq
2&/N0 ,

j2
25U2(

q
^mq

2&/N0 ,

^mq
2&5E

2`

`

dv~ f B~v!11/2!D21~q,v,j2!/~2U !, ~11!
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where f B(v) is the Bose function,

D~q,v,j2!5@~D0
21~q,v,j2!2Jq

2/~2U2!!21

1~D0
21~q,v,j2!1Jq

2/~2U2!!21#/2,

D0
21~q,v,j2!5D0

211X~q,v!,

D0
215122Une f /~3j2!2Ug̃~m,j2!/3,

ne f5 (
a561

aE d«g0
(2)~«! f ~«2m2aj2!/2,

g̃~m,j2!52 )
a561

g0
(2)~m1aj2!/ (

a561
g0

(2)~m1aj2!,

m is the chemical potential, found from the condition of ele
trical neutrality with renormalized densities of states,f («
2m) is the Fermi–Dirac function,g0

( l )(«) is the density of
states of the noninteractingsp ( l 51) andd ( l 52) electrons.

In the region of comparatively high temperatures, wh
the spin fluctuations are thermal, and zero spin fluctuati
can be neglected, according to Ref. 7

j15~J/U !2j2>~J2/U !bTD0
21/2~D0

211a!1/2, ~12!

whereJ is the homogeneous part of thesp,d exchange.
At the same time, for low enough temperatures, where

fact only zero spin fluctuations are realized,7

j15~J/U !2j2>~J2/U !@~3U/pb!~12D0
22a22!#1/2.

~13!

Next, performing an analytic continuation of the Matsuba
Green’s functions~10! onto the real axis (iv2n11→v1 i0)
and transforming to the two-time temperature Gree
functions,10 we find the densities of states of thesp and d
electrons in the paramagnetic case with the spin-fluctua
renormalizations of the electron energy spectra taken
account

g( l)~«!5 (
a561

g0
( l)~«1aj l!/2

5 (
a561

(
k

d~«k,l1aj l2«!/N0 . ~14!

As follows from Eq.~14!, the electron spectrum is spl
by the fluctuating exchange fields, and growth with tempe
ture of the amplitudes of the spin fluctuations in the syst
of electrons under consideration leads to suppression of
gap not only in thed, but also in thesp bands

Eg
( l)~T!5Eg

( l )~0!22j l . ~15!

Here it can be seen that, under conditions of equality of
band gaps in the spectra of thesp andd electrons~as is the
case in FeSi! and a weaksp,d exchange interaction, th
energy gap in the spectra of thesp electrons disappears a
higher temperatures than for thed electrons@see Eq.~15! and
Figs. 1 and 2#.

3. We perform a specific quantitative analysis of t
electronic transition in the instance of almost ferromagne
FeSi, which, according to the results of band calculation11

should be a semiconductor with an energy gap between
-

e
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n

a

s

n
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e
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valence band and the conduction band~both in thesp and in
thed spectra! roughly equal to 0.12 eV. At the same time, th
experimental data12 at temperatures up to 5 K show that
semimetallic state exists in this temperature range whic
not described by the one-particle model of Ref. 11. At high
temperatures, at first a semiconducting phase arises, the
100 K according to measurements of the optical cond
tivity4 the energy gap in thed band disappears, and a meta
lic state begins to form, accompanied by a smooth growth
the magnetic susceptibility, and atT.350 K, of the electri-
cal resistivity.

To estimate the total conductivity of thesp ( l 51) andd
( l 52) electrons

s5(
l

s l ~16!

we assume, in accordance with Ref. 13, that

s l54e2E
2`

`

w l~«!~2] f ~«2m!/]«!d«/3h2. ~17!

Here

w l~«k,l !5t lk
2dk/d«k,l , ~18!

the relaxation time

t l}k2r 21~]«k,l /]k!2, ~19!

FIG. 1. Density of states of thesp electrons:~a! U50 ~Ref. 11!, ~b! T
54 K, ~c! T5100 K, ~d! T5200 K, ~e! T5350 K, ~f! T5600 K, ~g! T
5650.
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r is a parameter of the impurity (21/2) or phonon~3/2!
scattering, and the electrond andsp spectra are modeled o
the basis of the formula for the density of states in
effective-mass approximation

g( l )~«k,l !5k2~]«k,l /]k!21. ~20!

To calculate the amplitudes of the spin fluctuations,
employ relations~11!–~13! and use the values of the spin
fluctuation parametersa and b, obtained in Ref. 7 from an
analysis of neutron scattering data. Specifically,a50.1 and
b530/U in Eq. ~13! for the low-temperature region
a50 andb510/U in Eq. ~12! for the region of compara
tively high temperatures.

Calculations of the total conductivity~16! using the
above procedure show that agreement with experimental
over a wide temperature interval is achieved forJ'0.1U
~Fig. 3!.

Analysis of calculations of the renormalized densities
states of thed and sp electrons shows that the chemic
potential up toTg

(d)'100 K is found at the center of the ban
of forbidden energies of both types of current carriers. The
fore, for T,Tg

(d) the temperature dependence of the elec
cal resistance of FeSi is described by an exponential l
After the disappearance atT5Tg

(d) of the energy gap in the
spectrum of thed electrons, their state metallizes. In turn, t
chemical potential~due to asymmetry of thed bands! begins

FIG. 2. Density of states of thed electrons:~a! U50 ~Ref. 11!, ~b! T
54 K, ~c! T5100 K, ~d! T5200 K, ~e! T5350 K, ~f! T5600 K, ~g! T
5650.
e

e

ta

f

-
i-

.

to shift to the left along the energy axis~Figs. 1 and 2! and at
T'200 K falls into the valence band of thesp electrons.
Here, the forbidden band in the spectrum ofsp electrons
does not disappear although it continues to narrow. Thus,
nature of the temperature dependence of the electrical re
tance ford electrons above 100 K, and then forsp electrons
above 200 K, acquires a metallic character. Then, accord
to our estimates, atTg

(sp)>350 K the ‘‘collapse’’ of the en-
ergy gap occurs in the spectrum of thesp electrons and, as a
consequence, a deep dip appears in the corresponding en
region. At the same time, the continuing changes in the d
sity of d states~with growth of T) lead to the result that the
direction of shift of the chemical potential reverses, and
begins to shift toward the newly formed minimum in th
density of sp states. This latter circumstance results in
significant decrease in the number ofsp states near the po
sition of the chemical potential and an abrupt increase in
electrical resistivity of these current carriers. It is especia
significant that the number ofd states in the energy regio
near the chemical potential varies quite weakly, for whi
reason the temperature dependence of the resistivity od
electrons is nearly linear. In addition, over the entire te
perature range under discussion, and even up toT'600 K,
the electrical resistivity of thesp electrons is so large that it
extremal dependence has no effect on the temperature v
tion of the total resistivityr(T) although it does allow us to
improve the quantitative agreement with experiment. W
further increase of the temperature, the depth and width
the dip in the density ofsp states fall off, which again lead
to a growth of thesp conductivity. AboveT'600 K the
abrupt variation of the number ofsp states near the positio
of the chemical potential gives way to a significantly slow
variation, which makes it possible to identify the temperatu
dependence due to scattering of these electrons. The va
of the density of states ofsp electrons near the position o

FIG. 3. Temperature dependence of the resistance of FeSi. Point
experiment,5 lines — calculation:~1! total contribution of thesp and d
electrons,~2! resistance of thed electrons,~3! resistance of thesp electrons.
The inset plots the contribution of thesp electrons to the resistance of FeS
at temperatures below 600 K.
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the chemical potential turn out to be quite large, which
gether with the smallness of the effective mass of the cur
carriers of the given type makes their contribution to the to
electrical resistivity stand out.

Additional renormalizations of thesp andd states arise
in the low-temperature region due to an increase in the z
spin fluctuations. In Ref. 7 it was shown that this leads to
formation of a ‘‘gapless’’ energy spectrum ofd electrons.
However, even at maximum amplitude of the zero spin fl
tuations, which is equal to 0.08~in units of two Bohr mag-
netons!, the narrowing of the gap in thesp spectra turns ou
to be comparatively small, and a ‘‘gapless’’ state does
arise in it. Therefore, the concentration of thed current car-
riers atT,Tg

(sp)>350 K is much greater than that of thesp
carriers, and the contribution of the latter to the electri
conductivity in the indicated temperature range can be
glected. We associate the temperature dependence o
electrical resistivity at low temperatures (T,5 K) observed
in Ref. 12 with the excess amplitude of of the zero sp
fluctuations, the scattering by which here is apparently
strongest. However, at present the spectral functions for
zero spin fluctuations are unknown, and therefore direct
culations of the relaxation times associated with sp
fluctuational scattering ofd electrons are not possible.

Analyzing for the case of FeSi electronic transitions
almost ferromagnetic compounds ofd metals shows that the
formation of a metallic phase in them is accompanied
disappearance of the energy gap, both in thed and in sp
bands. In so far as these effects take place at different t
peratures, states of intermediate conductivity are formed
certain temperature intervals which cannot be identified
either semiconducting or metallic. In almost ferromagne
FeSi, such states are formed atT,5 K and in the interval
100–350 K. In this case, the semiconducting phase ar
only in the temperature interval from 5 to 100 K, and t
metallic phase is formed in a region of comparative
high temperatures:T.350 K. Similar trends explain the
stretched-out~in temperature! electronic transition in FeSi in
contrast to compounds of transition metals where the rea
for the electronic phase transitions is Coulomb correlati
in the system ofd electrons, which do not affect thesp
-
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electron states. In this regard, in FeSi, where measurem
of the optical conductivity have so far been carried out o
at temperatures below 300 K~Ref. 4!, it would be of interest
to perform high-temperature measurements, in particula
the temperatures at which the energy gap in thesp electron
spectra disappears.

What is more, taking into account the definite similari
in the properties of FeSi and the so-called Kondo syste
based on compounds of rare-earth metals~e.g., CeNiSn,
CeBi4Pt, and SmB6),12 for these latter compounds the ele
tronic transitions considered here are also a possibility.
analysis of neutron scattering data and spin-fluctuation e
tation spectra in this systems over sufficiently wide tempe
ture intervals is needed. Such data, as far as we know
presently lacking.
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Field-induced magnetic phase transitions in the Yafet–Kittel model
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The Yafet–Kittel model for a two-sublattice ferrimagnet with an antiferromagnetic exchange
interaction in one of the sublattices was developed to describe magnetic-field-induced phase
transitions in the isotropic and Ising cases. Depending on the relative values of the exchange
parameters of the inter-sublattice interaction and the intra-sublattice interaction in the isotropic
case, two types of magnetic phase diagrams with two types of second-order phase transitions
are possible: to the noncollinear phase and to the spin-flip phase, and, in the Ising case, three types
of magnetic phase diagrams with first-order phase transitions are possible. ©1999
American Institute of Physics.@S1063-7834~99!01610-X#
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1. In a two-sublattice ferrimagnet with stable sublattice
an external magnetic field induces a transition from the
rimagnetic state with antiparallel arrangement of the m
netic moments of the sublattices to the ferromagnetic s
with parallel magnetic moments via two second-order ph
transitions through a noncollinear phase or, in the prese
of a large enough uniaxial magnetic anisotropy, via one fi
order transition. If there exists an antiferromagnetic e
change interaction inside one of the sublattices of the fe
magnet, thanks to which that sublattice can decay into
equivalent sublattices, then the magnetic phase diagrams
the magnetization curves become substantially more com
cated. The first attempt to describe magnetic systems of s
type was the Yafet–Kittel model1 ~see also Ref. 2!, which
considers a two-sublattice ferrimagnet with an antiferrom
netic exchange interaction in each sublattice. In the mole
lar field approximation the possible magnetic states of suc
system were calculated in the absence of an external m
netic field in the exchange interaction. The idea of triangu
ordering was introduced, which corresponds to an orienta
of the magnetic moments of all the sublattices at cert
angles with respect to each other, and it was shown tha
presence entails the possibility of an increase in the sat
tion magnetization in the presence of an external magn
field even in the limitT→0 K.

The Yafet–Kittel theory was developed for ferrites wi
spinel structure. While still remaining relevant for the
compounds, if this theory is developed from the case
spontaneous transitions to transitions induced by an exte
magnetic field, it can be used to describe the magnetic p
erties of many other compounds, including intermetall
with rare earths, e.g., ternaries of the typeRMn2X2 , where
X5Si or Ge. The present paper is dedicated to such a de
opment of the Yafet–Kittel theory.

2. Let us consider the two-sublattice ferrimagnet with
antiferromagnetic exchange interaction inside one of the s
lattices, thanks to which that sublattice can decay into t
1641063-7834/99/41(10)/3/$15.00
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equivalent sublattices with magnetic momentsm1 and m2 ,
where m15m25m. We calculate the magnetic phase di
grams and magnetization curves of such a ferrimagnet in
molecular field approximation, in which the magnetic m
ments in a state of thermodynamic equilibrium are assum
to be aligned with the effective fields acting in them. We w
analyze the signs and magnitudes of these effective fi
and chose the states corresponding to minimum values o
thermodynamic potential for a prescribed value of the ex
nal magnetic field.

In the exchange approximation~in the absence of mag
netic anisotropy! the thermodynamic potential can be writte
in the form

F5J1m1•m2/21J2M•m1/21J2M•m2/2

2H•~m11m21M !. ~1!

Here J1 and J2 are the parameters of the antiferromagne
(J1 ,J2.0) exchange interaction inside the unstable sub
tice and between the sublattices, respectively;M is the mag-
netic moment of the stable sublattice.

We list the phases realized in such a ferrimagnet. Th
are four of them. Three of them are characterized by para
orientation ofm1 andm2 , which thus form a common sub
lattice and are similar to the phases of an ordinary ferrim
net: a ferrimagnetic phase with antiferromagnetic orientat
of m11m2 and M ~phaseA), a ferromagnetic phase (F),
and a noncollinear phase (N). The fourth and last phase i
the triangular phase, and we denote it asC ~canted!. In it the
momentsm1 andm2 form an angleu with the direction of
the field which is given by

cosu5
2H7J2M

2J1m
. ~2!

This phase is the initial state of the ferrimagnet forM /2m
,J1 /J2 ; the sign in the denominator is minus ifJ1.J2 and
plus if J1,J2 . In the opposite case (M /2m.J1 /J2) the A
9 © 1999 American Institute of Physics
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phase is the initial state. All of the phase transitions
second-order, and the critical fields are given by the follo
ing relations:

HC↔A5H J1m2J2M /2 for J1,J2 ,

2J1m1J2M /2 for J1.J2 ;

HC↔F5J1m1J2M /2;

HA↔N5J2uM22mu/2;

HN↔F5J2~M12m!/2. ~3!

The magnetic phase diagrams are shown in Fig. 1. Figu
depicts the most interesting magnetization curve with th
second-order phase transitions, which is realized forJ1,J2

FIG. 1. Magnetic phase diagrams of a ferrimagnet with antiferromagn
exchange interaction in one of the sublattices~isotropic case!: for J1.J2 ~a!
and forJ1,J2 , i 5J2 /J1 ~b!. The solid lines represent second-order pha
transitions.

FIG. 2. Schematic magnetization curve in the case of the phase diagra
Fig. 1~b! for M /2m,J1 /J251/i .
e
-

2
e
andM /2m,J1 /J2 . For values of the parameters not satisf
ing these relations, the magnetization curves contain ei
one transitionC→F or two transitionsA→C→F or F→N
→F.

3. Going beyond the limits of the exchange approxim
tion and taking the finite anisotropy of both sublattices in
account is a very relevant and interesting problem. We h
extracted the results for this situation into a separate pa
and in the present paper consider only the limiting case o
infinitely large anisotropy~the Ising case!. For this case the
scalar products of the magnetic moment vectors in the th
modynamic potential~1! should be replaced by products o
the projections of the magnetic moments onto the Ising a
since the remaining projections are equal to zero. In t
case, the noncollinear and triangular phases cannot be
ized, but the ferrimagnetic phase (A) and the ferromagnetic
phase (F) are joined by another collinear phase, in whichm1

FIG. 3. The same as in Fig. 1 for the Ising model for different relat
values of the exchange parameters:J1.2J2 ~a!; J2,J1,2J2 ~b!; J1,J2 ,
i 5J2 /J1 ~c!. The dashed lines represent first-order phase transitions.
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and m2 are ordered antiferromagnetically. We denote t
phase asAF. In this case three types of phase diagrams
realized, which are shown in Fig. 3 for different relativ
values of the exchange parametersJ1 and J2 . All of the
phase transitions are first-order. The magnetization cu
are characterized by one or two jumps, which occur at
critical fields

HA↔AF5~J2M2J1m!/2;

HAF↔A5
~J1m2J2M !m

2~m2M !
;

HAF↔F5~J2M1J1m!/2;

H↔F5J2m. ~4!

Note that the field of the transition between theA and AF
phases depends on which of the phases is the initial on
formulas~4! the expressions forHA↔AF andHAF↔A are dif-
ferent. In the case when theAF phase is the initial phase, th
critical field is a nonlinear function ofM and m, as can be
seen in the phase diagrams shown in Figs. 3b and 3c. Al
remaining critical fields are linear functions of the magne
zations of the sublattices. A peculiarity of the phase tran
tion AF→A is the fact that in it not one magnetic momen
as in all the other phase transitions, but two magnetic m
ments change their orientation, with the total magnetizat
changing fromM to 2m2M .

4. Thus, in this paper, in the effective field model, w
have calculated the magnetic phase diagrams of ferrimag
with an antiferromagnetic exchange interaction in one of
sublattices for the isotropic and Ising cases. A considera
s
re

es
e

in

e
-
i-

-
n

ets
e
n

of these limiting~in the magnetic anisotropy! cases is a nec
essary step in the solution of the problem for a ferrimagne
such type with arbitrary anisotropy. Ferrimagnets of this ty
include intermetallic compounds with a rare earth and m
ganeseRMn2X2 , which for some pure and diluted rar
earths in certain temperature intervals are characterized b
antiferromagnetic exchange interaction, both inside the m
ganese subsystem and between the rare-earth and mang
subsystems. The rare-earth subsystem in these compo
should be isotropic forR5Gd since Gd31 is an S-ion, and
Ising, e.g., forR5Dy since such is the single-ion nature
the anisotropy of the Dy31 ion. The available experimenta
data for the magnetic properties ofRMn2X2 compounds
~Refs. 3–5! points to the need to consider triangular orderi
for the magnetic moments of the rare earth and mangan
and, consequently, underscores the urgency of develo
the Yafet–Kittel model further along this path.

This work was carried out with the support of the Ru
sian Fund for Fundamental Research~RFBR! ~Project No.
96-02-16373! and with the joint support of INTAS–RFBR
~Project No. 95-641!.
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A transition of the field dependence of the electrical resistivity from a square law (;H2) above
Tc to a linear function (;H) below Tc is observed in the degenerate ferromagnetic
semiconductor HgCr2Se4(n). Together with the large negative magnetoresistance, these
magnetoelectric effects correspond to effects observed in the perovskite-type oxides
La12xCaxMnOd . Inasmuch as the undoped semiconductor HgCr2Se4 is a ferromagnet with
approximately the same critical temperature as the doped semiconductor and in view of the total
lack of data on the Jahn–Teller effect in this compound, we infer that our results cast
doubt on existing hypotheses~polaron and binary exchange! regarding the origin of the giant
magnetoresistance in La12xCaxMnOd . Impurity sd scattering is discussed as a possible
magnetoresistance mechanism for both compounds. ©1999 American Institute of Physics.
@S1063-7834~99!01710-4#
hi

iv
re

ti
e

ce
le
g
h

he

th
e

e-

ic
ure
by

ion:
is

t
ore-
ons-
as-
t
the

the
low-
ef.

r of

arate
field
ity
the
om
e

A detailed analysis of the magnetoresistance of t
films of the perovskite oxide La12xCaxMnOd shows that the
temperature and field dependences of the electrical resist
are dictated entirely by the magnetization at temperatu
both above and belowTc ~Ref. 1!. According to the interpre-
tation of current carriers as small-radius polarons,r(M )
'r(0)(12gM2) ~Refs. 2–4!. O’Donnell et al.1 have ob-
served an abrupt transition in the low-field (H→0) depen-
dence of the resistivity from a square law (;H2) aboveTc

to a linear function (;H) below Tc . According to polaron
concepts, the low-field dependence of the electrical resis
ity should exhibit a negative curvature at all temperatur
both aboveTc and belowTc ~Refs. 2–4!. However, the ex-
perimental curves have a positive curvature belowTc ~Ref.
1!. Moreover, Ecksteinet al.5 have observed a dependen
of the resistivity on the direction of magnetization in samp
of the same compositions. A similar anisotropy of the ma
netoresistance observed much earlier in transition metals
been well understood in terms ofsd scattering.6 These are all
new problems for the theory of electrical conductivity in t
oxides of transition metals.

The objective of the present study is to compare
experimental magnetoresistance curves of the ferromagn
semiconductor HgCr2Se4(n) at temperatures above and b
low the magnetic phase transition temperatureTc with the
analogous curves for La12xCaxMnOd . Like the latter, the
degenerate magnetic semiconductor HgCr2Se4(n) has a high
negative magnetoresistance (Dr/r'100%) with a peak in
1651063-7834/99/41(10)/4/$15.00
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the vicinity of Tc . According to band calculations,7 the bot-
tom of the conduction band in this compound has a 4s-3d
nature. We have previously8 proposed a 4s-3d mechanism
for the impurity scattering of carriers in nonstoichiometr
magnetic semiconductors, whereby the temperat
and field dependences of the resistivity are governed
the corresponding dependences of the magnetizat
r5r(M (T,H)). The results of calculations based on th
scattering mechanism9 for HgCr2Se4(n) are quite consisten
both with the actual existence of a large negative magnet
sistance and with its temperature dependence for this n
toichiometric compound. It is reasonable therefore to
sume, on the basis of the samesd-scattering mechanism, tha
the magnetoresistance of this compound could have
above-stated distinctive characteristics.

To identify the scattering mechanism responsible for
giant negative magnetoresistance, we have noted the
field electrical resistivity curves, analogous to those in R
1, for HgCr2Se4(n) both above and belowTc . As in Ref. 1,
we have observed a transition from square-law behavio
the magnetoresistance aboveTc to linear behavior belowTc .
Moreover, in the latter case we have also observed a sep
magnetoresistance peak superimposed on the linear
curve, attesting indirectly to a dependence of the resistiv
on the direction of the magnetic field. We emphasize that
object in question is a compound that differs altogether fr
La12xCaxMnOd , the only common ground being phas
2 © 1999 American Institute of Physics
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1653Phys. Solid State 41 (10), October 1999 Gavrichkov et al.
separation into conducting and nonconducting phases10 and
the same scattering mechanism.

The mechanism of binary exchange affecting the m
netoresistance is ruled out: The undoped compo
HgCr2Se4 is a ferromagnetic semiconductor wit
Tc5106 K. As the doping level or the degree of nonstoic
ometry is raised, the Curie temperature increases o
slightly, whereas the carrier mobility atTc increases by
roughly two orders of magnitude.11 Data on the Jahn–Telle
effect are nonexistent. Consequently, the concepts
polaron-type carriers must also be excluded for this co
pound. Realistically, we can contemplate scattering by s
disorder and scattering by nonstoichiometry defects. Ho
ever, the strong concentration dependence of the mobilit
low temperatures11 strongly supports the latter.

1. SAMPLES AND MEASUREMENT PROCEDURE

Single-crystal samples were prepared by the technol
described in Ref. 12 and were subsequently additionally
nealed in mercury vapor at a vapor pressureP54.1 atm and
temperatureT5350 °C for sample 1 and atP52.7 atm and
T5428 °C for sample 2. This annealing procedure yie
degeneraten-type HgCr2Se4 samples with a carrier densit
that depends only slightly on the temperature. For the re
tivity measurements contacts were microwelded to
samples with the subsequent application of a mercu
indium amalgam. Thin silver wire of 6mm diameter was
used for the conducting leads. Four contacts were attac
along a single line for the resistivity measurements and at
corners of a square for Hall measurements on the large
of the sample. A magnetic field up to 7 T was generated b
superconducting solenoid.

The Hall emf, which was obtained as the voltage diffe
ence on the potential contacts for opposite directions of
field, was found to be essentially constant in the tempera
range 4.2–160 K, indicating a weak temperature depende
of the carrier density. Magnetic transport measurements w
performed in the range of fieldsH5026 T at two tempera-
tures T54.2 K and 125 K for the first sample and
T54.2 K and 111 K for the second sample. The magne
field was applied along the direction of the current. We ha
analyzed the initial segment of the magnetic field dep
dence of the resistivityr at H,0.6 T. Figures 1a and 1b
show the field dependence of the resistivity for the two
vestigated samples at temperaturesT5125 K for the first
sample andT5111 K for the second sample, both of whic
are aboveTc5106 K. Figures 2a and 2b show the field d
pendence of the resistivity atT54.2 K for the same samples

2. EXPERIMENTAL RESULTS

In Figs. 1a and 1b, the field curves of the resistivity f
the two samples exhibit a square-law behavior:r(H)uH→0

;H2. In Figs. 2a and 2b, as the field is increased, the re
tivity increases initially until it reaches a maximum, and th
decreases monotonically in higher fields. The linear cur
extracted from these data are shown in Figs. 2a and 2b,
the remaining peaks are shown in Figs. 2c and 2d. The m
noticeable feature out of the entire set of experimental da
-
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the transition from a square-law dependence of the resisti
~Figs. 1a and 1b! aboveTc to a linear dependence belowTc

~Figs. 2a and 2b!. The occurrence of the magnetoresistan
peak superimposed on the linear curve at low fields can
attributed to the onset of a resistivity dependence on
angle between the directions of the magnetization and
current in the presence of magnetization rotation proces
The amplitude of the peak tends to zero asT→Tc . Each of
the two peaks has its own corresponding field at which
maximum is observed and its own particular amplitude of
maximum. Auxiliary measurements aimed at clarifying t
dependence of the magnetoresistance on the angle bet
the applied field and the current have not been perform
However, existing data reveal a similarity to results obtain
for epitaxial La12xCaxMnOd films.5 We recall that magne-
toresistance anisotropy has not been observed to date in
La12xCaxMnOd samples.

3. DISCUSSION OF RESULTS

Thus, having observed similar field dependences of
electrical resistivity in the radically different compound
La12xCaxMnOd and HgCr2Se4(n), we conclude that, apar
from the mechanism of binary exchange affecting the m

FIG. 1. Field dependence of the electrical resistivity at two temperatures~a!
T5125 for the first sample;~b! T5111 for the second sample.
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FIG. 2. Field dependence of the resistivity at a temperatureT54.2: ~a! first sample;~b! second sample. Remaining positive magnetoresistance:~c! first
sample;~d! second sample.
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netoresistance and carriers of a polaron nature, an impu
mechanism ofsd scattering may become the primary sour
for a large negative magnetoresistance.

The corresponding theory based exclusively on noti
of an sd scattering mechanism also reproduces the requ
transition from a square-law temperature dependence of
resistivity aboveTc to a linear dependence belowTc ~Ref.
13!. These theoretical notions are based on the result
calculating the band structure of a magnetic semicondu
taking into account the strong Coulomb correlation of ca
ers in the 3d states of chromium.14 According to these cal-
culations, the bands of 4s and 3d states behave altogethe
differently: Whereas the band of the more diffuse 4s states
undergo strong spin splitting as a result ofsd exchange when
the temperature is lowered, the amplitude of the partial d
sity of 3d states corresponding to the4A2↔5E transition
changes without any change in the energies of the st
themselves. Shifts of thed band are possible only throug
Heisenberg exchange, but they are of the order ofTc

'0.01 K and are much smaller than forsd-exchange inter-
action. As a result, the fractions of 4s and 3d states and the
ity

s
d

he

of
or
-

n-

es

effective hybridization parameter between them vary ma
edly in correspondence with the magnetization of the se
conductor. In addition, the distribution of carriers betwe
the 4s and 3d scattering channels also changes, along w
the relaxation rate in the latter channel. Calculations h
shown13 that a jump of the temperature dependence of
resistivity and a peak of the magnetoresistance ratio sho
be observed atT<Tc , the amplitude of the effect dependin
on the specific nature of carrier scattering in the 3d channel.
The magnetoresistance anisotropy in this case emerges
natural consequence of spin-orbit interaction, as found in
ferromagnetic transitions of metals.6
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Magnetic properties of the compounds R 2Sc3Si4 „R5Gd, Tb, Dy, Ho, Er …
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The magnetization of R2Sc3Si4 compounds is measured in static magnetic fields up to 14 kOe in
the temperature range 77–300 K. It is established that all compounds in the given series
are paramagnetic at these temperatures. The paramagnetic Curie points are determined, and the
effective magnetic moments are calculated. The measurements are performed on
polycrystalline samples. ©1999 American Institute of Physics.@S1063-7834~99!01810-9#
bs

d
m
ry

n
i

t
om
r

er
14
e
w

30
th

etic
de
the

ata
res

nts
tal
nt
all
to

t
,
-
s of

-
nes

of
New compounds R2Sc3Si4 ~R5Gd, Tb, Dy, Ho, Er!
have recently been synthesized by arc melting and su
quent high-temperature annealing.1 An x-ray structural
analysis of these compounds on the basis of data obtaine
an x-ray diffractometer for polycrystalline samples at roo
temperature has shown that they have an orthorhombic c
tal structure of the Sm5Ge4 type ~space group Pnma!. The
parameters of the crystal lattice and the volume of the u
cell decrease as the atomic number of the rare-earth ion
creases~lanthanide contraction!. The objective of the presen
study is to investigate the magnetic properties of these c
pounds and to determine the principal magnetic characte
tics. The magnetization was measured on a magnetomet
the Domenicali pendulum type in magnetic fields up to
kOe in the temperature range 78–300 K. The measurem
were carried out on polycrystalline samples. Figure 1 sho
a family of magnetization isotherms of a Cd2Sc3Si4 sample.
It is evident that the dependence of the magnetizations on
the applied magnetic field in the temperature range 78–
K is essentially linear. The same behavior is exhibited by
s(H) curves for compounds with R5Tb, Dy, Ho, Er. The

FIG. 1. Magnetization isotherms of the compound Cd2Sc3Si4.
1651063-7834/99/41(10)/2/$15.00
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temperature curves of the reciprocal susceptibility 1/x for
these compositions are shown in Fig. 2. The 1/x(T) curves
are linear with temperature. This means that the magn
susceptibility obeys the Curie–Weiss law. We can conclu
from the results that the paramagnetic state is present in
investigated compositions in the range 78–300 K. The d
obtained for 1/x have been processed by the least-squa
method, permitting the paramagnetic Curie temperaturesup

to be determined, along with the effective magnetic mome
meff . The results are shown in Table I. The experimen
values ofmeff are close to the theoretical values for trivale
ions of rare-earth elements, but quickly exceed them for
compositions other than the one containing Ho. According
the results of indirect exchange theory,2 which are consisten
with the experimental data onup for rare-earth elements
up5(2/3)GAex/kB , whereAex is the indirect exchange inte
gral. We have used this equation to calculate the value
the indirects2 f -exchange interaction integralsAex. The re-
sulting values ofAex show that the paramagnetic Curie tem
peratures are not identically proportional to the De Gen

FIG. 2. Temperature curves of the reciprocal magnetic susceptibility
R2Sc3Si4 compounds.
6 © 1999 American Institute of Physics
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factorG5(gj21)2J(J11) for different samples. Moreover
up is positive for R5Gd, Tb, Dy, Ho, but is negative fo
R5Er. We can assume that together withs2 f interaction
between rare-earth ions, other types of indirect interac
play a part as well.

The magnetic behavior of R2Sc3Si4 compounds in the
investigated temperature range is analogous to publis
data for the similar compositions R2Nb3Si4 ~Ref. 3! and
R2Mo3Si4 ~Ref. 4!. For Tb2Nb3Si4 and Dy2Nb3Si4 the Néel
temperatures are 19 K and 5 K, respectively.3 The negative

TABLE I. Paramagnetic Curie temperaturesup , effective magnetic mo-
mentsmeff , and exchange interaction integralsAex for R2Sc3Si4 compounds.

meff /mB

Compound up , K experiment theory G Aex /kB , K

Gd2Sc3Si4 43.6 8.29 7.98 15.75 4.15
Tb2Sc3Si4 12.8 11.15 9.62 10.5 1.83
Dy2Sc3Si4 8.4 11.05 10.64 7.08 1.78
Ho2Sc3Si4 5.7 10.65 11.2 4.5 1.9
Er2Sc3Si4 26.4 10.16 9.9 2.55 23.76
n

ed

value obtained in the present study for paramagnetic C
point of Er2Sc3Si4 indicates the presence of antiferroma
netic ordering in this compound at low temperatures. T
large positive value ofup543.6 K for the compound
Gd2Sc3Si4 is probably evidence of fairly strong ferromag
netic interaction between Cd ions, which can have vario
contributions: indirect exchange through conduction el
trons, 3d-band scandium electrons, and silicon atoms.
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The surface and bulk magnetic structures of Sr–M-type single-crystal hexagonal ferrites~with
the chemical formula SrFe122xAl xO19) have been directly compared by simultaneous
gamma, x-ray, and electron Mo¨ssbauer spectroscopy. It was found, that when the magnetic
lattice of Sr–M hexagonal ferrites is slightly diluted by diamagnetic Al ions, namely, forx51.8
~SrFe10.2Al1.8O19!, a ;300-nm thick macroscopic anisotropic layer forms on the crystal
surface, wherein iron-ion magnetic moments are oriented differently from those in the bulk of
the sample. The reason for the onset of a noncollinear magnetic structure in the surface
layer of SrFe10.2Al1.8O19 crystals is the additional lowering of the exchange interaction energy
caused by the presence of such a ‘‘defect’’ as the surface. Thus an anisotropic surface
layer predicted theoretically by L. Ne´el in 1954 has been detected in ferromagnetic crystals.
© 1999 American Institute of Physics.@S1063-7834~99!01910-3#
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Studies of the magnetic properties of surfaces or o
thin near-surface layer, investigation of the processes oc
ring on the surface in such fundamental phenomena as p
transitions, and of their differences from and relations
those observed in the bulk of a crystal have acquired b
scientific and practical significance.

The surface anisotropic layer in ferromagnets was fi
described theoretically by L. Ne´el in 1954.1 It was however
much later that the concept of a surface effect on the pr
erties of magnets was used to account for experimental d2

Subsequent studies of surface properties made wide us
thin films and powders because reducing the volume o
crystallite increases the fraction of its surface. Another r
son for the use of such objects was the lack of experime
methods capable of discriminating the signals from a t
surface layer from those of the bulk of the sample in stud
of macroscopic crystals.

An unusual observation was first reported in Ref. 3:
saturation magnetization of a finely dispersed powder
lower than that of the bulk crystal from which it was pr
pared. The results of Mo¨ssbauer studies4 suggested that this
is due to a change in the magnetic structure of the crysta
surface. To explain the magnetic properties of finely d
persed powders, a ‘‘shell’’ model was proposed,5,6 which
assumes that the magnetic structure of the inner part
crystallite is similar to or possibly even identical with that
the bulk, whereas in a thin surface layer~i.e., in the shell! the
magnetic moments are oriented in a noncollinear way. T
model accounts for the experimental data obtained on fin
dispersed powders ofa-Fe2O3,

5 g-Fe2O3,
6,7 CrFe2O4,

8

CrO2,
9 NiFe2O4, Y3Fe5O12, and Dy2BiFe5O12,10 and

BaFe12O19 ~Refs. 11 and 12!.
The shell model is, however, not the only one used

interpret experimental data. There is, for instance, an
1651063-7834/99/41(10)/7/$15.00
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sumption of angular spin ordering on the surface of NiFe2O4

particles with a variety of stable configurations, which tran
forms to the spin-glass state with decreasing temperatu13

A disordered shell is conjectured to exist on the surface
CoFe2O4 and Fe3O4 crystallites ~Refs. 14 and 15, respec
tively!. It is believed16 that the spins ing-Fe2O3 are arranged
noncollinearly throughout the bulk of a particle rather th
on its surface only. It is assumed17 that in order to overcome
bulk anisotropy and to reach complete magnetic-moment
dering along the external magnetic field, one should ap
substantially higher fields than those used to validate
shell model. On the other hand, the data on texturedg-Fe2O3

samples18 were explained as due to noncollinear spin ord
ing, and it was shown that a large bulk magnetic anisotro
cannot account for the incomplete magnetic-moment ord
ing, as was assumed in Ref. 17.

Studies carried out on finely dispersed powders provid
a significant contribution to the understanding of the phys
of ‘‘surface’’ magnetism. The wide use of Mo¨ssbauer spec
troscopy in surface investigations made on thin films a
powders is explained by the possibility offered by th
method of enhancing~or suppressing! the signal from the
surface layer by enriching the latter with the Fe-57~or Fe-56!
isotope. However the nonuniformity of the particle ensem
in size, the superparamagnetic phenomena, a strong de
dence on preparation technology, etc., complicate subs
tially investigation of surface properties on finely dispers
powders. The above difficulties are removed by employ
macroscopic crystals.

The pioneering experimental studies of surface anis
ropy on macroscopic crystals were performed by G.
Krinchik with coworkers,19 who assumed that the role o
surface anisotropy increases in magnets, where the dema
8 © 1999 American Institute of Physics
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tizing field energy is small~compared to that in ferromag
nets!, and that there is no magnetic anisotropy in the ba
plane. This combination of conditions permitted the fi
observation19 of a macroscopic surface anisotropic layer
hematite, a weakly ferromagnetic antiferromagnet. The
perimental data obtained suggested19 that, first, such a sur
face layer is a transition layer between the crystal and
environment and, second, that within this transition layer
magnetic-moment orientation changes smoothly from the
rection along which the bulk magnetic moments are orien
to that on the surface. An anisotropic surface layer was l
observed to exist also in macroscopic crystals of FeBO3,

20,21

ErFeO3 and TbFeO3,
22 which, similar to the hematite, ex

hibit a weak ferromagnetism. The thickness of the transit
surface layer measured experimentally for FeBO3 was found
to be;500 nm.20,21

New possibilities in surface studies of macroscopic cr
tals were opened by the method of simultaneous gam
characteristic x-ray, and electron Mo¨ssbauer spectroscop
~SGXEMS!, first proposed by the present authors and
scribed in Ref. 23.

The SGXEMS provided the first experimental eviden
for the existence of a transition surface layer;400 nm thick
in macroscopic Fe3BO6 crystals, which are weakly ferromag
netic antiferromagnets.24 Layer-by-layer measurements ma
by SGXEMS established24 that, as one approaches the cry
tal surface within the transition layer, the angular deviat
of iron-ion magnetic moments from their orientation in t
bulk increases smoothly. SGXEMS surface studies
Fe32xGaxBO6 crystals demonstrated that substitution of
little as 9% of iron ions by gallium diamagnetic ions in
creases the thickness of the transition surface layer by
order of magnitude.25

At the same time SGXEMS studies of the M-type he
agonal ferrites (BaFe12O19, SrFe12O19, and PbFe12O19) did
not reveal a transition surface layer with a magnetic struc
different from that of the bulk.26 An analysis of model Mo¨ss-
bauer spectra showed that, if such a layer is present in
hexaferrites studied, its thickness cannot be larger than a
nm. This coincides in order of magnitude with the theoreti
calculations of Ne´el1 and is substantially below the exper
mental accuracy of;10 nm. However Ba–M-type hexago
nal ferrites diluted weakly by Sc diamagnetic ions~chemical
formula BaFe122xScxO19) do exhibit formation of a macro
scopic surface layer;200 nm thick, in which the magneti
moments of iron ions are noncollinear with those in the b
and are oriented parallel to the crystallographic axisC.27

Thus the existence in weakly ferromagnetic antiferromagn
of a macroscopic surface layer with a magnetic structure
ferent from that in the bulk~called the transition layer in Ref
19! was demonstrated experimentally for a number of cr
tals. Studies of the magnetic properties of ferrite surfa
have to be pursued further.

This work presents the results of a direct experimen
comparison of the magnetic structures of a surface layer
the bulk in macroscopic Sr–M-type hexagonal ferrite
SrFe12O19, with part of the iron ions replaced by Al diamag
netic ions. The existence of a macroscopic transition laye
such ferrites was assumed for the following reasons.
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shown in Ref. 25, substitution in Fe3BO5 of only 9% of iron
ions by Ga diamagnetic ions increases by an order of m
nitude the thickness of this layer as a result of a weaken
of intersublattice exchange bonding not only through int
duction of diamagnetic ions but due to the presence of
surface as well. It is known also28–31 that substitution in
M-type hexaferrites of In, Sc, Ga, or Al diamagnetic ions f
a large fraction of iron ions gives rise to the formation of
noncollinear magnetic structure in the bulk. Thus one c
conjecture that, if iron ions in M-type ferrites are replaced
diamagnetic ions in concentrations at which a collinear m
netic structure is retained in the bulk, a macroscopic surf
layer with magnetic moments ordered noncollinearly w
respect to the orientation of the moments in the bulk w
form on the surface of macrocrystals of hexagonal ferrit
The corresponding studies were carried out on
SrFe10.2Al1.8O19 hexaferrite. The Al diamagnetic ions wer
chosen because aluminum introduced in small amounts
tributes statistically among all inequivalent sites of the ma
netic lattice of a hexagonal ferrite. This distinguishes Al io
from Sc ions, which occupy at low concentrations primar
the 2b sites in a BaFe122xScxO19 crystal.27,31

The Al concentration in the crystal under studyx
51.8) was chosen on the following grounds. The magne
moments in SrFe122xAl xO19 crystals remain collinear up to
x5;3.28–31 For x.3, a noncollinear magnetic structur
forms in the bulk of the sample. Thus the concentrationx
51.8 was chosen so as to make sure that a collinear m
netic structure is retained in the crystal. The SrFe10.2Al1.8O19

hexagonal ferrite crystals used in the study were prepare
spontaneous crystallization from a NaFeO2 melt solution.
The chemical formula of the synthesized compounds
their belonging to type-M hexagonal ferrites were confirm
by x-ray diffraction measurements, chemical analysis, a
the structure of the Mo¨ssbauer spectra. The degree of ir
substitution was derived also from the dependence of
Curie temperature on Al concentration. The Curie poi
were found both from temperature dependences of the ef
tive magnetic fields and by temperature scanning at a c
stant velocity of gamma-ray source motion.

Platelets;80mm thick and;8 mm in diameter were
cut from the synthesized single crystals for Mo¨ssbauer mea-
surements. The crystallographicc axis was perpendicular to
the cut plane. Particular attention was paid to the quality
the platelet surface. The samples chosen for the study o
surface properties were both SrFe10.2Al1.8O19 single crystals
with the natural specular surface and platelets cut from b
crystals and chemically etched for 1 min in orthophospho
acid at 90 °C. Platelets of the unsubstituted ferr
SrFe12O19, prepared simultaneously by the above surfa
treatment, were used as reference samples.

The magnetic structure of the surface layer and of
bulk of crystals was studied by the SGXEMS method. T
method is based on simultaneous measurement of Mo¨ssbauer
spectra of radiations having different mean free paths in m
terial, namely, gamma rays, characteristic x-rays, and s
ondary ~conversion and Auger! electrons bearing informa
tion on the properties of the bulk and of surface layers o
few microns and 300 nm thick, respectively. The energy
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FIG. 1. Mössbauer spectra o
SrFe10.2Al1.8O19 single-crystal hexaferrite
obtained at room temperature; a an
c—detection of gamma rays carrying infor
mation on the bulk of the crystal;
b—detection of secondary electrons from
0–200-nm thick surface layer. a and b: th
crystallographic c axis parallel to the
gamma-ray wave vector, and c—it is at 28
to the latter.
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an electron emerging from the crystal is the lower the dee
the atom from which this electron came, and therefore
secondary electrons used in SGXEMS to study the prope
of surface layers less than 300 nm thick are ene
selected.32

Experimental spectra were obtained by SGXEMS in
temperature range from 300 to 700 K. Figure 1 presents
illustration SrFe10.2Al1.8O19 spectra obtained at room tem
perature by measuring gamma rays and secondary elect
with the wave vector of the former oriented parallel to t
crystallographic axisC. The Mössbauer spectra taken wit
x-rays and carrying information on the layer a few micro
thick were similar to those obtained with gamma ra
Therefore in order to make the figures clearer, the x-
spectra are not displayed. As seen from Fig. 1, the reson
lines are well resolved, which enabled processing the Mo¨ss-
bauer spectra with a high accuracy and to both calculate
hyperfine interaction parameters and determine
magnetic-moment orientation in the crystal.

Mössbauer spectroscopy permits one to calculate
angleQ determining the magnetic-moment orientation in
er
e
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e
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y
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crystal with respect to theg-radiation wave vector from the
intensity ratio of the first to second~as well as of the fifth to
sixth! Zeeman sextuplet lines by the relation~see, e.g., Ref.
31!:

Q5arccosS 4A1.623A2.5

4A1.613A2.5
D 1/2

5arcsinS ~3/2!A2.5/A1.6

11~3/4!A2.5/A1.6
D 1/2

.

~1!

As seen from Fig. 1a, the Mo¨ssbauer spectrum o
SrFe10.2Al1.8O19 obtained with gamma rays is similar to th
of the unsubstituted ferrite SrFe12O19 @see, e.g., Fig. 2a#,
hence one does not observe under Al doping the formatio
a new sublattice, as occurs in BaFe12O19 with Sc ions sub-
stituted for the iron ions.27,30,31 An analysis of gamma-
resonance spectra@Fig. 1a# showed that the intensities of th
second and fifth lines in the Zeeman sextuplets of each
equivalent position, which correspond toDm50 transitions,
are zero. This means that theQ angle is zero and, hence, th
magnetic moments of the iron ions in the bulk of the crys
are collinear with the gamma-ray wave vector and paralle
the crystallographicc axis. This pattern is observed throug
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FIG. 2. Mössbauer spectra of single-crysta
SrFe12O19 obtained at room temperature
a—detection of gamma rays carrying infor
mation on the bulk of the crystal; b and
c—detection of secondary electrons from
the surface layer up to;200 and;50 nm
thick, respectively. The crystallographicc
axis is parallel to the gamma-ray wav
vector.
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out the temperature range studied and agrees with publi
data on the bulk properties of these crystals~see, e.g., Ref. 31
and references therein!.

Spectra taken with secondary electrons@Fig. 1b# exhibit
within the regions corresponding to velocities from24 to
25 and from14 to 15 mm/s weak lines which are not see
in gamma-ray spectra@Fig. 1a#. Computer processing of th
spectra showed these additional lines to be the second
fifth components of the Zeeman sextuplets and to corresp
to Dm50 transitions. This implies that the magnetic m
ments of the iron ions residing in the;200-nm thick surface
layer are deflected from the gamma-ray wave vector a
accordingly, from the crystallographicc axis by an angleQ.
This pattern persists up to a temperature;550 K, above
which poor line resolution makes spectral analysis difficu
The deviation of the magnetic moments from the gamma-
wave vector direction~Q! calculated from Eq.~1! was found
to be 2362°. Thus the magnetic moments of the iron io
residing in a;200-nm thick surface layer are collinear ne
ther with the crystallographicc axis along which the gamma
ray wave vector is aligned nor with the magnetic-mom
ed

nd
nd

d,

.
y

t

orientation in the bulk. To check the validity of the calcul
tions using the experimental data of Fig. 1a and 1b, Mo¨ss-
bauer spectra were measured on platelets inclined so tha
crystallographicc axis forms an anglea with the gamma-ray
wave vector. Figure 1c shows such a spectrum obtained
gamma rays fora52862°. We readily see that the devia
tion of magnetic moments from the gamma-ray propagat
direction results in the appearance in the velocity section
24 to 25 and from14 to 15 mm/s, accordingly, of the
second and fifth Zeeman-sextuplet lines corresponding
Dm50 transitions. It should be noted that the Mo¨ssbauer
spectra obtained on samples inclined to the gamma-ray b
are similar to those presented in Refs. 33 and 34. A comp
son of Fig. 1b and 1c reveals a good coincidence in posi
on the velocity scale of the second and fifth gamm
resonance lines measured on an inclined crystal@Fig. 1c#
with the second and fifth lines obtained by detecting seco
ary electrons@Fig. 1b#. Applying Eq. ~1! to the gamma-ray
spectrum in Fig. 1c yieldsQ52962°. Thus the calculated
value ofQ was found to coincide with the experimentally s
crystal-tilt anglea within its setting error.
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TABLE I. Fe31 ion distribution among the cell sites, ion spin orientation, and Mo¨ssbauer effect~the areas under the corresponding spectral lines! for the
SrFe12O19 and SrAl1.8Fe10.2O19 hexaferrites.

Sublattice

Distribution of Fe31 ions among
lattice sites and their spin orientation

Mössbauer effect

SrFe12O19 SrAl1.8Fe10.2O19

Number of ions Environment
Spin

orientation
Area, %

~normalized to 24!
Area, %

~normalized to 20.4!

12k 12 octa up 9.560.4 9.160.2
4f 1 4 tetra down 2.960.5 3.260.3
4f 2 4 octa down 7.760.7 4.860.2
2a 2 octa up 1.960.9 1.760.4
2b 2 trigonal

bipyramid
up 1.960.6 1.560.2
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Our experiments showed that the magnetic-moment
entation of the iron ions residing in a;200-nm thick surface
layer in a SrFe10.2Al1.8O19 crystal deviates both from theC
axis direction and from the iron ion spins in the bulk of t
sample.

One could suggest that the observed magnetic-mom
deviation arises due to magnetic ions being etched out of
crystal surface layer in the course of chemical polishi
which would result in an additional lowering of the exchan
interaction energy in this layer. To check this assumpti
one measured Mo¨ssbauer spectra of SrFe12O19 single crystals
prepared simultaneously with the SrFe10.2Al1.8O19 samples
under study and using the same chemical polishing pro
dure. The experimental Mo¨ssbauer spectra obtained on the
SrFe12O19 crystals with the platelets oriented so that thec
axis is parallel to the gamma-ray wave vector are displa
in Fig. 2. One readily sees that, first, the spectra obtained
detecting electrons not only from a;200-nm thick surface
layer @Fig. 2b# but even from a;50-nm thick one@Fig. 2c#
are fully identical to the spectrum taken with gamma ra
@Fig. 2a#; second, the velocity intervals from24 to 25 and
from 14 to 15 mm/s in the SrFe12O19 secondary-electron
spectra@Fig. 1b, c# do not contain any lines observed in th
secondary-electron spectrum of SrFe10.2Al1.8O19 crystals
@Fig. 1b# obtained at the same velocities.

Thus the above experiments show convincingly th
first, the sample preparation technology used by us does
affect in any way the magnetic structure of the surface lay
and, second, on the surface of SrFe10.2Al1.8O19 crystals there
is a layer within which the magnetic-moment orientation d
fers from that in the bulk. Consider the reasons for the f
mation of such a surface layer. The orientation of the m
netic moments of the sublattices is dominated~see, e.g., Ref.
31 and references therein! by exchange interactions in th
hexagonal block R between Fe(2b) – O–Fe(4f 2) and
Fe(4f 2) – O–Fe(12k). The bond angles between them a
fairly large, ;140° and 130°, and the Fe–O bond lengt
are;1.8 and 1.95 Å, respectively. These interactions co
spond to the largest exchange integrals. Because
Fe(2b) – O–Fe(4f 2) – O–Fe(12k) interaction is slightly
stronger, and the chain consists of two exchange bonds
spins of the Fe(2b) and Fe(12k) ions are oriented antipara
lel to the Fe(4f 2) spin, despite the strong counteracting co
pling between the Fe(2b) and Fe(12k) ions, for which the
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interaction angle;125°, and the Fe–O distances are 2.3 a
1.87 Å, respectively. In the spinel block the ions interact
the conventional manner to produce the mutual magne
moment orientation specified in Table I.

Studies of M-type hexagonal ferrites showed28–31 that
substitution of Al diamagnetic ions for iron ions in suc
ferrites affects the exchange interaction even in compou
with a comparatively low Al content. Al contentsx.3
give rise to the formation of a noncollinear magne
structure.28–31

Table I lists the resonance absorption~or Mössbauer
effect! probabilities calculated from the areas bounded
spectral lines in experimental Mo¨ssbauer spectra. The hype
fine interaction parameters derived from SrFe12O19 and
SrFe10.2Al1.8O19 spectra are presented in Table II. The figur
in the tables are in a good agreement with publish
data28–31,33–37for similar ferrites. A comparison of the hy
perfine interaction parameters obtained for SrFe12O19 and
SrFe10.2Al1.8O19 shows that they do not change significan
under such (x51.8) Al substitution for iron. One cannot als
maintain that Al ions show any preference for occupying
specific sublattice in the ferrite structure, because
changes in line intensities lie within the error of their dete
mination ~see Table I! from poorly resolved sextuplets. A
ion localization at all sites reduces the Curie temperatureTc

by 50–60 K per one substituting Al diamagnetic ion~i.e., for
dx51), whereas, for instance, introduction of Sc ion
which occupy predominantly the 2b sites, results in a de
crease ofTc by 160–170 K fordx51. The experimental data
obtained were used to derive the Curie temperatures.
value ofTc obtained by us for the SrFe10.2Al1.8O19 ferrite is
647 K, which is in accord with the data quoted by oth
authors.37

Summing up, it can be maintained that, in th
SrFe10.2Al1.8O19 crystals chosen by us, the Al diamagne
ions substitute for iron ions and, by rupturing the magne
bonds, favor the formation of a noncollinear magnetic str
ture. However the Al ion content ofx51.8 is far from being
high enough to disrupt the collinearity in the bulk. The e
change interaction energy in the surface layer of the crys
under study decreases not only because of the presenc
diamagnetic ions; indeed, in SrFe10.2Al1.8O19 it decreases
also because of the effect of the surface. It was shown,26 for
instance, that replacement of only 9% iron ions in Fe3BO6 by
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TABLE II. Effective magnetic fieldsHeff , isomer shiftsd, and quadrupole splittingsDE for SrAlxFe122xO19 obtained at room temperature~the isomer shift
d determined relative toa-Fe).

Sublattice Heff ,Oe d,mm/s DE,mm/s

x50 @g# @e# @g# @e# @g# @e#

12k 41361 41561 0.3660.01 0.3560.01 0.4060.02 0.4060.02
4f 1 49861 49763 0.3260.01 0.3160.02 0.1860.02 0.2060.04
4f 2 51962 52963 0.4460.01 0.4260.03 0.4460.02 0.4360.06
2a 51062 51667 0.3160.01 0.3060.06 0.1860.02 0.1860.12
2b 40564 400620 0.3760.02 0.3460.07 2.3760.04 2.2560.14

x51.8 @g# @e# @g# @e# @g# @e#

12k 41561 41561 0.3660.01 0.3660.01 0.4260.02 0.4060.02
4f 1 48262 48262 0.2960.02 0.2660.04 0.1860.04 0.1060.08
4f 2 51862 51362 0.4460.02 0.3860.02 0.4060.04 0.2060.04
2a 51062 - 0.3160.02 - 0.1060.04 -
2b 40564 - 0.2960.02 - 2.2260.04
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Ga diamagnetic ions increases by an order of magnitude
thickness of the surface transition layer. Thus one may m
tain that the formation of a noncollinear magnetic struct
in the surface layer of SrFe10.2Al1.8O19 crystals originates
from an additional decrease of the exchange interaction
ergy due to the presence of such a ‘‘defect’’ as the surfa

Thus it has been demonstrated experimentally tha
slight diamagnetic substitution in type Sr–M hexagonal f
rites leads to formation of a thin layer on the surface of
crystal within which the iron-ion magnetic moments are o
ented noncollinearly with respect to thec axis, whereas the
magnetic moments of the bulk ions are aligned with thec
axis. This layer is;200 nm thick. Hence this paper repor
the first experimental evidence for the presence of an an
tropic surface layer in Sr–M ferrites, whose existence w
theoretically predicted1 by L. Néel in 1954.

The authors are indebted to V. L. Rozenbaum for as
tance in the measurements.
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Angular dependence of the giant magnetoresistance for a current perpendicular
to the plane of the layers in a magnetic sandwich
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A quantum-statistical model using the Kubo formalism is proposed for describing the
magnetoresistance of a multilayer structure with the current perpendicular to the plane of the
layers. In particular, this model describes the case of noncollinear magnetization of
consecutive ferromagnetic layers of the structure. Interference between electron wave functions
with different directions of the spin projections onto the magnetization axis, which arises
in the noncollinear configuration, is investigated along with the role of electron scattering, not
only within the bulk of the layers, but also at their interfaces. ©1999 American Institute
of Physics.@S1063-7834~99!02010-9#
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Two main theoretical approaches to the description
giant magnetoresistance~GMR! have evolved since this phe
nomenon first began to be investigated.1 One approach
places greatest emphasis on the spin-dependent scatteri
conduction electrons by the surfaces and in the bulk of
ferromagnetic layers.2–4 The electrons of each layer are d
scribed by the model of a free electron gas.5 Some of the
models incorporate the most characteristic features of
band structure. In particular, the creation of spin-depend
potential barriers at the boundaries of the ferromagnetic
ers by the different populations of the valence band in ad
cent layers is taken into account, but without regard for
details of the band structure.6–9 Transport phenomena ar
described by simple parameters such as the spin-depen
mean free path and the Fermi wave vector.

The second approach is concerned primarily with
influence of the band structure on transport phenomena.10–12

The electronic structure is calculated from first principles
both the parallel and the antiparallel magnetization confi
ration of adjacent layers. The magnetization is calcula
with allowance for the complete electronic structure of t
superlattice. This approach requires complex numerical c
putations. It is difficult to compare the results of the lat
with experimental measurements of the absolute conduc
ity and magnetoresistance. In particular, the nature of
scattering centers in real multilayer structures is poorly
counted for. The role of such centers can be played by
face defects, magnetic inclusions in the nonmagnetic lay
impurities in the ferromagnetic layers, and finite-temperat
phonons. The exact relationship between the electronic st
ture and the scattering amplitude for each type of defect
quires a separate numerical analysis, making it extrem
difficult to perform calculations ‘‘from first principles.’’

For this reason we prefer the first approach and, wh
disregarding the complete electronic band structure,
nonetheless take interfacial potential barriers into acco
which constitute one of the main features introduced
band-structure calculations.
1661063-7834/99/41(10)/4/$15.00
f

of
e

e
nt
y-
-

e

ent

e

-
d

-
r
v-
e
-
r-
s,
e
c-

e-
ly

e
e
t,
y

It has been shown previously9 that, regardless of whethe
the current is perpendicular to the plane of the layers~CPP
geometry! or is parallel to this plane~in-plane or CIP
geometry!,8 the main contribution to the conductivity is from
s-like electrons, which obey the relation

kF
↑ 2kF

↓

kF
↑ 1kF

↓ !1, ~1!

wherekF
↑ andkF

↓ are the Fermi quasi-momenta for electro
whose magnetic moments are directed~respectively! in the
same and opposite directions as the magnetization. The
pendence of the magnetoresistance on the angleg between
the directions of the magnetizations of adjacent layers
been investigated8,9 with allowance for the above-mentione
potential barriers between adjacent ferromagnetic layers
also the volume scattering of conduction electrons. Howe
these papers ignore scattering at the layer interfaces, w
has been included in a similar analysis13 confined to strictly
parallel and antiparallel magnetization configurations of
adjacent ferromagnetic layers. In such configurations
spin channels do not mix, and the potential barrier~1!, which
is small in comparison to the Fermi energy, does not pla
significant role.

In this paper we present a quantum-statistical analysi
the angular dependence of the magnetoresistance in CP
ometry, taking all the above-indicated mechanisms into
count: the spin-dependent potential barrier created by hyb
ized exchange between thes andd bands; the spin-dependen
scattering of conduction electrons in the bulk of the laye
scattering by the interfaces as distinct from volume scat
ing. The interfacial type of scattering is caused by roughn
of the surfaces between the layers, ‘‘dirt,’’ and various kin
of surface defects. The problem is that, when the anglg
between the magnetizations of the layer differs from eithe
or p, mixing takes place between electronic states with s
directions↑ and ↓ as electrons pass from one layer to a
other, and surface scattering together with volume scatte
contributes to a term that depends on the height of the
5 © 1999 American Institute of Physics
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tential barrier, which is found to be proportional to sin2g, i.e.,
describes the deviation of the angular dependence f
linearity in cosg.

1. THE MODEL

We consider a sandwich consisting of two identical f
romagnetic layers of thicknessa andc separated by a para
magnetic interlayer of thicknessb. The electronic system o
each layer is described as a gas of free electrons subject
spin-dependent scattering both in the bulk of the layers
at the interfaces. In the case of a noncollinear configura
of the magnetizations of adjacent ferromagnetic layers i
impossible to diagonalize the electron Green’s functions
spin space in both layers simultaneously by choosing
right quantization axis. We therefore choose the direction
the magnetization in one layer (c) as the axis in question
Then upon transition from one ferromagnetic layer to
other a pure electronic state with wave vectork↑(↓) goes over
to a mixed state, and the electrons pass through the pote
barrier, becausekF

↑ ÞkF
↓ .

For the zeroth-approximation Green’s functio
G0

ab(z,z8), which describe the system with volume scatt
ing only, we adopt the solutions of the matrix equation9

F S ]2

]z2
1kF

22k2D I 2
2m

\2
Svol

abGG0
ab~z,z8!5

2m

\2
d~z2z8!I ,

~2!

wherem is the effective mass of the conduction electro
d(z) is the Dirac delta function,a andb are the spin indices
(a,b5↑,↓), andI is the unit matrix. For sandwich calcula
tions, i.e., for a structure with spatial inhomogeneity in o
direction, we use a mixed coordinate-momentum represe
tion for all quantities. The coordinatez describes the position
of a point on the axis perpendicular to the plane of the sa
wich layers, and the vectork is the projection of the quasi
momentum onto this plane. The self-energy part correspo
ing to volume elastic scattering in layerc, where the
quantization axis coincides with the direction of the mag
tization, has the diagonal form

Svol
ab5S Svol

↑ 0

0 Svol
↓ D . ~3!

Upon rotation of the quantization axis through the angleg in
layer a, this matrix is transformed according to the law

Svol
ab5

Svol
↑ 1Svol

↓

2
I ab1

Svol
↑ 2Svol

↓

2 S cosg sing

sing 2cosg D .

~4!

The spin-dependent mean free paths of electrons in the
of the ferromagnetic layers are

l ↑(↓)5
\2kF

↑(↓)

m Im Svol
↑(↓)

. ~5!

Note that (Svol
↑ 2Svol

↓ ) is the energy of exchange interactio
between electrons of the subbands with different spin dir
m

-

to
d
n

is
n
e
f

e

tial

-

,

ta-

d-

d-

-

lk

c-

tions. We consider the case in which the potential bar
overcome by electrons crossing from one ferromagn
layer to the other is small by virtue of relation~1!, i.e., is
much lower than the Fermi energy. We can therefore dis
gard the reflection of electrons by the potential barriers a
any effects associated with such reflection, and in Eq.~2! we
can setkF5(kF

↑ 1kF
↓ )/2. However, the presence of a barri

between electronic states with spins↑ and↓ must be taken
into account in expressions of the type (kF

↑ 2kF
↓ ) l ↑(↓), which

can be much larger than unity.
Equation ~2! must be augmented by the conditions

continuity of the Green’s function and its derivative at t
interfaces and by boundary conditions corresponding to
weakening of correlations of the electronic states at infin

Taking into account scattering at the interfaces in
sandwich, we find the Green’s functions of our system
solutions of the Dyson equation

Gab~z,z8!5G0
ab~z,z8!1G0

ab~z,a!S int
ab~a!Gab~a,z8!

1G0
ab~z,a1b!S int

ab~a1b!Gab~a1b,z8!

~6!

in the first approximation, i.e., on the assumption of su
ciently small scattering at the interfaces~with coordinatesa
anda1b along thez axis!. Upon rotation of the quantization
axis, the matrixS int

ab is transformed according to the sam
law ~3!, ~4! as the volume scattering matrix. In Eq.~6!
G0

ab(z,z8) is the zeroth-approximation Green’s function~2!.
If by analogy with~5! we introduce a parameter having th
dimensions of length,l↑(↓)5\2kF /mImS int

↑(↓) , which char-
acterizes the effective mean free path corresponding to s
dependent scattering at the interfaces, then by assump
this length is much shorter than the lattice constanta0 .

To calculate the two-point conductivity, we use th
Kubo equation in the form given in Ref. 14, which appea
as follows in the mixedk–z representation:

sabhn~z,z8!52
e2\3

4m2p
(

k
@Gbh1~z,z8!2Gbh2~z,z8!#

3¹↔
z¹

↔
z8@Gna1~z8,z!2Gna2~z8,z!#, ~7!

where Gab6(z,z8) denotes the advanced and retard
Green’s functions~6!, the spin indicesa,b,h,n5↑,↓, ¹↔

z

5 1
2¹

→
z2¹←

z) is the antisymmetric operator of differentia
tion with respect to the coordinatez, and e is the electron
charge. Now the current density at a pointz has the form of
a second-rank spinor and is given by the expression

Jab~z!5E sabhn~z,z8!Ehn~z8!dz8, ~8!

whereEhn(z8) is the effective electric field, which is also
second-rank spinor. It has been shown14 that the introduction
of this quantity is equivalent to the calculation of a vert
correction to the expression for the conductivity~7!.

From the energy conservation law we obtain equatio
for determining the fieldsEhn(z8):

]

]z
Jab~z!50. ~9!
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Equations~8! and ~9! are solved self-consistently on th
basis of the assumption that the effective fieldsEhn(z8) do
not depend on the coordinate within each layer, but jump
the interfaces as a result of the surface scattering of e
trons:

Ehn~z!5Ei
hn1C1

hnd~z2a!1C2
hnd~z2a2b!, ~10!

whereC1
hn and C2

hn are the voltage drops across the inte
faces due to spin-dependent scattering as distinct from
ume scattering,Ei

hn denotes quantities that are independ
of the coordinatez and differ for different layers (i
5a,b,c). These quantities are chosen in such a way a
satisfy the conditions of continuity of the expressions for
currents in different layersJa

ab(z), Jb
ab(z), andJc

ab(z):

Ja
ab~z!uz5a5Jb

ab~z!uz5a ,

Jb
ab~z!uz5a1b5Jc

ab~z!uz5a1b , ~11!

and the constantsC1
hn and C2

hn are chosen so that a
coordinate-dependent terms in these expressions will van
This choice can be made even though such terms are m
greater than the evaluated constants.

To obtain the complete system, Eq.~9! must be aug-
mented with expressions for the total voltage drop

aEa
aa1bEb

aa1cEc
aa1C1

aa1C2
aa5U,

aEa
ab1bEb

ab1cEc
ab1C1

ab1C2
ab50 for aÞb. ~12!

We have thus written a system of equations for the quant
Ei

ab , C1
ab , andC2

ab , each of which is a second-rank spino
We can solve this system to obtain the total resistance of
sandwich:R5U/(J↑↑1J↓↓).

The final equation for the resistance of the sandw
(a/b/c) has the form

R5
6p2\

e2kF
2

A21 H F ~a1c!21~a1c!~ l ↑1 l ↓!S b

l
12S0D

1 l ↑l ↓S b

l
12S0D 2

1~12cosg!ac
~ l ↑2 l ↓!2

2l ↑l ↓

1~11cosg!~~a1c!~ l ↑2 l ↓!S122l ↑l ↓S1
2!G

3Fa1c1
2j l ↑l ↓

l ↑1 l ↓
S b

l
12S0D G1sin2g~12j!

3Fac
~ l ↑1 l ↓!2~12j!

4l ↑l ↓j
S a1c1

2l ↑l ↓

l ↑1 l ↓
S b

l
12S0D D

1
ac~a1c!~l↑2l↓!2

4l↑l↓
1~a1c!l↑l↓S1

22ac~l↑2l↓!S1GJ, ~13!

where 1/j511@(k↑2k↓) l ↑l ↓/( l ↑1 l ↓)#2, l is the mean free
path of conduction electrons in the nonmagnetic interlay
and the following notation has been introduced:
at
c-

-
l-
t

to
e

h.
ch

s

e

h

r,

A5~ l ↑1 l ↓!F S a1c1
2j l ↑l ↓~b/ l 12S0!

l ↑1 l ↓
D

3S a1c1
2l ↑l ↓~b/ l 12S0!

l ↑1 l ↓
D 1ac sin2 g

~12j!2

j G ,

S05
ma0

\2kF

Im~S int
↑ 1S int

↓ !,

S15
ma0

\2kF

Im~S int
↑ 2S int

↓ !. ~14!

2. DISCUSSION OF THE RESULTS

We have derived an analytical equation~13! for the re-
sistance of a magnetic sandwich in the case of noncollin
magnetization of the magnetic layers, taking into acco
spin-dependent scattering that differs in the bulk and at
interfaces of the layers. This property enables us to inve
gate the role of interfacial scattering in the gigantic mag
toresistance of such multilayer magnetic structures.

FIG. 1. Dependence of the normalized magnetoresistance on the a
between the directions of the magnetizations of ferromagnetic layers
thicknessesa5c523, b511, l ↑560, l ↓520, l 5180; ~1! l↑→`,
l↓→`; ~2! l↑5200, l↓510.

FIG. 2. The same as Fig. 1 fora5c539, b511, l ↑560, l ↓520, l 5180;
~1! l↑→`, l↓→`; ~2! l↑5200 l↓510.
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In the limit without surface scattering, i.e., assuming
finite effective-mean-free paths corresponding to sp
dependent scattering at the interfaces,l↑(↓)→`, we find that
Eq. ~13! coincides with the equation for the angular depe
dence of the magnetoresistance in Ref. 9. But if the mag
tization of the layers is assumed to be strictly collinearg
50,p), there is no interference between coherent elect
waves with different directions of the spin projection: T
term that contains the differencek↑2k↓ and is proportional
to sin2 g vanishes. The expression for the magnetoresista
then coincides with the one given in Ref. 13. The results
therefore be regarded as a generalization of the previo
published calculations.

To plot graphs, we use the normalized form of the ma
netoresistance

GMR5
R~g!2R~g50!

R~g5p!2R~g50!
~15!

with realistic values of the electron scattering parameters
the Fermi wave vectorkF

↑(↓) . In particular, we assume tha
(kF

↑ 2kF
↓ )/(kF

↑ 1kF
↓ )50.1, as in the experiments reported

FIG. 3. Dependence of the normalized magnetoresistance on the mea
paths corresponding to scattering at the interfaces:~1! l↑5100, l↓510
2100; ~2! l↑510, l↓5102100. The angle between the directions of t
magnetizations of the ferromagnetic layers isg5p/2. The parameters are
a5c523, b511, l ↑560, l ↓520, l 5180. All lengths are given in ang
stroms.
-
-

-
e-

n

ce
n
ly

-

d

Ref. 9. Allowance for interfacial as well as volume scatteri
introduces a contribution to the angular dependence of
magnetoresistance of the multilayer structure. Specifica
surface scattering can have the effect that the resistanc
observed to be a maximum for other than an antipara
configuration of the magnetizations of adjacent ferrom
netic layers~Fig. 1!. This unexpected result could not happ
as a consequence of previous calculations and is most li
typical of the CPP geometry only, because the CIP resista
depends linearly on cosg, owing to the absence of interfer
ence between electronic states. Naturally, when the thickn
of the magnetic layers is increased, the influence of sca
ing at the interfaces diminishes, volume scattering begin
play an ever-increasing role, and this effect no longer occ
~Fig. 2!. The change in the surface scattering parameters
electrons with spins↑ and ↓, the ratio of which can differ
from the ratio of the mean free paths of the electrons in
bulk, (l↑2l↓)/(l↑1l↓)Þ( l ↑2 l ↓)/( l ↑1 l ↓), also influences
the value of the magnetoresistance~Fig. 3!.
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The phase composition of iron films prepared by pulsed-plasma deposition in a controlled
nitrogen atmosphere is investigated by Mo¨ssbauer spectroscopy. The observed changes in the
phase composition are dictated by the nanocrystalline structure of the samples and the
dynamics of the substrate temperature during film deposition. ©1999 American Institute of
Physics.@S1063-7834~99!02110-3#
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The last few years have witnessed a concerted effor
find new magnetically soft magnetic thin-film materials ha
ing a large magnetic saturation induction for modern el
tronic devices. Compounds of the Fe–N type are of spe
interest in this regard, because small additives of nitroge
iron-base thin films increase the magnetic moment, impr
the corrosion properties of the films, and decrease the c
cive force.1,2

The development of methods for the preparation
nanocrystalline materials3 has extended the potential cap
bilities for the synthesis of various alloys. This trend
mainly attributable to the fact that the chemical activity
the materials exhibits a strong dependence on the dimens
of the nanocrystallites.4 Research at the present time is aim
primarily at powders, which after deposition on a substr
are placed in some particular gas atmosphere.5 The end result
comprises complex composite formations with interest
physical properties. At the practical level, however, contin
ously condensed media are of greater interest. The prope
of such materials can differ from the properties of the na
particles from which they are formed, owing to interacti
effects between them.

In this paper we report a Mo¨ssbauer spectroscopy stud
of the phase composition of iron films as a function of t
nitrogen pressure in a vacuum chamber. The films were
pared by pulsed-plasma deposition~PPD!. The deposition
atmosphere was established by preliminary evacuation o
vacuum system to 1026 torr with freezing-out of the oil va-
por, followed by the injection of spectrally pure nitroge
whose pressure was varied from 1025 torr to 1022 torr. The
temperature of the substrate was equal to room tempera
at the start of deposition. The samples had a thickn
;103 Å, which was measured by x-ray fluorescence ana
sis. The rate of condensation of the iron film in a 100ms
pulse was 1042105 Å/s.

The pulsed nature of the plasma was created by la
pulses from an LTI-207 solid-state laser and by the discha
of a capacitor bank in the vapor of the atomized target
distinguishing feature of the film deposition process, ap
from a high evaporation rate, is high-energy saturation o
plasma with iron and nitrogen as its main components.

In the proposed technology, the interaction effects of
1661063-7834/99/41(10)/3/$15.00
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FIG. 1. Variation of the Mo¨ssbauer spectra of Fe–N films as a function
the nitrogen atmosphere pressure:~1! P51026 torr; ~2! 1025 torr; ~3!
1024 torr; ~4! 1022 torr.
9 © 1999 American Institute of Physics
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TABLE I. Parameters of the Mo¨ssbauer spectra of Fe–N films.

Postulated
Literature data

No. P, torr H, kOe d, mm•s21 «, mm•s21 S, % composition H, kOe d, mm•s21 «, mm•s21 Refs.

1 1026 330 0 0 26 a-Fe,
;250 ;0.15 0 72 ;Fe8C 245 ;0.17 6, 7

0 0.19 0.6 2
2 1025 331 0.01 0 20 a-Fe,

;234 0.27 0.06 75 «-carbonitride 230 0.24 0.10 8
0 0.16 0.8 5 or«-Fe3.2N 238 0.33 9

3 1024 332 20.01 0 76 «-Fe,
251 0.16 0 24 ;Fe8C 245 ;0.17 6, 7

4 1022 0 0.58 0.29 100 «- or 0 0.42 0.27 10
g-Fe2N
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laser beam with the vapor adsorbed on the surface of
target and bombardment of the target with high-ene
plasma particles in the presence of an applied electric fi
increase the atomic nitrogen content of the Fe–N vapor
tem, promoting an increase in the reactivity of the syste
The results of mass spectroscopic analysis shows that
quantity of ionized atomic nitrogen increases to 15–20%

The Mössbauer spectra of the investigated films
shown in Fig. 1, and the parameters of these spectra
summarized in Table I. The spectra were recorded wit
Co57~Cr! source at room temperature. The spectral lines
films prepared atP51026 torr and 1025 torr are very broad
and evolve on a U-shaped base, as it typical of the ultra
perse or amorphous state. Electron microscope examina
of iron films prepared by PPD show that the samples con
of nanocrystallites with dimensions<50 Å ~Refs. 11 and
12!.

The spectrum of film No. 1 contains two sextets, whi
can be identified with the phasesa Fe and iron carbide Fe8C
~Ref. 6!. The formation of the second phase is caused by
high carbon content of the films (;20 at.%). Auger spec
troscopy data show that this effect is quite typical
3d-metal films prepared by PPD.13 The fraction of bound
carbon is,10 at.% in this case.

Two sextets are also observed for film No. 2. In additi
to a Fe, a phase also emerges with a magnetization simila
that of Fe8C, but with a larger isomeric shift. According t
published data, these parameters are typical of the compo
« carbonitride or« Fe3.2N ~Ref. 9!.

Unusual results are exhibited by the spectra of film N
3: They do not contain nitride compounds. The phase co
position of this sample repeats the composition of film No
with the one exception thata Fe is now predominant.

To explain these data, we have investigated the subs
temperature during film deposition. Our previous work w
Ni–N films provided guidelines for setting up these expe
ments. We observed that, when nickel is spray-deposited
nitrogen atmosphere at a pressure of 1024 torr, the substrates
are strongly influenced by temperature to the point
deformation.14 To analyze the substrate temperature dyna
ics, we predeposited a Pd–Cu thin-film thermocouple on
substrate during the PPD process.

The results are shown in Fig. 2. In the first few minut
as the film is being deposited, the substrate temperature
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creases to 500–600 K. This behavior is attributable to a la
quantity of heat being released on the substrate by the
current density of evaporated material. After the plasma
turned off, the substrate temperature remains constant f
certain period of time and then begins to drop exponentia
The substrate temperature is lower in low vacuum~curves1
and3!. A different picture is observed for film No. 3~curve
2!: After the temperature rises toT;520 K it suddenly
jumps up toT;750 K. This rise can be identified with hea
release from the decomposition of iron nitride.

It has been shown8 that the«-carbonitride phase decom
poses atT5520 K, and the Fe3.2N phase decomposes a
T5720 K. We can assume that, during deposition
P51024 torr, either« carbonitride or a mixture of« carboni-
tride and Fe3.2N forms. An« carbonitride–Fe3.2N phase tran-
sition takes place when the substrate temperature risesT
5520 K. The heat released in this transition causes the t
perature to rise sharply, and the iron nitride decompose
T57202750 K with precipitation of thea Fe phase.

At P51022 torr only one quadrupole doublet is ob
served in the Mo¨ssbauer spectrum; it is interpreted as the«-
Fe2N or jFe2N phase.10 Obviously, the nitrogen concentra
tion in the chamber is sufficient to produce a nitroge
enriched Fe2N phase throughout the entire volume of the fil
and, at the same time, the resulting substrate temperatu
lower than the temperature at which this compound deco
poses.

FIG. 2. Time dependence of the substrate temperature at various nitr
atmosphere pressures:~1! 1025 torr; ~2! 1024 torr; ~3! 1022 torr.
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Long-range order and magnetic relaxation in a system of single-domain particles
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The paramagnetic-ferromagnetic phase transition and distinctive characteristics of relaxation of
the magnetization in a system of interacting single-domain ferromagnetic particles
distributed randomly in a nonmagnetic matrix are investigated in the mean-field approximation.
© 1999 American Institute of Physics.@S1063-7834~99!02210-8#
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The currently intensive experimental and theoretical
search into systems of small ferromagnetic particles dist
uted in a nonmagnetic solid matrix is motivated by th
unique properties and encouraging prospects for practica
plications. In the approximation of noninteracting particl
regarded as classical objects, the special attributes exhib
by the magnetic properties of such systems as a resu
thermal fluctuations of the magnetic moments of the partic
may be described using the approach developed by Bro1

It is based on the kinetic equation for the directional dis
bution function of the magnetic moment which, when t
thermal magnetic field is modeled by white noise, reduce
the Fokker–Planck equation. In systems of particles hav
uniaxial anisotropy this approach has been used, in part
lar, to investigate, relaxation of the magnetization,2–5 the fre-
quency dependence of the dynamic magnetic susce
bility,6,7 ferromagnetic resonance,8 and stochastic reso
nance.9–11 An alternative approach to the description of t
statistical dynamics of the magnetic moment of sing
domain particles has been proposed in recent papers12,13

based on the so-called inverse Fokker–Planck equation14 and
providing a means for reducing the problem of therma
induced magnetic-moment reorientation to a problem w
known in the theory of stochastic processes: the arrival o
Markov process at a given level.15

To account for the influence of long-range magnet
dipole interaction on the properties of systems of sing
domain particles poses a rather complex problem, for wh
there is no satisfactory solution at the present time, eve
the mean-field approximation. For example, the role
magnetic-dipole interaction has been investigated in appl
tion to systems of single-domain particles in thermodynam
equilibrium.16 The main result of this work is a proof of th
existence of long-range ferromagnetic order in the distri
tion of the particle magnetic moments. However, the
proximations used in Ref. 16 yield results that conflict w
the general results of Luttinger and Tisza.17 According to
Ref. 17 and published numerical results,18 in particular, the
existence or nonexistence of ferromagnetic ordering in
lattice of magnetic dipoles depends on the type of latti
whereas no such dependence follows from the results of
16. The mean-field approximation has also been used in
scribing phenomena resulting from the influence
magnetic-dipole interaction on the relaxation of the magn
1671063-7834/99/41(10)/6/$15.00
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zation.19–22 However, the mean field has been introduc
without the application of appropriate procedures for aver
ing and establishing self-consistency, so that the result
these studies are merely qualitative.

In the present paper the mean-field approximation
used to determine the conditions for the onset of ferrom
netic order and to investigate the prominent features of m
netization relaxation in a system of interacting single-dom
particles.

1. MODEL AND BASIC EQUATIONS

We consider a system of spherical single-domain fer
magnetic particles of radiusr randomly distributed in a non
magnetic solid matrix. We model the distribution of the pa
ticles in the matrix on the assumption that, with probabil
p, their centers occupy sites of a simple tetragonal latt
having periodsd1 ~along thex andy axes! andd2 ~along the
four-fold z axis!. We also assume that the interaction of t
particles is of the magnetic-dipole type, the particles
uniaxial, their easy axes are perpendicular to thexy plane,
and the dynamics of the magnetic momentm5m(t) of any
particle is described by the stochastic Landau–Lifshitz eq
tion

ṁ52gm3~h1n!2~lg/m!m3m3h

~m~0!5ezm!. ~1!

Here g(.0) is the gyromagnetic ratio,l is the dissipation
parameter,m5umu, h52]W/]m is the effective magnetic
field acting on the magnetic moment,

W52~Ha/2m!~m–ez!
22m–H~ t ! ~2!

is the magnetic energy of the particle in the mean-field
proximation, Ha is the magnetic anisotropy field
H(t)5H(t)ez is the mean dipole magnetic field at the s
occupied by the particle,ez is the unit vector along thez axis,
and n5n(t) is the Gaussiand-correlated thermal magneti
field, which is given by the relations

na~ t !̄50, na~ t !nb~ t1t!5~2lkT/gm!dabd~t!, ~3!

wherek is Boltzmann’s constant,T is the absolute tempera
ture,dab is the Kronecker delta,d(t) is a delta function, and
the overbar signifies averaging over the realizations ofn.
2 © 1999 American Institute of Physics
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Taking Eqs.~2! and ~3! into account, we can associa
the stochastic equation~1! interpreted according to
Stratonovich,23 with the Fokker–Planck equation

]P

]t
5

1

t ra

]

]u H @a~sin 2u12b~ t !sinu!2cosu#P1
]P

]u J
~4!

@ t r52/lgHa , a5Ham/2kT, b(t)5H(t)/Ha# for the den-
sity functionP5P(u,t) of the probability that the vectorm
will have the polar angleu (0<u<p) at time t. As usual,
the solution of this equation must satisfy the normalizat
condition and the initial condition, which in the given situ
tion has the formP(u,0)5d(u). We are interested in the
magnetizationM (t), which is expressed in terms of the pro
ability density functionP as follows:

M ~ t !5nmz~ t !̄5nmE
0

p

cosuP~u,t !du, ~5!

wheren5p/d1
2d2 is the particle number density.

Placing the origin at the site occupied by a designa
particle and enumerating all others with the indexi, we can
write the mean dipole magnetic fieldH(t) produced by these
particles at the center of the designated particle in the fo

H~ t !5K (
i

3r iz
2 2ur i u2

ur i u5
miz~ t !̄L . ~6!

Herer i is the radius vector of thei th particle, and the angula
brackets signify averaging over all possible spatial allo
tions ~permutations! of the particles among the lattice site
In Eq. ~6! we average over the admissible particle perm
tions. To do so, we segregate a region of volumeV in the
matrix containingS lattice sites, of whichN(<S) are occu-
pied by particles, and then find the probability for each p
muation. Inasmuch as the total number of permuations oN
distinct particles amongS sites is given by the relationR
5S!/(S2N)!, the required probability is equal to 1/R. Con-
sequently, by enumerating the particle permuations by
index s and denoting the radius vectors of the particles
these permuations byrs , we can rewrite Eq.~6! in the form

H~ t !5 lim
V→`

1

R (
s

(
rs

3r sz
2 2ursu2

ursu5
mrsz~ t !. ~7!

In Eq. ~7! we change from summation overs and rs to
summation over the radius vectors of the lattice siter
5d1(n1ex1n2ey)1d2n3ez (n1 , n2, andn3 are integers, not
simultaneously equal to zero!. It is evident at once that eac
site is occupied by particles inR15(N/S)R permuations.
Consequently, denoting thez components of the particle
magnetic moments at the siter by mr

( l )(t), where the indexl
assumes values from 1 toR1, from Eq. ~7! we obtain

H~ t !5 lim
V→`

1

R (
r

3r z
22ur u2

ur u5
S (

l 51

R1

mrz
( l )~ t !D . ~8!

Finally, bearing in mind that the expression in parenthese
Eq. ~8! is equal toR1mz(t), taking into account the relation
limV→`R1 /R5p, and defining the function
n

d

-

-

-

e

in

S~j!5
1

8 (
n1 ,n2 ,n3

2j2n3
22n1

22n2
2

~n1
21n2

21j2n3
2!5/2

~9!

(j5d2 /d1), for the mean dipole magnetic field we obtain

H~ t !58pS~j!mz~ t !/d1
3 . ~10!

A characteristic feature of the functionS(j), which deter-
mines the existence or nonexistence of ferromagnetic o
in systems of single-domain particles, is its change of si
S(j) for j,1, andS(j),0 for j.1 ~Fig. 1!. SinceH(t)
58jS(j)M(t), we can statea priori that ferromagnetic order
ing is possible in such systems only forj,1. A two-
dimensional particle distribution corresponds to the con
tion j→` @S(`)'21.129#, so that ferromagnetic orde
does not exist in this case.

2. PARAMAGNETIC-FERROMAGNETIC TRANSITION

We now find a steady-state solutionPs(u) of Eq. ~4! and
the corresponding magnetization of the system of sing
domain particles. Assuming that the probability flux is ze
at the endpoints of the interval (0,p), we obtain

Ps~u!5C21~a,2ab~`!!ea(cos2 u12b(`)cosu)sinu, ~11!

where

C~a,2ab~`!!5E
21

1

ea(x212b(`)x)dx. ~12!

We define the order parameter of the investigated system
single-domain particles asm5M (`)/nm. Then, making use
of the relation

M ~`!5nmE
0

p

cosuPs~u!du

and Eqs.~11! and~12!, we obtain the following equation fo
m:

m5
1

2a F 2ea

C~a,3T0m/T!
sinhS 3T0

T
m D2

3T0

T
mG , ~13!

whereT058pm2S(j)/3kd1
3.

An analysis shows that, forj.1 ~whenT0<0), Eq.~13!
has a unique solution at any temperature:m50. Conse-

FIG. 1. Graph of the functionS(j).0.
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quently, long-range order does not occur in this case, inc
ing a two-dimensional particle distribution. The absence
long-range order in the casej51, which corresponds to a
simple cubic lattice, agrees with the results of Luttinger a
Tisza.17

A nonzero solution of Eq.~13! can exist only forj,1.
As in the case of the Langevin equatio
m5 cotanh (3T0m/T)2T/(3T0m), to which Eq. ~13! re-
duces in the limitHa→0, it exists if the tangent to the grap
of the function defined by the right-hand side of Eq.~13! is
greater than unity asm→0. It is readily verified that this
condition is satisfied if T,Tcr , where Tcr is the
paramagnetic-ferromagnetic phase transition tempera
which is determined by solving the equationT53T0f (a)
f (a)5@2expa/C(a,0)21#/2a for T. We note thatf (a), m,
and henceT0f (a) are decreasing functions ofT, where
T0f (a)50 for T>TC (TC is the Curie temperature of th
particle material!. This means that the equatio
T53T0f (a) has a unique solution, which always satisfi
the condition Tcr,TC . Inasmuch as m5m(T) and
a5a(T), the equation is analytically solvable only in certa
limiting cases. In particular, ifm(Tcr)'m(0) ~this condition
holds for values ofTcr not too close toTC), then, using the
expansions f (a)51/314a/45 (a!1) and f (a)5121/a
(a@1), we find

Tcr5H T0„114a~T0!/15…, a~T0!!1,

3T0„121/a~3T0!…, a~3T0!@1.
~14!

As the radius of the particles increases, the transition t
peratureTcr rapidly approaches their Curie pointTC . For
example, for a system of single-domain Co particles, cha
terized by the parametersTC51400,Ms51400G (Ms is the
saturation magnetization!, Ha56400, p51, j50.5, and
d253r , from the lower equation~14! @whose use is justified
by the fact thata(3T0)'5 in the given situation# we obtain
Tcr'2.1831022r 3 (@r #5 Å!. Hence it follows thatTcr can
differ significantly from TC only if r ,40; for particles of
larger radiusTcr'TC .

In the vicinity of the pointT5Tcr the behavior of a
number of the thermodynamic parameters of the system
single-domain particles exhibits anomalies which, in acc
dance with the given approximation, are typical of the me
field theory. In particular, the magnetic susceptibil
x5 limH→0]M /]H (H is a static magnetic field directe
along thez axis! is given by the following expressions fo
m(Tcr)'m(0) anda(3T0)@1:

x5H 1/16jS~j!~12T/Tcr!, T,Tcr ,

1/8jS~j!~T/Tcr21!, T.Tcr ,
~15!

and the magnetizationM (`) has a square root asymptot
behavior: M (`);(Tcr2T)1/2. As an illustration, Fig. 2
shows temperature dependences of the order paramete
the above-analyzed system of single-domain Co particles@at
T50 the spontaneous magnetization of this system
nm(0)'54 G#.

We note that the physical cause for the existence~for j
,1) or nonexistence~for j>1) of ferromagnetic order in
the system of single-domain particles is the competition
d-
f

d

re,

-

c-

of
r-
-

for

is

f

magnetic-dipole particle interactions. In fact, all particl
surrounding the designated particle can be divided condit
ally into two groups according to whether the conditio
3r iz

2 2ur i u2.0 or the condition 3r iz
2 2ur i u2<0 is satisfied for

them. According to Eq.~6!, particles of the first group pro
duce at the designated particle site a mean dipole magn
field parallel to the magnetization, while particles of the se
ond group produce an antiparallel field. It is obvious th
ferromagnetic order corresponds to the case in which
contribution to the total dipole field from particles of the fir
group prevails over the contribution from particles of t
second group; it follows from~9! that this is the situation for
j,1.

Experimental evidence for the existence of
paramagnetic-ferromagnetic transition in systems of sing
domain particles has been obtained in several recent stu
For example, ferromagnetic ordering has been observed
decomposing Cu64Mn9Al27 melt24 and in Fe powders.25

However, the fundamental issue of the interaction resp
sible for ferromagnetic order is left open in these papers.
have considered it advisable therefore to formulate a num
of conditions that must be satisfied by systems of sing
domain particles to facilitate the experimental observat
and investigation of the paramagnetic-ferromagnetic tra
tion induced in them by magnetic-dipole particle interactio
First, to exclude the influence of the phase transition at
Curie temperature on the behavior of the phase transitio
T5Tcr , the temperaturesTcr andTC must be sufficiently far
apart. This requires that the particle radius not exceed a
tain critical value, which can be estimated from Eq.~14! and
the conditionTcr5TC . Second, sinceTcr depends strongly
on the particle size, the distribution of their radii must have
small variance. The third and final condition is that the me
distance between the particles in the plane perpendicula
the easy magnetization axis must be larger than the m
distance between the particles in the direction of the e
axis. Obviously, this condition can be met in certain situ
tions by ‘‘preconditioning’’ the system in the presence of
sufficiently strong (;Ha) static magnetic field directed
along the easy axis.

FIG. 2. Graphs of the order parameterm as a function of the normalized
temperatureT/TC for a system of single-domain Co particles, characteriz
by the parameters indicated in the main text and various radii:1! r 525; 2!
r 530; 3! r 535.
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3. RELAXATION OF THE MAGNETIZATION

We now consider the distinctive characteristics of t
process of magnetization relaxation in the system of sin
domain particles, assuming thata„12ub(t)u…2@1 andub(t)
,1u. Since, according to~4!, a quasi-equilibrium distribution
of the magnetic moments is established in times of the o
of t ra, Kramers method14 may be used to investigate th
evolution of the magnetization att.t ra. In accordance with
this method we seek a solution of Eq.~4! in the form

P~u,t !5V~u,t !H p1~ t !/n1~ t !, 0<u,u0~ t !,

p2~ t !/n2~ t !, u0~ t !,u<p,
~16!

where

p1~ t !5E
0

u0(t)

P~u,t !du, p2~ t !5E
u0(t)

p

P~u,t !du,

~17!

are the probabilities that the polar angle of the vectorm will
belong to the interval (0,u0(t)) or (u0(t), p), respectively,
u0(t)5arccos„2b(t)… is the angle corresponding to th
maximum of the energy W52(1/2)Hamcos2u
2H(t)mcosu, V(u,t)5sinu exp(a(cos2u12b(t)cosu)), and

n1~ t !5E
0

u0(t)

V~u,t !du, n2~ t !5E
u0(t)

p

V~u,t !du.

~18!

Inasmuch as the mean dipole magnetic field can be expre
in terms of the probabilitiesp1(t) and p2(t) for a(1
2ub(t)u)2@1:

H~ t !58nmjS~j!@p1~ t !2p2~ t !#, ~19!

and p2(t)512p1(t), the only unknown in Eq.~16! is
p1(t).

To find the equation satisfied by the probabilityp1(t),
we first invoke the relation

]V~u,t !

]u
1@a~sin 2u12b~ t !sinu!2cosu#V~u,t !50

and then use it to transform Eq.~4! as follows:

]P~u,t !

]t
5

1

t ra

]

]u
V~u,t !

]

]u

P~u,t !

V~u,t !
. ~20!

Next, having obtained from~20! the equation

E
0

u0(t) 1

V~u,t !

]

]t S E0

u

P~q,t !dq D du

5
1

t ra
E

0

u0(t) ]

]u S P~u,t !

V~u,t ! D du, ~21!

substitute~16! into it, and evaluate the integrals involved
Eq. ~21!. Bearing in mind that

]

]u S P~u,t !

V~u,t ! D52S p1~ t !

n1~ t !
2

p2~ t !

n2~ t ! D d„u2u0~ t !…

and that the following asymptotic@a(12ub(t)u)2→`# equa-
tions are valid:
-

er

ed

n6~ t !5
ea[162b(t)]

2a@16b~ t !#
,

E
0

u0(t) 1

V~u,t !

]

]t S E0

u

P~q,t !dq D du

5 ṗ1~ t !
1

2
Ap

a

eab2(t)

12b2~ t !
,

from ~21! we obtain an equation forp1(t):

ṗ1~ t !52S p1~ t !

t1~ t !
2

p2~ t !

t2~ t ! D , ~22!

where the quantitiest1(t) andt2(t), defined by the relation

t6~ t !5
t rAp/a

2„12b2~ t !…„16b~ t !…
ea(16b(t))2

, ~23!

have the significance of the mean residence times of
magnetic moment in states withuP„0,u0(t)… and
uP„u0(t),p…, respectively. Since the probability of trans
tion of the magnetic moment from the first to the seco
state is negligible in times of the order oft ra, the initial
condition for Eq.~22! is p1(0)51.

According to Eq.~5!, for a„12ub(t)u…2@1 the magneti-
zation of a system of single-domain particles can be writ
in the formM (t)5nmm(t), where it follows from Eq.~22!
that the functionm(t)52p1(t)21 satisfies the equation

ṁ~ t !52m~ t !S 1

t1~ t !
1

1

t2~ t ! D2
1

t1~ t !
1

1

t2~ t !
. ~24!

Inasmuch ast1(t) and t2(t) depend on the time only
through the normalized magnetizationm(t), Eq. ~24! is an
equation of the formṁ(t)52F„m(t)… with

F„m~ t !…5m~ t !S 1

t1~ t !
1

1

t2~ t ! D1
1

t1~ t !
2

1

t2~ t !
,

which can be solved, subject to the initial conditio
m(0)51, by solving the algebraic equation

E
m(t)

1 dx

F~x!
5t ~25!

for m(t).
Using Eq.~25!, we find the asymptotic forms of the so

lution of Eq. ~24! in the limits t→0 and t→`. In the first
case we havem(t)→1, so that by replacingF(x) with
F(1)52/t1(0) in ~25! and denotingb58jS(j)nm/Ha we
obtainm(t)512t/t0, where

t05
t rAp/a

4~12b2!~11b!
ea(11b)2

~26!

is the relaxation time of the initial magnetization.
To find a solution of Eq.~24! in the second case, we se

m(t)5m1m1(t) @m5m(`), limt→`m1(t)50# and rewrite
Eq. ~25! in the form
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E
0

12m2m1(t) dy

F„m1m1~ t !1y…
5t. ~27!

Next, we make use of the fact that the order parametem
obeys the equationF(m)50 @as must be the case, becau
for a(12ub(t)u)2@1 Eq. ~13! reduces to the equatio
F(m)50#, so that in the limitt→` the main contribution to
n

-
n-
th
in

o
a

d
ax
in

ar
io

em
the integral overy is from a small neighborhood of its lowe
limit of integration. Accordingly, replacingF„m1m1(t)
1y… with F8(m)„m1(t)1y… ~the prime denotes differentia
tion with respect tom), from Eq. ~27! we obtainm(t)5m
1cexp(2t/t`), where the relaxation time of the magnetiz
tion at long times, defined ast`51/F8(m), is given by the
expression
t`5t tAp

a

~12m!ea(11bm)2

4~11bm!@11b~12m2!2b2m222ab~12b2m2!~12m2!#
. ~28!
g

re-
ion

tio
ial

x-
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As for the parameterc, the Pade´ approximant26 of the func-
tion m(t):

m~ t !5m1
~12m!2t0 /t`

exp~ t/t`!1~12m!t0 /t`21
, ~29!

which matches the asymptotic forms ofm(t) in the limits
t→0 andt→`, gives the approximate@by virtue of the ap-
proximate character of~29!# value of the parameter (1
2m)2t0 /t` . We also note that in cases wherej.1 or
T.Tcr ~for j,1) the order parameter is equal to zero, a
Eq. ~28! is greatly simplified:

t`5t rAp

a

ea

4~11b22ab!
.

Becauset0 is an exponential function ofa, for suffi-
ciently large values of the parametera the conditiont@t0

underlying the derivation of Eq.~28! can become experimen
tally unattainable. In this event, the quantity of primary i
terest for the experimental verification of the results is
relaxation time of the initial magnetization. We first ascerta
how magnetic-dipole particle interaction influencest0. Since
the parameter characterizing this interaction isb, and a(1
2ubu)2@1, it follows from Eq. ~26! that whenb.0 ~i.e.,
when j,1), an increase inb causest0 to increase, and
whenb,0 (j.1), an increase inubu causest0 to decrease.
This behavior oft0 as a function ofb is easily explained: In
the first case the magnetization relaxes in the presence
mean dipole magnetic field in the same direction as the m
netization, whereas in the second case the mean field an
magnetization are in opposite directions. Defining the rel
ation time of the magnetization of a system of noninteract
particles astn5t r(p/16a)1/2expa, on the basis of Eq.~26!
we obtain

t0

tn
5

eab(21b)

~12b2!~11b!
. ~30!

According to Eq. ~30!, when a(12ubu)2@1, we have
t0 /tn.1 for b.0 andt0 /tn,1 for b,0.

Consequently, magnetic-dipole interaction of the p
ticles causes the relaxation time of the initial magnetizat
to decrease forj.1 and to increase forj,1 relative to the
case of noninteracting particles. In particular, for the syst
d

e

f a
g-
the
-
g

-
n

of Co particles of radiusr 535 Å discussed in the precedin
section, for T/TC50.2 we obtaina'20.8, b'0.1, and
t0 /tn'73.

Note that it is entirely realistic for the parameterb to
have values of the order of unity, and the ratiot0 /tn can be
very large therefore. For example, if Co particles are
placed by Fe particles in the shape of ellipsoids of revolut
with Ms51740 andHa51550~hereHa is the uniaxial geo-
metrical anisotropy field, which corresponds to the 1.2 ra
of the polar semiaxis of the ellipsoid to the equator
semiaxis27!, thenb'0.51 andt0 /tn'0.9exp(1.3a). The re-
cent experimental observation28,29 of a huge excess oft0

over tn is ample corroboration of the magnetization rela
ation theory developed here.

We conclude the investigation with a discussion of t
main approximations used in the work and the possible c
sequences of their omission. The most significant appro
mation, of course, is the assumption that the directions of
particle magnetic moments are uncorrelated, which has
mitted us to reduce the original multifrequency problem
single-frequency status. One possible consequence of ta
such correlations into account could be, for example, slo
ing of the magnetization relaxation rate at long times.
deed, correlation of the directions of the particle magne
moments due to their magnetic-dipole interaction should
manifested in a tendency toward ferromagnetic order i
random particle with the magnetic moments of particles
the first group, as dictated by the condition;expa 3r iz

2

2ur i u2.0, and to antiferromagnetic order with the magne
moments of particles in the second group, characterized
the condition 3r iz

2 2ur i u2,0. This means that the absolu
value of the mean magnetic field exerted on the designa
particle by particles of the first~second! group fort@t0 will
be greater than~be less than or equal to! the absolute value o
this field corresponding to the mean-field approximatio
Thus, allowance for correlation of the directions of the ma
netic moments of single-domain particles should cause
algebraic value of the resultant mean field to increase and
a result, the relaxation rate of the magnetization to decre
for all jÞ1.

The assumption that the system of single-domain p
ticles is unbounded also imposes a restriction on the ap
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cability of the results. One consequence of omitting this
sumption could be the necessity of taking into account
existence of domain structure in such systems. As in the c
of bulk ferromagnets,27 domain structure will have a signifi
cant influence on the magnetic properties. Specifically,
formation of domain structure will qualitatively change th
nature of the relaxation of the magnetization. However, si
the onset of domain structure becomes likely only at tim
much larger thant0, the character of the relaxation of th
magnetization does not change in the given situation w
a(12ubu)2@1.

* !E-mail: denisov@ssu.sumy.ua
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Concentration dependence of the compositional order–disorder phase-transition
temperature in the solid solution PbSc 0.5Nb0.5O3– PbSc0.5Ta0.5O3
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The degree of compositional orderS of crystals of the complete series of solid solutions
(12x)PbSc0.5Nb0.5O3-xPbSc0.5Ta0.5O3 grown under identical conditions is determined by
x-ray examination. The form of the dependenceS(x) and the variations ofS for different
compositions, after high-temperature annealing, indicate that the concentration dependence
of the compositional order–disorder phase-transition temperature is close to linear in the given
system of solid solutions. ©1999 American Institute of Physics.@S1063-7834~99!02310-2#
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In certain ternary oxides of the perovskite family cha
acterized by the formula PbB0.5

31B0.5
51O3 (B315Sc, In, Yb,

Lu, Er, Tm; B515Nb, Ta, Sb!, phase transitions of the com
positional order-disorder type in the high-temperature ra
(Tt5100021500 °C) are observed in addition to ferroele
tric phase transitions.1–4 Above Tt the ions of trivalent and
pentavalent elements are randomly distributed among
traoctahedron lattice sites, whereas below this tempera
the equilibrium state is an ordered state~compositional or
crystallochemical order!. Since the degree of composition
order S varies by a diffusion mechanism, the hig
temperature state can be ‘‘frozen’’ by rapid postann
cooling of the sample. This treatment induces a strong
pendence of the properties of compositionally ordered oxi
on the preparation conditions, first and foremost on the r
betweenTt and the anneal temperature of a ceramic
the growth temperature of a crystal.1–6 At the present time
the values ofTt have been determined for five terna
perovskites: PbB0.5

31Nb0.5
51O3 (B315Sc, In, Yb, Lu! and

PbSc0.5Ta0.5O3 ~Refs. 1 and 4!. On the other hand, althoug
compositional order effects have been observed in sev
solid solutions of ternary perovskites,2,7,8data on the concen
tration dependence ofTt for such solid solutions are lacking
The objective of this study is to obtain data on t
form of Tt(x) in the system of solid solution
PbSc0.5Nb0.5O3– PbSc0.5Ta0.5O3 ~PSN-PST!, for which the
values ofTt have been established for the extreme conc
trations of the components: 1210 °C for PSN and 14
21500°C for PST~Ref. 1!. In contrast with previous studie
of compositionally ordered solid solutions, which have be
confined strictly to ceramic samples,2,4,7,8 the present inves
tigation has been carried out on crystals, because the
tionship between the quantityS and the preparation or hea
treatment conditions in crystals is much more clearly defin
than in ceramics.5,6,9

Crystals of the complete series of solid solutio
PbSc0.5(Nb12xTax)0.5O3 were grown by bulk crystallization
from the fluxed melt using a unified lead borate solve
(PbO-0.26B2O3), a single crystallization temperature ran
1671063-7834/99/41(10)/3/$15.00
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(116021050 °C), and the same cooling rate of the m
(5.5°/h). The composition of the crystals was determined
means of a Camebax-Micro combination scanning mic
scope and microanalyzer within 2% error limits. The avera
value of S was determined by x-ray examinations of th
powdered crystals. The methods of investigation are
scribed in detail in Ref. 9.

An expression forTt has been derived previously10 from
a simple thermodynamic model in application to solid so
tions of compositionally ordered ternary perovskites. A
cording to this expression, the functionTt(x) must have a
maximum:

Ttx5
Tt0~12x!1Tt1x

x22x11
. ~1!

HereTt0 andTt1 are the values ofTt for the extreme com-
ponents of the solid solutions~corresponding tox50 and
x51). Estimates using Eq.~1! have shown that in the sys
tem of PSN-PST solid solutions, asx increases,Tt rises
abruptly and for compositions withx.0.15 exceeds the
value ofTt for PST. The maximum value ofTt is attained for
x50.5 and is equal to 1900 °C~Fig. 1a!. We have previously
established5,6 that PSN and PST crystals grow with disord
~even at temperatures belowTt , where the disordered state
a nonequilibrium state!, and then the degree of orderS be-
gins to change by diffusion, tending to the equilibrium val
Se at the crystallization temperature. For this crystal, the
fore,Sdepends on the ratiot/t, wheret is the crystallization
time, andt is the time required to reach by diffusion th
equilibrium valueSe at the crystallization temperatureTcr .
The timet, in turn, depends onTcr , andSe depends on the
ratio Tcr /Tt . It is evident from Fig. 2 that the average valu
of S for PST crystals grown in different temperature interva
agrees quite well with the dependence of the equilibri
valueSe on Tcr /Tt as calculated by the Kirkwood method.3

According to the above-described concepts of
growth mechanism of PSN and PST crystals, if the dep
denceTt(x) in the system PSN-PST is described by Eq.~1!,
8 © 1999 American Institute of Physics
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the average values ofS for crystals of solid solutions with
x.0.15 in the crystallization temperature range used h
must be no lower than for PST, and only forx,0.1 canSbe
expected to decrease asx is decreased~Fig. 1a!. Thus, the
average value ofS remains less than 0.1 asx is increased

FIG. 1. ~a! Relation between the temperatureTt of composition
order-disorder phase transition, the anneal temperatureTa , and
the crystallization temperature range of solid solutio
(12x)PbSc0.5Nb0.5O3–xPbSc0.5Ta0.5O3 : ~1! functionTt(x) calculated from
Eq. ~1!; ~2! linear approximation ofTt(x); ~3! anneal temperatureTa ; ~4!
crystallization temperature range.~b! Average values of the degre
of compositional order S of crystals of solid solutions
(12x)PbSc0.5Nb0.5O3–xPbSc0.5Ta0.5O3 not further heat treated afte
growth.
re

from 0 to 0.15, but then in the interval 0.20–0.35 it increas
from 0.5 to 0.8, and finally it increases more gradually w
x to S50.97 at x51 ~Fig. 1b!. On the other hand, if we
assume thatTt varies linearly withx in the system PSN-PST
the experimental values ofS for crystals of the solid solu-
tions are in good agreement with the calculated depende
of the equilibrium valueSe on Tcr /Tt ~Fig. 2!. The best
agreement of the experimental data with the calculated
pendenceS(Tcr /Tt) is attained ifTcr is interpreted as the
upper end of the crystallization temperature range for co
positions with smallx and as the lower end of that range f
compositions withx.0.4. This fact can be explained on th
assumption that the rate of ordering at the crystallizat
temperature of compositions having a high PST conten
substantially higher than those close to pure PSN. This
ference is more likely associated with the considerable
ference in the values ofTt for PSN and PST.

To further verify the form ofTt(x), we have annealed
tablets pressed from powdered crystals of the solid soluti
with different concentration indicesx at Ta51310 °C. This
temperature is higher than the value ofTt for compositions
with x,0.3 if Tt depends linearly onx. If Tt(x) has the form
of a curve with a maximum in accordance with Ref. 10,Ta is
much lower than the value ofTt for the majority of the
investigation solid solution compositions~Fig. 1a!. The
samples were annealed in a hermetically sealed alundum
cible packed with PST powder. The crucible was heated
gether with the oven toTa , was held at this temperature fo
1.5 h, and was then quenched to room temperature. X
examinations showed that annealing lowered the aver
value ofS for all the compositions, and for the compositio
with x50.2 the superlattice lines associated with order v
ished. This result can be regarded as direct proof thatTt(x)
is close to linear in the system of PSN-PST solid solutio
because in this caseTa is higher than the value ofTt for the
ili-

re
s
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nal
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FIG. 2. Temperature dependence of the equ
brium values Se of the degree of composi-
tional order, calculated by the Kirkwood method3

~dashed line!. The horizontal segments
1–5 correspond to the crystallization temperatu
ranges of crystals of solid solution
(12x)PbSc0.5Nb0.5O3–xPbSc0.5Ta0.5O3 ~assuming
thatTt depends linearly onx). The points represen
the average values of the degree of compositio
orderSof tablets pressed from powdered crystals
the solid solutions with different values ofx, after
annealing at Ta51310 °C: ~1! x50.20; ~2!
x50.34; ~3! x50.58; ~4! x50.75; ~5! x51.00.



d

th
-

b

S
S
th
te

tri
o
-

be

ian

,

ys.

1680 Phys. Solid State 41 (10), October 1999 Raevski  et al.
composition withx50.2. Moreover, ifTt is assumed to be a
linear function ofx, the average value ofS for other annealed
compositions are in good agreement with the calculated
pendence ofSe on Ta /Tt ~Fig. 2!.

To summarize, the form of the dependenceS(x) for
PSN-PST crystals grown under identical conditions and
behavior of S for these solid solutions after a high
temperature anneal indicate that the dependenceTt(x) is
close to linear in the system PSN-PST. The discrepancy
tween the experimental dependenceTt(x) and the form cal-
culated on the basis of the model in Ref. 10 for PSN-P
solid solutions could be associated with the fact that P
and PST are ferroelectrics in both the disordered and
ordered state, whereas all other compositionally ordered
nary perovskites known at the present time are ferroelec
in the disordered state, but are antiferroelectrics in the
dered state.4 Further studies of solid solutions of other com
positionally ordered ternary perovskites will be needed
fore any final conclusions can be drawn.
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Domain kinetics in the formation of a periodic domain structure in lithium niobate
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The evolution of the domain structure in LiNbO3 with polarization switching in an electric field
is investigated experimentally. Special attention is given to the formation processes of a
regular domain applicable to nonlinear optical devices. A new method based on the spontaneous
backswitching effect is proposed for creating a regular structure with a period of 2.6mm
in LiNbO3 with a thickness of 0.5 mm. ©1999 American Institute of Physics.
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The formation of a periodic domain structure having m
cron periods in ferroelectric materials, which are useful
applications, poses a problem whose solution is particul
crucial in order to establish synchronism conditions in no
linear optical devices.1 Second harmonic generation in th
visible and ultraviolet~UV! ranges require regular doma
structures with a period less than 5mm in substrates having
a thickness of at least 0.5 mm. The feasibility of creating
regular domain structure in bulk LiNbO3 placed in an elec-
tric field at room temperature was first demonstrated
1993.3 This technique has grown in popularity by virtue
its reproducibility and applicability to other nonlinear optic
crystals. Several papers have reported applications of
technique to create a domain structure with a period o
24 mm in substrates of thickness 2002300mm in LiNbO3

~Ref. 2!, LiTaO3 ~Refs. 3 and 4!, and KTiOPO4 ~KTP! ~Ref.
5! with the capability of generating blue and UV light. I
thicker substrates, however, it is impossible to obtain str
tures capable of satisfying the quasi-phase synchronism
dition for this spectral range. It is essential to note that
domain kinetics in LiNbO3 has been investigated only fo
very slow switchings,6 even though it is obvious that a sy
tematic investigation of the stages of evolution of the dom
structure in the presence of switching with characteris
times less than one second has particularly important bea
on the refinement of existing methods.

Here we report a detailed investigation of the creat
and pinning of a domain structure in bulk LiNbO3 samples in
the presence of an electric field applied to periodic str
electrodes. Visualization of the domain configurations
chemical etching and subsequent examination of the re
with an optical microscope and a scanning electron mic
scope~SEM! have been used to analyze the evolution sta
of the domain structure. Special attention has been dev
to studying the domain structure kinetics in the presence
spontaneous backswitching after the field is turned off.
1681063-7834/99/41(10)/7/$15.00
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1. EXPERIMENTAL

The investigated samples were monodomain LiNb3

wafers of thickness 0.5 mm cut perpendicularly to the po
axis from congruent-grown, optical-quality single crysta
Periodic metal stripe electrodes~NiCr! oriented along the

@101̄0# direction were photolithographically deposited on t
~0001! polar plane. To prevent the domains from growin
beyond the limits of the electrodes, the electrode-implan
surface was coated with a thin insulator layer~Fig. 1a!. The
voltage pulses used to generate an above-threshold ele
field ~21.5 kV/mm! in the bulk of the samples were applie
by means of a clamp holder~Fig. 1a! through a liquid elec-
trolyte ~LiCl solution!.7,8 Switching was performed at room
temperature. The current and voltage pulses were recorde
the domain structure took shape. The parameters of the
main structure could be controlled by varying the shape
duration of the voltage pulse and the current amplitude~Figs.
1b and 1c!. To analyze the domain structure obtained af
partial or complete switching, the polar planes and cross s
tions were etched for 5–10 min in hydrofluoric acid at roo
temperature. The surface relief was observed by the op
and scanning electron microscopes. The preparation of ti
thin sections significantly improved the spatial resolution
examination of the domain structure in the bulk. Detail
information on the evolution of the domains during switc
ing was obtained by comparing the domain images form
after different lengths of the switching pulses.

2. EVOLUTION STAGES OF THE DOMAIN STRUCTURE

An analysis of the domain configurations obtained af
partial switchings has revealed several distinct stages in
evolution of the domains9 ~Fig. 2!. The switching process
begins with ‘‘nucleation’’~the inception of new domains! on
the ~0001! polar surface along the edges of the electrod
~Fig. 2a! when the field attains a threshold level.10 The sec-
ond stage is characterized by growth of the domains in
polar and sidewise directions and their coalescence unde
1 © 1999 American Institute of Physics
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electrodes~Fig. 2b!. Upon completion of this stage, lamina
domains are formed all the way across the sample~Fig. 2c!.
In the third stage the planar boundaries of the newly form
domains move beyond the limits of the electrodes~Fig. 2d!.

After a rapid decrease in the switching field the switc
ing process stops and, depending on the pulse duration,
scenarios of domain evolution are possible: stabilization
the newly formed domain structure or partial switching
the domains back to the original stage~reverse poling or
‘‘backswitching’’!.7,11–13In backswitching the boundaries o
the switched domains move toward the electrodes; in a
tion, chains of wedge-shaped domains form along the ed
of the electrodes~Fig. 2e!.

FIG. 1. a! Electrode configuration for the creation of a periodic doma
structure:1! LiNbO3 wafer; 2! liquid electrolyte;3! insulator layer;4! pe-
riodic stripe electrodes;5! annular spacers; b! Shape of the switching volt-
age pulse in the conventional method; c! pulse shape with backswitching.

FIG. 2. Main stages of domain evolution in the switching of a monodom
wafer with stripe electrodes on~0001!.
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-
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f
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3. BASIC APPROACH

Our approach to analyzing the domain structure evo
tion in ferroelectrics is based on the assumption that scre
ing effects play key role.14,15 Switching from the single-
domain state is known to be induced by the formation a
growth of domains of opposite sign. The rates of formati
and growth of the domains are governed by the polar co
ponent of the local electric fieldEz ~Refs. 10 and 15! at the
nucleation sites and at the domain boundaries, respectiv
The spatial distribution of the local fieldEz(r ,t) is deter-
mined by the sum of thez-components of fields of variou
origins: 1! the external fieldEex(r ) produced by the voltage
applied to the electrodes; 2! the depolarizing fieldEdep(r ,t)
produced by bound charges of the instantaneous domain
figuration; 3! two types of screening fields, which compe
sate the depolarizing field: one externalEescr(r ,t), induced
by charge redistribution on the electrodes, and the other
ternal Ebscr(r ,t), generated by various bulk
mechanisms14,16,17:

Ez~r ,t !5Eex~r !2@Edep~r ,t !2Eescr~r ,t !2Ebscr~r ,t !#.
~1!

The depolarizing field slows domain growth, but its influen
is diminished by the screening effects. As a rule, the exte
screening time constant is much shorter than the bulk c
stant and is governed by the parameters of the external
cuit. Bulk screening processes are very significant, beca
even after the cessation of external screening a residua
polarizing field Edr(r ) ~of the same order as the coerciv
field! still exists in the bulk, owing to the presence of
surface dielectric gap in ferroelectrics10,11:

Edr~r !5Edep~r !2Eescr~r !'0. ~2!

For an infinite, monodomain ferroelectric capacitor we ha

Edr~r !52L/d~PS /«L«0!, ~3!

whereL is the thickness of the dielectric gap,d is the thick-
ness of the sample,PS is the spontaneous polarization, an
«L is the dielectric permittivity of the gap.

The residual depolarizing field can be screened as a
sult of charge redistribution in the bulk and the orientation
charged dipole defects.16,17 These processes are compa
tively slow (t;10212105 s! ~Ref. 10!, so that the usually
observed bulk screening delay produces various mem
phenomena.15 For example, the initial domain state can b
partially or completely reconstructed after a sufficiently rap
reduction of the external field~spontaneous backswitching!.
This process is induced by the partially screened resid
depolarizing field:

Ebs~r ,t !52@Edr~r !2Ebscr~r ,t !#. ~4!

We have shown previously that the backswitching effect c
be used to create periodic domain structures having ex
tionally short periods.9

n
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4. DETAILS OF DOMAIN STRUCTURE EVOLUTION

4.1. Formation of domains on the surface

The density of nucleation centers is customarily assum
to be an important parameter, limiting the spatial frequen
of periodic domain structures.8,12 It has been established ex
perimentally that the average density of nucleation center
LiNbO3 depends weakly on the electrode material.12,18 Our
experiments have shown that the density of newly form
isolated wedge domains exhibits strong spatial inhomoge
ity: Far from the edges of the electrodes it does not exc
1000 mm22 ~Ref. 8!, but along the edges of the electrod
the linear density of newly formed domains attains 11
mm21 ~Fig. 3a!.9

This behavior can be attributed to the singular spa
distribution of the polar component of the local fieldEz near
the surface at the edges of the electrodes. It should be n
that spatial inhomogeneity of the fieldEz(x) exists only near
the surface, and its amplitude decays rapidly with increas
depth. The field is essentially homogeneous to a depth of
order of the electrode period~Fig. 3b!. Spatially inhomoge-
neous nucleation is attributable therefore to the inhomoge
ity of the field in a thin surface layer, and the growth of t
domains in the bulk takes place in a homogeneous field.

Our detailed investigations of the initial stage of spon
neous backswitching with SEM imaging of the domain co

FIG. 3. a! Formation of nucleation centers near the edges of the electr
~in backswitching!; b! theoretically calculated spatial distribution of the p
lar field componentEz(x) at various distances from the surfaceDz ~in
fraction of the electrode period!: 1! 0.01;2! 0.1; 3! 0.6; c! histogram of the
distances between neighboring wedge domains and its approximation
Gaussian curve.
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figuration on the polar plane has revealed the existence
chains of nanodomains~Fig. 4a!. These domains typically
have diameters of 50–100 nm at a linear density up
104 mm21. We assume that the usually observed wedge
mains are formed as a result of the growth of these n
odomains. It is important to note that isolated needle-sha
microdomains of unknown origin with diameters less th
1 m have been observed some time ago in LiNbO3 ~Ref. 19!.

An analysis of the domain configurations in the fir
stage of backswitching shows that a correlation is obser
in the spatial distribution of the wedge domains~Fig. 3c!.
This characteristic can be identified with a decrease in
local field near a newly formed wedge domain.10 The modi-
fication of the spatial distribution of the electric field su
presses the growth of neighboring nucleation centers. T
phenomenon imparts a quasi-regularity to the grow
wedge domains, and the number of such domains is con
erably smaller than the number of nanodomains.

4.2. Growth and coalescence of wedge domains under the
electrodes

The newly formed wedge domains continue to grow a
result of the motion of the domain boundaries in the forwa
~polar! and sidewise directions. An analysis of the static d
main configurations observed on tilted thin sections h
shown that the rate of forward growthv f in LiNbO3 is ap-
proximately 100 times the rate of sidewise motionvs . The
velocity ratio dictates the observed vertex angles of
wedge domains, which are less than one degree.

In the case of simultaneous growth of a system
wedges, the local fieldEz(r ,t) at the vertex of a given wedg
depends on the distances to its neighbors. Consequently
neighbor lingers or stops altogether~as a result of being
slowed down by defects!, the local field near the vertex o

es

a

FIG. 4. a! Nanodomains formed near the edge of an electrode in ba

switching; b! growth of domain chains on the (0001)̄ surface in the pre-
ferred growth directions with switching in a homogeneous field.
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the moving wedge changes, causing the direction of gro
to deviate. This phenomenon should create a difference
tween the domain configurations on different polar surfac
as is indeed often observed in experiment.

An analysis of the domain configurations in the fir
stage of backswitching has shown that the growing doma
in LiNbO3 usually have a hexagonal shape~Fig. 5a!. To
explain the growth of domains having a regular geome
we exploit the previously mentioned similarity of cryst
growth and domain growth.20,21 Domain growth~sidewise
motion of the domain boundaries! is induced by the motion
of individual steps along the domain boundaries~Fig. 5b!.
The trigonal symmetry of LiNbO3 in the plane perpendicula
to the polar axis causes the steps to move in the three@101̄0#
directions. Six planar domain boundaries are formed a
result of this growth pattern~Fig. 5b!.22 It is important to
note that anisotropy is also encountered in the formation
chains of wedge domains oriented in the three@101̄0# direc-
tions during switching in a homogeneous field~Fig. 4b!.

The stripe electrodes are always oriented along one
the preferred growth directions~motion of the steps!. Owing
to this orientation, laminar growth prevails after coalesce
of the chains of domains formed along the edges of the e
trodes in the first switching stage, resulting in the format
of pairs of stripe domains having planar boundaries on
~0001! surface. In thick samples the coalescence of isola
domains and the formation of stripes on~0001! terminates
before the vertices of the wedges grow all the way acros
has been shown experimentally that for a distance of 0.9mm
between nucleation centers the coalescence of isolated
mains terminates when their vertices grow in the polar dir
tion to depths of 502100mm.

The pairs of domain boundaries formed under the ed
of the electrodes move opposite to one another until co
plete switching has taken place under the electrodes
~0001!. For samples having a thickness of 0.5 mm and e
trodes less than 3mm wide this coalescence terminates b
fore the vertices of the wedges grow clear across the sam

Laminar through domains having a regular configurat
do not form until the completion of forward growth. How
ever, the evolution of the domain structure does not alw
end with this event. Pronounced unwanted broadening of
laminar domains beyond the limits of the electrodes is
ways observed in the final stage.

FIG. 5. Hexagonal domains in LiNbO3: a! domain configuration; b! diagram
of laminar domain growth. The light arrows indicate the direction of mot
of the steps, and the heavy arrows indicate the direction of motion of
domain boundaries.
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4.3. Motion of domain boundaries beyond the electrodes

It is obvious that, when periodic stripe electrodes a
used, spatial inhomogeneity of the external fieldEex occurs
only in a shallow surface layer having a thickness of t
order of the period of the electrode structureL, so that the
motion of the newly formed planar domain boundaries b
yond the limits of the electrodes in thick samples (L!d)
takes place in an essentially homogeneous electric field.

The rate of motion of a domain boundary beyond t
electrodes is determined by the polar component of the lo
electric fieldEz ~Ref. 23!. The degree of compensation of th
depolarizing field by external screening~redistribution of
charges in the liquid electrodes! is substantially lower than
under the metal electrodes~Fig. 6a!. The presence of a stron
residual depolarizing field and its comparatively slow bu
screening in LiNbO3 at room temperature causeEz to dimin-
ish when the boundary moves a distanceDx beyond the lim-
its of an electrode, owing to the increase in the uncomp
sated fraction of the depolarizing field. The domain bound
stops when

Ez~Dx!2Eth'0, ~5!

e

FIG. 6. a! Diagram of the surface zone of the wafer with electrodes:1!
dielectric gap;2! insulator layer;3! liquid electrolyte;4! metal electrodes;
b, c! domain configurations with anomalous broadening of the domains
yond the limits of the electrodes, viewed by the optical microscope~b! and
SEM ~c!; d! theoretically calculated spatial distribution of the polar comp
nent of the local field near the surface in the vicinity of a planar dom
boundary.
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whereEth is the threshold field for sidewise movement of
planar domain boundary.

The decrease inEz during movement of the boundary
caused by increases inEdr(Dx) and the field generated b
‘‘attached’’ charges formed during screening of the init
monodomain state, because charge redistribution can b
nored for rapid motion of the boundary. Disregarding t
conductivity of the insulator layer and allowing for the fa
that the thickness of the insulator layerLi is much greater
than the thickness of the dielectric gapL, for our experimen-
tal geometry~Fig. 6a! we can find the dependence onDx of
the average field in the bulkEz if we approximate the spatia
distribution of bound and screening charges by a strip
width Dx with charge densitys:

Ez~Dx!5Eex2Edep~Dx!

5U/d2s~« i«0!21F~Dx/d!, ~6!

whereU is the applied voltage,« i is the dielectric permittiv-
ity of the insulator, F(Dx/d)51/p@2 arctan(Dx/d)
1Dx/dln(11d2/Dx2)#, ands5LPSd21«b«L

21(11k).
The parameterk allows inclusion of the prehistories for

shift from the fully screened initial state,k51, and after long
residence in the biased state,k521.

The derivation of Eq.~7! and its application to analyzing
experimental data of the motion of a planar domain bound
in gadolinium molybdate are described in detail in our p
vious work.24

For the given electrode geometry, Eq.~7! and condition
~3! can be used to account for the movement of the dom
boundaries to a certain distance beyond the limits of
electrodes and to determine the field dependence of
maximum displacementDxmax(Eex2Eth). It should be noted
that the finite conductivity of the imperfect insulator lay
leads to a major increase in the displacement of the bou
aries. The observed displacement of the domain bound
must depend therefore on the composition of the insula
layers and their deposition technology.

4.4. ‘‘Anomalous motion’’ of the domain boundaries

It has been observed experimentally that the displa
ment Dxmax in the formation of domain structures with
small period often changes from one electrode to the n
and extraordinarily large boundary displacements are
served in some regions~Figs. 6b and 6c!. An attempt to
ascribe this behavior to inhomogeneity of the insulating l
ers has been thwarted by observations showing that the
tion of the domain boundary is ruled by an anomalo
mechanism in this case.

To investigate the early stages of evolving of the d
mains in this case, we have analyzed the domain config
tions obtained after very short partial backswitching. T
possibility is based on the experimentally confirmed simil
ity of the positions of the nucleation centers in forward a
reverse polings. Observations of the domain structu
~etched surface relief! in the optical microscope shows th
the domain kinetics in anomalous evolution consists in
formation, growth, and eventual coalescence of chains of
main ‘‘fingers’’ oriented in one of the@101̄0# directions
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~Fig. 6b!. Observations with increased spatial resolution~in
the SEM! show that the optically observed domain finge
comprise strings of wedge domains approximately 10 nm
diameter~Fig. 6c; cf. Fig. 4b!. The linear density of nucle-
ation centers in the strings is greater than 104 mm21. In the
formation of small-period domain structures the anomalo
mechanism can lead to merging of the boundaries betw
the electrodes and break up the periodicity of the dom
structure.

The anomalous mechanism of domain boundary mot
can be analyzed by analogy with the ‘‘correlated nucleatio
effect, which we have observed previously in le
germanate.25,26 The effect is attributable to the long-rang
influence of a moving domain boundary. A calculation
DEz(x) near a planar domain boundary~Fig. 6d! reveals a
pronounced maximum at a distance of the order of the th
ness of the surface dielectric gap.10 In LiNbO3 this distribu-
tion results in the formation of strings of wedge na
odomains in the surface and layer and their subsequ
growth in preferred directions~Fig. 6c!. The coalescence o
the strings produces an inhomogeneous, anomalously l
displacement of the boundaries and modifies their shape

4.5. Evolution of domain structure in backswitching

In a departure from the conventional approach we h
demonstrated the possibility of using spontaneous ba
switching to create periodic domain structures. This non
ditional approach is based on notions that have been c
firmed experimentally in our previous studies.10,13,15

The shape of the voltage pulse is changed for polar
tion utilizing backswitching~Fig. 1c!. Under the influence of
the first part of the pulse~strong field! laminar domains are
formed with a width exceeding that of the electrodes. In
switched region during the stage of a weak applied field,
domain boundaries begin to move in the reverse direc
~backswitching!. Moreover, as in ordinary switching, wedge
shaped domains form and grow along the edges of the e
trodes ~Figs. 2 and 3a!. The domain structure obtaine
through backswitching is pinned during the stage of stab
zation of the polarizing voltage pulse, but in a much wea
field than in the conventional technique~Fig. 1c!. Domain
structures corresponding to different degrees of backswi
ing can be pinned by varying the duration of the weak-fie
stage. The monitored reverse movement of planar bounda
makes it possible to obtain domain structures clear thro
the sample with unprecedented short periods in th
samples by virtue of the compensation of unwanted bro
ening of the domains in the switching stage.

The backswitching method has enabled us to crea
domain structure with a period of 2.6mm in LiNbO3 having
a thickness of 0.5 mm~Fig. 7!. It should be noted that the
conventional procedure is incapable of yielding structures
this kind in such thick substrates.

4.6. Stabilization of the domain structure after switching

In conventional switching, the domain structure crated
the electric field is pinned by fairly prolonged exposure to
field somewhat below threshold~Fig. 1b!. Measurements of
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the backswitching fraction~ratio of the reverse and forwar
poling charges, which are determined by integrating the c
rents! as a function of the stabilization time,Qbs(t)/Qs , in-
dicate that it decreases exponentially with a time constan
10–30 ms~Fig. 8!. If backswitching is assumed to be drive
by the partially screened depolarizing field, the stabilizat
kinetics is determined by the bulk switching tim
constant.13,15,16It is evident that a stabilization phase lastin
more than 50 ms is essentially sufficient for complet
blocking backswitching after the field has been turned of12

4.7. Frequency multiplication

The results of our investigation of the domain kineti
associated with backswitching has enabled us to dev
qualitatively new methods for the formation of regular stru
tures with multiplication of the spatial frequency of the d
main structure in contrast to the structure of the electrod
We have achieved domain structure frequency doub
through the formation of bands of additional nonthrough d
mains under the electrodes on~0001! in the presence o
backswitching~Fig. 9a!. In the polar direction the length o
the domains is usually 502100mm and depends on the pa
rameters of the pulse and the width of the electrodes~Fig.
9b!. Frequency tripling can be achieved by changing
switching conditions~Fig. 9c!. In this case the additiona
stripe domains are formed under the edges of the electr
and grow to a depth of 20250mm ~Fig. 9d!.

A detailed analysis of the domain configurations in t
transverse cross section indicates two possible scenario
domain evolution with backswitching: ‘‘erasure’’ and ‘‘split

FIG. 7. Domain structure with a period of 2.6mm obtained with back-

switching in a LiNbO3 wafer having a thickness of 0.5 mm; (0001)̄ surface.

FIG. 8. Time dependence of the backswitching fraction with stabilization
various fields. The experimental points are approximated by expone
functions. a! Ez524 kV/mm, t511 ms; b! Ez520.6 kV/mm,t534 ms.
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ting.’’ The erasure process entails the formation of doma
inside a previously switched domain without altering its o
ward shape~Fig. 9e!. In the splitting process a domain grow
ing in the presence of backswitching cleaves a switched
main, significantly altering its shape while approximate
preserving its volume~Fig. 9f!.

In summary, the reported comprehensive investigati
have yielded new information about the domain struct
kinetics in LiNbO3 with rapid polarization switching~with a
substantial delay of bulk screening! in a spatially inhomoge-
neous electric field. We have uncovered the phenomeno
anomalous domain broadening beyond the limits of the e
trodes. We have reported the first investigation and qua
tive explanation of the specific characteristics of dom
structure evolution in the presence of spontaneous ba
switching after removal of the external field. The level
insight achieved here has enabled us to exploit this tradit
ally ‘‘undesirable’’ effect as the basis of new methods for t
formation of regular domain structures.

The authors are grateful to L. Eyres for performing t
SEM domain structure analysis and to S. Makaro
E. Nikolaev, E. Shishkin, and D. Fursov for technical ass
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The ceramic BaTiO3 doped with rare-earth ions Y, La, Nd, Sm, Lu, and Dy to 0.1–0.5 at. % was
studied in the temperature range 160,T,480 K by ESR. Several ESR spectra were
observed. The most intense spectra haveg factors close to 5.5 and 1.96. The dependences of
their intensity,g factor, and width on the concentration of rare-earth ions and temperature
were studied. Analysis of the data obtained made it possible to determine the critical concentration
of the rare-earth ionsxc50.220.3 at. %. It is characterized by the fact that forx,xc or
x.xc all rare-earth ions, except Lu, replace predominantly Ba41 or Ti41, respectively. Models
of paramagnetic centers were established: Fe31 –VO (g'5.5) and Ti31 –Ln31 (g'1.96),
whereVO is an oxygen vacancy and Ln is a rare-earth ion. An abrupt change in axial symmetry
to cubic for a Fe31 –VO center at a phase transition from the tetragonal into the cubic
phase was observed for the first time. The role of new centers in the appearance of the posistor
effect is discussed. ©1999 American Institute of Physics.@S1063-7834~99!02510-1#
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The investigation of impurity centers in single and po
crystals of BaTiO3 has been attracting persistent attenti
from investigators for many years.1,2 This is because the im
purities and structural defects strongly influence the prop
ties of this material, leading to the appearance of semic
ductor properties in BaTiO3. The most striking effect is the
anomalous increase in the resistance above the Curie
peratureTc in ceramic samples of barium titanate with im
purities. This latter phenomenon is widely used in th
mistors with a positive coefficient of resistance~posistors! to
limit uncontrollable current growth.

A posistor effect is usually observed only in BaTiO3

ceramic samples doped with donor impurities~for example,
rare-earth ions, niobium ions, and others!. It has also been
established that adding fractions of a percent of acceptor
purities~for example, Mn ions! greatly increases the jump i
resistance nearTc .2 We note that transition element impurit
ions, such as Mn, Fe, and Cr, are ordinarily also presen
undoped BaTiO3 samples,3 so that the posistor effect is als
observed in samples doped with donor impurities.

In summary, donor and acceptor centers are neede
order for ceramics to exhibit posistor properties. The nee
compensate the excess charges of the impurities can ch
their charge state, which is accompanied by an increas
the grain size and transfer impurities from the inter- into
intragrain space,4 and it also can lead to the appearance
lattice defects of the type Ti31, as has been shown for th
doped ceramic lead zirconate-titanate.5 On the other hand
the magnitude and sign of the excess charge of the impur
depends strongly on the type of lattice site which they
1681063-7834/99/41(10)/5/$15.00
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cupy. In this connection, it can be expected that the loca
of the impurity atoms in the lattice and the number of intri
sic structural defects will depend on the concentration of
impurities introduced. Since all factors listed above sho
strongly influence the electrophysical properties of the ma
rial, it is necessary to study the type, charge state, and lo
tion of impurities and the intrinsic lattice defects in order
establish the nature of the observed phenomenon.

In the present work, impurity centers in the ceramic
TiO3 doped only with rare-earth ions are investigated
ESR. It is shown that the observed ESR spectra are du
the Fe31, Mn21, and Ti31 ions, and the most intense spect
are due to centers identified as Fe31 –VO and Ti31 –Ln31

~Ln — rare-earth ion,VO — oxygen vacancy!.

1. SAMPLES AND EXPERIMENTAL DETAILS

A series of ceramic samples Ba12xLnxTiO3, where Ln is
a rare-earth element Y, La, Nd, Sm, Lu, and Dy, was inv
tigated. The concentrations of the rare-earth elements w
0.1, 0.2, 0.3, 0.4, and 0.5 at. %. The initial reagents w
ultrapure BaCO3, TiO2, Y2O3, Nd2O3, Sm2O3, Dy2O3, and
Lu2O3. The phase transformations were studied by therm
gravimetry using aQ-1000 OD-102 apparatus. The heatin
rate was 10 K/min. The products obtained were identified
x-ray diffraction from the powder diffraction patterns ob
tained on a DRON-3M diffractometer~CuKa radiation!.
Samples synthesized at temperatures 1340–1360 °C in
were used for the investigations.
8 © 1999 American Institute of Physics
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FIG. 1. ESR spectra of pure BaTiO3 and
Ba12xLnxTiO3 at T5300 K, f 59455.73
MHz.
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The ESR spectra were recorded in theX microwave
band. The measurements were performed in the tempera
range 160–480 K.

2. RESULTS

Figure 1 shows the ESR spectra of a series of sample
T5300 K. Together with the lines of the well-studied cente
Fe31 and Mn21,6–9 we observed intense lines withg factors
close to 5.5 and 1.96.

2.1. ESR line near g'5.5

In pure BaTiO3, not doped with rare-earth ions, the lin
with g55.549~Fig. 1! most likely belongs to the tetragona
center Fe31 –VO. The spectrum of such a center is ordinar
described by an effective spin HamiltonianHeff

5geffbHSeff with effective spinSeff51/2, since because o
the large tetragonal splitting of the spin levels only one lin
at H'100 mT, is seen in theX range. This phenomenon i
observed for all centers containing an oxygen vacancy, an
has been studied very well in SrTiO3 for Fe31 –VO and
Mn21 –VO.10 The Fe31 –VO center has been previously in
vestigated in single-crystal BaTiO3,11 but the spectrum of
ure

at
s

,

it

this center has been seen only in the orthorhombohe
phase atT520 K and in iron-doped samples. In the tetrag
nal phase this line (g55.542) has been observed in ceram
samples doped with neodymium and iron, while Fe31 –VO

spectrum was absent in samples additionally doped with
the ~see Refs. 12 and 13!. In the present work, the spectrum
of this center was observed in the tetragonal phase of
ramic samples which were not doped with iron. The behav
of the ESR line of this center as a function of temperat
was investigated. The ESR line of the center Fe31 –VO ap-
peared in the tetragonal phase, and the line started to bro
at T'350 K ~Fig. 2!. This broadening follows the Arrheniu
law

DB;1/t51/t0exp~2Ea /kT!. ~1!

The parameters of the reorientational motion of an oxyg
vacancy were determined from the slope of the depende
ln(DB)5f(1/T): Ea50.5 eV, 1/t052.5431013 Hz ~inset in
Fig. 2!.

At a transition to the cubic phase, the line correspond
to the axial center Fe31 –VO disappeared, but the ESR line o
the cubic center Fe31 without an oxygen vacancy appeare
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This is the first observation of a jump-like change in t
symmetry of such centers at a phase transition.

Aside from the temperature dependence of the linewid
the g factor of the ESR line of the paramagnetic cen
Fe31 –VO depends on the type of and concentration of
impurity ~Table I!. The dependence of the intensity of th
ESR line of the paramagnetic center Fe31 –VO on the impu-
rity concentration is presented in Fig. 3a. It is evident in
series of samples that this line disappears as the conce
tion increases approximately up to 0.2 at. %, and it reapp
at a higher impurity concentration. The vanishing of t
spectrum is shown by an arrow in Table I.

2.2. ESR line near g'1.963

We attribute the ESR line withg'1.963 at a low con-
centration of rare-earth impurities in BaTiO3 ~Fig. 1! to a
Ti31 –Ln31 center~the rare-earth ion replaces Ba21), since
this line is virtually absent in pure BaTiO3. For doping with

FIG. 2. BroadeningDB of the Fe31 –VO line versus temperature. Inse
ln(DB) versus 1/T. Dots — experiment, solid line — fit of the expressio
~1!.

TABLE I. The value of theg factor of a Fe31 –VO center in BaTiO3 samples
with various impurities atT5300 K. For pure BaTiO3 g 55.549.

x, at. %

Ln 0.1 0.2 0.3 0.4 0.5

Y 5.578 5.573 5.568 ↓ ↓
Lu 5.588 5.533 5.542 – 5.518
Sm 5.551 ↓ – 5.493 5.479
Dy 5.584 ↓ ↓ 5.512 5.525
Nd 5.55 ↓ ↓ 5.424 5.437
La 5.532 – 5.481 5.516 5.423
,
r
e

ra-
rs

rare-earth elements, the intensity of this line increases,
theg factor is close to that of centers containing Ti31, but it
differs from all previously known values.14 As the impurity
concentration increases to 0.2 at. %, theg factor changes
negligibly, remaining constant with a further increase of t

FIG. 3. ESR line intensities for Fe31 –VO ~a! and Ti31Ln31 ~b! as a func-
tion of the concentration of impurity rare-earth ions.
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concentration. Table II gives theg factors of the ESR lines o
the paramagnetic center Ti31 –Ln31 for different impurity
concentrations.

3. DISCUSSION

3.1. Impurity center Fe 31 –VO

The temperature dependences of the linewidth of
ESR spectrum of a center Fe31 –VO in BaTiO3, which we
investigated, are unusual. As has already been mentione
the tetragonal phase, atT'350 K the ERS line starts to
broaden, and the broadening follows the Arrhenius law~1!.
The parametersEa and 1/t0 obtained are typical for activat
ing above-barrier hops of an impurity between cert
equivalent or nearly equivalent positions. Evidently, the
cancyVO moves in the center Fe31 –VO, where the attrac-
tive Coulomb field keeps it close to the iron ion. The oxyg
vacancy stays near Fe31 at least up to temperatureT'400
K, i.e., up toT'Tc , since the center remains tetragonal
to these temperatures. An unusual behavior of this cente
the abrupt increase of its symmetry to cubic immediat
above the phase transition temperature. It is obvious tha
the polar tetragonal phase the dipole moment associated
the pair defect Fe31 –VO was oriented predominantly alon
the direction of electric polarization. As recent theoretic
calculations for PbTiO3 have shown,15 the decrease in the
energy of VO along the direction of polarizaiton can b
0.3 eV compared with the decrease in the energy in a di
tion perpendicular to the polarization. An increase in te
perature speeds up above-barrier reorientations of the di
Fe31 –VO, shortening the lifetime of a paramagnetic cen
with this distinguished orientation in accordance with t
expression~1!. As follows from the theory of ‘‘motional’’
averaging of ESR spectra, which describes the change in
spectrum as a result of the motion of the paramagnetic c
ter, averaging of the tetragonal field produced byVO, ac-
companying the initial ‘‘motional’’ broadening, and the
narrowing of the line can be expected ifDvt,1 ~narrow-
ing! and Dvt.1 ~broadening!, where 1/t is the frequency
of reorientations of the paramagnetic center andDv5(B i
2B')gb/h is the total tetragonality-determined range of t
spectrum. Estimates of the narrowing criterion show tha
can hold forT.500 K, so that the vanishing of the axia
spectrum and the appearance of a spectrum with cubic s
metry could be expected only whenT.500 K, which is
much higher thanTc . This explains the ESR line broadenin

TABLE II. The value of theg factor for a Ti31 –Ln31 center in BaTiO3

samples with various impurities atT5300 K.

x, at. %

Ln 0.1 0.2 0.3 0.4 0.5

Y 1.962 1.97 1.972 1.971 1.972
Lu 1.969 1.97 1.971 – 1.971
Sm 1.965 1.971 – 1.971 1.971
Dy 1.964 1.972 1.973 1.965 1.971
Nd 1.97 1.971 1.971 1.971 1.975
La 1.963 – 1.972 1.965 1.971
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observed up toT5Tc . It can be inferred that the vanishin
of the electric polarization and the high permittivity i
BaTiO3 at temperaturesT>Tc catastrophically affected the
energy position of the vacancy near Fe31. Specifically, it can
be expected that, similarly to the results of Ref. 15, the
ergy of the vacancy in the polar phase is lower than in
paraelectric phase, so that the vacancy is less stable at
peraturesT.Tc . For this reason, the transformation of
Fe31 –VO center into an Fe31 center can be explained b
activation, in the nonpolar phase, of processes leading
thermal freeing of vacancies followed by their diffusio
through the crystal.

The dependence of the intensity of the ESR line of
Fe31 –VO center on the concentration of rare-earth ions~Fig.
3a! can be explained by assuming that, at low Ln31 (Ln31,
Nd31, Dy31) concentrations this impurity occupies sites
the type A21 (Ba21) during which an excess positive charg
is introduced and, in order to compensate this excess cha
the number of centers Fe31 –VO, likewise carrying in excess
positive charge, starts to decrease. The most likely cha
transfer process is Fe31 –VO→ Fe21 –VO, since the concen-
tration of Fe31 centers is not observed to increase~i.e., the
number of vacancies does not decrease!, and Fe21 –VO is not
observed in theX band. Thus Fe31 –VO is an acceptor cente
~trap for electrons!, which can be important for semiconduc
tor properties of the ceramic. At a definite concentratio
(;0.2 at. %! the Fe31 –VO centers disappear — almost tot
charge transfer occurs. As the concentration increases
ther, the impurity rare-earth ions start to occupy not on
sites of the type A21, but also sites of the type B41, thereby
creating an excess negative charge. The impurities at
sites A and B can partially compensate themselves, wh
probably occurs forxc50.220.3 at. %. The Fe31 –VO cen-
ters once again appear at concentrationx.xc to compensate
the excess negative charge associated with the rare-eart
at a type B site. The critical concentrationxc introduced here
determines the limiting concentration for the solubility
ions at type A (x,xc) or type B (x.xc) sites. We note that
predominant substitution for type-A sites at low La conce
trations and type B sites at La concentrations greater tha
at. % had been observed previously in the ceram
PbZr12xTixO3.16 Aside from the changes in the intensity, th
g factor of this center changes with the impurity concent
tion ~see Table I!. This seems to be due to the fact that t
structure of BaTiO3 becomes distorted as the concentrati
increases. On doping with Lu, the intensity of the ESR li
of the Fe31 –VO center does not change much. This can
explained by the fact that Lu starts to occupy A and B si
simultaneously, compensating itself at all Lu concentratio
considered. We note that in this series of rare-earth ions
has the smallest ionic radius, which, possibly, enables Lu
substitute at both sites simultaneously.

3.2. Impurity center Ti 31 –Ln31

The ESR line withg51.963 and a low impurity conten
~up to 0.1 at. %! was previously observed in Ref. 17, whe
the ESR line withg51.963 was attributed to a Ti41 –VO–
Ti41 center with an electron moving between Ti41 and con-



s-
m

av

.
e

te
n
o

3
re
-

io
ne

o
m
e
re
r

-
s
an

r a
th
e
-

r-
c

er-

tra-

ris-
d in

will
ha-

.

tter

and

cks,

in

1692 Phys. Solid State 41 (10), October 1999 Kornienko et al.
verting Ti41 into Ti31. However, there are certain inconsi
tencies in this model. Two situations are possible in the co
plex Ti41 –VO–Ti41 with a moving electron. Most of the
time the electron is localized at the vacancy, and its w
function extends in the direction of Ti41. In this case this is
a typical F center and itsg factor should be about 2.0023
The electron spends a great deal of time localized on on
the Ti41 ions, so that there will be a center Ti31 –VO. As
already mentioned, the results of investigations of all cen
containing Ti31 are reported in Ref. 14. None of these ce
ters has ag factor of 1.963. Therefore this model does n
correspond to reality. The Ti31 –Ln31 model that we pro-
pose is more plausible. As one can see from Figs. 1 and
the ESR line withg51.963 is essentially absent in pu
BaTiO3. It is evident from Fig. 3b that as the impurity con
centration increases to;0.2 at. %~i.e., upx'xc), the inten-
sity of this ESR line increases. As the impurity concentrat
increases further, the intensity of the ESR line decreases
ligibly. This can be explained by the fact that forx.xc the
impurity occupies both sites A and B~as indicated above!.
The number of Ti31 –Ln31 centers decreases or does n
change, since Ti31 centers are not needed for charge co
pensation of Ln ions at type-B sites. The change in thg
factor with the change in the impurity concentration of ra
earth ions can be explained by a distortion of the structu
just as in the case of a Fe31 –VO center, and for concentra
tions above 0.2 at. %, when the impurity occupies the site
and B, strong distortion of the structure does not occur
the g factor does not change much~within the limits of ex-
perimental error! ~see Table II!.

Temperature measurements showed that this cente
pears in the orthorhombic phase and exists right up to
cubic phase. Its absence in the cubic phase could be du
the fact that Ti31 has a short relaxation time at such tem
peratures and cannot be detected by ESR.

The Ti31 –Ln31 center, being a donor center, is impo
tant for the appearance of semiconductor properties in a
ramic, and the contribution of Ti31 ions to the conductivity
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has been discussed in a number of works~see, for example,
Ref. 14!. Both centers investigated are of interest for und
standing the posistor effect in BaTiO3. It should be under-
scored that the ESR line of the Ti31 –Ln31 center exists for
all concentrations of rare-earth impurities, even at concen
tions where the line of the Fe31 –VO center is absent.

A more detailed comparative analysis of the characte
tic features of the ESR spectra and conductivity, measure
a wide temperature range in BaTiO3 samples with various
concentrations of rare-earth ions, is now in progress and
make it possible to investigate in greater detail the mec
nism leading to the posistor effect in the ceramic BaTiO3.

* !E-mail: glin@ipms.kiev.ua
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Calculations of the phonon spectrum of an In4Te3 crystal in the central pair-interaction model
neglecting long-range forces are reported. The model developed contains 19 unknown
parameters, which were determined from experimental values of the displacements of individual
sublattices in the unit cell and from the change in the basis vectors as a result of hydrostatic
pressure. The phonon spectrum obtained contains a large number of low-frequency optical
branches, deforming the acoustic branches. ©1999 American Institute of Physics.
@S1063-7834~99!02610-6#
ns
o

ha

e
ra

is
e

e

ion
s
e
th

,
na

r
rd
0

-
th

o
f a

s-
de
e

e-
f

s-

the
in-
the

-
ns
n,

s
can
eby
the
the

-
and
re

rce
Investigations of the properties of heterojunctio
formed by indium and gallium selenides for the purpose
producing new radiation detectors and phototransducers
been attacting special attention in the last few years.1–6 On
the other hand, crystals of the systems In–Se and In–T7–9

are attractive for investigating the formation of natu
superstructures,9–13 one-dimensional disorder,14 and radia-
tion resistance.15 It is obvious that the paramount problem
the study of the lattice dynamics of these structures. In R
16 we calculated the phonon spectrum of an In4Te3 crystal in
the central pair-interaction model~CPIM! using limited ex-
perimental information about the elastic and thermal prop
ties of this crystal.

In the present paper we shall show that informat
about the lattice parameters and the positions of the atom
the absence and presence of hydrostatic pressure mak
possible to calculate the force constants and to obtain
phonon spectrum of an In4Te3 crystal, even if there are no
data on the thermal and elastic properties of this crystal
well as experimental data on the values of the vibratio
frequencies.

The structure of the In4Te3 crystal is isomorphic to the
structure of In4Se3 and is described in Refs. 7–9. In ou
calculations we used the lattice constants and atomic coo
nates, given in Ref. 7, in the absence and presence of
GPa pressure~Table I!. As a result of the structural isomor
phism of the crystals, the group-theoretical description of
normal vibrations in In4Te3 is the same as in In4Se3.16

For the calculation, it is convenient to use the micr
scopic theory of elasticity of solids in the approximation o
slowly varying field of displacements.17,18

In the theory of elasticity of complex lattices, the di
placement field of individual particles in the presence of
formation can be represented as a sum of the displacem
1691063-7834/99/41(10)/4/$15.00
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si of the centers of gravity of all particles and the displac
ments ui

m of individual particles relative to the center o
gravity ~the index i determines the component of the di
placement in Cartesian coordinates, andm is the number of
the particle in a unit cell!.

This representation makes it possible to exclude, in
long-wavelength approximation, the displacements of the
ner sublattices by means of a system of equations that in
static case has the form17

(
n,k

C̃ik
mnuk

n5(
k,m

C̃kim
m skum .†) ~1!

The system of equations~1! relates the internal displace
mentsuk

n of the sublattices with the elastic external strai
skum for fixed force constants of the interatomic interactio
which determine the coefficientsC̃. Given information about
the displacementsuk

n with prescribed external deformation
skum , in our case due to hydrostatic pressure, this system
be studied relative to the unknown force constants, ther
decreasing the number of independent parameters of
model. For hydrostatic pressure, the strain tensor has
form skum5skdkm , wheredkm is the Kroneckerd function,
sk5(ak82ak /ak) , ak8 andak are, respectively, the lattice pa
rameters of the deformed and undeformed crystals,
k,m51,2,3. The internal displacements in the unit cell we
determined using the relationuk

m5(xk82xk)ak8 , wherexk and
xk8 are, respectively, the relative coordinate of the atomm in
the absence of and presence of pressure, respectively.

The CPIM is based on the representation of the fo
constants in the form19–21

Fmn
ik

h
52

RiRk

R2
~Amn

h 2Bmn
h !2d ikBmn

h , ~2!
3 © 1999 American Institute of Physics
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where

R[Rmn
h 5Aȟ1Rm2Rn ~3!

is the distance between the atomsm andn in the cellh; Rm

is the radius vector of particlem in the unit cell, and the

vectorAȟ determines the position of the cellh in the chosen
coordinate system.Amn

h and Bmn
h are, respectively, the tan

gential and radial force constants. The parametersBmn
h must

satisfy the following conditions of equilibrium:(
h,m

Bmn
h Rmn i

h

50 and (
h,mn

Bmn
h Rmn i

h Rmn j

h 50, whereRmn i

h is the i-th projec-

tion of the vector~3!, while the indexn in the first equation
enumerates the atom which is assumed to be in the pos
of equilibrium. The second equation expresses the absen
initial stresses in the lattice.

Since the interatomic bonds are identical because of
symmetry of the problem, the indices (h,m,n) can be re-
placed by a single indexl identifying the bond. Considering
the structure of the crystal, to exclude the trivial caseBl

50 the number of interatomic bonds must be greater t
17. In our case, 18 bonds are used~see Table II!; this leads to
a single free parameter, for example,B14. In order to choose
the required number of bonds we limited the bond lengt
taking account of the In–Te and In–In interactions, whi
occur at interatomic distances less than 4.0 and 3.9 Å , re-
spectively. The Te–Te distances are limited by the latt
constanta3, i.e. our analysis neglects the interaction betwe
the symmetry-equivalent atoms belonging to neighbor
cells.

Thus, to calculate the phonon spectrum it is necessar
know the force constants~2!, which are determined by 18
unknown parametersAl and one parameterB14.

TABLE I. The lattice constants (a1 ,a2 ,a3) ~in Å! for 0.1 MPa and 0.5 GPa
pressures7 and the relative coordinates (u,v,w) of the atoms in the lattice of
single crystal of In4Te3 samples.

Pressure a1 a2 a3

0.1 MPa 15.626~3! 12.738~3! 4.436~1!
0.5 GPa 15.396~3! 12.674~3! 4.424~1!

Atom u v w

In1 0.71543~4! 0.34555~4! 0
@0.7144 ~4!# @0.3456 ~5!#

In2 0.81716~4! 0.52501~5! 0
@0.8174 ~4!# @0.5242 ~5!#

In3 0.96387~3! 0.64590~4! 0
@0.9650 ~3!# @0.6459 ~4!#

In4 0.42749~4! 0.39773~6! 0
@0.4268 ~3!# @0.3990 ~5!#

Te1 0.90350~3! 0.86013~4! 0
@0.9055 ~3!# @0.8615 ~4!#

Te2 0.77394~3! 0.13745~4! 0
@0.7735 ~3!# @0.1367 ~4!#

Te3 0.42264~3! 0.14809~4! 0
@0.4192 ~3!# @0.1484 ~4!#

Note: The values of the coordinates of the atoms in the lattice unde
hydrostatic pressure of 0.5 GPa are displayed in the brackets. The sta
deviations are given in parentheses. The data are from Ref. 7.
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On account of the uncertainty in the variation of i
length, the In3–Te3 bond was modeled as a rigid bond,
in our calculations the relative value 0.4193324 is used
the x coordinate of the Te3 atoms under a pressure of
GPa.

Since each atom lying along the directiona3 is a center
of inversion, for 19 unknown parameters of the model
have 14 equations of the type~1!.

X-ray structural investigations of the changes in the l
tice parameters under hydrostatic compression yield th
additional conditions(kCiikkskuk52p, i 51,2,3; p50.5
GPa.

Since there are no other additional dynamical parame
for an In4Te3 crystal, we employed the condition of lattic
stability to determine the two remaining parameters (A17 and
A18). Our investigations showed that, for the principal dire
tions in the Brillouin zone, negative frequencies were abs
for the following ratios of the parameters:A16/A1751.7
60.01 andA16/A1855.960.1, i.e. in very narrow ranges o
these parameters.

The final computed values of the model parameters
presented in Table III. Figures 1 and 2 show the phon
spectra of an In4Te3 crystal calculated on the basis of th
model described above.

First, we shall make some remarks concerning the
sults presented here. The results were obtained assuming
Hooke’s law holds for deformations corresponding to a pr
sure of 0.5 GPa and that the central pair-interaction appr
mation is satisfied. Comparing the computed values of
elastic constants, presented in Table III, and the correspo
ing values for In4Se3

22 and the characteristic ratios of th
components of the tensor of elastic constants for laye
crystals23 show that the values obtained seem to be realis

The larger mass of the tellurium atoms, as compa
with selenium atoms, has the effect that the range of limit

a
ard

TABLE II. Interatomic distances and force constants of bonds taken
account in the dynamical matrix for calculations of the phonon spectra o
In4Te3 crystal.

l Bond R, Å Al , N/m Bb , N/m

1 In1–Te2 2.80402 149.47 0.00732
2 In3–Te3 2.83994 6861.0 0.04529
3 In3–Te1 2.88731 134.69 20.19244
4 In1–Te1 2.89960 59.03 20.12477
5 In2–Te2 2.99955 29.84 0.16289
6 In4–Te3 In–Te 3.18082 81.48 20.88233
7 In4–Te2 3.29808 11.02 20.47175
8 In4–Te1 3.48189 8.54 20.08629
9 In2–Te3 3.53525 6.38 0.11112
10 In4–Te18 3.81752 6.96 20.16435
11 In1–Te3 3.92554 2.48 20.08113

12 In2–In3 2.76167 46.63 0.06645
13 In1–In2 In–In 2.78434 31.25 0.03453
14 In4–In4 3.45303 22.10 20.88177
15 In3–In3 3.88467 9.90 20.16813

16 Te1–Te2 4.07151 4.71 0.53957
17 Te2–Te3 Te–Te 4.21678 2.75 0.35332
18 Te1–Te3 4.42667 0.7982 0.25566

Note: l is the bond index,R, the interatomic distance
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TABLE III. Computed values~in GPa! of the elastic moduli of an In4Te3 crystal and the correspondin
experimental values for In4Se3.22

C11 C22 C33 C44 C55 C66 C12 C13 C23

In4Te3 ~calc! 22.53 23.98 21.36 2.34 2.31 2.01 21.57 22.21 22.9
In4Te3 ~exper! 38.2 66.5 64.3 16.6 26.6 19.0 10.8 30.4 22.4
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frequencies in the In4Te3 spectrum is narrower than th
range of frequencies in the vibrational spectrum of In4Se3.16

The double degeneracy of the frequencies at the bou
aries of the Brillouin zone agrees with the group-theoreti
analysis, performed to describe the branches in In4Se3.16 A
complicated intersection pattern of individual branches of
phonon spectrum is observed in theO2Z direction. In the
O2Y direction the picture is not as complicated, indicating
weakening of the interatomic bond for this direction. T
weak interlayer bond alongO2X is reflected in the essen
tially dispersion-free optical branches of the phonon sp
trum for this direction.

FIG. 1. General form of the phonon spectrum of an In4Te3 crystal along the
most important directions in the Brillouin zone. The high-frequency mo
corresponding to a rigid In3–Te3 bond are not shown.
d-
l

e

-

The most interesting result are the minima in the lo
energy acoustic branch withD4 symmetry along theO2Y
direction and the low-energy acoustic and optical branc
alongO2Z. The presence of these minima can be explain
by the splitting of branches with the same symmetry a
result of interaction with the low-energy optical branche
emanating from the 1G1 and 1G7 modes. As additional in-
vestigations showed, the In4–In4 bond strongly influen
the positions of these modes. In our calculations this bon
described by a negative force constant, even though the b
length decreases monotonically with increasing applied p

s
FIG. 2. Low-energy branches of the phonon spectrum of an In4Te3 crystal
and their symmetry classification. The branches were obtained in the a
tropic force-constants model.
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sure. The negligible decrease in the absolute value of
force constantA14 corresponding to this bond leads to su
stantial displacements of the positions of the 1G1 and 1G7

modes along the direction of increasing energy and t
change in the nature of the interaction with acous
branches. The displacements of the individual sublatti
calculated in this case under 0.5 GPa pressure differ stro
from the initial experimental values, both in magnitude a
in a number of cases, in sign. This observation shows tha
microscopic stability of the structure is due to the nature
In4–In4 interaction, i.e. the purity of the interlayer spac
which agrees indirectly with the results of Ref. 10, where
formation of the superstructure observed in the In4Se3 crystal
is attributed to the precipitation of indium into the interlay
region. Unfortunately, such investigations have not been
formed for In4Te3 crystals, but the fact that these two cry
tals have a common structure and the results obtained in
present work allow us to infer that such a superstructure
also occur in In4Te3 crystals.

We thank Professor H. J. Deiseroth for providing t
scientific literature to us and for his interest in this wor
which assisted us in choosing a method for the invest
tions.
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Spontaneous twisting of an incommensurable improper ferroelastic Ba 2NaNb5O15
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The spontaneous twisting of ay-orientation single-crystal sample of barium–sodium niobate
Ba2NaNb5O15 at a phase transition and into an incommensurable ferroelastic phase is investigated.
Anomalies are found in the temperature dependence of the torsional deformation at
temperatures 453, 533, and 573 K and anomalous hysteresis of the temperature dependences of
the torsional deformation, measured on heating and cooling of the sample. The results
obtained are discussed on the basis of an analysis of the temperature dependence of
incommensurable 1q and 2q structures and ferroelastic twins. ©1999 American Institute of
Physics.@S1063-7834~99!02710-0#
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It is well known1–3 that the compound Ba2NaNb5O15 in
the solid-state temperature range undergoes several struc
phase transitions. The transition occurring at the highest t
perature is a ferroelectric phase transition, accompanied
change in the point symmetry 4/mmm↔4mm and, corre-
spondingly, the appearance of spontaneous polariza
along thec axis.2 The ferroelectric phase transition temper
ture ~the Curie point! depends on the deviation from stoich
ometry of the chemical composition~ratio of Ba and Na
ions! of a specific sample; the Curie points most often
ported in the literature are in the range 830–870 K. At;573
K, a Ba2NaNb5O15 crystal undergoes another structur
phase transition 4mm↔mm2, which is an improper fer
roelastic phase transition. This transition must be interpre
as a high-temperature ferroelastic phase transition, since
assumed4 that the ferroelastic phase is stable only in a li
ited temperature range 125–573 K, and below;125 K the
structure once again changes~low-temperature ferroelasti
phase transition! with the 4mm point symmetry being re
stored. The ferroelastic properties of Ba2NaNb5O15 are de-
scribed by the behavior of the spontaneous shear defo
tion X12. It should be noted that the ferroelastic phase its
is simultaneously incommensurable and, as has been rel
established recently,5–7 at a phase transition from the norm
to the incommensurate phase, the latter can be represent
a quite wide temperature range by two structural states: aq
state with a single structural modulation vector and aq
state with two mutually perpendicular modulation vecto
The orthorhombic 1q structure is ferroelastic, while th
spontaneous deformation of the tetragonal 2q structure is
zero. Under thermal cycling or prolonged annealing, restr
turings of the 1q and 2q structures occur in the temperatu
range of the incommensurable phase. These restructu
can give rise to effects such as anomalous thermal hyste
of various physical properties, a memory effect, and othe8

Since the ferroelastically active deformation is anX12

deformation, it is obvious that investigations of the tempe
ture evolution ofX12 will yield additional information about
the characteristic ferroelastic behavior of Ba2NaNb5O15 at
1691063-7834/99/41(10)/3/$15.00
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the ferroelastic phase transition temperature and in the ra
of coexistence and restructurings of 1q and 2q structures in
the incommensurable phase. Some results of such an in
tigation are reported in the present paper.

A Czochralski-grown Ba2NaNb5O15 single crystal was
used to prepare samples in the form of 232318 mm bars
whose long axis was oriented along theb axis of a tetragonal
structure (y orientation of the sample!. The experiments
were performed using an apparatus based on an inverted
sional pendulum method.9 In the course of the experiments
the bottom end of the sample was secured in a special c
chuck, and the top end was secured to a metal rod suspe
on a wire. In such a system, the appearance of a torsi
deformation Xy in the sample should cause the attach
metal rod to rotate~for a sample withy orientation the
change of the shear deformationX23 and/orX12 determines
the behavior of the deformationXy). The rotation anglew of
the rod was measured with special photoelectric or capac
gauges. This made it possible to determine the torsional
formation according to

X5wS 4d

3l D ,

whered andl are, respectively, the transverse size and len
of the sample.

Figure 1a shows the temperature dependence of the
sional deformationXy , recorded on anX–Y recorder in the
temperature range 400–590 K in a regime of heating
lowed by cooling of the sample. It is evident that the depe
dence Xy(T) is complicated, and possesses a number
sharp anomalies. It is observed that in the entire experim
tal temperature range the curvesXy(T) obtained in the heat-
ing regime are not the same as those obtained in the coo
regime. Spontaneous twisting of the sample is stronges
the ferroelastic phase below 573 K, whereX12 deformation
arises spontaneously. Strictly speaking, in ferroelastics
the absence of external mechanical stresses, the macros
spontaneous deformation of the entire sample should be
because it is compensated by the formation of domains w
7 © 1999 American Institute of Physics
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deformations of different sign. However, as a rule, mac
scopic spontaneous deformation of the samples~spontaneous
twisting of the samples for the case of a spontaneous s
deformation! as a result of a ferroelastic phase transition a
in the absence of external mechanical stresses is obse
Such incomplete compensation of the macroscopic spont
ous deformation could be due to the presence of inte
mechanical stresses arising in the sample either du
growth or after mechanical working.

That the anomalies in the curvesXy(T) ~Fig. 1a! are
related to the behavior of the spontaneous deformationX12 is
confirmed by the fact that such anomalies do not occu
investigations of samples withz orientation ~for a sample
with such orientation the torsional deformation does not
pend on the shear deformationX12).

Let us compare the temperature dependence ofXy with
the temperature evolution of the incommensurateness pa
eterd, shown in Fig. 1b. The dependenced(T) was obtained
in Ref. 6 using the x-ray method. Several characteristic te
peratures can be distinguished in it: the temperature of
transition from the normal into the incommensurable ph
TI5573 K, at this temperatured512%; the lock-in tempera
tureTL5533 K; in the temperature rangeTL,L,TI the 2q
structure is stable, and atTL a transition occurs between th
1q and 2q structures; the temperatureTF5503 K below
which only the 1q structure is present; the temperature of t

FIG. 1. Temperature dependences of the torsional deformation~a! and in-
commensurateness parameter6 ~b! of a Ba2NaNb5O15 sample withy orien-
tation. The arrows show the direction of variation of the temperature.
-

ar
d
ed.
e-
al
g

n

-

m-

-
e
e

transition into the quasicommensurable stateTH5453 K,
whered51.2% and does not change with further cooling

The temperature hysteresis ofd(T) is attributed in Ref. 6
to hindered nucleation of a 1q structure inside a 2q structure
during cooling of the sample.

Comparing Figs. 1a and 1b, it is easy to see that
curve Xy(T) obtained during heating of the sample h
anomalies near the temperaturesTH ~the peak of the depen
denceXy(T)), TL ~peak!, andTI ~kink!, and the analogous
curve obtained in the cooling regime has anomalies near
temperaturesTL ~peak! and TI ~kink!. The anomalies of
Xy(T) at TL are most pronounced. According to Ref. 8, t
density of the walls of the ferroelastic domains, arrang
along the ~100! and ~110! planes in the tetragonal setup
changes sharply near this temperature.

Temperature hysteresis ofD(T) occupies a smaller tem
perature range than the temperature hysteresis of the cu
Xy(T). The hysteresis ofXy(T) below TH5453 K is prob-
ably due to ferroelastic domains. It is known10 that when a

FIG. 2. Temperature dependences ofXy with different torsional mechanica
stresses of different magnitudes applied to the sample: 0~a!, 1.53106 ~b!,
and 33106 Pa ~c!.



th
m

th
e
in
e
s

rio
lls
h

he
ai
re
o

is

ai
1

at
a
f
n

e
-
d
o
s
th
t

t

r o

es
lts

fer-
r of

in

n of
the

-
tion
has

le
ring
for-
re

to
ture

n-

k

.

1699Phys. Solid State 41 (10), October 1999 Gridnev et al.
sample exists for a long time in the ferroelastic phase,
domain walls are pinned by point defects, which move fro
the interior volume of the domains to the boundaries of
domains. Heating above the ferroelastic phase transition t
perature causes the domain walls to vanish and results
uniform distribution of point defects throughout the volum
of the sample. Under subsequent cooling from the paraela
phase, the structure will be more labile, since a certain pe
of time is needed for point defects to pin the domain wa
In our case, prior to the measurements the sample was
for a long time at room temperature~ferroelastic phase! and,
on heating, a ‘‘pinned’’ domain structure arose in t
sample. In the subsequent cooling regime, a ‘‘free’’ dom
structure formed in the sample. The difference in the deg
of pinning of the domain walls can explain the presence
anomalous temperature hysteresis inXy(T) in a wide tem-
perature range, above the temperature range of hysteres
d(T). It is obvious that in the rangeTH,T,TI hysteresis of
Xy(T) could be due to a change in the system of dom
walls interacting with defects as well as to changes in theq
and 2q structures responsible for the hysteresis ofd(T).

The stress and the dependent spontaneous deform
applied to the ferroelastic can affect the ferroelastic dom
structure. The results of the investigation of the effect o
torsional mechanical stresssy on the temperature evolutio
of the spontaneous twisting of the Ba2NaNb5O15 sample are
displayed in Fig. 2. It is evident that as the mechanical str
increases from 0 to 33106 Pa, the total torsional deforma
tion increases substantially, indicating an increase in the
gree of single-domian formation in the sample in the field
the external mechanical stresses and, therefore, an increa
the macroscopic spontaneous deformation. In addition to
fact that the applied mechanical stress strongly changes
form of the anomalies in the curvesXy(T), it also increases
the hysteresis of the curves themselves. The peaks a
temperaturesTH and TL ~heating curves! and TL ~cooling
curves! strongly decrease in magnitude and become wide
the temperature scale. The form of the dependenceXy(T) at
TI is not changed much by an applied mechanical str
Assuming that an increase in the mechanical stress resu
e
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a decrease in the concentration of domain walls in the
roelastic, it can be concluded that the anomalous behavio
the spontaneous twisting at temperaturesTH and TL is re-
lated to the state of the ferroelastic domains
Ba2NaNb5O15.

One would expect that a decrease in the concentratio
domain walls in the sample should result in a decrease of
temperature hysteresis ofXy(T). However, the exact oppo
site was observed experimentally. One possible explana
of this contradiction is that an external mechanical stress
a different effect on the ‘‘pinned’’~heating process! and
‘‘free’’ ~cooling process! domain structure. It is reasonab
to assume that the effect of the mechanical stress du
cooling is to produce a greater degree of monodomain
mation in the sample, while the ‘‘pinned’’ domain structu
is less effectively rearranged by a mechanical stress.

It is obvious that further experiments are required
study the effect of the mechanical stress on the tempera
hysteresis of the spontaneous twisting of a Ba2NaNb5O15

crystal.
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Localization of an electron on a one-dimensional chain of periodically arrayed
random d potentials
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A new method for exact averaging of the resistivity of a chain of periodically arrayed random
short-range potentials has been developed. It is shown that the dependence of the average
resistivity of the system on the length of a system having an arbitrary disorder at its centers is a
sum of three exponential functions. The nature of the localization of the states as a function
of the system’s disorder parameters and the energy of the single-electron states have been
investigated. ©1999 American Institute of Physics.@S1063-7834~99!02810-5#
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The transmission of electrons through layers of a r
domly nonuniform medium is an important problem in t
theory of disordered systems~see, for example, Ref. 1!. At
present the solution of this problem for two- and thre
dimensional systems encounters insurmountable mathem
cal difficulties. At the same time, one-dimensional mod
are being intensively investigated~see Refs. 2–14!. This is
because, specifically, one-dimensional models in a num
of cases admit exact solutions, which makes it possible
follow the evolution of electronic states as a function of t
sample size with an arbitrary interaction force.

For a one-dimensional system, the electric conductiv
at zero temperature is the reciprocal of the Landauer re
tivity r, which in turn can be presented as2,3

r5R/T, ~1!

whereR and T are, respectively, the electron reflection a
transmission coefficients. If the nonideal region is a unifo
metal with stationary random scatterers, where all electro
states are localized, then the average Landauer resistivity^r&
can be expressed in terms of the chain lengthL ~when
L→`) by2–5

^r&5
1

2
~eL/j21!, ~2!

where\5e251 and^ . . . & denotes averaging over all po
sible realizations of the random field. Herej is the localiza-
tion length of one-electron states, which depends on the e
tron energy and the form of the random-field potentials a
does not depend on the sample length.

In Ref. 15, an exact solution was obtained for the av
age resistivity and the localization length was found a
function of the order parameters and the electron energy
a model of a chain consisting of periodically arranged r
1701063-7834/99/41(10)/5/$15.00
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dom d scatterers, such that the average potential is zero
Ref. 16, a transfer matrix was used to find the general fo
of the solution for the average resistivity of the model stu
ied in Ref. 15, when the average potential is different fro
zero.

In the present paper we propose a new, simple met
which, in the general case, permits finding an exact solu
for the average resistivity of a chain of random short-ran
potentials. It is shown that all one-electron states are lo
ized and the dependence of the localization length on
model parameters is found for arbitrary electron energies

1. EQUATION FOR THE AVERAGE RESISTIVITY

Let us consider a model whereN randomd potentials
occupy sites of a one-dimensional chain with the coordina
xl5 la, wherea is the period of the one-dimensional stru
ture,

V~x!5(
l 51

N

Vld~x2xl !. ~3!

Let the strengths of thed potentialsV1 , V2 , . . . ,VN be
independent random quantities, assuming any values in
range (2 (W/2) , (W/2)) with probability density; f (V1)

( f (Vl) is a density function,*

2
W

2

W

2
f (Vl)dVl51).

Following Refs. 14 and 15, we can express the ensem
averagê rN& as

^rN&5E
2

W

2

W

2 . . . E
2

W

2

W

2 ~ uDNu221!

3 f ~V1! . . . f ~VN!dV1 . . . dVn , ~4!
0 © 1999 American Institute of Physics
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where

DN511 (
p51

N

(
1< j 1, j 2, . . . , j p

N iV j 1

2k

iV j 2

2k
. . .

iV jp

2k

3 )
e51

p21

~12exp 2ik~xj e11
2xj e

!!. ~5!

The seriesDN satisfies the recurrence equation9

DN5ANDN212BNDN22 , ~6!

where

AN511BN1CN ; BN5~VN /VN21!exp~ ig!,

CN5~ iVN/2k!~12exp~ ig!!; A1511 iV1/2k,

g52ka, D051, D2150.

As follows from Eq.~4!, the problem of determining the
average resistivity of a chain of randomd scatterers reduce
to finding the average value ofuDNu2. The direct calculation
and averaging ofuDNu2 according to Eq.~4! is a very difficult
mathematical problem. For this reason, it is necessary to
tain for ^uDNu2& ~or ^r&) an equation whose solution woul
make it possible to find the dependence of the average r
tivity on the model parameters and the electron energy.

This equation has the form~see Appendix!:

^rN&5~ l 1m!^rN21&2~ l 2m!^rN22&1^rN23&1m,
~7!

wherel andm are determined by the expressions

l 54~cosg/21b sing/2!221;

m52~a2b2!~12cosg!,

a5^Vl
2&/4k2, b5^Vl&/2k.

Equation~7! is a finite-difference~recurrence! equation
with the initial conditions~A.18!.

We note that the solution of the equation with the co
ditions ~A.18! is equivalent to the problem of solving a
integral-type finite-difference equation

^rN&5~a2b2!N1b2
sin2~Ng/2!

sin2~g/2!
1 (

n51

N21

FN2n^rn&, ~8!

where

Fn5~a2b2!~12cosng!12~2b1b2 tan~g/2!!sinng.

For b50 ~the average potential is zero!, equation~8! be-
comes an equation for^rN& obtained in Ref. 15 by a differen
method.

2. AVERAGE RESISTIVITY OF THE SYSTEM

Following Refs. 15 and 16, we shall seek the dep
dence of the average resistivity of the chain on the length
the chain in the form

^rN&5(
j 51

p

Tj t j
N1T0 , ~9!
b-

is-

-

-
f

wheret j , Tj , andT0 do not depend onN. Substituting the
expression ~9! in Eq. ~7! @or in Eq. ~8!#, we obtain
T0521/2 and the characteristic equation for determiningxj

t j
32t j

2~ l 1m!1t j~ l 2m!2150, ~10!

wherel andm are determined by the expression~7!.
Equation~10! is a third-order equation and thereforep

53 in expression~9!.
Substituting expression~9! into the boundary conditions

~A.18! and taking account of the characteristic equation~10!,
we obtain a system of equations forTj

(
j 51

3

Tj t j5
1

2
1a, ~11!

(
j 51

3
Tj

11t j
5

1

4
1

~b22a!cos2 ka

cos2 w
, ~12!

(
j 51

3

Tj5
1

2
, ~13!

where cosw5cosg/21b sing/2.
The system of equations~11!–~13! can also be obtained

by requiring that the solution~9! satisfy Eq.~8!. The solution
of the linear system of equations~11!–~13! leads to the fol-
lowing expressions for the coefficientsT1 , T2 , andT3:

T15
1

2

4b~11 l !2~12t1!~ l 1m22a2t111!

~ t22t1!~ t32t1!
, ~14!

where

a5a1
1

2
, b5

1

4
1

~b22a!cos2 ka

16k2cos2 w
.

The coefficientsT2 and T3 are obtained fromT1 by
cyclic permutation of the quantitiest1 , t2 , andt3.

Thus, the length dependence of the average resistivit
the present model of a chain in the general case can be
pressed by a sum of three exponential functions of the ro
of the characteristic equation~10! t1 , t2 , andt3 with coeffi-
cientsT1 , T2 , andT3.

The roots of the cubic equation~10! can be expressed in
terms of radicals

t15A1B1
l 1m

3
, t2 , t352

A2B

2
A31

l 1m

3
, ~15!

where

A5A3 2
q

3
1AQ, B5A3 2

q

3
2AQ ~16!

and

Q5
2l

3

c213m2

9
2

1

12S l 22m2

3 D 2

2
l 22m2

6
1

1

4
,

q522S l 21m2

3 D 3

2
l 22m2

6
2

1

2
. ~17!

Equation~10! for Q.0 has one real and two complex
conjugate roots, and forQ<0 all three roots are real.
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Let us consider some particular cases. For the w
known Kronig–Penney model, the resistivityrN can be ob-
tained from the solution~9! by making the substitution
a5b2. Indeed, we obtain from Eq.~15! in this case

t151, t25exp~ i 2w!, t35exp~2 i 2w!. ~18!

Then, substituting expressions~18! into Eq. ~15! we
have

T15
1

2 H b2

sin2 w
21J , T25T35

1

4

b2

sin2 w
. ~19!

The substitution of expressions~18! and~19! into Eq.~9!
immediately gives the well-known result9

rN5
V2

4k2

sin2 Nw

sin2 w
, ~20!

where cosw5coska1 (V/2k)sinka andV is the strength of a
singled potential.

Let us consider a different special case, where the e
tron energy corresponds to the edge of an energy bandka
5p, k25E is the electron energy! and the disorder param
etersa andb can assume any values. In this case the av
age resistivitŷ rN& has the form

^rN&5~a2b2!N1b2N2. ~21!

As one can see from Eq.~21!, the dependence of th
average resistivity of the system on the length of the sys
consists of terms which are linear and quadratic inN. The
power-law dependence of^rN& on N leads to the fact that the
stateka5p is delocalized. This is the well-known feature
the present model, related to the choice of interaction po
tials in the form ofd functions.1,9

3. LOCALIZATION OF STATES

Before considering the asymptotic behavior of^rN& in
the limit N→`, we shall determine certain properties of t
roots of the characteristic equation~10!.

For this we write the equation~10! in the form

l 5
t21t11

t
m2

t11

t21
. ~22!

We shall treatl andm as linearly independent variable
and the rootst of the characteristic equation~10! as an inde-
pendent parameter of Eq.~22!. As one can see from th
definitions ofl andm ~A.9!, for arbitrarily fixedka,b, anda
(a>0, a2b2>0) they can assume numerical values only
the intervals

l P@21,̀ ! and mP@0,̀ !. ~23!

It can be shown that Eq.~22!, which in the (l ,m) plane
looks like a straight line, intersects the domain of the va
ablesl andm ~23! only for certain values ofx. It is obvious
that the real roots of the characteristic equation possess
merical values for which the straight line~22! passes through
the region~23!. This happens whent assumes a value in th
range

tP@21,̀ !. ~24!
l-

c-

r-

m

n-

-

u-

It follows on this basis that the characteristic equati
~10! always possesses a real root which is greater than
equal to 1. ForQ.0 the modulus of the complex root is les
than 1. We note that two roots greater than 1 can also
present (Q<0). Therefore the localization length, accordin
to Eq. ~2!, is given by the formula

j5
a

lnt1
, ~25!

wheret1 is the largest real root (t1>1) of Eq. ~10!.
As is evident from Eq.~25!, whent151, the localization

length becomes infinite, i.e. delocalization of the states
curs. Indeed, as one can see from Eq.~18!, the caset151
corresponds to the Kronig–Penney model (^V2&5^V&2),
where the electron energy lies within an allowed zo
(ucoswu<1).

When the variance of the potential is different from ze
t1 is greater than 1. Then all electronic states are localiz

We shall find the localization length for the physical
interesting case where the particle energy lies within the
lowed band of the Kronig–Penney model, and the varia
s2 of the potential is much less than the average value of
potential, i.e.^V2&2^V&2!V2. In this caset1 is close to 1
and it can be sought in the form

t1511Dt, 0,Dt!1. ~26!

Substituting expression~26! in Eq. ~10! and retaining
only terms linear ins2, we obtain forDt

Dt5
2m

32e
. ~27!

Substituting expression~26! in Eq. ~25! and using Eq.
~27! we obtain finally for the localization length

j5
2ak2

s2 S sinw

sinkaD 2

. ~28!

Relative~28! determines the dependence of the localiz
tion length on the variance of the potential.

Finally, we note that the roots of Eq.~10! are equal, i.e.,
t15t25t351, if Q50, which corresponds to the state
ka5pm (m51,2,. . . ). As one can seefrom Eq.~25!, these
states are delocalized.17,18

In conclusion, we note that a solution was found for t
average resistivitŷr& of a one-dimensional chain ofN pe-
riodically arranged randomd scatterers. The dependence
^r& on the chain length with arbitrary disorder on the cent
is a sum of three exponential functions. In the limit of a
infinitely long chain, the average resistivity for the values
the disorder parameter (s2Þ0) grows exponentially, which
attests to localization of all states of the one-electron sp
trum.

The dependence of the localization length on the para
eters of the problem was found. For the case of weak dis
der, an analytic expression~28! is obtained forj as a func-
tion of the electron energy and the variance of the poten
As one can see from Eq.~28!, in the allowed bands of the
Kronig–Penney potential, the one-particle electronic sta
have a finite localization length, whose dependence on
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FIG. 1. y5 (s2/^V&2) (j/a) versusx5ka for various values of the average potential^V& anda51.
th
nd
m
za
in

.

-

e

ion
o

.

particle energy is displayed in Fig. 1. The localization leng
approaches infinity only at the edges of the allowed ba
k5pm; this is due to the choice of the potential in the for
of d functions. As one can see from the figure, the locali
tion length is a multivalued function of the electron energy
different bands. For an arbitrary energyk, as the average
potential^V& increases, the localization length decreases

One of us~D. A. B.! thanks V. M. Gasparyan for a
discussion of the results obtained.

APPENDIX

We introduce the new function

SN5DN2DN21 . ~A.1!

Then we obtain from Eq.~6!

SN5CNDN212BNSN21 . ~A.2!

It is convenient to useSN , since it can be expressed as

SN5CNf N21 , ~A.3!

where the function

f N215~11BN /CN!DN212~BN /CN!DN22 ~A.4!

does not depend onVN . Now, a relation between the func
tions DN and f N can be established from Eqs.~A.2! and
~A.3!:

DNB5 f N2b fN21 , ~A.5!

whereb5exp(ig).
The dependence ofuDNu2 on the functionsf N and f N21

obtains from Eq.~A.5!
s

-

uDNu25u f Nu21u f N21u22b* f Nf N21* 2b fN* f N21 . ~A.6!

We shall find the recurrence equation forf N . We replace
N by N21 in Eq. ~A.5! and construct the differenc
DN2DN21. Using Eqs.~A.1! and ~A.3! we obtain

f N5aNf N212b fN22 , ~A.7!

whereaN511b1CN . The equation~A.7! leads to the re-
currence relation

u f Nu25~ uaNu221!u f N21u21~12uaN21u2

2aNaN21* 2aN* aN21!u f N22u21u f N23u2. ~A.8!

The equation obtained is remarkable in that the funct
u f ku2 (k5N21, N22) and the corresponding coefficients d
not contain the general random potentialsVl , so that they
can be averaged independently of one another. From Eq~4!
we obtain

^u f Nu2&5~ l 1m!^u f N21u2&2~ l 2m!^u f N22u2&1^u f N23u2&,
~A.9!

where

l 54~cosg/21b sing/2!221;

m52~a2b2!~12cosg!,

a5^Vl
2&/4k2, b5^Vl&/2k.

Now, using Eq.~13!, we obtain from Eq.~12!

uDNu25u f Nu21~12aN2aN* !u f N21u21~aN21

1aN21* !u f N22u22b* f N22f N23* 2b fN22* f N23 .

~A.10!
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Replacing the indexN by N21 in Eq. ~A.6! and using
Eq. ~A.10! we construct the differenceWN5uDNu2

2uDN22u2. We obtain

QN5u f Nu21~12aN2aN* !u f n21u2

1~12aN212aN21* !u f N22u22u f N23u2. ~A.11!

We now average Eq.~A.11!, using Eq.~4!,

^QN&5^u f Nu2&1lu f N21u22l^u f N22u2&2^u f N23u2&,
~A.12!

where

l52~112 cosg12b sing!.

The averageŝQN& satisfy the recurrence relation

^uQNu&5~ l 1m!^QN21&2~ l 2m!^QN22&1^QN23&.
~A.13!

This can be verified by using Eqs.~A.12! and ~A.9!.
We now introduce the averagê PN&5^uDNu2&

2^uDN21u2&. Then

^QN&5^PN&1^PN21&. ~A.14!

It follows from Eqs.~A.13! and~A.14! that the following
equations, similar to Eqs.~A.9! and ~A.12!, hold:

^uPNu&5~ l 1m!^PN21&2~ l 2m!^PN22&1^PN23&,

^uPN21u&5~ l 1m!^PN22&2~ l 2m!^PN23&1^PN24&.
~A.15!

Continuing Eq.~A.15! right up to the equation for̂P4&,
we obtain a chain ofN23 equations. Summing them an
taking into account the fact that, by definition,^PN&5^rN&
2^rN21&, we obtain

^rN&1~ l 1m!^rN21&2~ l 2m!^rN22&1^rN23&1C,
~A.16!

where

C5^r3&2~ l 1m!^r2&1~ l 2m!^r1&1^r0&. ~A.17!

The first few averageŝrk& (k50,1,2,3) can be easily
obtained directly from Eqs.~6! and ~4!. We have

^r0&50, ^r1&5a,

^r2&52a12a2~12cosg!14ab sing12b2 cosg;
^r3&53a18a214a316ab2

1~4b224a218ab228a3!cosg

1~4a328ab224a2!cos2g

1~2b226ab2!cos 2g1~16a2b18ab!sing

1~4b328a2b14ab!sin 2g. ~A.18!

Substituting the expression~A.18! into Eq. ~A.17! we obtain
C5m.

* !E-mail: dsedrak@www.physdep.r.am
†!E-mail: akhachat@www.physdep.r.am
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The phase diagram of a two-dimensional mesoscopic system of charges or dipoles, whose
realizations could be electrons in a semiconductor quantum dot or indirect excitons in a
system of two vertically coupled quantum dots, is investigated. Quantum calculations using
ab initio Monte Carlo integration along trajectories determine the properties of such objects in the
temperature–quantum de-Boer-parameter plane. At zero~sufficiently low! temperature, as
the quantum fluctuations of the particles increase, two types of quantum disordering phenomena
occur with increasing quantum de Boer parameterq: first, for q;1025 the systems
transform into a radially ordered but orientationally disordered state wherein various shells of the
‘‘atom’’ rotate relative to one another. For much largerq;0.1, a transition occurs to a
disordered state~a superfluid in the case of a system of bosons!. © 1999 American Institute of
Physics.@S1063-7834~99!02910-X#
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The study of the properties of a mesoscopic syste
with a small number of particles is becoming increasin
important in connection with the continuing decrease in
characteristic sizes of electronic devices. The developmen
microlithography in semiconductor technology now make
possible to perform experiments with extremely small str
tures containing only several electrons or excitons. The
vestigation of such systems has led to the developmen
single-electronics1,2 and to substantial progress in the stu
and construction of various kinds of mesoscopic objec3

regarded as an elemental base for electronic-computing
measurement systems of the future.

In the present paper we study the phase diagram
finite system of particles~a cluster! confined in a two-
dimensional harmonic potential. This model can be used,
example, to describe electrons in a semiconductor quan
dot1,4 and a system of indirect excitons in vertically coupl
quantum dots.3–6 The existing experimental techniques ma
it possible to control the number of particlesN in such an
‘‘atom’’ and to prepare classical clusters with fixedN as well
as systems whose behavior is governed by quantum eff
This makes it possible to investigate a number of interes
problems in the physics of mesoscopic systems.

One of the most interesting phenomena occurring
small classical clusters is orientational disordering of clus
~‘‘orientational melting,’’ see Refs. 7–10!, in which relative
orientational disorder in different regions of the system
curs at temperatures several orders of magnitude lower
the temperature for complete disorder~breakdown of the
shell structure and onset of particle transfer between she!.
Different pairs of shells of a cluster rotate as a whole relat
to one another, losing their relative orientational order.

In studying clusters, wherein quantum fluctuations of
particles are comparable to the average interparticle dista
the question of the existence of a quantum analog of class
orientational melting is of interest. It is obvious that, as t
role of quantum effects increases, the temperatureTs1s2
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orientational melting of the shells$s1 ,s2% should decrease
and, one would think, their ‘‘zero’’ orientational meltin
should occur at a certain critical magnitude of the quant
fluctuations.

What determines the position of the pointqs1s2
of

‘‘zero’’ orientational melting? Ordinarily, the quantum
phase-transition point is estimated as the point where
energy\/ma2 of quantum fluctuations of a particle is equ
to the energykbTc of its thermal vibrations at the tempera
ture Tc of classical disorder~in other words, when at tem
peratureTc the wavelength of a thermal de Broglie wave
equal to the average distancea between the particles!. How
does this estimate change in application to quantum orie
tional melting of small clusters? What will be the relativ
arrangement of the regions of existence of orientational or
for various pairs of shells in a multishell cluster? What is t
role of exchange effects in the phenomenon under consi
ation?

In the present work we attempted to answer these qu
tions by calculating the properties of artificial ‘‘atoms,
formed by electrons and excitons in quantum dots, using
quantum Monte Carlo method of integration along trajec
ries. The general structure of this paper is as follows:
Sec. 1 the mathematical model is introduced and the com
tational algorithm employed is briefly described. In Sec. 2
description and discussion of the obtained results are
sented.

1. MODEL. COMPUTATIONAL ALGORITHM

The mesoscopic clusters whose properties we wish
investigate can be regarded as two-dimensional systems
a finite numberN of particles with massm in a quadratic
confining potential of strengtha. The general form of the
Hamiltonian of such systems is
5 © 1999 American Institute of Physics
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Ĥ5
\2

2m (
i 51

N S ]2

]xi
2

1
]2

]yi
2D 1a(

i 51

N

~xi
21yi

2!1(
i , j

U~r i j !.

~1!

The following functions were considered for the pair inte
action potentialU of the particles: 1! for a system of elec-
trons e in a semiconductor quantum dot the particles int
acted according to the Coulomb law, i.e.U(r i j )5e2/r i j ,
r i j 5ur i2r j u; 2! the interaction of indirect magnetoexciton
in a double quantum dot was viewed as an interaction
parallel dipoles:6 U(r i j )5d2/r i j

3 , where the dipole momen
d5he is determined by the distanceh between the quantum
dots.

The Hamiltonian~1! can be reduced to a dimensionle
form by expressing all distances and energies in units or 0

andE05ar 0
2, wherer 05e2/3/a1/3 for a system of electrons

~Coulomb cluster, Coul! and r 05d2/5/a1/5 for a cluster of
magnetoexcitons~dipole cluster D!. As a result, the
Hamiltonian~1! becomes

Ĥ5q2(
i 51

N S ]2

]xi
2

1
]2

]yi
2D 1(

i 51

N

~xi
21yi

2!1(
i , j

U~r i j !,

U~r i j !5$1/r i j ,~Coul!; 1/r i j
3 ,~D!%. ~2!

Here the quantum de Boer parameterq5\/(m1/2a1/2r 0
2) de-

termines the magnitude of the quantum fluctuations of
particles. The other dimensionless parameter determining
state of the system~2! is the dimensionless temperatu
T5kbT/(ar 0

2).
We used the quantum Monte Carlo method of integ

tion along trajectories~see, for example, the review in Re
11! to calculate the properties of the system~2!. In this
method the properties of the initial two-dimensional quant
system$ r̂ i%, i 51...N, are calculated along a fictitious thre
dimensional$r i

p%, p50 . . .P21 trajectory, obtained by ‘dis-
cretizing’ the functional integrals. The required accuracy
making such a substitution, controlled by the dimensionl
parametert5q/(PT), was achieved by choosing the num
ber of layersP in the three-dimensional system such as
best satisfy the conditiont50.3.

The derivation of the state of a cluster at each po
$q;T% investigated in the plane of the controlling paramet
was based on a calculation of a number of quantities:
radial particle distribution function in a trap and the rad
mean-square displacements

ur
25

1

NP (
i 51

N

(
p50

P21

@^~r i
p!2&2^r i

p&2#. ~3!

The orientational disorder of a cluster was investigated us
the relative orientational order parameter10

gs1s2
5^cs1

cs2
* &. ~4!

The ‘‘orientational order parameter’’cs of a shells contain-
ing Ns particles is determined bycs5(1/Ns)( i s

Ns

3exp(j̃Nswis
), where the sum extends over all particles in

given shells.
-

f

e
he

-

s

t
s
e

l

g

The variance of the trajectories in imaginary time, i.
the degree of ‘‘smearing’’ of the trajectories over an anglew
and radiusr, was also studied:

l w5
1

NP K (
i 51

N

(
p50

P21 S w i
p2

1

P (
p50

P21

w i
pD 2L , ~5!

l r5
1

NP K (
i 51

N

(
p50

P21 S r i
p2

1

P (
p50

P21

r i
pD 2L . ~6!

2. COMPUTATIONAL RESULTS

We consider first the behavior of classical clusters~for
q50). The main configuration of a classical system of
dipoles~for T!1) in a confining harmonic potential has tw
distinct shells with the inner shell containing three particl
D10(3,7). Figure 1 shows that, as temperature increase
first the relative orientational order of the shells is lost. Th
occurs at a very low temperatureT21'5.431026. The total
disordering of a clusterD10 with particle transfer between
the shells occurs at a much higher temperatureTf'0.01.

It is obvious that, for a small cluster consisting of seve
shells, a number of orientational melting phenomena w
occur, each one corresponding to relative orientational dis
dering in different pairs of shells. This feature of small clu
ters can be seen in Fig. 2, which shows the temperature
pendences of the radial fluctuations~3! and of the
orientational parameter~4! of different pairs of shells of a
three-shell Coulomb cluster Coul25, which in the ground
state has the configuration Colu25(3,9,13). The arrows in the
figure mark the temperaturesT32'331025 and T1'1.25
31023 of the orientational disorderings and the temperat
Tf'731023 of total melting of the system. The data in Fi
2 confirm that the temperaturesTs1s2

of orientational disor-
dering of the pairs of shellss1 ,s2 are a function of the dis-
tribution function of the particles over shells (Ns1

,Ns2
) and

are maximum for the pair of shells that form closed grou
of sites of an ideal two-dimensional triangular lattice~i.e.
when (Ns1

,Ns2
)5(3,9),(4,10),(6,12), . . . ).8,10

In the cases considered above, the temperature ra
Ts1s2

,T,Tf can be regarded as the region where the sh

$s1 ,s2% of a cluster, which retains its internal order, rota
relative to one another, losing the mutual orientational ord
In a 23N dimensional configuration space, the syste
moves in a narrow region — ‘‘ravine’’ — on the potentia
energy surface, different points of which correspond to d
ferent values of the order parametergs1s2

. Figures 1 and 2
show that such motion is accompanied by ‘‘breathing’’
the shells of a cluster, which sharply increase the rad
mean-square fluctuationsur

2 at the pointsTs1s2
of orienta-

tional disorderings.
Let us see how the state of the ‘‘atoms’’ withT5const

changes with an increase in the quantum fluctuations. Fig
2a shows the behavior of the relative orientational order
rameterg21 of the dipole clusterD10 for motion along the
line T5331026. The sharp change ing21 at the pointq21

'831024 attests to a quantum fluctuations induced tran
tion from an orientationally ordered state~OO, forq,q21) to
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FIG. 1. Vanishing of the relative orientational order parameterg21 ~4! attests to a transition from an orientationally ordered~OO! to an orientationally
disordered but radially ordered state~RO!. The sharp increase of the mean-square radial fluctuationsur

2 ~3! at the pointT21'5.531026 of orientational
disorder is caused by ‘‘breathing’’ of the shells in a cluster D10 as the shells rotate relative to one another.
e

e
th
al
s

he
iso-
fluc-

ra-
an orientationally disordered but radially ordered state~RO,
q.q21). The dependences of the angular and radial disp
sion of the particle trajectories in imaginary time~5! and~6!
on the quantum parameterq are presented in Fig. 2b. Th
inset in Fig. 2b shows the instantaneous projection of
trajectories r i

0→r i
0→ . . . of a three-dimensional classic

system in theOXY plane, giving an idea of the trajectorie
r-

e

of an orientational disoriented system in imaginary time. T
figure shows that the quantum fluctuations are sharply an
tropic. As the quantum parameter increases, the angular
tuations of the particles increase sharply at the pointq21

where the mutual orientational order vanishes, while the
dial fluctuations of the particles as a function ofq do not
have any features.
e

FIG. 2. Orientational melting of different pairs of shells of a three-shell Coulomb cluster Coul25 . The arrows mark the temperaturesT32 and T21 of
orientational disordering of the pairs$3,2% and$2,1% of the cluster as well as the temperatureTf of complete melting of the clusster — a transition from th
RO state to a state of a classical liquid~CL!.
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Similar results were obtained for the Coulomb clus
Coul25 and are presented in the inset in Fig. 3a. The res
correspond to the temperatureT5331024. At this tempera-
ture, the second and first shells of a cluster lose orientatio
order atq'0.01. The quantum orientational melting of th
third and second shells occurs at much smaller values of
quantum parameterq32'831023.

The computational results examined above show that
characteristic scales of the quantum particle motions at
quantum orientational melting point become equal to the
erage angle between the closest particles from the pa
shells considered. A characteristic feature of quantum or
tational melting of mesoscopic systems is that, at sufficien
low temperatures, the main direction of particle motion c
responding to a classical system is determined by a nar
and high ‘‘ravine’’ formed by the multidimensiona
potential-energy surface. The existence of such a rav
leads to anisotropy in the quantum fluctuations and stron
distinguishes the role of angular quantum motions. We a
note that, for Coulomb and dipole clusters, the quantum
entational melting of any pair of shells occurs in the reg

FIG. 3. Quantum orientational melting of a dipole cluster atT5331026

and a Coulomb cluster~inset to Fig. 3a! at T5531023. a — Relative
orientational parameterg21 as a function of the quantum parameterq; b —
measured of quantum particle fluctuations: radiall r and angularl w disper-
sion of particle trajectories in imaginary time. The region of sharp chan
in the angular fluctuations is identical to the region of vanishing of
relative orientational order of the shells. Inset: Instantaneous projectio
the trajectories of cluster D10 on the OXY plane at the point$q,T%
5$831024, 331026%.
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of controlling parameters$q,T% where the role of exchang
effects is negligibly small. This feature is clearly shown
the inset in Fig. 3b, which shows a picture of the trajector
of an orientationally disordered ‘‘atom’’ in imaginary time

We shall now briefly consider the effect of a furth
increase in quantum fluctuations forq>0.05. The simplest
estimates show~see above! that, in the region of the phas
diagram under study, forq.AT, exchange effects start t
play an important role. To simplify the calculations we a
sumed that the particles forming the ‘‘atom’’ are boson
Strictly speaking, this assumption is valid only for a syste
of indirect magnetoexcitons in double quantum dots,6 i.e., for
a dipole cluster. The system of electrons in a semicondu
quantum dot satisfies Fermi statistics and the model un
consideration is not valid for large quantum fluctuation
However, investigation of a Coulomb boson cluster has d
nite methodological interest and makes it possible to obse
certain general regularities in the behavior of mesosco
bosonic systems~see below!.

Figure 4a shows the computational results for the me
square radial fluctuations of particles in dipolar and Coulo

s

of

FIG. 4. T5531023. a — Mean-square radial fluctuationsur
2 of particles as

a function of the quantum parameterq. The insets show the characterist
patterns of the trajectories~spline interpolation of their projections on th
OXY plane! before (q50.13) and after (q50.2) a transition to a radially
ordered superfluid state. b — Superfluid component fractionns as a function
of the quantum parameterq.
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FIG. 5. Resulting phase diagram of an ‘‘artificial atom’’ in quantum dots~see text for notation!. The dashed lines correspond to a dipole cluster D10 , the solid
lines correspond to a Coulomb cluster Coul25 . The region of a transition from the OO to the RO state is shown qualitatively on an enlarged scale. In r
of substantial quantum fluctuations with decreasing temperature, the superfluid state can vanish at a certain temperatureT* in a system of a small number o
bosons.
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bosonic clusters as a function of the quantum parameterq at
T5531023. The statistics of the particles are taken in
account using a multilevel block method, described in det
for example, in Ref. 11. As follows from the analysis pe
formed above ~Figs. 1–3!, mesoscopic clusters in th
controlling-parameter region under study are in an orien
tionally disordered state. Therefore, a sharp increase
mean-square radial fluctuations attests to complete melt

Comparing the results of measurements of the ra
fluctuationsur

2 ~Fig. 4a! and the relative superfluid compo
nent fractionns of a cluster~Fig. 4b! shows that this disorde
corresponds to a transition from a radially ordered~RO! to a
superfluid~SF! state.1! As an illustration, the characteristi
patterns of particle trajectories in imaginary time are d
played in the inset in Fig. 4a~the spline interpolation of thei
instantaneous projections on theOXY plane is shown!. We
note that the fraction of particles participating in nonident
permutations sharply increases at the pointqf of disordering
and appearance of superfluidity in the system. Since the t
perature of complete disorder in the corresponding class
systems isTf'0.01, which is two times higher than the tem
perature to which the results of Fig. 4 pertain, the values
qf of total disorder can be taken as fairly good estimates
points of the corresponding quantum transitions (T50).

Combining the results presented above, we can dra
phase diagram of mesoscopic clusters in the$q;T% plane
~Fig. 5!. The calculations showed that the system can be
one of the following sharply distinguished states: in an
dered state~OO! with a distinct shell structure and the pre
l,

-
in
.

al

-

m-
al

f
r

a

in
-

ence of mutual orientational order between shells; in ori
tationally disorderd but radially ordered~RO! states, in each
of which there is no mutual orientational order of any pair
shells in the cluster; in a state of a ‘‘classical liquid’’~CL! —
a disordered state where the role of quantum fluctuation
small. Moreover, for bosonic clusters~clusters of indirect
excitons! a region of superfluid~SF! state can exist.

Of course, for systems with a small number of partic
it is impossible to talk about the existence of sharp bou
aries between the above-mentioned states of the syste
these boundaries are viewed as linesT(q) of phase transi-
tions of one or another kind~more likely, this is a crossove
region!. However, as one can see from Figs. 1–4, analysi
the properties of a system with even such a small numbe
particles makes it possible to determine clearly the prese
of such regions and to show qualitatively their relative
rangement in the$q;T% plane.

The relative arrangement of various regions of the ph
diagram obtained is controlled by the following ratios~Fig.
1–5!. 1! The ratio between the temperature of the system
the characteristic height of the potential barriers for relat
rotation of different pairs of shells determines the region
the transition from an orientationally ordered state to a s
with no orientational order for these pairs of shells. Su
transitions can occur at different temperaturesTs1s2

for each

pair of shells$s1s2%. 2! A further increase of temperature~in
the region of small quantum particle fluctuations! leads to
complete disordering of the system forT.Tf and a transi-
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tion of the system to the classical-liquid state. This transit
is controlled by the ratio of the temperature of the syst
and the characteristic particle interaction energy~i.e. the di-
mensionless temperatureT in our variables!. 3! For T.Tf ,
as the quantum fluctuations increase, when the de Bro
wavelength becomes comparable to the characteristic in
particle distance in the liquid, a transition occurs to the
perfluid state. In our dimensionless variables this transit
occurs along the lineT(q)5q2. 4! The pointqf ~at T50) of
quantum melting of a cluster — its transition from a radia
ordered to a superfluid~in the case of a cluster of boson!
state — is controlled by the ratio of the energy of the qu
tum fluctuations and the characteristic interaction energy
the particles in the cluster. 5! Comparing the energy of quan
tum particle fluctuations with the characteristic height of t
potential barrier for relative rotation of a pair of she
$s1 ;s2% in a cluster makes it possible to estimate the posit
of the pointqs1s2

of quantum orientational disorder.
In concluding this section, we note one other interest

feature of the behavior of the systems we are investigat
Considering the computational results for the dipole clus
D10, we note that the simplest estimateqf

est of the quantum
melting point of the system asqf

est5ATf ~for explanation see
above! in our case would give a much too-low resu
qf

est'0.1, instead of the computational result obtain
qf'0.16. This observation allows us to infer that, for suf
ciently strong quantum fluctuations~for example, for
q'0.13 in our case, Fig. 5! as temperature decreases and
line T(q)5q2 is crossed, a superfluid state is established
then, at some finite temperatureT* , it vanishes~reentrant!
and clearly distinguished shells of the cluster appear. A m
detailed investigation of this feature of the behavior of sm
systems showed that, as the number of particles in a clu
increases, the estimateqf'ATf works quite well~Fig. 4! and
the phenomenon under discussion does not occur.

So, in the present work, using the quantum Monte Ca
method, we investigated the properties of small clusters
electrons in a quantum semiconductor dot~‘‘Wigner is-
lands’’! or indirect magnetoexcitons in coupled quantu
dots. The ‘‘phase diagram’’ of the system was constructed
the $q,T% plane~quantum de Boer parameter—temperatur!.
Regions with sharply different properties of a mesosco
cluster are clearly distinguished in this diagram: regions
an ordered state with a pronounced shell structure and
presence of mutual orientational order between the sh
regions of orientationally disordered but radially order
state, in each of which there is no mutual orientational or
of any pair of shells in the cluster; regions of a classi
n
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liquid — disordered state in which quantum fluctuations a
~for bosonic clusters of indirect excitons! regions of a super-
fluid state play a small role. It was found that volume effe
do not play any role in determining the boundary of t
orientationally ordered state of the system.

At zero temperature, as the quantum particle fluctuati
increase, two types of quantum disordering phenomena
cur with increasing quantum parameterq: first, the system
transforms into a radially ordered but orientationally diso
dered state, where different shells of an ‘‘atom’’ rotate re
tive to one another. The transition to the disordered s
~superfluid in the case of a system of bosons! occurs at a
much higher intensity of quantum fluctuations, and the po
tion of the point of this transitionqf for systems with a
sufficiently large number of particles (N.20) can be ob-
tained by the standard estimateqf'ATf .
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1!The fractionns of superfluid component was measured in terms of
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Diamond formation in hydrogenated amorphous-carbon films containing ultradisperse copper has
been studied by measuring IR absorption at two-phonon diamond frequencies. The
anomalously high two-phonon absorption observed in the experiments has permitted improving
the sensitivity of the method. Mechanisms of the two-phonon absorption enhancement are
discussed in terms of the theory of a medium containing nanosized copper-doped graphite
fragments. It is shown that the observed enhancement of two-phonon absorption is caused
by electrical induction of the local fields induced by irradiation in diamond nanocrystals acting
on adjoining copper-doped graphite fragments. ©1999 American Institute of Physics.
@S1063-7834~99!03010-5#
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Studies of the initial stages in nucleation and growth
limited by the spatial resolution of the currently availab
diagnostics. Attempts at resolution improvement by incre
ing the energy of the probing~e.g., electron! beams may
cause destruction of structural details. The giant enhan
ment of two-phonon absorption discussed in this work off
a possibility of using phonon spectroscopy1 to probe the dia-
mond nanocrystals forming in the amorphous carbon ma
under nonequilibrium conditions of plasma cosputtering
copper and graphite.

The problem of diamond nanocrystal nucleation in
amorphous carbon medium may be considered in connec
with the growth of nanosized structures and with the char
teristics of their electrophysical properties. The compone
of the heterostructures formed in this case are the sam
chemical composition~carbon! while differing in lattice
symmetry. Indeed, there have been repeated attempts to
cuss the mechanisms of diamond nucleation on graphite,2 the
fragments of its planes being an essential component of
structure of amorphous carbon, including its hydrogena
species (a-C:H).3 This work shows how this mechanism o
diamond nucleation may account for the giant enhancem
of IR absorption at two-phonon vibrational frequencie
which is observed to occur in hydrogenated carbon cont
ing finely dispersed copper (a-C:H:Cu).

1. EXPERIMENTAL TECHNIQUE

a-C:H:Cu films were grown by planar-magnetro
cosputtering of a copper and a graphite target in an arg
hydrogen plasma (80%Ar120%H2) on a Si~100! substrate at
200 °C. The cosputtering was carried out in a working g
flow at pressures from 5 to 15m Torr and magnetron po
of 350–450W~for a pressure of 8–9m Torr, the voltage w
360–380V!. As shown earlier,3 the films prepared in such
conditions are enriched in a diamond-like component~tetra-
hedral carbon!. The layers thus prepared were annealed
vacuum for one hour at 220 °C.
1711063-7834/99/41(10)/4/$15.00
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The layers were studied by IR absorption spectrosc
in the region of vibrational frequencies of the C–C and C–
bonds ina-C:H. To improve the contrast, we complement
the study of one-transit absorption at normal incidence
measuring two-transit absorption in reflection geometry a
45° incidence angle.

2. RESULTS OF THE EXPERIMENT

Figure 1 presents a typical two-transit absorption sp
trum of the grown layers modified by the presence of copp
The intensity of the characteristic hydrogen-bond vibratio
frequencies (3000– 2800 cm21) is seen to be considerabl
reduced by the introduction of the metal. A still more impo
tant consequence of copper doping is the appearance of
bands in the region of two-phonon diamond absorpt
(2000– 2200 cm21, Ref. 1! and of the graphite Raman fre
quencies~the G band at 1575 cm21 and bandD with a poorer
determined frequency around 1400 cm21, Ref. 4!. Table I
lists for comparison published data on the characteristic
tures of two-phonon absorption bands for bulk diamond a
the parameters of the copper-induced absorption band
a-C:H in the same spectral region. The number of charac
istic spectral features in our case is smaller, but the fa
accurate matching of the band frequencies observed in
a-C:H:Cu film with the two-phonon bulk-diamond band
gives one grounds to call them, for the sake of brev
pseudodiamond bands.

The fact itself of this matching suggests diamond form
tion in amorphous carbon containing ultradisperse copp
The nanoscopic dimensions of the copper clusters~;3 nm,
Ref. 5! enhance their activity as catalysts of diamond nuc
ation. Thus the diamond formation temperature decrea
from 800– 900 °C required for the standard industrial vap
phase epitaxy process down to 200 °C.

The bands in Table I are numbered in accordance w
Fig. 2, which shows in a greater detail the absorption in
two-phonon region both before and after the sample ann
ing. One readily sees that after an anneal at a tempera
1 © 1999 American Institute of Physics
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only slightly in excess of the film growth temperature t
spectrum is dominated by band I coinciding in frequen
with the bulk-diamond absorption band, whose nature is
fully clear and which corresponds to a two-phonon combi
tion in the asymmetric Brillouin band.6 Bands III and IV also
coincide well in position with their counterparts of bulk di
mond. Band II, which is seen clearly ina-C:H:Cu only prior
to annealing, shifts to lower frequencies by;16 cm21. The
same relates to band V, which, by contrast, becomes obs
able only after the annealing. As for the activation of t
graphite Raman frequencies in the optical absorption sp
trum, this effect was already reported7 and assigned to
graphite-fragment intercalation by copper. For brevity,
shall call the corresponding bands pseudo-Raman. The s
phenomenon was observed ina-C:H doped by a number o
other elements.4 As evident from Fig. 2, the halfwidth of the
dominant band at 2177 cm21 is 30 cm21, which yields an
estimate of the BZ edge dispersion corresponding to a
mond nanocrystal about 2 nm in size.

3. DISCUSSION

Estimation of the absorption coefficient at the maximu
of the pseudodiamond bands yields a few hundred cm21,
which is considerably in excess of 14 cm21, the figure for
bulk diamond.1 This is all the more remarkable if one take
into account that the diamond nanophase does not fill a
the available space. Thus the observation itself of tw
phonon absorption in such thin films argues for the existe
of a mechanism of giant enhancement. This effect app
apparently as a result of heteroepitaxial diamond growth
the ~0001! surface of graphite fragments. The resultant h
erostructure is displayed in Fig. 3. By multiply repeati

FIG. 1. Two-transit IR absorption spectrum of~1! a-C:H and~2! a-C:H:Cu.

TABLE I. Parameters of the diamond two-phonon absorption bands.

Band No. I II III IV V

Wave number
~experiment!, cm21

2210 2177 2137 2024 1977

Wave number
~literature!, cm21

2210 2177 2153 2024 1968
y
ot
-

rv-
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me
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such structural units, one approaches the model of insula
medium, which serves as a basis for our theory of the g
enhancement of two-phonon absorption.

As already pointed out,5 cosputtering of graphite and
copper produces an insulating medium containing copp
based conducting clusters. It was shown also that suc
medium can be described satisfactorily in terms of
effective-medium approximation including the weighte
contributions of all possible Lorentzian oscillators. We sh
assume the multiply repeated heterostructure displaye
Fig. 3 to be the main structural unit of the material. We a
take into account that the concentration ofp electrons in
graphite increases as a result of its intercalation with copp8

Thus graphite-fragment intercalation with copper gives r
to the dependence of the fragment plasma frequency on
tercalation efficiency~which depends, in its turn, on tem
perature! and on the copper concentration. The dielectric p
mittivity of a medium « can be written in terms of the
adapted model in the form5

«5~12u!«G1
u~«D2«G!«G

«D2«G1 f ~«D2«G!
, ~1!

where«G and «D are the permittivities of the graphite an
diamond components, respectively,u is the diamond-phase
bulk concentration, andf is a form factor, which, consider
ing the quasitwo-dimensional nature of the diamond-grap
structural units, is 1/2. As follows from the available data
the dielectric permittivity ofa-C:H:Cu films, at copper con-
centrations less than 15% the dispersion of« outside the
two-phonon absorption region is practically zero, so tha«
may be assumed equal to«a54.2 ~for 14% Cu!.5 Using this
as a starting point, we applied the simplified Kramer
Kronig transformation procedure and narrowed the limits
integration to the spectral rangenP(190022300) cm21 of
interest to us here:

FIG. 2. Parts of an IR absorption spectrum of aa-C:H:Cu film in the
as-grown state~solid line! and after annealing for one hour atT5220 °C
~dashed line!.
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FIG. 3. Dispersion relations of the rea
and imaginary parts of thea-C:H:Cu
dielectric permittivity after annealing,
which were calculated based on th
experimental data of Fig. 2 using th
Kramers–Kronig procedure. Inset
model of a diamond–graphite het
eroepitaxial structure representing
building block of the investigated me
dium.
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2

p E
A

B k~n!ndn

n22n0
2

,

C5«a
1/2 ; A51900 cm21 ; B52300 cm21 , ~2!

where k(n) is the extinction coefficient. Thek1(n) coeffi-
cient for the films studied by us was calculated from t
experimental data presented in Fig. 2,«D in Eq. ~1! was
found using the relation«D5n2(n), andn(n) was derived,
in its turn, from Eq.~2! with the coefficientC52.4 equal to
the refractive index of bulk diamond in the visible and ne
IR regions. For the extinction coefficient of bulk diamon
one used the data1 on kv(n) in the two-phonon spectra
range.

The results of the calculation of the real and imagina
parts of the film permittivity are presented in Fig. 3. W
readily see that the imaginary part obtained by us reprodu
quite well the main features of the starting spectrum~Fig. 2!,
while the real part exhibits anomalous dispersion in the
terval of interest. It should be pointed out that the mod
does not have any fitting parameter except the bulk fract
of the diamond nanophase, which is rather small~0.1–0.2!.
Note that the two-phonon absorption coefficient reache
maximum at 2177 cm21, in full agreement with experiment

Using the data on«D and the calculated film permittiv-
ity, one can obtain from Eq.~1! the permittivity of the graph-
ite component of the film«G , whose imaginary part is dis
played in Fig. 4 for different contents of the diamond pha
It has been established by simulation that the nanodiamo
forming on graphite fragments cause an anomalously h
dielectric response in the graphite phase at the frequenc
two-phonon absorption. This response grows with increas
bulk diamond concentration. To analyze the enhancem
factor, we describe the response of the graphite compo
by the following Lorentzian:
he
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«G~v!5«01
vp0

2 t0

~v0
22v2!t01 iv

, ~3!

where vp is the plasma frequency of the copper-dop
graphite component,v0 is the characteristic frequency co
responding to the two-phonon absorption frequency,t0 is the
oscillator relaxation time, and«0 is the low-frequency di-
electric permittivity of graphite. Copper intercalation o
graphite fragments results in their plasma frequency bec
ing dependent on the intercalation efficiency~which de-
pends, in its turn, on temperature! and on the bulk coppe
concentration. Thus the mechanism of the absorption
hancement consists in excitation of plasma waves at
diamond-graphite interface, with their subsequent relaxat
The coefficient of electromagnetic-wave phonon absorpt
enhancement can be written

FIG. 4. Reconstruction of the dielectric permittivity«G for the copper-
doped graphite component ofa-C:H:Cu made in the effective-medium ap
proximation for different diamond-phase volume fractionsu: 1—0.1,
2—0.2, 3—0.5.
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A5
t0

t1

vp0
2

vp1
2 . ~4!

Equation ~4! was obtained by directly comparing th
imaginary parts of the dielectric permittivity of the oscilla
tors excited in a diamond nanocrystal by the two-phon
absorption mechanism~subscript 1! and by the oscillator of a
graphite fragment~subscript 0! excited by oscillator 1
through electromagnetic induction. An analysis of tw
phonon absorption data1 yields the following oscillator
parameters for bulk diamond:n52177 cm21, t151.6
310211s, andvp152.331011s21.

For diamonds formed on a graphite nanocluster the d
of Fig. 2 yield t051.1310212s and vp05331013s21.
These two sets of parameters can be used to obtain from
~4! an order-of-magnitude estimate of the value ofA, which
was found to be 103. This value is in a good agreement wi
experiment. According to Eq.~4!, annealing increases th
plasma frequency of copper-intercalated graphite, which
be assigned to a higher intercalation efficiency of graph
fragments by copper atoms in annealing.

Thus it has been demonstrated experimentally that
anomalous enhancement of two-phonon absorption in na
diamonds embedded in an amorphous-carbon matrix c
taining nanosized inclusions of a conducting phase perm
one to obtain valuable information on the early stages
n

-

ta

q.

n
e

e
o-
n-
ts
f

diamond nucleation. Moreover, the uniqueness of the tw
phonon absorption bands may serve as a reliable indica
of the presence of diamonds.
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The spectrum of the electronic states in an infinitely deep two-dimensional potential well, where
one wall is periodically uneven, is investigated theoretically. It is shown that in non-Bragg
type resonances — standing electron wave resonances, which are modes of different spatial
harmonics of the electron wave function — arise in such a well. The resonances occur in
a wide range of energies, starting at values close to the bottom in each 2D subband. The resonance
interaction splits the energy spectrum and results in the appearance of gaps, giving the
electron spectrum a miniband character. The properties of the electron gas vary substantially in
accordance with the new characteristics of the spectrum. ©1999 American Institute of
Physics.@S1063-7834~99!03110-X#
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Analysis of the electronic states in two-dimensional s
tems is of considerable interest for the extensive use of
systems in microelectronics devices as well as for the c
relation of this problem to investigations of the quantum H
effect and HTSCs.1–3 In microelectronic devices, the cou
pling between the electron 2D subsystem and external fi
or an external circuit is often effectuated by depositing
lattice on the surface of a film with the 2D gas.4–6 In this
case, the electrons are subjected to an external periodic
tential, which makes it possible to investigate the elect
spectrum in such a system. Similar problems appear in
investigation of the properties of a two-dimensional elect
gas at the boundary of a heterojunction in the presenc
misfit dislocations or at grain boundaries in mosaic cryst
In the first case the additional periodic potential arises
cause of the presence of misfit dislocations,7 and in the sec-
ond case it arises on account of edge dislocations form
the grain boundary and the 2D channel on it.8,9

Of course, this is by no means a complete list of ca
leading to the problem of the spectrum of electronic state
a 2D quantum well with periodically varying paramete
The bibliography on this problem is large, since it includ
an enormous number of works on waveguide theory. Thi
because the formulations of problems mathematically
electronic, electromagnetic, and acoustic wave processe
in many respects equivalent. Investigations of wave p
cesses in bounded periodic media have been conducte
greater extent in the theory of electromagnetic and acou
waveguides.10–13

Investigations of this problem for an electronic system
well as for waveguides have focused primarily on wave p
cesses near Bragg resonances, since it was assumed th
most effective interaction of waves with a lattice occurs o
in this energy range. The problem was usually solved in
approximation of the coupled-mode equation,14,15 describing
the behavior of a system near Bragg resonances. This
proximation has been used quite often to investigate w
processes in bounded periodic structures.11–15 Much less at-
tention has been devoted to the study of the behavior
1711063-7834/99/41(10)/4/$15.00
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system at energies below the energy of a Bragg resona
since it was assumed that the interaction of waves wit
lattice at these energies is weak and it results only in a n
ligible shift of the 2D levels.16–18

However, the present analysis of the problem in the m
timode approximation shows that resonances of a differ
non-Bragg type, caused by the interaction of modes of v
ous spatial harmonics of the electron wavefunction, arise
the indicated energy range. These resonances substan
alter the spectrum of a 2D system, and therefore they lea
the appearance of qualitatively new physical properties
the resonances, creating prerequisites for expanding the f
tional possibilities of microelectronics devices employi
such 2D structures.

The electronic states for a half-space bounded by a s
lar periodically uneven boundary are analyzed in Refs.
and 20.

1. INITIAL EQUATIONS

We shall investigate the electronic states in an infinit
deep potential well of widthd, where one wall has one
dimensional periodic corrugations described by the funct
y(x)5jcos(qx)[y0(x), whereq52p/a andj anda are the
amplitude and period of the corrugations. Thus, an elect
is in a well bounded by a two-dimensional potentialU(x,y)

U~x,y!5H 0, d.y.y0~x!,

`, y>y0~x!, y<d.
~1!

The wave functionsC(x,y,z) and the energiesE of the elec-
tron are found by solving the three-dimensional station
Schrödinger equation

DC1
2m

\2
@E2U~x,y,z!#C50 ~2!

together with boundary conditions at both boundaries

C~x,y0~x!,z!5C~x,d,z!50. ~3!
5 © 1999 American Institute of Physics
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Since the boundary is periodic, we shall seek the solutio
the form of a Fourier series

C5(
n

~ancos~kyy!1bnsin~kyy!!

3exp@ i ~kx1nqz!x1 ikzz#, ~4!

where kx , ky , and kz are the components of the electro
wave vectork. From the Schro¨dinger equation and Eq.~4!
follows a relation betweenE andk

kyn
2 5

2pE

\2
2~kx1nqx!

22kz
2 , ~5!

and the boundary conditions~3! impose a relation betwee
the quantitieskx , kz , andkyn , thereby determining the dis
persionE(k) of a particle.

Substituting C(x,y0(x),z) and C(x,d,z) into the
boundary conditions, we obtain a system of linear algeb
equations for the coefficientsan andbn . Equating to zero the
determinant of this system permits finding the allowed v
ues ofkyn . For small corrugationsj/d!1, jd!1, it is suf-
ficient to retain the first ten harmonicsa0 , b0 , a61 , and
b61 , and so on, neglecting harmonics;j2. As a result, we
obtain the following characteristic equation for the allow
values ofkyn :

tan~dk0!5
j2

4 H k0k21

tan~dk21!
1

k0k1

tan~dk1!
1tan~dk0!

3F k1k2

tan~dk1!tan~dk2!
1

k21k22

tan~dk21!tan~dk22!G J .

~6!

In Eq. ~6! and below we drop the indexy in the wave num-
berskyn . We shall seek the solution of Eq.~6! by the method
of successive approximations with respect toj,19 i.e. k0

5k0
01dk01 . . . . For j50 we have from Eq.~6! tan(dk0)

50 and therefore

k0
05

sp

d
[k0s , s51,2,3 . . . ,

E5Es1
\2~kx

21kz
2!

2m
, Es5

\2s2p2

2md2
. ~7!

These are well-known 2D subbands in a smooth quan
well.

In the next approximation, forjÞ0, we obtain the de-
sired quantitydk0 , which will describe the effect of a peri
odic boundary.

We shall seek the solution of Eq.~6! in individual ranges
of variation of the wave numberkx . First, we examine the
region kx5kz50, i.e. the shift of the energy levels will b
found. Next, for smallkx (kx!q) we describe the change i
the spectrum in terms of the effective mass, and finally
the most interesting and important case,kx;d, kx;q, the
resonance of standing electronic waves and the minib
character of the electron spectrum will be described.
in

ic

-

m

n

d

2. SHIFT OF THE ENERGY LEVELS

For kx5kz50 the characteristic equation~6! becomes

tan~dk0!5
j2

2
k1cot~dk1!@k01k2tan~dk0!cot~dk2!#,

k15Ak0
22q2, k25Ak0

224q2. ~8!

Substituting into the right-hand side of this equation t
zeroth-order solution~7!, we find the correctionsdk0 to the
wave numbers and the new positions of the energy lev
The behavior of the system is qualitatively different in t
regionsk0.q. For k<q we have

dk0s5
j2

2d
k0sk1s coth~dk1s!, k1s5Aq22k0s

2 ,

E5EsF11
j2

d
k1s coth~dk1s!G . ~9!

For k0.q the corresponding formulas are

dk0s5
j2

2d
k0sk1scot~dk1s!, k1s5Ak0s

2 2q2,

E5EsF11
j2

d
k1s cot~dk1s!G . ~10!

The qualitative difference in the solutions for the regio
k0<q andk0.q is due to the fact that fork0<q the wave
numberk61 of the first harmonic is an imaginary numbe
The harmonic is a nonuniform wave; it leads to a shift of t
energy level but does not contribute to interference phen
ena. Fork0.q the wave numberk1 becomes real, and th
harmonic under consideration describes a wave proc
which, as one can see from Eqs.~10! and ~8!, assumes a
resonance character fork1s5rp, r 51, 2, 3, . . . . If thegeo-
metric dimensions of the quantum well are such that fo
certain quantum states, the relationk1s5rp or, expressed in
terms of the geometric dimensions of the well,

~2d/a!25s22r 2, s.r ~11!

is satisfied for any integerr, then such ans-th electronic state
is a resonance state. Equation~8! reduces in this case to
quadratic equation, and its solution describes the splitting
this energy level into two levels

E65EsS 16A2
j

d

r

sD , ~12!

the splitting being determined by the relation

dE52A2
j

d

r

s
Es . ~13!

We underscore once again that the resonance state~12! arises
for a quantum well with specially chosen geometric dime
sions, satisfying the relation~11!. For arbitrary dimensions
of the well such a state will not arise.
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3. REGION OF SMALL k x , k X!k 1s

If the expression~6! is expanded in powers of the sma
parameter, then using Eqs.~8!–~10! we obtain the dispersion
law near a minimum of thes-th 2D subband in the form

E~kx ,kz!5EsF11
j2

d
k1s coth~dk1s!G1

\2kx
2

2m*
1

\2kz
2

2m
.

~14!

The effect of a periodic boundary reduces to changing
electron mass, which now depends not only on the perio
the corugations but also on the width of the quantum we

m* 5mH 12
j2q2k0s

2

2k1s
2 F dk1s

tanh~dk1s!
S 1

sinh2~dk1s!

1
1

d2k1s
2 D 2

3

2

1

sinh2~dk1s!
G J . ~15!

As expected, the effective massm* is less than the free
electron mass, since the expression in brackets in Eq.~15! is
always positive.

In the resonance case~11! the effective mass become
much smaller

m* 5mS 12
8

15
j2q2k0s

2 d2D , kxqd2!1, ~16!

because of the more effective interaction of the electron w
the periodic boundary in the resonance case.

4. RESONANCE REGION, k x;d , k x;q

We shall now analyze the characteristic equation~6! in
the resonance region. In the zeroth-order approximation w
the wave numbersk61 , appearing on the right-hand side
Eq. ~6!, can be written as

k615As2p2

d2
72kxq2q2. ~17!

It is evident from Eqs.~6! and ~17! that for kx56q/2 the
conventional Bragg resonances, the same as resonanc
unbounded periodic structures, arise in all 2D subbands.
this reason, we shall not dwell on this, but rather we sh
investigate the properties which are due to particle motion
the y direction.

As is evident from Eqs.~6! and~17!, the general condi-
tion for resonances is

k65
lp

d
, l 51,2,3 . . . . ~18!

Comparing Eqs.~7! and ~18! shows that these condition
express a resonance of standing waves, which are diffe
modes of the zeroth and first spatial harmonics of the e
tron wave function.

Substituting expression~17! into Eq. ~18! we find the
values of the wave numberskx

6 for which standing wave
resonances arise between the zeroth andn511 or n521
harmonics, respectively,
e
of

h

th

s in
or
ll
n

nt
c-

kx
657

q

2
~11gsl!, gsl5

~ l 22s2!p2

~dq!2
. ~19!

The quantitygsl depends on the parametersd and a of
the potential well and the quantum numberss and l, and it
can vary over a wide range of positive and negative numb
In this connection, the resonanceskx

6 can assume the value
kx

6→0 as gsl→21, in contrast to Bragg resonances, f
which kx

657q/2 are fixed. Near resonances Eq.~6! reduces
to the quadratic equation

dk0
22

j2

4d2 S lp

d D 2

50, ~20!

which gives two roots

dk0
656

j

2d

lp

d
. ~21!

The solution~21! describes the splitting of the spectrum
resonance into two levelsEsl

1 andEsl
2

Esl
75EsS 16

j

d

l

sD1EB~11gsl!
21

\2kz
2

2m
~22!

and the appearance of a gapdEsl

dEsl5Esl
12Esl

252
j

d

l

s

\2k0s
2

2m
. ~23!

In the expression~22!, the notationEB5\2q2/8m has been
introduced. In Eqs.~18!–~23! the numberl is the number of
the resonance for thes-th 2D subband.

It is evident from Eq.~22! that for gsl→21 andkz50
the resonance energies measured from the bottom in eac
subband vanish, i.e., the resonances occur in a wide rang
energies, starting with zero.

The gap widthDE corresponding to the energy rang
betweenl andl 11 resonances in thes-th 2D subband can be
found from Eq.~22! as

DE5
2~2l 11!p2EB

~qd!2 H 11
p2u l 21~ l 11!222s2u

2~qd!2 J .

~24!

It is evident from Eqs.~23! and~24! that the energy spectrum
of electrons in a quantum well with a periodic bounda
assumes a miniband character resembling a Wannier–S
ladder.21 For a wide well,qd@1, the width of one miniband
is smallDE!EB , i.e. there will be a large number of mini
bands in the energy range 02EB .

The investigation performed above shows that, in a tw
dimensional quantum well having a periodically corrugat
wall with low amplitudes of the corrugations, the electro
wave function can be represented as a superposition of t
spatial harmonics. Each harmonic is characterized by lon
tudinal kx and transverseky wave numbers. In contrast to
smooth quantum well, wherekx and ky are quantum num-
bers, in a corrugated wellkx and ky are related with one
another by the characteristic equation~6!.

The wave numbersk0y and k61 , corresponding to the
zeroth and first harmonics, respectively, can assume qu
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discrete values, determined by the solution of the charac
istic equation~6!. These valueskyn determine the set of par
tial states of an electron in a quantum well with
periodically corrugated boundary.

The wave numberk0y deviates negligibly from the dis
crete values assumed in a smooth quantum well. The w
numberk61y of the first harmonic varies over wide limits
assuming real and imaginary values askx varies.

For certain values ofkx the wave numbersk0y andk61y

can be equal to one another. In this case, a resonance
action of the corresponding partial waves arises. Since
electronic states in the direction of they axis are described
by standing waves, this resonance is a resonance of pa
standing waves. The de Broglie wavelength associated
the motion of an electron in the direction of they axis is
determined by the corresponding value ofkyn . A resonance
arises between states for which the quantum well widthd is
a multiple simultaneously~with different integers! of de Bro-
glie half-wavelengths associated with bothk0y and k61y .
These resonances lead to splitting of the energy levels
the corresponding values of the wave numberskx and the
appearance of gaps. Thus, the spectrum of each 2D sub
is divided into minibands, which substantially changes
physical properties of the electron gas in such a quan
well.
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Radiation-induced conduction in quantum-confined p 1 – n silicon junctions
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Electron-beam diagnostics are used to study the radiation-induced conduction of supershallow
p1 –n silicon junctions obtained by nonequilibrium boron diffusion. Current–voltage
(I –V) characteristics of radiation-induced conduction of a both forward- and reverse-biased
p1 –n junction are demonstrated for the first time, which has been made possible by the presence
of self-organized transverse quantum wells inside a supershallowp1 diffusion profile. The
variation of the dark-currentI –V characteristics with electron irradiation dose shows that
formation of self-organized longitudinal quantum wells inside supershallowp1 diffusion
profiles favors an increase of the breakdown voltage inp1 –n silicon junctions. ©1999
American Institute of Physics.@S1063-7834~99!03210-4#
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Application of dopant drag by excess fluxes of vacanc
or intrinsic interstitials generated efficiently near t
Si–SiO2 interface to silicon planar-diffusion technolog
made possible creation of supershallow~5–20 nm! boron
diffusion profiles onn-type Si~100! and Si~111! surfaces.1 As
follows from the angular dependences of the optically
duced electron and hole cyclotron resonance, as well as f
I –V characteristics obtained in a crystallographically o
ented electric field, supershallowp1 diffusion profiles rep-
resent various combinations of transverse~Fig. 1a! and/or
longitudinal ~Fig. 1b! self-organizedn- andp-type quantum
wells betweend-doped barriers@N(B)'1021cm23#, which
form, accordingly, perpendicular or parallel to thep1 –n
junction plane, depending on the actual stimulated impur
diffusion mechanism.2,3 Studies of theI –V characteristics of
quantum-confined conduction revealed that self-organi
quantum wells transform in a longitudinal electric field into
system of dynamic quantum wires due to electrostatic ord
ing of the B1 – B2 impurity dipoles with negative correlatio
energy, which, as follows from ESR and thermopow
investigations, make up predominantlyd-doped diffusion
barriers.2,3 Such dynamic quantum wires with isolated qua
tum dots served as a basis for fabricating transistor struct
possessing various single-hole localization and trans
effects.2 Besides, diffusion-produced superlattices made
of quantum-confinedp1 –n junctions~Fig. 1! are of consid-
erable interest for development of IR silicon lasers opera
on intraband transitions,3,4 as well as for studies of the effec
of self-organized nanostructures on radiation-induced c
duction in both forward- and reverse-biasedp1 –n junctions,
which was the objective of the present work and which
impossible in principle when using continuousp–n junc-
tions.

The starting material for fabricating supershallowp1 –n
junctions was 350-mm thick n-Si~111! single-crystal plates
1711063-7834/99/41(10)/3/$15.00
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with a resistivityr>90V•cm. The process started by ox
dizing both sides of a plate in dry oxygen at 1150 °C, fo
lowed by making photolithographically dia. 3-mm circula
windows in the oxide layer on the working side of the pla
into which boron was diffused for a short time~4 min! from
the gas phase. The diffusion temperature was varied~800,
900, and 1100 °C! in the course of the investigation at
constant thickness of the predeposited oxide layer, wh

FIG. 1. Three-dimensional image of one-electron band diagram of su
shallow p1 –n junctions consisting of~a! transverse and~b! longitudinal
quantum wells.~c! Boron concentration profiles inp1 –n silicon junctions
prepared at diffusion temperatures~ °C!: 1 — 800,2 — 900,3 — 1100 on
~111!Si doped by phosphorus to a concentrationN(P)5531013 cm23.
9 © 1999 American Institute of Physics
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permitted simulation of the conditions prevailing in th
impurity-diffusion vacancy mechanisms.1,5 Note that the
thickness of the predeposited oxide on both sides of the p
was in excess ofd0>0.44mm, thus stimulating additiona
vacancy injection from the Si–SiO2 interface during the im-
purity diffusion.1 Besides, the high concentration of the no
equilibrium vacancies responsible for the dopant drag effe
was provided in the course of diffusion by additionally fee
ing dry oxygen and chlorine-containing compounds into
boron-containing gas phase. In the final stage of the tech
logical process, ohmic contacts were produced around
perimeter of the windows and on the back side of the pla
The dopant concentration profiles were measured by S
~Fig. 1c!.6

When diffused atTdif5800 °C, boron penetrates int
silicon by silicon vacancy drag, whereas atTdif51100°C
impurity diffusion is stimulated by exchange interaction
the dopant with silicon interstitials ~the kick-out
mechanism5!. In both cases one observes acceleration of
impurity diffusion process~see curves1 and 3 in Fig. 1c!.
Boron diffusion is seen to slow down abruptly at the diff
sion temperatureTdif5900 °C~curve2 in Fig. 1c!, where the
rates of the above diffusion mechanisms become compar
because of intensive annihilation of interstitials and vac
cies in the vicinity of working surface of the silicon plate.1–3

The shape of the diffusion depth profiles obtained un
short-term nonequilibrium diffusion differs from the class
cal one. Note that extremely steep boron profiles are
served both in the case of suppressed impurity diffusion
under its acceleration, which implies a fractal mechanism
diffusion doping under conditions of strong interaction of t
impurity with intrinsic defect flows, whose intensity is dete
mined by the shape of the deformation potential at
Si–SiO2 interface.1,5

The small depth of thep1 diffusion profile~5–20 nm! in
supershallowp1 –n junctions makes the use of a focus
electron beam probing the near-surface region by low-
medium-energy electrons attractive for the investigation
radiation-induced conduction.7 By varying properly the
electron-beam energyEp within the range of 0.1 to 3.0 keV
one can change smoothly the probing depth from 2 to
nm.7 To separate the dark from induced current,I –V mea-
surements of the radiation-induced conduction coeffici
were carried out under sine modulation of the primary el
tron beam at a frequency of 1 kHz. As shown by reference
experiments, at such frequencies the radiation-induced
duction coefficientg does reach its steady-state level.7

Figure 2 presentsI –V curves of the radiation-induce
conduction of supershallowp1 –n junctions fabricated a
low boron-diffusion temperatures on ann-type Si~111! sur-
face. TheI –V curve of radiation-induced conduction of
p1 –n junction prepared atTdif5900 °C is seen to be ob
tained only under reverse bias. Note that theg coefficient
depends on neither the primary current nor the bias volta
When measured under forward bias, the radiation-indu
conduction current drops sharply to zero as a result of in
sive nonequilibrium-carrier recombination at thep1-n junc-
tion boundary~curve6 in Fig. 2!.

An unexpected result was obtained when taking anI –V
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curve of radiation-induced conduction of ap1 –n junction
prepared at the diffusion temperatureTdif5800 °C. In this
case the radiation-induced conduction is observed to oc
under both reverse and forward bias, and it does not decr
even when a current of the order of 10 mA flows through
conducting diode, which implies a substantial increase of
excited-carrier lifetime~curves1–5 in Fig. 2!. Such a de-
crease of recombination efficiency could be due to the e
tron and hole flows becoming spatially separated by the p
ence of self-organized transverse quantum wells~Fig. 1a!. As
shown by studies of the angular dependences of the elec
and hole cyclotron resonance, as well as of the crysta
graphically dependent hole conduction,2,3 the p1 diffusion
profiles obtained in the conditions of dominant vacancy d
fusion mechanisms (Tdif5800 °C) do indeed consist o
transverse quantum wells, whereas longitudinal quan
wells were found to exist insidep1-n Si junctions fabricated
under equally competing kick-out and vacancy impuri
diffusion mechanisms, a condition reached atTdif5900 °C
~Fig. 1b!. The presence of transverse quantum wells redu
the dark current~curve1 in Fig. 3a! because of the formation
of natural channels for nonequilibrium carriers~Fig. 1a!,
while at the same time favoring spatial separation of exci
electrons and holes across thep1 –n junction plane. There-
fore the radiation-induced conduction ofp1 –n junctions
containing self-organized transverse quantum wells can
detected under both forward and reverse bias~curves1–5 in
Fig. 2!. The potential relief, which is due to the transver
quantum wells and is responsible for such electron and h
spatial separation, can become smoothened out with incr
ing current as a result of the ohmic drop at thep1 –n junc-
tion interface, which should become particularly manifest

FIG. 2. I –V characteristics of the radiation-induced conduction coeffici
g of p1 –n junctions prepared at diffusion temperatures of 800 and 900
on ~111!Si doped by phosphorus to a concentrationN(P)5531013 cm23:
g5DI /I 1 , whereDI 5I 2I 1 and I is the radiation-induced current.1–5 —
Tdif5800 °C, primary currentI 1 , mA: 1 — 0.5,2 — 1.0,3 — 1.9,4 — 5.0,
5 — 10; 6 — Tdif5900 °C, primary currentI 151.0mA.
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FIG. 3. I –V characteristics of thep1 –n junctions prepared at diffusion temperatures~a! 800 °C and~a,b,c! 900 °C on~111!Si doped by phosphorus to a
concentrationN(P)5531013 cm23. ~a! Original I -V characteristics:1 — Tdif5800 °C,2 — Tdif5900 °C; ~b,c! reverseI –V branches after 2-keV electron
beam irradiation;~c! p1 –n junction breakdown region. Irradiation doseF310220 (cm22): 1 — 3, 2 — 6.6, 3 — 8.2, 4 — 9.4, 5 — 12.6,6 — 14.4,7 —
16.0,8 — 17.2,9 — 22.0,10 — 28.4.
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structures with a high-resistance substrate. Indeed
forward-biasedp1 –n junction exhibits a decrease ofg with
increasing primary currentI 1 , starting with the level at
which the excited-carrier currentDI becomes comparable t
the dark current, which evidences an increase in the rat
carrier recombination~Fig. 2!. At the same time, in the cas
of a reverse-biasedp1 –n junction, with no majority-carrier
current present, the radiation-induced conduction coeffic
does not depend on the primary current, which affects o
the voltage corresponding to saturation of the radiati
inducedI –V curve ~see curves1–5 in Fig. 2!.

Supershallowp1 –n silicon junctions made up of longi
tudinal quantum wells are characterized by low dark curre
~curve2 in Fig. 3a! because of the presence of intrinsic p
tential barriers for minority carriers~Fig. 1b!. However no
spatial separation of excited electrons and holes takes p
in this case across thep1 –n junction plane, which results in
a sharp vanishing of radiation-induced conduction throug
forward-biasedp1 –n junction ~curve6 in Fig. 2!. An essen-
tial factor accompanying the formation of self-organized lo
gitudinal quantum wells is the creation of an internal lon
tudinal electric field~Fig. 1b!, which, as shown by studies o
the cyclotron resonance andI –V characteristics of quantum
confined conduction,2,3 is caused by dopant distribution fluc
tuations at the quantum-well boundaries and is conduciv
spatial separation of electrons and holes along thep1 –n
junction plane. Under conditions in which an electron be
generates nonequilibrium electrons and holes, the inte
electric field may grow gradually in strength, which accou
for the increase of the dark current and breakdown volt
with increasing irradiation dose~Fig. 3b and 3c!.

Thus electron irradiation has been used to studyI –V
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characteristics of radiation-induced conduction through s
organized quantum wells, which form spontaneously in
course of fabrication of supershallowp1 –n silicon junctions
under nonequilibrium impurity diffusion.I –V characteristics
of radiation-induced conduction were observed to exist un
both forward and reverse bias of ap1 –n junction consisting
primarily of transverse quantum wells which stimulate sp
tial separation of nonequilibrium electrons and holes perp
dicular to thep1 –n junction plane, while longitudinal quan
tum wells inside supershallowp1 diffusion profiles favor the
onset of radiation-induced conduction only through
reverse-biasedp1 –n junction because of the electrons an
holes becoming spatially separated along thep1 –n junction
plane.
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A theoretical interpretation is given of the fine structure in the total-current spectra obtained from
the ~0001! plane of MoS2, ZrS2 , and NbSe2 single crystals. The calculations took into
account the energy dependences of band energy-level broadening and of the density of unfilled
electronic states which become occupied by electrons entering a solid. The dominant
contribution of the bulk band structure to the spectra is demonstrated. ©1999 American
Institute of Physics.@S1063-7834~99!03310-9#
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Comprehensive investigation of near-surface phenom
has been made possible by the recent development of
experimental methods and of devices capable of determi
the composition of a substance and its geometric and e
tronic structure. Among these methods is the low-ene
total-current spectroscopy, which possesses a high sur
sensitivity and is non-destructive.1–6 An experimentally mea-
sured spectrum is the derivative of the total~integrated! cur-
rent in the sample circuit with respect to primary electr
~PE! energy obtained under the condition of total seconda
electron detection.7,8 Besides the traditional application t
the analysis of elementary excitations and near-surface s
in a solid, this method is used presently to monitor surfa
cleanness during purification from impurities,9 for studies of
the photovoltaic effect in thin films on the surface
semiconductors,10 and so on. The physical nature of the fin
structure in total-current~TC! spectra is determined by th
mechanisms of low-energy electron interaction with the s
face of a solid. Theoretical analysis of the fine structure
TC spectra encounters difficulties because of the need to
into account the diverse nature of the physical processes
curring in the near-surface region of crystals. The main f
tures in the fine structure are believed to be connected
marily with the bulk band structure of the crystal.5,6 This
conclusion is supported by theoretical calculations invok
the dynamic theory of low-energy electron diffractio
~LEED!.4

The specific features of the crystal and electronic str
ture produce a number of unique properties in rare-m
dichalcogenides, as a result of which the materials base
these compounds do not have analogs and cannot be eq
lently replaced. Among these substances are layered bi
compounds with strongly anisotropic atomic interactio
which accounts for their anomalous behavior and the dive
nature of many of their properties, specifically of the stru
ture of the intrinsic energy levels, such as the fine struct
splitting, overlap, and mutual position ink space. The nu-
1721063-7834/99/41(10)/4/$15.00
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merous theoretical band-structure calculations of the ra
metal dichalcogenides are contradictory~particularly in what
concerns the conduction-band structure! and do not offer a
detailed explanation of the nature of the experimentally
tablished features in optical and photoemission~PE! spectra.
The band widths and gaps quoted in different papers di
by several times. In connection with this, investigation of T
spectra of rare-metal dichalcogenides appears to be of a
tain interest, because data on the threshold characteristi
transition excitation in these elements permit one to obt
new information on the electronic properties of strong
hybridizedd, p, ands states.

The present work aims to investigate and interpret
fine structure in TC spectra of layered rare-metal dichal
genides based on their bulk band structure, and develo
data processing technique to extract as much informatio
possible on electron dispersion above the vacuum levelEvac.
The samples studied were 2H – MoS2, 2H – ZrS2 , and
2H – NbSe2 single crystals, which possess hexagonal str
ture with trigonal-prismatic coordination. ZrS2 has the high-
est ionicity~it is an ionic crystal with 4d25s2 electronic con-
figuration of the Zr outer shells!, MoS2 is a low-ionicity
covalent crystal~Mo configuration 4d55s), and NbSe2 is a
semimetal (4d45s in Nb! with metallic-type bonding.

The TC spectra were measured in superhigh vacuum@the
residual gas pressure in the working chamber;(0.521)
31027 Pa]. A detailed description of the method can
found in Refs. 1 and 6, The width of the secondary-elect
energy distribution was;0.5 eV, and the electron energ
was modulated with a frequency;400 Hz and amplitude
;0.1 eV. The signal proportional to the total-current deriv
tive was isolated by lock-in detection. Prior to measu
ments, the samples were subjected to a prolonged h
temperature~up to 1200 K! annealing. The surface wa
cleaned by ion milling~0.4-keV Ar1 ions!. In the course of
cleaning, one followed the evolution of TC spectra, mo
2 © 1999 American Institute of Physics
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tored the variation of the surface potential, and measu
Auger electron spectra. The criterion of good surface cle
ing was the reproducibility of the shape of TC spectra, of
surface potential in a series of consecutive high-tempera
heatings, and the absence of Auger signals of oxygen,
bon, and other impurities. The current in the sample circ
I 5I p2I s , whereI p is the primary-electron flux with energ
Ep along the normal to the~0001! surface studied, andI s is
the current of the electrons leaving the sample, both ela
cally and inelastically scattered. Among the latter are
inelastically scattered primary electrons, highly excited el
trons of the solid, Auger electrons, and the secondary e
trons themselves, whose appearance depends substantia
the magnitude ofEp . For low primary-electron energie
(Ep.10 eV), the elastic~quasielastic! scattering~caused by
electron interaction with the lattice atoms and ions! is
dominant,6 and it becomes comparable to the inelastic co
ponent forEp<40 eV. Within the energy domain of up t
100 eV, the fraction of elastic scattering is a few per ce
and it is dominated by electron-electron scattering involv
excitation of interband transitions. Besides the interba
transitions, the spectra may exhibit threshold characteris
of the electron-induced excitation of the solid, name
plasma oscillations, impurity atom and vacancy states,
However it is the features reflecting the fundamental prop
ties of the material under study that constitute the main st
ture of the spectrum.

Figures 1–3~curves 1! present thedI(E,V)/dE TC
spectra measured on the~0001! plane of MoS2, ZrS2 , and
NbSe2 single crystals, respectively. The fine-structure inte

FIG. 1. TC spectra obtained along the normal to the (0001)MoS2 plane.
1 — Experiment,2 — theory. The curves are shifted vertically in an arb
trary manner. The energyE is reckoned fromEvac. The arrows with sym-
bols identify the main features in the TC spectra.
d
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sity in the spectra is;1% of the maximum in the primary
electron distribution~not shown in the figures!, which ap-
pears at the energy at which electrons start to impinge on
sample.

Our theoretical analysis of the TC spectra obtained c
sidered the scattering of electrons with a given moment

FIG. 2. Same as in Fig. 1 for the (0001)ZrS2 plane.

FIG. 3. Same as in Fig. 1 for the (0001)NbSe2 plane.
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from a crystal in an approximation where the scattering pr
ability is proportional to the number of final states at a giv
energy levelE with a prescribed direction of the quas
momentum V. The current through the sample can
written11,12

I ~E,V!;
1

V (
nk

@12 f F~Enk!#U1\ ¹kEnkU
3d~E2Enk!d~V2Vnk! , ~1!

whereEnk is the electron dispersion relation,Vnk is the unit
vector along the¹kEnk direction, f F(Enk) is the equilibrium
Fermi–Dirac occupation function, which forE.Evac is zero,
andV is the crystal volume. Replacing the summation ovek
with integration over the constant-energy surfaceEnk5E
yields

I ~E,V!;
1

~2p\!3 E dE8 N~E8,V!

3
1

2p

\G~E8!

~E2E8!21\2G2~E8!/4
, ~2!

whereN(E,V) is the number of energy bands along theV
direction for which theE5Enk equality is met. We have
taken here into account the finite width\G(E)5\/t(E) of
electronic levels by replacing thed function in energy in Eq.
~1! with the corresponding Lorentzian. The excited-state li
time was determined from13,14

\/t~E!.7.2331024AE2E0 ~E2EF!2 , ~3!

whereEF is the midgap energy, andE050 is the valence-
band bottom position.

Equation~2! is valid if V coincides with the crystal sym
metry axis~under normal incidence of the electron beam
the sample!. To construct theN(E,V) step function as this
was done in Refs. 15–17, we used the bulk band-struc
calculations ofEnk for MoS2, NbSe2 ~obtained by the layer-
by-layer technique in Refs. 18 and 19, respectively, which
based on the method of scattering from layers develope
LEED studies! and ZrS2 ~obtained20 by a self-consisten
OPW method!. It should be pointed out that the valenc
band calculations19 made for NbSe2 agree well with the PE
angular dependences,21 despite the strong line broadenin
~similar to the TC spectrum1 in Fig. 3! because of the high
free-electron concentration in NbSe2 .

Taking into account surface effects, which contribute
N(E,V), can be considered in the following way. The sp
cific features in the surface electronic spectrum of rare-m
dichalcogenides are associated with the fact that the e
tronic spectrum characteristic of the bulk is practically u
distorted in the near-surface region, with only local sta
appearing on it. This is confirmed by numerous PE meas
ments. LEED studies showed that the bulk geometric str
ture of 2H – NbSe2 persists on the surface as well, and w
the same lattice parameters, whereas 2H – MoS2 revealed
compression of up to 5% of interlayer separation.22 A study
of MoS2, ZrS2 , and NbSe2 surfaces obtained by high
vacuum cleavage (831027 Pa) or 3-keV Ar1 ion milling
-

-

re

is
in

-
al
c-
-
s
e-
c-

made use of electron Auger spectroscopy.23 The experiment
showed formation of imperfections at the basal surface~de-
fects and ‘‘edge’’ atoms!, without any significant distortion
of the bulk structure. Ion milling also contributes to surfa
distortions; little is known, regrettably, about their nature.

The calculations of TC spectra are presented in F
1–3~curves2!. The positions of the characteristic maxima
the curves are denoted by symbolsa,b,c, . . . in the order of
increasing energy. The differences in position of the featu
in the experimental and theoretical curves are related, on
one hand, with the approximate nature of the band calc
tions for high levels. One needs a self-consistent band the
which would take into account correctly the strong anis
ropy of rare-metal dichalcogenide lattices, interband hybr
ization of states (d–p and p–s coupling!, spin-orbit and
interlayer effects, and the unusual features in thed states of
Mo, Zr, and Nb. On the other hand, there are experime
errors associated with the production of a collimated elect
beam in the low-energy region, complete collection of s
ondary electrons, deviation of the electron beam from
normal in the case of inaccurately oriented crystal faces,
the high surface sensitivity of TC spectra, which is det
mined not only by the small depth of the region to be an
lyzed but by the strong dependence on the physicochem
processes on the surface as well6,9. For instance, the low-
energy maximum atE.1.3 eV in the TC spectrum from the
Si~111! face is assigned24 to the existence of a band of su
face states near the valence-band edge. The intensity of
maximum ~as that of maximuma in Fig. 1, curve1! de-
creases after oxygen adsorption. Maximumb (MoS2) is dis-
placed by adsorption toward lower energies by appro
mately 0.8 eV. The presence on the surface of an adsor
or of foreign atoms, of fairly high concentrations of impur
ties between the layers, as well as the trend to formation
layer stacking faults in the course of crystallization of t
rare-metal dichalcogenides gives rise to large-angle ela
scattering, which opens new channels for electron pene
tion into a crystal.

The agreement between the main features in the exp
mental and theoretical TC spectra evidences a dominant
of bulk band structure in the formation of a spectrum. Th
offers a possibility of experimental investigation of the ele
tron dispersion relation and of using TC spectral data as
erence points for refined band calculations capable of in
cating which bands are responsible for a particular featur
a spectrum. Investigation and interpretation of experimen
TC spectra obtained at various primary-electron incide
angles can provide direct information on specific features
the bulk band structure throughout the Brillouin zone. It c
be employed in direct and inverse PE spectroscopy. The
pendence of the fine structure in TC spectra on the geom
structure and degree of order in the crystals under study
been confirmed. The above method permits one to sepa
bulk from surface TC effects, as well as to describe the fi
structure features in experimental dependences of the
ondary electron-emission coefficients(Ep)5I s /I p , as this
was done, for example, in Refs. 25 and 26, without invok
the cumbersome formalism of the LEED dynamical theor
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It is shown that the observed transformation of the ESR spectrum in polydiacetylene films upon
doping with iodine agrees with an exchange interaction between the spin systems of
localized paramagnetic centers~S! and polaron states~P! by means of which current-carrier
transport occurs. The data obtained indicate carrier transport in the form of uncorrelated hops with
probability determined by the lifetime of an exchange-coupled (S2P) pair. © 1999
American Institute of Physics.@S1063-7834~99!03410-3#
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A characteristic feature of organic semiconductors ba
on polymers with conjugate multiple bonds is a distinct
lation between electric conductivity and their parama
netism.1 The mechanism of such an interrelation and the
teraction between systems of current carriers and param
netic centers~PCs! have never been completely determine
Thus, although existing mechanisms based on soliton
polaron–bipolaron ideas make it possible to interpret qu
tatively the correlated changes in the density of PCs and
electric conductivity, for example, on doping of the polym
with donor or acceptor impurities, they cannot explain t
changes observed in the ESR spectra of the material inv
gated.

To determine the mechanism of these changes we in
tigated the ESR spectra and electric conductivity of films
dissolved polydiacetylene–polydiphenyldiacetylene~PD-
PDA! in the process of doping in situ with iodine molecule
Doping was performed directly in the cavity of a RE´ -1306
ESR spectrometer with simultaneous detection of the E

FIG. 1. Electric conductivity~1! and spin density~2! versus the duration of
doping of PDPDA with iodine molecules.
1721063-7834/99/41(10)/3/$15.00
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signal and the electrical resistance of the sample. In addit
the dependence of the resistance of the polymer on the
tensity of the constant magnetic field used in ESR was
vestigated.

Figure 1 shows the dependences of the amplitude of
ESR signal and electric conductivity of PDPDA on the d
ration of iodizing at room temperature. It is evident that t
concentration of PCs increases monotonically, while
electric conductivity stabilizes after doping for 6 h. In add
tion, the conductivity increases by 7 orders of magnitu
whereas the PC density increases by only a factor o
reaching 3.531019cm23. At the same time, transformatio
of the ESR signal from the initial line of a mixed form wit
g52.0035 and widthDHpp50.8mT to a narrower, Lorentz-
ian line withg52.0027 andDHpp50.4mT is observed~Fig.
2!. The samples show a dependence of the electric resist
on the external magnetic field strength, as shown in Fig
Such a dependence is characteristic for a process with
ticipation of pairs of paramagnetic particles, whose rate
pends on the relative orientation of the spins of the
particles.2 It is shown in Refs. 3 and 4 that the effect of
magnetic field in the conductivity is due the spin-depend
transport of current carriers along a system of localized P

FIG. 2. ESR spectra of PDPDA samples: initial~1! and doped for 2~2! and
8 ~3! h.
6 © 1999 American Institute of Physics



ir

ap
ne
ic
te
te

PC
em
ng
er
ly

p-

g
o
f
e
e

n

f
a

te
a

a

th
es
in

in
,

ng
te
i

g
x

s

is
nge

rum
x-

tion
PCs
s it

ters
ters
is

ex-

th.
cy
nd

n-
s of

n-
tant

i-

nt

tion

1727Phys. Solid State 41 (10), October 1999 M. K. Kerimov
and the character of singlet–triplet evolution of spins in pa
under the action of a magnetic field.

The observed changes in the position, width, and sh
of the ESR line in the process of doping PDPDA with iodi
molecules as well as the magnetic sensitivity of the electr
resistance of the polymer attest to the presence of an in
action between the PCs and the current carriers. This in
action can be explained by considering the spins of the
and current carriers to be a dynamically coupled spin syst
In addition, such a coupling occurs by means of excha
interactions of the spins of the PCs and the current carri

It is known that in polyconjugated polymers positive
charged spin-1/2 polaron states (P), through which charge-
carrier transport occurs,5 are formed when an electron is ca
tured by an acceptor impurity (I2). Moving along the local-
ized states, including along the system of PCs (S), the
polarons enter with the latter into bimolecular spin-exchan
processes (S1P). In the process, depending on the ratio
the exchange rate and the difference of the resonance
quencies of the spins of the interacting partners, spin
change produces qualitatively different changes in the sp
tra of the ESR particle under observation.6

Thus, if the exchange rate exceeds the rms deviatio
the ESR frequency from the average valuev0 ,
ve.A^Dv2& ~fast exchange!, then exchange narrowing o
the ESR line is observed, and the absorption spectrum
quires a Lorentzian form7

g~v!5
T2

211^Dv2&/ve

~v2v0!21~T2
211^Dv2/ve!

2
, ~1!

whereT2
21 is the transverse spin relaxation rate.

It follows from expression~1! that, as the exchange ra
increases, the ESR linewidth should decrease. Since in
cordance with the theory of pair collisions the exchange r
is proportional to the concentrationC of the colliding spins,
ve5kC, expression~1! also describes the dependence of
linewidth on the concentration of paramagnetic particl
Specifically, the ESR linewidth should decrease with
creasing spin concentration as

Dve5
^Dv2&

kC
. ~2!

It is noteworthy that the exchange interaction of sp
also produces a shift of the resonance frequency of a PC
follows from the solution of the kinetic equations describi
the process of spin exchange between paramagnetic sys
having different Zeeman frequencies. Using the spin Ham
tonians for the Zeeman interaction of the spinssS and sP

with a magnetic field, and the spin Hamiltonian for exchan
interaction, it was shown in Ref. 6 that, as a result of e
change interaction, the resonance frequency of the spinsS

under study will not bevS but

vS2
1

2
tckC~vP2vS!, ~3!
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wheretc is the average duration of a collision of the spinssS

and sP . Therefore the shift of the resonance frequency
linear in the spin density, just as in the case of excha
narrowing.

In summary, the observed changes in the ESR spect
of PDPDA upon doping with iodine molecules can be e
plained qualitatively on the basis of an exchange interac
between the spin systems of localized polarons and the
of the polymer. Moreover, the proposed mechanism make
possible to determine a number of important parame
characterizing this interaction. Comparing these parame
with theoretical estimates could attest to the validity of th
approach.

Specifically, the spin exchange rate constant and the
change interaction length can be found from relation~2! us-
ing the concentration dependence of the ESR linewid
Thus, switching from measuring the linewidth in frequen
units to measurement in units of the magnetic induction, a
taking account of the fact that̂Dv2&5( i I i(Ui11)ai

2/3,
whereai is the HFS constant from thei-th nucleus andI i is
the spin of this nucleus, expression~2! can be rewritten7

d~DHpp!53.393106g(
i

I i~ I i11!
ai

2

kC
. ~4!

Proceeding from the structure of PDPDA, where the u
paired electron is distributed in the same way over proton
the phenyl ring, for which HFS constant isai50.38mT, we
find from the narrowingd(DHpp)50.4mT of the ESR line
that the spin exchange constant is

k52.6310212cm3
•s21.

According to the pair-collision mechanism, in the co
tinuous diffusion model the effective exchange rate cons
is related with the exchange radiusr ex as

k54pr exD, ~5!

whereD is the sum of the diffusion coefficients of the coll
sion partners,D5DP1DS . SinceDP@DS , the constantk
will be determined, in practice, by the mobility of the curre
carriers, which is related with the diffusion coefficientDP as

DP5m
kT

e
. ~6!

Therefore we find from Eqs.~5! and ~6!

FIG. 3. Relative change in the electrical resistance of PDPDA as a func
of the magnetic field intensity.
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r ex5
ke

4pmkT
. ~7!

In PDPDA the carrier mobilitym5331025 cm2/V•s.
We then find the exchange interaction radius between
PCs and the carriersr ex52.731027 cm.

Since spin exchange is the mechanism determining
singlet–triplet evolution of the spins in pairs (S. . . P) under
the action of external or internal magnetic fields, it is co
pletely obvious that the efficiency of the evolution will b
determined by the lifetimet of the exchange-coupled pair:
must be long enough so that there is enough time for ev
tion to occur, but it must be shorter than the spin relaxat
time T1 so that the spin states do not reach an equally pr
able population. For polymers with conjugate multiple bon
this condition reduces to the time interval 1029,t
,1027 s.

In accordance with the theory of Brownian motion

t5
r ex

2 e

6mkT
.

Hence, substituting the values forr ex and m at
T5300 K we obtaint51.631028 s, which falls within the
range of the indicated interval, making possible the obser
magnetic spin effect in the electrical conductivity
PDPDA.

It is interesting to note that the average durationtc of
contact between the spins, calculated from the shift of
ESR signal according to Eq.~3!, is 231028 s, which is very
close to the value oft. Apparently, such close values oftc

andt indicate that the duration of the contact of the spins
actually determined by the diffusion time of a carrier throu
the exchange-interaction region. On the other hand, the
that this time is equal to the lifetime ofS2P pairs could be
due to the fact that polaron diffusion occurs by large hops
e

e

-

u-
n
b-
s

d

e

s

ct

o

that they fall within the region of interaction or leave th
region as a result of one hop. This assumption agrees
the established mechanism of current-carrier transpor
polydiacetylenes in the form of a sequence of uncorrela
hops of a polaron along localized states,5 if the probability of
a hop;tc

21 .
In this way, the analysis of the interaction of localize

PCs with current carriers in iodized samples of PDPDA fro
the standpoint of the spin exchange mechanism enable
not only to interpret the observed changes in the ESR sp
trum qualitatively but also to determine a number of kine
parameters, which agree with the experimental prerequis
describing current-carrier transport in a polymer.

Obviously, an additional argument in favor of th
mechanism considered above could be provided by inve
gations of the effect of temperature and electric field inte
sity on the nature of the interaction between the PCs
current carriers in a polymer. We hope to devote our n
report to these questions.

We thank I. D. Akhmedov for providing the PDPDA
samples and E. Z. Aliev for performing certain ESR me
surements.

1N. A. Bakh, A. V. Vannikov, and A. D. Grishina,Electric Conductivity
and Paramagnetism of Polymer Semiconductors~Nauka, Moscow, 1971!.

2Ya. B. Zel’dovich, A. L. Buchachenko, and E. L. Frankevich, Usp. F
Nauk 155~1!, 3 ~1988! @Sov. Phys. Usp.31, 385 ~1988!#.

3E. L. Frankevich, A. I. Pristupa, and V. M. Kobryanski�, JETP Lett.40,
733 ~1984!.

4E. L. Frankevich, D. I. Kadyrov, I. A. Sokolik, A. I. Pristupa, V. M
Kobryanskii, and N. Y. Zurabyan, Phys. Status Solidi132, 283 ~1985!.

5N. A. Cade and B. Movaghar, J. Phys. C16, 539 ~1983!.
6K. I. Zamarev, Yu. N. Molin, and K. M. Salikhov,Spin Exchange~Nauka,
Novosibirsk, 1977!.

7P. W. Anderson and P. R. Weiss, Rev. Mod. Phys.25~1!, 269 ~1953!.

Translated by M. E. Alferieff



PHYSICS OF THE SOLID STATE VOLUME 41, NUMBER 10 OCTOBER 1999
Theoretical description of fluctuations in free-standing smectic- A films including
spatial non-uniformity of their elastic characteristics

L. V. Mirantsev

Institute for Problems in Mechanical Engineering, Russian Academy of Sciences, 199178 St. Petersburg,
Russia
~Submitted November 27, 1998; resubmitted February 25, 1999!
Fiz. Tverd. Tela~St. Petersburg! 41, 1882–1889~October 1999!

A theoretical study is reported of fluctuations in smectic layer displacements and of the
correlations between them in free-standing smectic-A films formed of liquid-crystal compounds
with smectic-A–isotropic liquid~Sm-A– I ) and Sm-A– nematic~Sm-A–N) bulk phase
transitions. The study took into account the dependence of the elastic constants for bending,K,
and tension~compression!, B, of smectic layers on distance to the free film surfaces. The
calculations are compared with the results obtained within Hołyst’s model for spatially uniform,
free-standing smectic-A films. It has been established that, below the temperature at which
smectic order in the bulk of a liquid crystal disappears, taking into account the profiles of the
elastic moduliK andB does not produce noticeable differences from this model. However,
at temperatures considerably above the Sm-A– I and Sm-A–N phase transitions, their inclusion
results in considerable discrepancies from the predictions of Hołyst’s model. ©1999
American Institute of Physics.@S1063-7834~99!03510-8#
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A unique property of smectic liquid crystals is their c
pability of forming free-standing films. The area of su
films, which may be considered as stacks of smectic lay
with two free surfaces, can reach as high as;1 cm2,1 and
their thickness varies from a few hundred to two and ev
one smectic layer.2,3 In thin free-standing films, the effect
associated with the finite size of the system combine w
surface effects. This combination gives rise to phenom
not observed in the bulk phase of liquid crystals~LC!. First,
the temperatures of phase transitions in free-standing fi
can differ substantially from those of similar transitions
the bulk of an LC4–10and, if a film is thin enough, first-orde
transitions become continuous~i.e. second-order!. Second, in
free-standing films of some LCs there can exist sme
phases not observed in thick samples of the same compo
altogether.11–13 Finally, a quite recent study revealed th
free-standing smectic-A (Sm-A) films of some LC com-
pounds, rather than rupturing when heated above the t
perature at which smectic order disappears in the bulk of
LC, undergo a series of stepped layer-by-layer thinn
transitions.14–18 Due to such jumps, the thickness of fre
standing films can decrease successively from a few ten
two smectic layers, and the temperature at which two-la
films can exist may exceed by;10220 K that of the
Sm-A–isotropic (Sm-A– I ) or Sm-A–nematic (Sm-A–N)
phase transition in thick samples of the same mesogens
this reason, as well as because by properly varying the
thickness one can study the crossover in behavior from th
to two-dimensional physical systems, free-standing sme
films have been for the recent 15–20 years subjects of in
sive experimental1–28 and theoretical29–39 investigation.

The most complete information on the structure of fre
standing smectic films can be obtained from small-an
1721063-7834/99/41(10)/7/$15.00
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x-ray-scattering experiments, which provide data both
their equilibrium characteristics~the number of smectic lay
ers, layer thickness, the type of molecular packing in
layer!,11–13,22–24and on fluctuations in films.18,24–28Measure-
ments of the specular reflection coefficient of a film can
used to derive the profile of smectic-layer displacement fl
tuations, and investigation of diffuse reflectivity, the corre
tions between the displacements of various layers in
film.26–28 It should be pointed out, however, that measu
ments of the x-ray intensity reflected from a film can yie
this information only if one has a theoretical model capa
of adequately describing thermal fluctuations of smec
layer displacements in a free-standing film. A simple discr
model to describe such fluctuations in a free-standing SmA
film, which takes into account not only compression a
transverse bending of smectic layers but surface tensio
well, was proposed by Hołyst.31,32 A continuum version of
this theory, which is more convenient for description of e
perimental data, was subsequently developed.33,34 It provides
a fairly good interpretation of the measurements of spec
and diffuse x-ray reflection coefficients for free-standi
films of some LC compounds.26,27Hołyst’s model assumes
free-standing smectic-A film to be spatially uniform and
characterized only by four physical parameters: the num
of smectic layersN, the surface tension coefficientg, and the
elastic moduli for transverse bendingK and tension~com-
pression! B of smectic layers. The latter two quantities a
assumed to be the same for all layers in a film, irrespectiv
their position, and equal to the corresponding elastic c
stants for the bulk of the smectic-A phase. This assumption i
physically valid only for free-standing films studied at tem
peratures substantially below the phase-transition points
the Sm-A–N or Sm-A– I transitions in the LC bulk. Becaus
9 © 1999 American Institute of Physics
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1730 Phys. Solid State 41 (10), October 1999 L. V. Mirantsev
the Sm-A structure sets in under these conditions through
the bulk of the film, the orientational and translational ord
ing of molecules in the inner and surface layers of the fi
differ little from one another. Assuming the transverse be
ing modulusK in free-standing films, as well as in bulk LC
samples, to be proportional to the square of the orientatio
order parameters, and the tension~compression! modulus of
smectic layersB, proportional to the square of the transl
tional order parametert,40,41 these moduli should also b
practically the same for all layers in a film.

However free-standing smectic films of some LCs a
capable of existing, as already mentioned, at temperat
considerably in excess of those at which smectic order
appears in the bulk of a mesogen. According to the mic
scopic model,35,36,39which reproduces fairly well the behav
ior of free-standing films under heating above the Sm-A–N
and Sm-A– I phase transitions, both orientational and tra
lational ordering in the inner layers of the film can be su
stantially lower in this case than that near the free bound
surfaces. This theoretical result was confirmed experim
tally18 by measurements of the x-ray specular reflection
efficients on smectic-A films of various thicknesses abov
the Sm-A–N phase-transition point in the bulk of the LC
Hence the moduli of transverse bending and tension~com-
pression! of smectic layers in such films should decrea
with distance from the free surface, to reach the minim
value at the film center. Because neither Hołyst’s model31,32

nor its continuum modifications33,34 take such profiles of the
elastic moduli into account, they must yield wrong values
the smectic-layer displacement fluctuations and the corr
tions between them. Note also that while the x-ray structu
measurements26,27of smectic-A films, performed at tempera
tures substantially below the level at which smectic orde
the bulk of the LC disappears, could be well fitted by t
model of Ref. 34, a similar study18 of free-standing films
made in the vicinity of the Sm-A–N phase transition re
vealed serious discrepancies between the predictions of
model and experimental data.

The present work proposes a straightforward general
tion of Hołyst’s discrete model31,32 which takes into accoun
the dependences of the elastic constants for transverse b
ing K and tension~compression! B of smectic layers on the
distance to the bounding surfaces of the film. These relat
are found by means of a microscopic model35,36,39developed
for free-standing smectic-A films. The profiles of fluctuations
in smectic-layer displacements and the correlations betw
these fluctuations are calculated for free-standing film of
compounds exhibiting Sm-A– I and Sm-A–N bulk phase
transitions. In both cases the calculations were performed
temperatures both substantially lower than the correspon
phase-transition points and the highest at which free-stan
films of a given thickness still exist. The calculations a
compared with the results obtained within Hołyst’s model
is shown that, below the temperature at which smectic or
in the bulk of liquid crystals disappears, taking the profiles
the K andB elastic moduli into account, does not entail a
noticeable discrepancies from this model. However, at te
peratures substantially higher than the Sm-A– I and
Sm-A–N phase-transition points, their inclusion results
t
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considerable deviations from the predictions of Hołys
model.

1. DISCRETE MODEL FOR DESCRIPTION OF LAYER-
DISPLACEMENT FLUCTUATIONS IN A FREE-STANDING
SMECTIC-A FILM

Consider a free-standing smectic-A film consisting ofN
discrete layers. Denote byun(x,y) the fluctuating displace-
ments of smectic layers from their equilibrium positionszn

5(n21)d along thez axis perpendicular to the layer plan
Here d is the thickness of the smectic layer, andn is its
number. To such a film-layer displacement corresponds
excess free energyF made up of a surface,FS , and a bulk,
FB , contribution. Hołyst’s model31,32proposes the following
expression for the surface energyFS associated with an in-
crease in the area of the two free film surfaces

FS5
1

2
gE @ u¹'u1~R!u21u¹'uN~R!u2#dR , ~1!

whereg is the surface tension coefficient of the free surfa
of a smectic-A film, R is the position vector in the smectic
layer plane (R25x21y2), ¹' is the projection of the“
operator onto the (x,y) plane. As for the bulk contribution
FB to the film strain energyF, it consists of two parts,
namely, the energyFB

(1) of transverse bending strain of th
directorn and the energyFB

(2) of smectic-layer tension~com-
pression!. Denoting byKn the transverse bending modulus
the nth layer of the film, we can write theFB

(1) energy in
terms of the discrete model used, by analogy with the exp
sion for the density of transverse-bending strain energy in
bulk smectic-A phase,40,41 in the form

FB
(1)5

1

2 (
n51

N

KndE @D'un~R!#2dR , ~2!

where D' is the Laplace two-dimensional operator in th
(x,y) plane. Using again the analogy with the expression
the tension~compression! strain energy in the bulk of the
smectic-A phase,40,41 we write theFB

(2) energy as

FB
(2)5

1

2 (
n51

N21 S Bn1Bn11

2d D E @un11~R!2un~R!#2dR .

~3!

Here Bn is the tension~compression! modulus of thenth
layer in a free-standing smectic-A film. Adding FS , FB

(1) ,
andFB

(2) yields the total excess energyF of the film associ-
ated with fluctuations in the displacement of its layers:

F5
1

2E H (
n51

N21
Bn1Bn11

2d
@un11~R!2un~R!#2

1 (
n51

N

Knd@D'un~R!#21gu¹'u1~R!u2

1gu¹'uN~R!u2J dR . ~4!

It should be pointed out that, in the case of spatia
uniform, free-standing smectic-A film, where the moduli for
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transverse bending,Kn , and tension~compression!, Bn , of
all its layers are the same and equal toK andB, respectively,
Eq. ~4! for the excess film energyF coincides with the simi-
lar expression obtained within Hołyst’s model.31,32

By using continuous Fourier transform

un~R!5~2p!22E un~q'!exp~ iq'R!dq' ~5!

one can obtain a simple, compact expression for the ex
free energyF

F5
1

2 (
k,n51

N E uk~q'!Mknun~2q'!dq' , ~6!

whereMkn are elements of a symmetric ribbon-type matr
In such a matrix, only the diagonal and the first neighbor
elements are nonzero:

M115MNN5gq'
2 1K1dq'

4 1~B11B2!/2d5b15bN ,
~7!

Mnn5Kndq'
4 1~Bn2112Bn1Bn11!/2d5bn ,

n52, N21 , ~8!

Mn11 n5Mn n1152~Bn1Bn11!/2d5cn ,

n51, N21 . ~9!

Knowing the elementsMkn of the direct matrix, one can
readily determine the elements (M 21)kn of the reciprocal
matrix, and use them to calculate the average fluctuation
film layer displacementssn5^un

2(0)&1/2 and the correlations
gk,n(R)5^uk(R)un(0)&/(sksn) between them. According
to Refs. 31, 32

sn
25^un

2~0!&5
kBT

~2p!2 E ~M 21!nndq' , ~10!

^uk~R!un~0!&5
kBT

~2p!2 E ~M 21!kn exp~ iq'R!dq' ,

~11!

wherekB is the Boltzmann constant, andT is the absolute
temperature of the system. The lower limit of integration
the right-hand sides of Eqs.~10! and ~11! is determined by
the transverse dimensions of the filmL, and the upper limit,
by the molecule diametera (2p/L<uq'u<2p/a). The rea-
son for this lies in that transverse modes with a wavelen
smaller than the diameter of the molecule and larger than
film transverse size cannot be excited in a film. If a fre
standing film has macroscopic transverse dimensions~with L
of the order of 1 cm!, the lower limits of integration in~10!
and ~11! can be put equal to zero.

As already mentioned, the transverse bending moduluK
in the bulk of an LC is proportional to the square of t

orientational order parameters5^ 3
2 cos2q21

2&,
40,41 whereq

is the polar angle between the long axis of the LC molecu
and the directorn, and ^ . . . & denotes averaging over a
molecules in a small, but macroscopic volume, and the
sion ~compression! modulusB of smectic layers in the bulk
of a smectic LC is proportional to the square of the trans
ss

.
g

of

th
e

-

s

n-

-

tional order parametert5^cos(2pz/d)&. If one assumes tha
the relations connecting the elastic constants with the or
tational and translational order parameters in free-stand
films are the same as in the bulk of the mesophases thro
out the range of the film existence, including the tempe
tures in excess of the Sm-A–N or Sm-A– I phase transitions
in the bulk of an LC, then these relations will provide
possibility of finding the elastic moduliKn and Bn in Eqs.
~7!–~9! for smectic layers in a free-standing smectic-A film
by means of the microscopic model proposed in Refs. 35,
39. This model permits one to determine the order para
eterssn(T) and tn(T) for each film layer of an arbitrary
thickness and for any temperatureT within the domain of the
film existence. Besides, in the case of very thick filmsN
→`) it yields the values of these parameters at the fi
center, which fully coincide with the results obtained for
bulk smectic-A phase using the well-known theory o
McMillan.42 If one knows the values of the elastic constan
K andB in the bulk of a smectic-A phase at some tempera
ture T0 @K(T0)[K0 , B(T0)[B0# below the Sm-A– I or
Sm-A–N phase-transition point, then one can find the ord
parameterss(T0)[s0 andt(T0)[t0 at this temperature us
ing the model of Refs. 35, 36, 39, after which the relation

Kn~T!5K0@sn~T!/s0#2 , ~12!

Bn~T!5B0@tn~T!/t0#2 , ~13!

make it possible to determine the elastic constantsKn andBn

for all layers of a film of the given thickness for any tem
perature within the region of its existence.

2. RESULTS OF NUMERICAL CALCULATIONS AND THEIR
DISCUSSION

The numerical calculations of the smectic-layer displa
ment fluctuationssn and correlationsgk,n(R) were carried
out for two free-standing smectic-A films consisting ofN
524 layers. It was assumed that one of them is made o
LC undergoing a strong first-order transition from the isot
pic to smectic-A phase. In McMillan’s model42 for a bulk
smectic-A phase, as well as in the model of Refs. 35, 36,
for free-standing smectic-A films, this case corresponds to
model parametera52exp@2(pr0 /d)2#>0.98. Herer 0 is the
characteristic interaction radius for a model pair intermole
lar potential used in the theory of McMillan. We used in th
calculationsa51.05. The second free-standing smecticA
film was assumed to be made from an LC with a wea
pronounced Sm-A–N first-order phase transition. To thi
case corresponds a model parametera<0.98. Our calcula-
tions were performed witha50.871. This choice of the
model parameters can be explained by the fact that it is
such free-standing films that the smectic-layer displacem
fluctuations and the correlations between them were stu
by small-angle x-ray scattering in Refs. 18, 26–28. In Re
26, 27, the studies were performed on free-standing sme
A films prepared of the FPP mesogen~4-heptyl-2-@4-~2-
~perfluorhexylethyl!phenyl#-pyrimidine!, which exhibits a
strong Sm-A– I first-order phase transition, and Refs. 18,
investigated free-standing films of the 7AB liquid cryst
~4,48-diheptylazoxybenzene! undergoing a Sm-A–N second-
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order ~or a weakly pronounced first-order! phase transition.
In both cases the layer displacement fluctuations in a f
standing smectic-A film and the correlations between the
were calculated for two temperatures; the first of the
T1

(1,2) , was substantially lower than the Sm-A– I (Sm-A–N)
bulk phase-transition point, and the second,T2

(1,2) , slightly
lower than the upper limiting temperature for the existen
of a free-standing film of a given thickness. For the first fil
T1

(1)50.205 (V0 /kB), andT2
(1)50.2298 (V0 /kB). HereV0 is

the molecular interaction constant in McMillan’s theory42

By this theory, ata51.05 the Sm-A– I bulk phase-transition
temperature isTAI50.2249 (V0 /kB). On the other hand
according to the model of Refs. 35, 36, 39 for free-stand
smectic-A films, at a51.05 the limiting temperature
of existence of a 24-layer free-standing filmTc

(1)(N524)
50.2299 (V0 /kB). Above this temperature a film eithe
ruptures or undergoes a stepwise thinning transit
by an integral number of smectic layers. For the seco
film (a50.871), the first temperature wa
taken T1

(2)50.204 (V0 /kB) @by Ref. 42, at a50.871
the Sm-A–N transition temperature in the LC
bulk is TAN50.2091 (V0 /kB)], and the second
T2

(2)50.21035 (V0 /kB) @by the model of Refs. 35, 36, 39, a
a50.871 the upper temperature of the film existence
Tc

(2)(N524)50.21036 (V0 /kB)]. The molecular interaction
constantV0 for the first film was chosen such that the abs
lute temperatureTAI of the Sm-A– I bulk phase transition in
the LC coincides with the experimentally found temperat
~396 K, Refs. 26, 27! of this transition in the FPP liquid
crystal. Similarly, the constantV0 for the second film was
chosen so as to fit the absolute temperatureTAN of the
Sm-A–N phase transition in the bulk of the liquid crystal
the temperature~326 K, Refs. 18, 28! at which this transition
was found to occur in the 7AB liquid crystal. The orderin
action of the free film surface on the LC molecules w
assumed to be strong enough. The ratio of the interac
constantW, which in the model of Refs. 35, 36, 39 dete
mines the strength of the effective external field simulat
this action, to the molecular interaction constantV0 was
taken equal to 1.6. According to this model, at such a str
ordering action of the free surface on LC molecules, hea
a free-standing smectic-A film to the upper temperature of it
existence should result not in its rupture but rather in
jumplike thinning by an integral number of layers. It is th
effect that was observed in experiments with the 7AB liqu
crystal.18,28As for the FPP liquid crystal studied in Refs. 2
27, it belongs to mesogens whose molecules have part
fluorinated alkyl tails. According to Refs. 14, 16, films
such LCs, rather than rupturing under heating, also exhib
jumplike thinning. The transverse bending modulusK0 for
the bulk LC phase at a temperature lower thanTAI or TAN

~for an LC with a Sm-A– I phase transition this temperatu
was assumed to coincide withT1

(1) , and for an LC undergo-
ing a Sm-A–N transition, withT1

(2)) was set in both case
equal toK051026 dyn ~a typical value for most LCs40,41!.
As for the smectic tension~compression! moduli B0 , which
for the sake of simplicity were also assumed to be define
the T1

(1) andT1
(2) temperatures, for the first LC one used t

value found in Refs. 26, 27 (B057.53109 dyn/cm2), and for
e-

,

e
,

g

n
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e

s
n

g

g
g

s
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a

at

the second, that measured in Ref. 28 (B05108 dyn/cm2).
The surface tension coefficientsg for the free film surface,
also taken from Refs. 26–28, were put equal tog513 and 25
dyn/cm for the first and second film, respectively. The thic
nessd of smectic layers in a film was assumed temperatu
independent and equal to the molecule lengthl 530 Å, and
the molecule diametera was taken equal to 4 Å~typical
dimensions for LC molecules40,41!.

First of all, we calculated the profiles of the elast
moduli K andB for both free-standing films using the mod
of Refs. 35, 36, 39. These profiles are shown for the firs
them in Figs. 1 and 2, respectively. One readily sees~curves
1! that below the Sm-A– I phase-transition point (T5T1

(1))

FIG. 1. Profiles of the elastic constant for bendingK for the first free-
standing smectic-A film for temperatures below the Sm-A– I phase-
transition point and for the highest temperature at which it still existsN
524,a51.05,W/V051.6. 1 — T5T1

(1)50.205 (V0 /kB), 2 — T5T2
(1)

50.2298 (V0 /kB).

FIG. 2. Profiles of the elastic constant for tension~compression! B for
smectic layers in the first free-standing film obtained for the conditions
Fig. 1. 1 — T5T1

(1)50.205 (V0 /kB), 2 — T5T2
(1)50.2298 (V0 /kB).
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both elastic moduli are the same for all film layers~with the
exclusion of the first and last surface layers!. In this case the
free-standing smectic-A film is indeed spatially uniform~or
nearly uniform!, and Hołyst’s model31,32 should yield close
to our results. However near the limiting temperature of
existence of a free-standing film of a given thicknessT
5T2

(1)) the film is no longer spatially uniform~curves2!, and
the elastic moduliK and B at its center are considerab
smaller than those near the free surface. It is in this case
the difference between our results and the predictions
Hołyst’s model31,32should be appreciable. Note that the pr
files of the elastic moduliK and B for the second free-
standing film, which are not shown here, are similar to th
in Figs. 1 and 2.

The profiles of the elastic moduliK and B obtained in
this way were subsequently used to calculate those of
smectic-layer displacement fluctuationssn for the two free-
standing films. The results of these calculations are displa
graphically in Figs. 3 and 4, respectively. Also show
~dashed lines! are the profiles of the displacement fluctu
tions sn obtained within Hołyst’s model31,32. As should be
expected, atT5T1

(1) for the first film andT5T1
(2) for the

second our results practically do not differ from the calcu
tions made by this model~in Fig. 4, thesn profile obtained
for T5T1

(2) by the model of Refs. 31, 32 is even not show
because it nearly coincides with the profile calculated tak
into account the film spatial nonuniformity!. However, in the
vicinity of the limiting temperatures for both free-standin
films (T5T2

(1,2)), inclusion of the dependence of the elas
moduli K andB on distance from the free surface of the film
results in a substantial deviation from the predictions
Hołyst’s model.31,32 For instance, the difference between t
values ofsn for the first free-standing film~Fig. 3! calcu-

FIG. 3. Profiles of smectic-layer displacement fluctuations in the first fr
standing smectic-A film calculated taking into account theK andB elastic-
constant profiles~curves1 and2! and within Hołyst’s model31,32 ~curves3
and 4!. K051026 dyn, B057.53109 dyn/cm2, g513 dyn/cm. Same pa-
rameters as in Figs. 1 and 2.1 — T5T1

(1)50.205 (V0 /kB), 2 — T5T2
(1)

50.2298 (V0 /kB), 3 — Hołyst’s model forT5T1
(1) , 4 — same model for

T5T2
(1) .
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lated for T5T1
(1) and T5T2

(1) with due account of the pro
files of theK andB moduli shown in Figs. 1 and 2, accord
ingly, exceeds by about two times that obtained wh
calculatingsn on this model. Besides, by Refs. 31, 32,
increase in film temperature should result only in an incre
of the absolute value ofsn and would not change the shap
of the smectic-layer displacement fluctuation profile@the
quantitysn has a maximum at the surface and a minimum
film center~Fig. 3, curves3 and 4!#. At the same time our
calculations, which take into account the thermally-induc
changes in theK andB profiles, show that heating a film to
the limiting temperatureT2

(1) at which it still exists not only
increasessn in absolute magnitude but affects the shape
the smectic-layer displacement fluctuation profile as w
@the value ofsn at film center becomes larger than that ne
the free surfaces~curves 1 and 2 in Fig. 3!#. As for the
second free-standing film, the differences between our res
and the predictions of Hołyst’s model obtained in the reg
near its limiting temperature (T5T2

(2)) are still larger. As in
the preceding case, this model predicts only an insignific
change in the smectic-layer displacement fluctuation pro
sn with increasing film temperature~curve3 in Fig. 4!. By
contrast, our calculations yield a completely different res
~curve2 in Fig. 4!. First, atT5T2

(2) the absolute magnitude
of the displacement fluctuationssn at film center is found to
be larger than that atT5T1

(2) by about 30%. Second, th
displacement fluctuation profile, originally fairly flat, be
comes bell-shaped atT5T2

(2) . It should be noted that it is
such a substantial change in the fluctuation profile with
creasing temperature that was observed in small-angle x
scattering measurements18,28 made on 7AB LC free-standing
films ~similar experiments26,27 on FPP liquid-crystal films
were carried out at a temperature substantially below the
A– I phase-transition point!. Thus our results fit appreciabl

-FIG. 4. Profiles of smectic-layer displacement fluctuations in the sec
free-standing smectic-A film (N524, a50.871, W/V051.6, K051026

dyn, B05108 dyn/cm2, g525 dyn/cm). Curves1 and2 — our calculations
made forT5T1

(2)50.204 (V0 /kB) andT5T2
(2)50.21035 (V0 /kB), respec-

tively; curve3 — Hołyst’s model forT5T2
(2) .
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better the experimental data of Refs. 18, 28 than those
dicted by the model of Refs. 31, 32.

We calculated also the correlationsgk,n(R) between the
displacement fluctuations in free-standing smectic-A films.
The results of these calculations of the correlations betw
the displacement fluctuations of the first (k51) and the other
(n51,24) layers in the first and second films~for R50) are
presented in Figs. 5 and 6, respectively. In both cases
results obtained by us~curves1 in Figs. 5 and 6!, for tem-
peratures below the breakdown of smectic order in the b
of the LC @T5T1

(1,2)#, practically coincide with those base

FIG. 5. g1,n(0) correlations between displacement fluctuations of the fi
and the other (n51,24) smectic layers of the first free-standing film. P
rametersN, a, W/V0 , K0 , B0 , andg are the same as in Fig. 3. Curves1
and 2 — our calculations made forT5T1

(1)50.205 (V0 /kB) and T5T2
(1)

50.2298 (V0 /kB), respectively. Dashed curve — Hołyst’s model.

FIG. 6. Same correlations as in Fig. 5 but for the second free-stan
smectic-A film. ParametersN, a, W/V0 , K0 , B0 , andg are the same as in
Fig. 4. Curves 1 and 2 — our calculations made forT5T1

(2)

50.204 (V0 /kB) and T5T2
(2)50.21035 (V0 /kB), respectively. Dashed

curve — Hołyst’s model.
e-

n

he

lk

on Hołyst’s model31,32 ~the dashed lines in both figures!.
Both models predict for the first film a fairly small weake
ing of correlations between the displacement fluctuations
the layers with increasing distance between them and a
stantial decrease in theg1,n(0) correlation with increasing
numbern for the second film. Indeed, as seen from Fig. 5,
the first free-standing film the correlationg1,24(0) between
the displacement fluctuations in the first and last layers
only smaller by 10% than theg1,2(0) correlation between the
displacement fluctuations in the first and second layer. O
could say that all layers of this film fluctuate in phase. As
the second free-standing film~curve1 in Fig. 6!, the corre-
lation between the displacement fluctuations in the first a
last layers is almost one half that between neighboring~first
and second! layers. In other words, the displacement fluctu
tions of two sufficiently remote layers in this film are on
weakly connected with one another. This difference in
behavior of the films under study is associated with the f
that the tension~compression! moduli of smectic layers in
the first of them are almost two orders of magnitude lar
than those in the second. Due to the larger stiffness of
layers in the first film, the fluctuating displacement of one
them transfers to other layers better than that in the seco

Turning now to the case of the highest temperatures
which both free-standing films still can exist (T5T2

(1,2)), the
correlationsg1,n(0) between the displacement fluctuations
their layers obtained by us~curves2 in Figs. 5 and 6! differ
noticeably from the predictions of the model of Refs. 31, 3
According to this model, an increase of film temperatu
should practically not affect the magnitude of these corre
tions @the dependences of theg1,n(0) correlations on numbe
n at T5T2

(1,2) are represented in Figs. 5 and 6 by the sa
dashed lines as forT5T1

(1,2)]. By contrast, our calculations
show that an increase in film temperature practically does
change the correlations between the displacement fluc
tions of only neighboring~first and second! smectic layers.
As for fairly remote layers, increasing the temperature o
free-standing film weakens the correlation between their
placement fluctuations. The decrease in the correlation is
strongest for the most remote, first and last, layers of a fi
For instance, for the first film~Fig. 5! the correlationg1,24(0)
at T5T2

(1) is about 6% smaller than that obtained for t
initial temperatureT5T1

(1) , and for the second film~Fig. 6!,
g1,24(0) decreases by nearly 34% from its initial value as
temperature increases fromT5T1

(2) to T5T2
(2) . This de-

crease in theg1,24(0) correlation is caused by the substant
decrease of the elastic moduliK andB in the central part of
the films as they are heated to the highest temperature
their existence,T5T2

(1,2) ~Figs. 1 and 2!, which is totally
disregarded in Hołyst’s model31,32. Because fluctuation dis
placement of smectic layers near one of the free film surfa
is transmitted to the layers near the other free surface thro
the central layers, a decrease in the stiffness of the la
should weaken the correlations between the displacem
fluctuations of the two surface layers.
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Structure of ultradisperse diamonds
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The structure of crystallites~regions of coherent scattering — RCS!, which comprise the grains
of ultradisperse diamond~UDD! powder, was investigated by x-ray crystallography and
coordination-sphere diffractometry. It was established that the RCS have an average sizeL̄
54262 Å and that these regions are themselves UDD grains with the structure of a diamond
lattice and a negligible content of clusters of carbon atoms distributed throughout the
volume that do not form a lattice and are mainly located at interatomic distances;1.5 Å. The
clusters of carbon atoms, for which the distribution of interatomic distances is close to
Gaussian, which may indicate an amorphous structure of the boundary layers, lie along grain
boundaries. ©1999 American Institute of Physics.@S1063-7834~99!03610-2#
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Ultradisperse diamonds~UDDs! obtained by explosion
synthesis are now attracting increasing attention from inv
tigators. In the present work we investigated the structure
utradisperse diamonds~ALIT Company! by analysis of the
total width of the x-ray diffraction lines1 and by
coordination-sphere diffractometry~CSD!.2 All diffraction
patterns were obtained in the conventional Bragg–Brent
arrangement.

The x-ray diffraction pattern of UDD powder characte
izes the experimental powder as a diamond phase with
lonsdalite and graphite impurities. The substructure of
powder was investigated by total-width analysis1 using two
diffraction lines ~111! and ~220! of diamond obtained with
CuKa radiation. The physical broadening of the linesBphi

was determined according toBphi5Bmi2(Boi /Bmi)
2, where

Bmi is the measured linewidth andBoi is the instrumental
linewidth ~for ASM 7/5 diamond!.

The ratio of the physical widthsBphi of the analytical
lines was found to be the same as the reciprocal of the r
of the cosines of the angles corresponding to these lines.
shows that the physical broadening of the lines is due onl
the dispersity of the subgrains in the absence of microdis
tions of the lattice (Dd/d50). For this reason, the averag
subgrain size was determined asL5l/(rBphicosuj), where
l5l(CuKa)51.54 Å, andr is a factor for conversion into
radians. A calculation using the~111! line gaveL1543 Å
and, correspondingly, a calculation using the~220! line gave

L2545 Å. The average value for the two lines isL̄544 Å,

which corresponds to dislocation densityN̄53/L̄251.6
31013cm22. These data are reproduced well for seve

batches of UDD powders, and their average values arL̄

54262 Å and N̄5(1.760.1)31013cm22. The value L̄
543 Å was obtained in Ref. 3 by a similar method.

The spectra obtained from UDD powder, ASM 28/2
powder, and single-crystal diamond (734.531.5 mm wafer
1731063-7834/99/41(10)/4/$15.00
s-
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cut parallel to the~001! plane! were used to analyze th
structure of the UDD powder by the CSD method. In ad
tion, the background spectrum was measured. In accord
with theory, the CSD method2,4 is based on the Debye equa
tion and the Ehrenfest equation related with it,5 allowing
investigating the radial distribution of the cluster of identic
objects~atoms, molecules, structural groups, and so on! lying
in pairs at some fixed distances from one another.1!

The identification of the CSD spectra as a sum of Deb
scattering functions5 was made by Fourier analysis using th
final expression in the form of a Fourier transform of the
functions in direct space, representing the distribution of
coordination numbers on the corresponding coordinat
spheres~CSs!. The calculations were performed by a nume
cal method using the Mathlab 5.2 software. The degree
adequacy of calculating the physical analog by the metho
Fourier analysis of the spectrum covering a portion of
total angular range 2u5@0,p# depends on the angular rang
of the experimentally detected spectrum; this must be kep
mind when analyzing and interpreting the computational
sults. In the case at hand the CSD spectrum from a sin
crystal was obtained in the angular range 2u5@6°,55°# and
from the ASM 28/20 and UDD powders in the ranges 2u
5@6°,40°# and 2u5@6°,37°#, respectively~the decrease in
the maximum grazing angle compared with the spectr
from the single crystal is explained by the superposition
the lines of the powder diffraction pattern of diamond!. It is
obvious that the solution giving the closest description of
experimental object can be obtained by recording the C
spectrum itself in the full angular range 2u5@0,p#, which,
unfortunately, is technically not feasible.

To obtain the computed curve corresponding to the
perimental CSD spectrum from a single crystal~Fig. 1a!, the
tabulated data~Fig. 1b! for 48 CSs~1371 atoms! of the dia-
mond lattice were used. The use of more than 48 CSs and
6 © 1999 American Institute of Physics
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corresponding number of atoms in the calculation does
affect the accuracy of the computational approximation
the experimental CSD spectrum from the diamond sin
crystal, since the agreement obtained is limited by the
perimental accuracy.

The identification of the CSD spectra from ASM 28/2
and UDD powders is based on extracting the componen
the spectrum of these powders that distorts the ideal s
trum of the single crystal and then Fourier analyzing t
component. It is obvious that such a component of the C
spectrum will be determined by atoms which are not par
the ideal structure of the lattice, but rather by atoms disse
nated over the volume, surface, and grain boundaries of
powder. The computed curve was fitted to the experime
data for 48 tabulated CSs of an ideal diamond lattice and
the auxiliary CSs, which do not fit in the diamond structu
and are distributed every 0.1 Å for interatomic distanc
ranging from 1.5 to 25 Å for ASM 28/20~i.e., 236 CSs! and

FIG. 1. Identification of the CSD spectrum from a diamond single crys
a — experimental~1! and computed~2! CSD spectra from a diamond singl
crystal, the background spectrum~3! and its fit ~4!; b — distribution of
coordination spheres and coordination numbers that corresponds to the
puted CSD spectrum from a diamond single crystal.
ot
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from 1.5 to 55 Å for UDD ~i.e., for 536 CSs!, with N
rounded off to integer values in the calculation of CSs.

Figure 2 shows the results of the identification of t
CSD spectrum from ASM 28/20 powder, whose grains co
sist of fragments and concretions of single crystals. T
more ‘‘agitated’’ nature of the spectrum, as compared to
spectra from a single crystal, UDD, and the background

l:

m-

FIG. 2. Identification of the CSD spectrum from ASM 28/20 diamond po
der: a — experimental~1! and computed~2! CSD spectra from ASM 28/20
diamond powder, the difference between the experimental spectrum an
computed curve~3!; b — computed distribution of coordination numbe
and coordination spheres that corresponds to the structural componen
responding to the distribution of atoms that are not part of the composi
of an ideal diamond lattice in grains of ASM 28/20 powder.
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interesting. It could be due to a large number of atoms w
uncompensated bonds located on the cleavage surfaces
powder grains. The fit of the computed curve to the exp
mental spectrum is quite good~Fig. 2a!. Of the 236 auxiliary
CSs introduced into the calculation, only five were found
be nonzero~i.e. CN Þ0) ~Fig. 2b!. From the final result of
the solution, presented in the form of a distribution of t
CSs and CNs of the ideal lattice, similar to Fig. 1b and
distributions of clusters of atoms which are not part of t
structure of the ideal lattice~Fig. 2b!, it follows that most of
the atoms distributed through the volume and over the
face are clusters located at interatomic distances close to
Å. As the interatomic distance increases, the number of
oms in the clusters decreases rapidly and is zero at;10 Å.

According to electron microscopy, UDD powder co
sists of agglomerates of grains with average size in vari
batches of powders 30–80 Å. The grains in the clusters
coupled to one another by the low-order form of carbo
which is arranged in the form of a binding matrix over t
boundaries of the diamond grains. The thickness of the
terlayers between the grains, estimated from the electron
crographs in Ref. 6, is;10220 Å. Individual grains are
repeatedly twinned. Together with the particles of multip
twinning, there also exist single-crystal agglomerates. M
grains, however, are monoblock grains.

A diffraction pattern of UDD, which contains a halo a
2u'17°, is presented in Ref. 3. Comparing this halo w
the CDS spectrum in Fig. 3a~curve 1! of the present work
shows that both spectra are identical in the correspond
range of angles. This allows us to conclude that the C
spectrum in Ref. 3 was recorded from UDD powder. T
authors of Ref. 3 believe that the halo which they examin
is characteristic for disordered amorphized structures
that it cannot be related to diffraction by macrostructu
with long-range order. As will be shown below, the interpr
tation of this spectrum from the standpoint of the CS
method gives a better interpretation of the UDD structure

The results of the analysis of the CSD spectrum obtai
in the present work from UDD powder are displayed in Fig
3a–c. The degree to which the calculation fits the experim
~Fig. 3a!, just as in the case of the CSD spectrum from AS
28/20 powder~Fig. 2a!, is also high. Of the 536 auxiliary
CSs introduced into the calculation, 40 were found to
nonzero, and the distribution of atoms on the nonzero C
differs substantially from that in the grains of the ASM 28/
powder~Fig. 3b!. In the present case, besides the distribut
of CSs of the ideal diamond lattice, similar to Fig. 1b, tw
clusters of atoms, which are actually not connected to
and which, according to the calculation, are responsible
the distortion of the ideal CDS spectrum of diamond th
corresponds to the experiment, are actually observed.

One of these distributions is similar to the distribution
clusters of atoms in grains of AS 28/20 powder that are
part of the structure of an ideal lattice. Most of the clust
are distributed throughout the volume of the powder grain
interatomic distances close to 1.54 Å; the number of atom
the clusters decreases sharply as the interatomic distanc
creases to;10215 Å.
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FIG. 3. Identification of the CSD spectrum from UDD powder: a — expe
mental~1! and computed~2! CSD spectra from UDD powder, the differenc
between the experimental spectrum and the computed curve~3!; b — com-
puted distribution of coordination numbers and coordination spheres
corresponds to the structural component corresponding to the distributio
the atoms that are not part of the ideal diamond lattice in grains of U
powder; c — sectionA of the distribution of CSs and CNs from~b!.
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The second distribution of clusters of atoms which a
not part of the structure of the ideal lattice is a nearly Gau
ian distribution with a maximum at interatomic distan
;40 Å and half-width;20 Å. According to these charac
teristics, this distribution of atoms can be referred to str
tureless~amorphous! carbon intergrain interlayers describe
in Ref. 6. The average interatomic distances obtained for
distribution are the same as the sizes of the RCSL̄542
62 Å, determined from the broadening of the diffractio
lines. In turn, this testifies that the average size of subgr
with the structure of a diamond lattice and a negligible co
tent of clusters of carbon atoms distributed through the v
ume that do not form a lattice, and are mainly located
interatomic distances;1.5 Å, is the same as the avera
sizes of the powder grains themselves as determined f
electron micrographs in Ref. 6.

In summary, the results obtained show that different
vestigation methods give, in agreement with and supp
menting one another, information about the structure of
tradisperse diamonds.

* !E-Mail: andreyev@andr.kiev.ua
1!For the lattice of a single crystal, the degree of deviation from isotropy

the spatial distribution of reflection from coordination spheres is, ob
ously, determined by the degree of deviation of the polyhedron, wh
vertices correspond in number to the atoms~CN! corresponding to a given
coordination sphere, as well as the number of fixed spatial positions~i.e.,
rotation angle! of such polyhedra in the lattice as a whole, inscribed in
e
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given coordination sphere. For a diamond lattice, the largest differe
from a sphere occurs for a four-vertex polyhedron~tetrahedron! for the first
CS, six-vertex polyhedra~octahedra! for the fourth and sixteenth coordi
nation spheres, and finally eight-vertex polyhedra~cubes!, for the 12th and
48th coordination spheres. All other polyhedra have 12, 24, 28, 36, 48,
so on vertices. The tetrahedron for the first coordination sphere poss
at least four spatial sites in the lattice for which its vertices in each posi
do not coincide with one another. This decreases the degree of noniso
of reflection from the first coordination sphere, corresponding to the de
to which the 16-vertex polyhedron differs from a sphere. The situatio
similar for other coordination spheres of a diamond lattice. Thus, for
spatial distribution of reflection from the coordination sphere of a diamo
lattice, the degree of nonisotropy is negligibly small, falling within th
range of the experimental accuracy of the diffraction patterns obtaine
the present work. It is possible that such nonisotropy can be detected
better experimental methods in specially designed experiments.
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