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Abstract—A model of current heating of a wide superconducting film is suggested assuming nonlinearity of
the film conductance. Within this model, the parameters of the film can be characterized by a single dimension-
less coefficient of thermal balance which includes both thermal and resistive parameters of the system. The sta-
bility of the state of the current-carrying film is analyzed. A phase diagram of the film is constructed in terms
of the coefficient of thermal balance and the average current density. The propagation velocity of a stationary
nonuniform temperature distribution in the film is calculated as a function of current density at various values
of the coefficient of thermal balance. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

A current-carrying type-II superconductor is a
rather complex object. Depending on temperature and
current density, it can exhibit a superconducting, resis-
tive, or normal state. Its states can also be homogeneous
and inhomogeneous, as well as stationary and nonsta-
tionary. Experimental and theoretical studies of the
states of the superconductor, their stability, and the
physical processes responsible for these states are
widely discussed in the literature [1]. However, many
aspects of the behavior of a superconductor with a cur-
rent remain unstudied. One of such topical problems is
related to current-carrying wide superconductive films.

Thermal or electromagnetic influences on type-II
superconductors can stimulate the occurrence of self-
maintained nonuniform dissipative regions in them [1–
6]. The evolution of these regions manifests itself in the
variety of current–voltage (I–V) characteristics (see,
e.g., [4]) and may result in the transition of the whole
sample into resistive and normal states or in the restor-
ing of the dissipative state. Such transitions are accom-
panied by the propagation of “switching waves”
through the sample. The calculation of the velocities of
these waves allows one to describe, under particular
simplifying assumptions, the development of excita-
tions in superconductors [7–10] in both the presence
and absence of a magnetic field. In the latter case, the
instability of the superconducting state is related to the
nonisothermal dynamics of magnetic vortices penetrat-
ing into the sample due to the magnetic field created by
the current.

In the general case of nonisothermal dynamics of
magnetic flux, analysis of the destruction (restoration)
of the superconducting properties of a current-carrying
element requires the use of the equation of thermal bal-
ance and the model description of the resistivity ρ of a
1063-7834/03/4503- $24.00 © 20409
resistive region in order to characterize the power of

heat source (J, T) in the conductor. For composite
superconductors and narrow superconductive films,
this analysis is commonly simplified by using a one-
dimensional heat conduction equation under the
assumption of linear surface heat removal [W(T) =
h(T – T0), where h is the coefficient of heat transfer and
T0 is the temperature of the thermostat] and of the resis-
tivity being a step function of temperature [1]. How-
ever, in high-temperature superconductors with a lay-
ered structure, a topological phase transition can occur,
which is inherent in two-dimensional systems. In this
case, it is important to take into account the nonlinear
dependence of ρ on current density J. Nonlinearity of
the function ρ(J) in highly anisotropic layered systems
is caused by internal physical processes, namely, by
dissociation of fluctuation-induced pairs of the vortex–
antivortex type under the action of a current. Nonlinear-
ity determines the condition for the existence and sta-
bility of uniform and nonuniform stationary states [11,
12].

A similar mechanism of nonlinearity can be
observed in wide superconducting films carrying a cur-
rent. The resistivity in such systems is caused by the
motion of magnetic vortices penetrating through the
film edge under the action of the Lorentz force. The flux
flow resistivity ρf , responsible for the resistive losses,
depends on the concentration of vortices nv in the
superconductor: ρf ~ ρnπξ2nv. The concentration of vor-
tices surmounting the edge barrier and entering the
sample is a function of the current density flowing in
the sample. This dependence is the main cause of the
nonlinearity of resistive losses in wide superconducting
films.

Q̇
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The authors of [2] considered the kinetics of flux
flow in wide films and their I–V characteristics and
found that the time-averaged longitudinal electric field
E in a resistive region is a nonlinear function of the
average current density in the film (in the absence of
vortex pinning) and has the form

(1)

(2)

where ρn is the resistivity of the film in a normal state,
Jc is the average density of the critical current Ic for the
onset of dissipation in the film, A(J, T) = α(Jc/J)[(Tc –
T)/Tc]3/2, α is a dimensionless constant of the order of
unity, and Tc is the critical temperature of the supercon-
ductor.

The present article is devoted to the study of the evo-
lution of stationary states of a wide superconducting
film associated with the process of heat production due
to dissipative effects of viscous motion of magnetic
flux. We use a model expression for the power of the

heat source (J, T) which generalizes the results
obtained in [2].

Within the model proposed, the phase diagram of
the film is constructed to show the dependence of the
film state on the average current density and on the
coefficient of thermal balance, which includes both the
thermal characteristics of the substrate and the super-
conductor parameters determining the heat production
power. In addition, nonuniform stationary solutions are
found, namely, superconducting–normal and supercon-
ducting–resistive phase switching waves (S–N and S–R
waves, respectively), similar to those considered in
[11]. The propagation velocities of these waves as a
function of current density in the film are also found.

2. MODEL

If the vortices that have penetrated into the film
move perpendicular to the direction of the current and
the thermal length is considerably larger than all char-
acteristic lengths of the sample, then the state of the
superconducting film can be studied by using a one-
dimensional equation of heat transfer:

(3)

Here, Ds is the substrate thickness; Cs and ks are the spe-
cific heat and heat conductivity of the substrate, respec-
tively; df is the film thickness; and the x axis coincides
with the current direction. The rate of heat removal is
assumed to be a linear function:

(4)

where h = ks/Ds is the effective coefficient of heat
removal.

E ρnJf J T,( ),=
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All calculations of thermal processes will be made
by ignoring the heating nonuniformity across the sam-
ple width caused by the nonuniformity of current distri-
bution [13]. This means that the current density in
Eq. (3) is averaged over the cross section of the film.
For a large resistive region, this approximation is quite
justified, because the current has enough time to be
redistributed and become uniform over the region; the
heat production, being a function of the current, also
becomes almost constant along the vortex path.

The function (J, T), describing the heat produc-
tion, is a local function and depends on the current den-
sity and temperature at a given point of the film. We are
interested in solutions to Eq. (3) that describe inhomo-
geneous states. In this case, superconducting, resistive,
and normal states can simultaneously exist in the film.

The function (J, T) accounts for these possible states;
it is a piecewise continuous function and can be written

as (J, T) = ρnJ 2f(J, T), where the function f(J, T) has
the form

(5)

Our definition of the nonlinear function f(J, T) is
somewhat different from Eq. (2) used in [2]. We take
into account that the film transforms into the normal
state not at the temperature Tc, as assumed in [2], but at
Tn, where the average current density J becomes equal
to the dispairing current density JGL. For this reason, we
redefine the quantity α in f(J, T) and assume it to be not
a constant but rather dependent on the current density.
This quantity becomes equal to zero at the temperature
Tn (which is always lower than Tc) and has the form
α = 1 – J/JLG(T). The temperature of the transition of
the film to the resistive state Tr is determined by the
relation J = Jc(Tr).

The model proposed contains many parameters
describing the resistive properties of the superconduc-
tor and the thermal characteristics of the substrate. In
order to derive universal dependences of the properties
of our model on these parameters, we conveniently
write the equations in a dimensionless form. For this
reason, we introduce the dimensionless variables
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and the dimensionless coefficient of thermal balance

which depends both on the resistive properties of the
film (ρn , Jc(0), df) and on the conditions of heat
removal (ks , Ds). In this notation, the basic equation of
our model takes the form

(6)

where ( j, θ) = η–1j 2f( j, θ) is the dimensionless power
of heat production and w(θ) = θ – θ0 is the rate of heat
removal. Now, it is clearly seen that the basic parame-
ters of the superconductor and the substrate are com-
bined into a single parameter η which, therefore, deter-
mines the behavior of the model. Apart from this coef-
ficient, the model is also characterized by the
dimensionless dispairing current jGL = JGL/Jc(0) and
the dimensionless temperature of the thermostat θ0 =
T0/Tc. Such a reduction in the number of essential
parameters of the model considerably facilitates the
understanding of how the properties of the supercon-
ductor and substrate affect the behavior of the whole
system.

3. STATIONARY STATES OF A WIDE 
SUPERCONDUCTING FILM CARRYING 

A CURRENT

The character of stationary solutions to thermal con-
duction equation (6) depends on the number and char-
acter of its singular points determined by the condition

(7)

Depending on the parameters and the magnitude of the
current, there can exist a single or three singular points
in our model. In the former case, we have a stable
superconducting, resistive, or normal state. The crite-
rion of stability is the inequality ∂w/∂θ > . In this
case, only homogeneous states can be stable and sta-
tionary.

If Eq. (7) has three roots, stable states correspond to
the maximum and the minimum root (θ1, θ2), whereas
the third root θ3 (θ1 < θ3 < θ2) corresponds to an unsta-
ble state. In this temperature range, along with the uni-
form states mentioned above, there can exist a nonuni-
form stable state, which is called a switching wave
between the θ1 and θ2 states. The switching wave is a
self-similar solution to Eq. (6) and represents a nonuni-
form temperature distribution. This distribution moves
with a constant velocity v  which is an eigenvalue of
Eq. (6). The features of such solutions are considered in
the next section.

In this section, we study the regions of existence of
various types of stable stationary states depending on

η
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the average current density j and the magnitude of the
effective thermal balance coefficient η. In actual exper-
iments, the coefficient η can be altered by varying the
conditions of heat removal, which depend on the mate-
rial, quality, and thickness of the substrate (ks , Ds), as
well as on the heat production conditioned by the mate-
rial of the superconductor, i.e., by the parameters Tc , Jc ,
ρn , and df. By varying the parameter η by choosing var-
ious materials and changing the quality and the width of
the substrate and the film, one can create and change the
width of a bistable region of the superconductor and
also change the region of stability of uniform states.

In calculations, we assumed the temperature depen-
dence of the critical current to have the form jc(θ) =
(1 – θ) (see [14, 15]) and the temperature dependence
of the dispairing current to be jGL(θ) = 10(1 – θ)3/2 [16].
The temperature of the thermostat was taken to be θ0 =
0.837.

Figure 1 illustrates the phase diagram of the super-
conductor in the space of parameters η and j for the
model considered. This diagram shows the regions of
existence of all stable stationary uniform and nonuni-
form states of the wide superconducting film. The film
can be in a uniform superconducting (SS), resistive
(RS), or normal (NS) state. The solid lines bound the
region of a bistable state (BSS) with a uniform or non-
uniform temperature distribution. With an increase in
the effective coefficient of thermal balance, the right
and left boundaries of the BSS region approach each
other and merge together at η ≈ 3.29. This point is indi-
cated in Fig. 1 by a horizontal arrow. Outside this
region, only uniform states of the superconducting film
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Fig. 1. Phase diagram of a wide superconducting film car-
rying a current constructed in the plane of the thermal bal-
ance coefficient η and the average current density j.
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carrying a current can be stable. Dashed lines separate
SS and RS regions (θ1 = θr), as well as the RS and NS
regions (θ2 = θn).

Two nonuniform solutions (S–R and S–N switching
waves) can exist in the BSS region. The region at the
bottom of the diagram corresponding to the tempera-
ture θ1 is always superconducting. The region at the top
(θ2) can be resistive above the dashed line θ2 = θr and
normal below this line. The dot-and-dashed line corre-
sponds to the values of the thermal balance coefficient
and current density for which the velocity of the switch-
ing wave is equal to zero. To the left of this line, the
wave moves towards the resistive or normal state and
switches the whole sample to the superconducting
state. This is the region of absolute stability of the
superconducting state of the wide film. To the right of
this line, the switching wave sets the sample either in
the resistive or in the normal state. Here, inside the BSS
region, the uniform superconducting state is meta-
stable.

4. THERMAL STABILITY
OF THE SUPERCONDUCTING STATE

In this section, nonuniform stationary solutions of
Eq. (6) are considered. Such solutions can exist within
the range of model parameters where Eq. (7) has three
roots. In this case, the two edge singular points (θ1, θ2)
in the phase plane are stable saddles, while the third one
(θ3) is an unstable node [17]. Let us consider the sta-
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Fig. 2. The velocity of switching wave ν as a function of
average current density j at various values of thermal bal-
ance coefficient η.
PH
tionary solutions to Eq. (6) in the form θ(l, τ) = θ(l – ντ)
with the boundary conditions

According to [17, 18], the only stable stationary
solution of this type is the solution corresponding to a
separatrix going from one saddle to the other. This solu-
tion corresponds to a nonuniform temperature distribu-
tion moving with a constant velocity ν. The lowest tem-
perature region of this solution always corresponds to a
superconducting state. A high-temperature region can
be either resistive or normal depending on the values of
the current and parameters of the model.

The dependence of the propagation velocity of the
wave in the nonuniform state on the current density in
the film at various values of thermal balance coefficient
η is shown in Fig. 2. At small values of the current, the
boundary moves in the positive direction of the l axis
from the superconducting to the normal phase. In the
course of this motion, the superconducting region
expands. This means that the superconducting phase is
absolutely stable at small values of the current; that is,
a fluctuation region of the normal (resistive) phase col-
lapses in the course of time. At a certain value of the
current, the velocity of boundary motion changes sign,
which means that the switching wave begins to move
towards the superconducting phase, thus switching the
sample to the normal (resistive) state. Figure 1 shows
how the thermal balance coefficient affects the magni-
tude of the current at which the wave velocity v  is zero.
The dimensionless velocity ν is related to the dimen-
sional velocity ν by the expression v  = (ks/CsDs)ν.

It can be seen from the curves in Fig. 2 that, with
increasing the effective coefficient of heat removal h =
ks/Ds, as well as with decreasing the quantity

df ρn (0)/Tc, the interval of currents corresponding to
the existence of nonuniform solutions narrows (Fig. 1)
and the maximum velocity of the switching wave at the
bounds of the current interval increases.

5. CONCLUSION

In conclusion, we note that the nonuniform states in
the wide-film model differ from the analogous states in
the model of a layered superconductor [11, 12]. In the
latter case, the lower θ1 state can be either supercon-
ducting or resistive. In our wide-film model, this state
can be only superconducting. Formally, this can be
explained by the fact that the derivative  in our
model has a discontinuity at the temperature θr at which
the film transforms into a resistive state. In this case, the
line separating the superconductive and resistive states
on the phase diagram (θ1 = θr line in Fig. 1) merges with
the right-hand boundary of the BSS region. The exper-

θ l = –∞ τ,( ) θ1, θ l = +∞ τ,( ) θ2,= =

∂θ
∂l
------ l = ∞± τ,( ) 0.=

Jc
2
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imental study of this peculiarity is hampered, since the
voltage across the sample near the resistivity threshold
is so small that it is below the level of thermal noise.
Therefore, an unambiguous solution of this problem
requires additional theoretical and experimental studies
of the current states of superconducting films.
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Abstract—The absorption spectra and photo- and dark conductivity of the CdI2–PbI2 system are investigated
in the temperature range 4.2–300 K. The temperature dependence of the photoluminescence and the IR stimu-
lation spectra of luminescence and induced photoconductivity at 4.2 K are also studied. The results are inter-
preted by considering microphase inclusions of PbI2 into the CdI2 crystal lattice as activator centers. An energy-
level diagram in which the narrow band of the PbI2 microphase genetically related to the metastable 3P0 level
of lead plays a significant role is presented for this crystal system. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Layered systems are a subject of special attention in
the physics of semiconductors. Artificial layered sys-
tems, whose properties are relatively easily controlled
by external influences, are used in integrated electron-
ics. Natural layered systems are particularly interesting
from the scientific and applied viewpoints.

The CdI2–PbI2 crystal system is produced from lay-
ered compounds of the same structure type with similar
lattice parameters: a = 4.24 Å and c = 6.84 Å for CdI2
and a = 4.56 Å and c = 6.96 Å for PbI2.

Starting with the first investigations of CdI2 crystals,
the absorption band in the vicinity of 3.23 eV charac-
terized by a small half-width and temperature stability
of its spectral position has attracted attention. This band
was attributed in [1] to electron transitions in one of the
polymorphic modifications of CdI2. Later [2], the rela-
tionship between the lead impurities in CdI2 crystals
and the band at 3.23 eV was proved and a model was
proposed for the A1g  A2u, Eu transition, which
occurs in lead ions that isomorphically replace cad-
mium in the regular sites of the CdI2 crystal lattice and
is genetically related to the 1S0  1P1 transition in the
free Pb2+ ion. Later on, this band was attributed to the
3Eu and 3A2u low-energy states of the lead ion corre-
sponding to the 3P1 level of the free Pb2+ ion [3]. In
addition, the model of the donor–acceptor pair was pro-
posed in [4] and the relationship between this band and
line defects of the crystal structure was established [5].

Investigations of the Raman scattering spectra [6]
led to the conclusion that, for 0.1 < x < 1, the
PbxCd1 − xI2 crystal system is formed in such a way that
the CdI2 and PbI2 layers are built in without mixing;
moreover, this property is typical of most layered sys-
tems. For x < 0.1, we suggested a model of the island
center in the form of an interlayer of a phase inclusion
of 2H-PbI2 into the 4H-CdI2 crystal lattice [7, 8]; for the
1063-7834/03/4503- $24.00 © 20414
band at 3.23 eV, we proposed a model of the  

 excitonic transition in PbI2 disturbed by the crys-
tal field of the CdI2 lattice.

In this paper, we continue the investigations
reported in [7–9]. We study the absorption spectra and
photo- and dark conductivities of the CdI2–PbI2 system
in the temperature range 4.2–300 K, the temperature
dependence of the photoluminescence, and the IR stim-
ulation spectra of photoluminescence and induced con-
ductivity at 4.2 K. An energy-level diagram of the
CdI2–PbI2 crystal system at this temperature is pro-
posed.

2. EXPERIMENTAL TECHNIQUE

The crystals to be investigated were grown using the
Stockbarger method in evacuated sealed ampules. PbI2
impurities were introduced into a CdI2 batch in an
amount not exceeding 10 mol %. Samples 5 × 10 ×
0.15 mm in size were cut from the grown crystals along
the cleavage plane.

The absorption spectra of the crystals were recorded
in the temperature range 4.2–300 K using a MDR-12
monochromator. To measure the photoconductivity of
the CdI2–PbI2 crystals, a xenon DKsSh-1000 lamp was
used as an excitation source; exciting light of the nec-
essary wavelength was separated using an SF-4 mono-
chromator. Gallium–indium contacts were deposited on
the crystal surface; the applied voltage was varied from
100 to 250 V. The photocurrent was detected in the
direction perpendicular to the crystallographic axis
using a V7-30 electrometer.

To investigate the IR stimulation spectra of photolu-
minescence and induced conductivity, the exciting light
was decomposed into a spectrum using the monochro-
mator of an SF-4 spectrophotometer and a 300-W

A4
+

A5 6+
–
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quartz incandescent lamp was used as a light source;
the spectrum was normalized by a thermopile.

3. EXPERIMENTAL RESULTS

Figure 1 shows the absorption spectra of a crystal of
CdI2–10–3 mol % PbI2 (in the batch) at temperatures
4.2, 77, 108, and 208 K (curves 1–4, respectively). The
fundamental absorption edge of CdI2 is associated with
indirect interband transitions. The absorption band in
the vicinity of 3.23 eV has a structure; the position and
the halfwidth of its maximum are temperature-depen-
dent. It can be seen from Fig. 1 that, at 208 K, the acti-
vator band overlaps with the fundamental absorption
edge of CdI2 (curve 4) and, in the temperature range
4.2–108 K (curves 1–3), the overlapping is absent.

When CdI2–PbI2 crystals are irradiated in the vicin-
ity of the impurity absorption band at 3.23 eV, both
photoluminescence and photoconductivity are
observed. The spectral distribution of the photolumi-
nescence is temperature-dependent. At room tempera-
ture, the long-wavelength emission band in the vicinity
of 2.07 eV is mainly excited; its intensity attains a max-
imum at the liquid-nitrogen temperature. With decreas-
ing temperature, an emission band with a maximum at
2.38 eV appears; the intensity of the band sharply
increases in the temperature range 36–38 K. As the
temperature is decreased further to the liquid-helium
temperature, the intensity of the narrow emission band
in the vicinity of 3.13 eV grows. The temperature
dependence of the photoluminescence intensity of
CdI2–PbI2 crystals excited at E = 3.23 eV is shown in
Fig. 2b for different emission bands.

For comparison, the temperature dependence of the
photoconductivity of a CdI2–0.1 mol % PbI2 crystal (in
the batch) excited at E = 3.23 eV is shown in Fig. 2a:
the decrease in the photoconductivity at 100 K changes
to photocurrent activation at 60 K; the photoconductiv-
ity increases by more than three times and then
decreases at T < 20 K. For the crystals under investiga-
tion, the magnitude of the dark current in the tempera-
ture range 4.2–100 K is 10–13 A.

Figure 3 shows the stimulation spectra of lumines-
cence (curve 2) and induced conductivity (curve 1) at
4.2 K after preliminary excitation of the crystals at E =
3.23 eV. The maxima of these spectra are at 0.85 and
1.25 eV; steps are pronounced at the excitation energies
1.6–1.75 and 1.8 eV (curve 1). The IR stimulation spec-
trum of luminescence exhibits a minimum at 0.9 eV
and a wide band in the range 1.2–1.8 eV (curve 2). A
comparison of curves 1 and 2 shows that the same trap-
ping centers are obviously revealed in the IR stimula-
tion spectra of luminescence and induced conductivity.
The induced conductivity is mainly due to the charge
carriers released by radiation at 0.85 and 1.25 eV, while
the stimulated luminescence is due to the charge carri-
ers released by radiation in the range 1.2–1.8 eV.
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Fig. 1. Absorption spectra of a CdI2–10–3 mol % PbI2 crys-
tal at different temperatures: (1) 4.2, (2) 77, (3) 108, and
(4) 208 K.
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tion energy E = 3.23 eV for luminescence bands at (1) 3.13,
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Fig. 3. IR stimulation spectra of (1) conductivity and
(2) luminescence of a CdI2–PbI2 crystal after its prelimi-
nary excitation in the vicinity of 3.23 eV.
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4. DISCUSSION

Most of the published results indicate that lead is
present even in the most carefully purified CdI2 crys-
tals: the optical absorption spectra and, particularly, the
stimulation spectrum of luminescence contain a band at
3.23 eV, which arises due to lead [1–5]. An x-ray struc-
ture analysis of CdI2 crystals containing less than 10%
PbI2 established [8] that from one to two thirds of the
lead introduced into a crystal is in the form of the com-
pound PbI2 and that the rest is in the form of atoms or
ions [8]. Since the lead introduced into the crystal can
be in different forms, the model describing the lead
luminescence center in the CdI2–PbI2 crystal system is
open to question.

The possible formation of PbI2 microphase inclu-
sions in the CdI2 crystal lattice follows from both the
crystal-growth technique used and the physicochemical
parameters of these compounds. In CdI2–PbI2 crystals
grown from a melt using the Stockbarger method, the
lead can form complexes. Due to the large density of
the PbI2 compound (in comparison with CdI2), it con-
centrates in the vicinity of the crystallization front, and
the higher crystallization temperature of the PbI2 com-
pound (685 K) in comparison with that for CdI2 (661 K)
should cause PbI2 to precipitate first in the form of
microcrystal inclusions in the growing CdI2 crystal.
Moreover, the differences in the electron configurations
of Pb2+ and Cd2+ (6s2 and 5p6) and in their ionic radii
(1.2 and 0.98 Å, respectively) also do not correspond to
the conditions of isomorphic substitution for these ions.

At the same time, a number of characteristics of the
band at 3.23 eV do not make it possible to relate this
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Fig. 4. Relationship between the energy of the low-energy
cation excitons of PbI2 and the energy of the corresponding
electronic states of the free lead ion.
P

band to the classical model of the lead ion isomorphi-
cally replacing the cation in the regular site of the CdI2
crystal lattice. Among these characteristics are the
small half-width of the band, the negligible temperature
shift of its maximum, and the predominance of
100 cm−1 PbI2 phonons in the electron–phonon struc-
ture of this band [2]. In addition, the increase in the
photoluminescence of the CdI2–PbI2 system observed
in this work in the temperature range 20–60 K cannot
be explained in terms of the classical model of an iso-
lated activator center.

At the same time, it is known that the localization of
electrons and holes in the same crystal layer can lead to
very significant excitonic effects [10]. In developing the
model of exciton transition for the band at 3.23 eV [7],
the increase in the photoluminescence of the CdI2–PbI2
system at very low temperatures may be attributed to
the strong exciton–phonon interaction typical of CdI2.
In CdI2 and PbI2 layered crystals, the efficiency of the
exciton scattering on lattice deformations associated
with bending vibrations increases in this low-tempera-
ture range. At temperatures from 4.2 to 45 K, for exam-
ple, the interaction of free PbI2 excitons with bending
vibrations of the lattice was observed in [11]. For T <
50 K, it was established that the bending vibrations in
2H- and 4H-PbI2 and 4H-CdI2 play an important role in
the NQR spin–lattice relaxation for the halogen nuclei
in these layered crystals [12].

In addition, a sharp change in the spectral distribu-
tion of the photoluminescence in the CdI2–PbI2 crystals
investigated is revealed in this temperature range
(Fig. 2b). The absorption band at 2.43 eV exhibited at
temperatures from 36 to 38 K is also interpreted in [3]
in terms of the model of radiative exciton decay, though
the nature of the decay is related to the excitation of the
CdI2 crystal lattice in the vicinity of the lead ion.

We suppose that the results of the investigation of
the temperature dependence of the photoconductivity
and photoluminescence support the interpretation of
the absorption band at 3.23 eV in the CdI2–PbI2 crystal
system being a manifestation of the cation exciton in
the PbI2 interlayer built into the 4H-CdI2 crystal lattice.
The lowest energy excitonic states of the PbI2 crystal
have been well investigated, and their cation nature has
been reliably established [13]. The origin of the three
lowest energy exciton series (2.5, 3.31, 3.9 eV) is attrib-
uted to transitions from the highest valence band to the
three lowest bands genetically related to the 6P orbitals
of lead. Based on these literature data, the relationship
between the energy of low-energy cation excitons of
PbI2 and the energy of the corresponding electronic
states of the free lead ion is shown in Fig. 4. It is seen
that the positions of the two higher energy excitons cor-
respond to a linear dependence (points 2, 3), while the
position of the lower energy band at 2.5 eV is slightly
inconsistent (point 1). By analogy with the impurity
centers in alkali halide crystals, we can introduce the
HYSICS OF THE SOLID STATE      Vol. 45      No. 3      2003
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coefficient of energy-level compression of the lead ions
by the crystal field, ρ = E0/Eex (E0 is the transition
energy in the free ion, Eex is the exciton transition
energy in the crystal); for PbI2, the compression ratio is
ρ = 2.87.

Since the properties of PbI2 phase inclusions into the
layered crystal lattice of CdI2 should be consistent with
the properties of the bulk crystal, we associated the
band at 3.23 eV, which is due to lead impurities in the
CdI2–PbI2 system, with the high-energy cation exciton
of the PbI2 microphase related to the 3P2 state of the free
lead ion [7] (its position is marked by a cross in Fig. 4).
In this case, the coefficient of lead energy-level com-
pression by the CdI2 crystal field is 2.93. At such a com-
pression, the cation high-energy exciton of PbI2 (genet-
ically related to the 1P1 state of the lead ion) has an
energy of 3.89 eV, which falls within the fundamental
absorption range of CdI2. The calculated energy of the
low-energy PbI2 exciton (genetically related to the 3P1
state of the free lead ion) in the CdI2 crystal lattice is
2.66 eV, which is consistent with the energy of the cor-
responding exciton in ultrathin PbI2 layers consisting of
two PbI2 layer packs [14]. At the same time, the exper-
imentally observed absorption spectra of CdI2 with a
small content of PbI2 do not reveal activator bands at
energies lower than 3.23 eV, which makes them similar
to the absorption spectra of clusters containing five PbI2
molecules [15].

Figure 5 shows the energy-level diagram of the
CdI2–PbI2 system at 4.2 K. Since the layers of the initial
crystals in the system under investigation are not mixed
[6], the width of the CdI2 indirect band (3.48 eV) is
shown (curve 1 in Fig. 1); the width of the direct band
is estimated as 3.88 eV [16]. The positions of the lead
energy states with respect to the CdI2 valence band
were estimated from the measured photoconductivity
of the CdI2–PbI2 crystals.

We showed in [9] that, at room temperature, the
photoconductivity due to PbI2 impurities is electronic
in character and associated with the photothermal ion-
ization of the state described by the band at 3.23 eV.
This process stops at 100 K (Fig. 2a). We assumed that
the excited state of the lead center in this case coincides
with the bottom of the indirect conduction band, whose
width at this temperature is 3.39 eV. Since the maxi-
mum of the impurity band at 100 K is at 3.22 eV, we
established that the position of the ground level of the
lead center is 0.17 eV away from the top of the valence
band, which is consistent with the energy 0.166 eV at
room temperature given by ab initio calculations [9].
We retained the 0.17-eV gap in the energy-level dia-
gram of the CdI2–PbI2 system at 4.2 K; in the frame-
work of the model of PbI2 phase inclusion into the CdI2
crystal lattice, this state should correspond to the
valence band of the PbI2 microphase genetically related
to the 1S0 state of the lead ion. At distances 2.66, 3.23,
PHYSICS OF THE SOLID STATE      Vol. 45      No. 3      200
and 3.89 eV away from this state, there are narrow exci-
ton bands corresponding to excitation of the lead into
the 3P1, 3P2, and 1P1 states.

In order to interpret the IR stimulation spectra of
photoluminescence and of induced photoconductivity
(Fig. 3), we introduced the state corresponding to the
3P0 level of the Pb2+ ion into the energy-level diagram.
At the compression ratio ρ = 2.93, the state is 2.49 eV
away from the valence band of the PbI2 microphase and
corresponds to a narrow band, which is a deep trap for
electrons. After preliminary irradiation of the crystal by
light in the fundamental absorption range (transition 1)
or in the range of the maximum at 3.23 eV (transition 2),
not all the electrons are involved in the radiative transi-
tions: some electrons fill this “metastable” band and
remain there after the irradiation has been stopped.
Additional IR illumination transfers these electrons to
the indirect (0.81 eV) or direct (1.22 eV) conduction
band, which is revealed in the form of the induced pho-
toconductivity (transitions 3 and 4, respectively). With
due regard for the density of the energy states at the
band edges, the energies obtained are in good agree-
ment with the experimentally obtained energies 0.85
and 1.25 eV (curve 1 in Fig. 3). The wide nonelemen-
tary maximum of the stimulated photoluminescence in
the vicinity of 1.5 eV transfers the electrons to the fun-
damental absorption range of CdI2, which overlaps
with the high-energy states of the PbI2 microphase orig-
inating from the 1P1 states of the Pb2+ ion.

The energy-level diagram suggested and the inter-
pretation of the induced impurity conductivity are in
agreement with the conclusion drawn in [17] that the
centers producing the polarization of a sample after its
preliminary irradiation are of a recombination nature
and are associated with the impurity substituting for
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Fig. 5. Energy-level diagram of the CdI2–PbI2 system at
4.2 K.
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cadmium at the regular sites of the CdI2 lattice,
although it was assumed in [17] that these impurities
are uncontrolled copper atoms. Obviously, the occur-
rence of the long-term relaxation and residual conduc-
tivity of the CdI2–PbI2 system in the temperature range
130–270 K is also explained by the influence of the 3P0
band of PbI2 microphase inclusions [18].

5. CONCLUSIONS

Thus, the interpretation of the absorption band at
3.23 eV as a high-energy excitonic state of the PbI2

microphase (genetically related to the 3P2 states of the
free lead ion) in the CdI2 crystal lattice allows a unified
explanation of all features in the earlier suggested mod-
els: the relationship to the polytypic modification of the
CdI2 [1], the transitions in the lead ions [2, 3], the exci-
tonic model [19], the donor–acceptor pair model [4],
the model of size defects in the crystal lattice [5], and
the recombination nature of the trapping centers arising
due to photochemical processes [17]. Based on the
model treating the luminescence center as a PbI2
microphase inclusion into the CdI2 crystal lattice, we
have constructed the energy-level diagram of this crys-
tal system and estimated the influence of the metastable
band (genetically related to the 3P0 states of the lead
ions) as a deep trapping center on the charge transfer in
the system under investigation.
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Abstract—Thin films of pseudoamorphous GaN (a-nc-GaN), as well as of its alloys with indium, InxGa1 – xN
(x = 0.04, 0.16), were prepared by magnetron sputtering of a metallic target in the plasma of a reactive nitrogen
and argon mixture. The a-nc-GaN films were codoped by the Zn acceptor impurity and a set of rare-earth metal
(REM) dopants, namely, Ce, Tb, Er, Sm, and Eu. Photoluminescence (PL) spectra excited by a nitrogen laser
with wavelength λ = 337 nm at room temperature and 77 K were measured for all compositions and a set of
impurities. It was shown that the high-energy PL edge of the pseudoamorphous (a-nc) GaN matrix lies at the
same energy as that of the crystalline (epitaxial) c-GaN. As in c-GaN, the Zn acceptor impurity stimulates blue
luminescence; however, the PL spectrum is substantially more diffuse, with practically no temperature quench-
ing of the PL present. Indium doping in an amount of 16 at. % results in strong PL with a diffuse peak at
2.1−2.2 eV; the PL of the alloy exhibits temperature quenching as high as a factor of three to four in the interval
77–300 K. The decay time of the PL response increases up to 50 µs. RE impurities enter the amorphous GaN
host as trivalent ions and produce narrow-band (except Ce) high-intensity spectra, thus indicating both a high
solubility of RE impurities in a-nc-GaN and the generation of an effective crystal field (by the GaN anion sub-
lattice) whose local symmetry makes the intracenter f–f transitions partly allowed. © 2003 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Gallium nitride (c-GaN) is a wide-band-gap semi-
conductor material (Eg = 3.45 eV) which enjoys consid-
erable attention, primarily in connection with the devel-
opment of quantum-dot lasers based on multilayer
GaN–InGaN structures and operating in the blue region
of the spectrum [1]. Further investigation of these mate-
rials stirred by this discovery showed them to have con-
siderable application potential in the area of optoelec-
tronics [2]. It is thus of interest to study the amorphous
phase of GaN and InGaN, which can be prepared in the
form of thin films. Modification of the structural net-
work, i.e., its partial disordering, which occurs at amor-
phization, may give rise to substantial changes in radi-
ative recombination because of electronic-state local-
ization in the band tails. The localization impedes
energy exchange between states and, accordingly,
reduces energy losses through the competing nonradia-
tive recombination channels. As a result, amorphous
materials exhibit a strong suppression of temperature
quenching of radiative recombination.

This study was aimed at estimating the efficiency of
radiative recombination at room and liquid-nitrogen
temperatures in amorphous (or, to be more specific, as
will be seen in what follows, in pseudoamorphous) gal-
lium nitride films in the following cases: (i) photolumi-
1063-7834/03/4503- $24.00 © 20419
nescence (PL) of the intrinsic material and the PL
induced by doping it with a Zn acceptor impurity,
which activates the high-energy wing of the intrinsic
PL by enhancing the intensity of the donor–acceptor
radiative transitions, (ii) PL in InxGa1 – xN solid solu-
tions (x = 0.04, 0.16), which exhibit a shift of photolu-
minescence to the visible region in the crystalline state,
and (iii) PL of rare-earth metal (REM) impurities,
namely, Ce, Tb, Er, Sm, and Eu, which make up a spe-
cific class of intracenter narrow-band emitters. The
wide-band-gap GaN matrix is transparent to REM
impurity radiation in the visible range. The characteris-
tic energies of the REM impurity emission cover nearly
the total visible range. This opens up the possibility of
tuning the PL wavelength through proper selection of
the impurity. The specific features of the PL generated
by REM impurities in semiconductor matrices are still
not adequately studied, and even less so in amorphous
GaN.

As follows from the above, this paper addresses, in
an implicit form, one more problem, namely, investiga-
tion of the possibilities of controlling light emission
from an amorphous GaN matrix by various means; this
suggests that an analysis of the results obtained in
diverse studies in terms of a common problem is a rea-
sonable approach.
003 MAIK “Nauka/Interperiodica”
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2. EXPERIMENTAL

Thin films of amorphous gallium nitride were pre-
pared by dc magnetron sputtering. Earlier studies
showed cathode sputtering to produce acceptable GaN
films [3]. Magnetron sputtering ensures lower ion bom-
bardment exposures during film deposition, which
makes this method preferable. A metallic target of liq-
uid gallium was contained in a concentric boat of
graphite or stainless steel whose surface was coated
preliminarily by titanium nitride as a diffusion barrier.
The shape of the boat (and, hence, of the gallium melt)
was chosen according to the magnetron magnetic field
configuration so as to position the zone of most intense
plasma discharge (and, hence, of sputtering) directly
above the liquid gallium surface. To suppress possible
sources of contamination, the target edge regions were
masked and screened electrostatically. To optimize the
film growth regimes, various combinations of magne-
tron discharge parameters were tried. Finally, we chose
the low-pressure regime in which the mean free path of
a gallium atom knocked out of the target was approxi-
mately equal to the target–substrate distance. This
regime corresponded to a pressure of the Ar + N2 mix-
ture equal to or less than 7.0 × 10–4 Torr, with the partial
pressure ratio Ar/N2 = 3/2. The discharge power
employed was that which was the lowest for which
plasma burning was still stable. The growth process
was monitored with a laser interferometer. The film
growth rate did not exceed 3–4 Å/s. Fused quartz and
silicon plates were used as substrate material. The max-
imum film thickness reached 5 µm. The dependence of
the film structural properties on substrate temperature
Ts was studied in the range 300–480°C. Films prepared
at Ts ≅  300–330°C were experimentally established to
be most stable to spontaneous crystallization. This is

5 nm

Fig. 1. Photograph of the microstructure of pseudoamor-
phous (a-nc) GaN obtained using high-resolution transmis-
sion electron microscopy (HRTEM). The regions with
ordered atomic planes correspond to nanocrystals. Inset
shows an electron diffraction pattern for ordered regions.
The electron diffraction pattern for the amorphous matrix is
a halo without reflections.
PH
why all the growth processes were carried out at these
values of Ts.

The Zn and REM impurities were introduced by
extending small, elongated plates of the required area to
a controllable distance into the discharge zone above
the liquid-gallium surface. Because of Zn being charac-
terized by a high sputtering coefficient, its plates were
positioned in the zone of low-current discharge. Films
of composition InxGa1 – xN were prepared by replacing
the Ga melt with the corresponding In–Ga melt.
Because of the melt becoming depleted in In in the
course of film growth, the target was employed for a
limited time only. This made it possible to bring the
errors in the alloy composition to a minimum.

The actual amount of impurity to be introduced was
chosen so as to obtain an optimum manifestation of
impurity in the luminescence spectra, i.e., the maxi-
mum luminescence intensity at room temperature. Esti-
mates showed the absolute Er concentration to be 5.0 ×
1020 cm–3 [4], which corresponds to 1 at. %. The other
REM impurities were sputtered under approximately
the same conditions. In view of the REM sputtering
coefficients being similar, one could expect the concen-
trations of the above REM impurities also to be of the
same order of magnitude. Such a high solubility of the
REM impurities is due to the following two factors:

(1) The cation radius of the REM impurities (as well
as that of Zn) only slightly exceeds that of Ga, which
may account for their efficient substitution for Ga [5].

(2) The solubility in an amorphous matrix is always
higher than that in a crystalline one because of the
structural network of amorphous materials being labile.

To optimize the film properties and optically acti-
vate the impurities, the films were thermally annealed
in vacuum and in nitrogen–argon and nitrogen–oxygen
atmospheres. In one-step annealing, Tann was set at
650°C, and in repeated annealing, at 750°C. It should
be stressed that annealing was not a regular technolog-
ical step and was attempted only in the cases where it
improved the PL response.

The structural properties of the films were checked
with x-ray and electron diffraction, high-resolution
transmission electron microscopy (HRTEM), and
Raman spectroscopy. The relevant data obtained in
these studies having been reported elsewhere [6], this
communication only sums up their main results. As
seen from Fig. 1, which presents an HRTEM image of
the microstructure,1 the films actually represent a con-
tinuous amorphous matrix with inclusions of randomly
oriented, nanosized regions with crystal ordering. The
electron diffraction pattern of these regions shown in
the inset permits one to determine the interplanar dis-
tances in the nanocrystallite lattice, which were found
to coincide, to within sufficient accuracy, with those of
hexagonally packed GaN. The volume fraction of nc-
GaN reaches 10% for as-prepared samples and

1 Courtesy of H.P. Strunk of the Erlangen University, Germany.
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increases to 35% after annealing. The amorphous char-
acter of the structure and the tendency to crystallization
revealed under annealing agree fully with the Raman
spectra reported by Davydov [6, 7].

The intrinsic optical absorption measurements pre-
sented in Fig. 2 corroborate the results of structural
studies. We readily see that the absorption edge, deter-
mined at the level α = 2.0 × 104 cm–1, corresponds to
approximately the same energy for c-GaN and a-nc-
GaN,2 which is possible only if these materials sustain
a common short-range order. The absorption tail
extending to the low-energy domain in a-nc-GaN obeys
the Urbach rule [α ~ exp(hν/E0)] with E0 ≈ 170 meV.
The Urbach absorption tail is a phenomenon common
to amorphous solids. In the In0.04Ga0.96N alloy, the
Urbach constant increases (E0 ≈ 190 meV), while the
shift of the absorption edge is practically imperceptible.
The optical absorption in the In0.16Ga0.84N alloy
becomes still more diffuse. The estimate of the position
of the absorption edge appears little more than tenta-
tive. The increase in the Urbach constant initiated by
high-temperature annealing (650°C) comes as a sur-
prise. In classical cases, annealing heals defects and the
Urbach constant decreases. The steepness of the edge in
a-InN, which was prepared for comparison, rises again.
The optical data are discussed below.

The PL spectra were measured with an SPM quartz-
prism monochromator equipped with a FÉU-79 PM
tube. An LGI-21 pulsed nitrogen laser (τ = 10 ns, λ =
337 nm) was used for excitation. The signal detection
equipment consisted of a wide-band low-noise ampli-
fier, a pulsed phase detector unit, and a system to mea-
sure spectral variations in time.

3. INTRINSIC AND Zn-STIMULATED 
PHOTOLUMINESCENCE

Figure 3 presents PL spectra of intrinsic and Zn-
doped a-nc-GaN and of an InxGa1 – xN alloy (x = 0.16)
measured at room and liquid-nitrogen temperatures. A
large set of samples were studied. The results obtained
on such sets of samples do not differ qualitatively;
therefore, Fig. 3 shows only the most typical relations
measured on specific samples rather than those derived
by averaging.

To reveal the changes in PL spectra associated with
the network amorphization, we measured PL spectra of
a high-quality epitaxial c-GaN sample, which are also
displayed in Fig. 3. A comparison of PL spectra of epi-
taxial and pseudoamorphous GaN, both intrinsic and
Zn-doped, suggests the following conclusions.

(1) The high-energy endpoints of the PL spectra of
the crystalline and amorphous phases coincide in the
first approximation. Considered together with optical

2 The 2.0 × 104 cm–1 level provides better agreement with the edge
absorption as found from approximating direct optical transitions
α ≈ α0(hν – Eg)0.5, where α0 = 1.1 × 105 cm–1 and Eg = 3.4 eV.
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and direct structural data, this result indicates that the
local atomic structure of GaN is preserved upon amor-
phization.

(2) The crystalline and amorphous samples differ,
however, substantially in the PL edge structure. The PL
spectrum of c-GaN exhibits a distinct fine structure
formed by exciton emission (the edge band at 3.45 eV
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Fig. 2. Optical absorption in pseudoamorphous GaN and
InxGa1 – xN (x = 0.04, 0.16) (1) before and (2) after anneal-
ing at 650°C and in InN. Shown for comparison are the edge
absorption for c-GaN and absorption curve 3, calculated
from the formula α = α0(hν – Eg)0.5, where α0 = 1.1 ×
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at 77 K and 3.4 eV at 300 K) and by two broader related
peaks, which are assigned in the literature to a donor–
acceptor transition and its phonon replica [8]. In the
amorphous phase, neither the amorphous nor the Zn-
doped material permits isolation of the fine structure.
The loss of this structure is a fundamental consequence
of amorphization. Due to structural disorder, the elec-
tronic state distribution near the band edge is strongly
broadened; this brings about the falling off of the fairly
intense PL tail smoothly away into the low-energy
region. One may even conceive of the observed PL
spectrum, or, more specifically, of its high-energy wing,
as a remnant of the crystal PL fine structure, that has
been broadened to such an extent that it loses all fine
details. At the same time, the integrated PL intensity
remains high, because the band tail states are strongly
localized and preclude electron migration to nonradia-
tive recombination channels. This fundamental prop-
erty of the amorphous structure results in a sharp weak-
ening or even a complete disappearance of the PL tem-
perature quenching. This effect appears particularly
important for device applications, because it makes a-
nc-GaN a material that efficiently emits light at room
temperature.

(3) What has been said above about intrinsic GaN is
fully applicable to the Zn-doped material. Zinc in c-
GaN usually forms a broad and intense blue emission
peak (λ ≈ 450 nm). This peak is difficult to distinguish
in an amorphous matrix, because, first, it is strongly
broadened and, second, it is masked by the tailing edge
emission. As is evident from a comparison of the data
presented for the intrinsic and doped materials, intro-
ducing the Zn impurity enhances the high-energy PL
wing by approximately an order of magnitude. This
implies that Zn does not damage the GaN structural net-
work substantially and, hence, does not nucleate
defects. This is possible if zinc replaces gallium
through substitution. In this case, being a Group-II ele-
ment, zinc acts as an acceptor and stimulates donor–
acceptor transitions, which accounts for the increasing
PL brightness.

(4) Annealing at T = 650°C reduces the radiation
efficiency in the PL high-energy wing. Whence it fol-
lows that annealing destroys the continuous amorphous
network and introduces defects, although not to the
extent where the GaN nanocrystals thus formed could
play an even somewhat noticeable role in the lumines-
cence. Hence, both the intrinsic and the zinc-doped PL
are specific properties of the amorphous matrix.

4. PHOTOLUMINESCENCE IN In0.04Ga0.96N 
AND In0.16Ga0.84N ALLOYS

A specific feature of the alloy PL spectra is a sharp
drop in the PL high-energy wing and the appearance of
intense radiation with a clearly pronounced maximum
at 2.1–2.2 eV, i.e., considerably below the edge. It
should be stressed that, in the x = 0.04 alloy, the radia-
tion peaking at 2.1 eV appears only following a high-
P

temperature anneal. Before the anneal, a weak maxi-
mum can be seen at 2.4 eV (inset to Fig. 2). In the alloy
with x = 0.16, annealing increases the PL intensity by
more than an order of magnitude. As a result, the PL
intensity of the alloy exceeds that of the intrinsic a-GaN
sample by nearly two orders of magnitude. When
viewed directly, the PL of the alloy with x = 0.16
pumped at 3 mW is barely distinguishable from the
white luminescence of the incandescent microlamp. We
may add that while the annealing of amorphous GaN
films also brings about PL enhancement in the low-
energy region (2.3–2.0 eV), which is assigned to the
radiation of native defects, the intensity of this PL does
not ever reach such a high level.

Another specific feature of the PL of the alloys with
indium is the substantial increase in the PL decay time
after the excitation removal (τ may become as high as
50 µs). For a-nc-GaN, the PL decay time is so short that
it cannot be resolved with our instrumentation. Finally,
alloys with indium exhibit noticeable temperature
quenching of the PL, which becomes fourfold in the
region 77–333 K.

The totality of the experimental data suggests that
we are confronted here with a new phenomenon. This
suggestion rests on the following reasoning. Within a
certain range of x values, immiscibility of the compo-
nents (InN and GaN) or phase separation, i.e., a eutec-
tic-type compositional segregation of the material,
takes place in the InxGa1 – xN alloy system [9, 10]. This
separation results in nucleation of structural forma-
tions, “drops” (or islands), which are enriched in In to
a larger extent than is the matrix in which these islands
are embedded. In the case of thermodynamic equilib-
rium, the composition of the drops should be that of
InN enriched in Ga at the limit of solubility and the
composition of the matrix should be that of GaN also
enriched in In to the solubility limit. Because the band
gap width Eg of such drops is less than that of the
matrix, the drops should be identified, in the energy dia-
gram of the alloys, with deep potential wells (≈0.5 eV
for both the electrons and the holes). The potential
wells are sinks for nonequilibrium electrons excited by
a laser with hν > Eg of the matrix; therefore, radiative
recombination should primarily occur in such wells,
i.e., within the InN drops (islands). For InN, Eg ≈
2.0 eV; therefore, the PL maximum should also lie at
this energy. The model of phase segregation and InN
drop nucleation is also argued for by the fact that the PL
maximum in alloys of different composition (x = 0.04,
0.16) is located at the same energy after annealing. The
difference between these two cases consists in the den-
sity of the drops. For x = 0.04, this density should be
lower and the PL should be weaker; this exactly is
observed experimentally. It is possible that the InN
drops also account for the additional light absorption at
low energies (Fig. 2). The same effect of annealing was
also observed to occur in c-InGaN [11].
HYSICS OF THE SOLID STATE      Vol. 45      No. 3      2003
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As follows from the density-of-states curve of amor-
phous GaN [12], the energy gap in an InN drop corre-
sponds to the minimum density of states in the band gap
of the GaN matrix. As a result, radiative recombination
through the InN drops occurs practically without losses
in energy, which accounts for the high luminescence
intensity.

Temperature quenching is apparently due to high-
temperature transfer of part of the nonequilibrium car-
riers to nonradiative recombination channels.

The increase in the PL decay time, i.e., the longer
lifetime in potential wells, may be associated with the
relatively large size of the InN drops (beyond the size
quantization limits). In this case, the perturbation of the
potential-well bottom by structural disorder can no
longer be neglected. The relation for the radiative
recombination lifetime for direct transitions becomes
inapplicable. Optical transitions should presumably be
indirect and zero-phonon [13]. While no theoretical
analysis of the radiative lifetime has thus far been car-
ried out for such transitions, one can, however, visual-
ize the following physical picture. Simultaneous defor-
mation (bending) of the conduction and valence band
edges caused by field fluctuations may be expected to
separate an electron and a hole in space within a well.
This should reduce the probability of radiative annihi-
lation of an electron–hole pair captured by an InN drop.
The PL decay time should increase accordingly. This
situation is similar, to a certain extent, to donor–accep-
tor recombination at compact impurity-center pairs, a
process that is well studied in semiconductors [14]. The
parameters of this process, namely, the radiative life-
time and temperature quenching (see, e.g., [15]), are
very close to those observed in this study.

The heterogeneous model of InN drops in GaN
obviously requires additional corroborative evidence;
here, we consider this model as a possibility.

5. REM IMPURITIES Ce, Tb, Er, Sm, 
AND Eu IN THE a-nc-GaN MATRIX

REM impurities make up a qualitatively new class
of radiative centers in semiconductor matrices. They
are specific in that radiative transitions in REM ions
may take place within the filled 4f shell, which is
screened from the matrix by the outer 5s25p6 shell. As a
result, the 4f–4f transitions form narrow luminescence
lines of width ∆ ≅  5–15 nm whose position may be con-
sidered, in a first approximation, to be temperature-
independent. REM impurities can produce efficient
luminescence only under certain conditions, namely,
(i) when electron transitions within a closed electron
shell are at least partially allowed, (ii) there exist effi-
cient enough paths for excitation energy transfer from
the matrix to the REM ions, and (iii) the concentration
of optically active centers is be high.

Forbiddenness of intracenter 4f transitions can be
partially lifted by properly selecting the symmetry and
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strength of the crystal field acting on an REM ion in the
matrix. The crystal field brings about Stark splitting of
the 4f levels and, as a consequence, causes a weak
mixing of wave functions of the 4f multiplets, which
partially lifts the selection rules. The crystal field itself
is generated by the electrically negative ions on the
anion sublattice (ligands). The nitrogen ion is second in
electronegativity to the oxygen ion. For this reason, one
may assume that matrices with a nitrogen anion sublat-
tice should, in principle, create a strong electric field.
The problem of the ligand field symmetry, in particular,
the requirement of no inversion site symmetry, is
extremely important for removal of the selection rules.
The problem of crystal field symmetry can be solved to
some extent by properly selecting a matrix with the cor-
responding structure and by choosing growth condi-
tions favoring REM ion arrangement in the correspond-
ing positions. For instance, doping followed by anneal-
ing may create conditions conducive to cation
substitution or interstitial arrangement of the impurity.
One can also change the ion environment of the impu-
rity ion through proper codoping with other anions, for
instance, oxygen.

Finally, to achieve a high impurity concentration,
the process of solution must be affected. This can be
done, for example, through amorphization of the
matrix. The solubility of foreign atoms in an amor-
phous matrix is always higher due to the absence of
stringent requirements on structural organization
imposed by long-range order in crystals. However, the
impurity concentration can be increased only up to a
certain limit, because an excess density of impurity
centers may bring about concentration-induced
quenching as a result of their interacting.

In the present study, an attempt was made for solve
all of the above problems by doping a-nc-GaN with
such REMs as Ce, Tb, Er, Sm, and Eu. These REMs
were chosen so as to obtain emission in various regions
of the visible spectrum, namely, in the blue (Ce), in the
green (Tb, Er), and in the red and red-orange regions
(Eu, Sm). After experimentally choosing the optimum
concentration and, when required, achieving optical
activation through anneals in various environments
(vacuum, nitrogen, nitrogen plus oxygen), cumulative
annealing (multistep annealing at progressively
increasing temperatures), or properly varying the
growth process parameters and introducing sensitizers,
we succeeded in reaching PL intensities high enough to
be observable by eye under excitation of the matrix by
photons with energies above the band edge and at an
average laser power of 3 mW. Figure 4 displays normal-
ized luminescence spectra. In all the spectra, the wide
band gap PL of the matrix itself was subtracted by
decomposing each spectrum into Gaussians. In cases
where the intrinsic PL noticeably distorted the REM
ion spectrum, time-resolved measurements were car-
ried out; i.e., the REM ion spectrum was measured with
a time delay under conditions where the matrix PL
intensity had decreased markedly because of the inter-
3
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band radiative transitions decaying faster than the par-
tially forbidden f–f transitions, which, thus, followed
slower decay kinetics. The luminescence spectra could
be unambiguously identified as belonging to trivalent
REM ions [16].

The highest energy PL peaks (at 410 and 450 nm)
are due to Ce3+ and are produced in the 2D(5d) 
2F5/2, 2F7/2(4f ) transitions. Ce3+ is the only REM ion in
which intershell d–f transitions are dominant. In the
free ion, these transitions correspond to λ ≅  320–
340 nm. The shift to lower energies and the relatively
large peak width (∆ = 40 nm) are most likely due to the
high density of the cerium impurity in the matrix and,
hence, to the interaction of ions, which does not, how-
ever, result in concentration quenching. A lowering of
the d–f transition energy at a high cerium density was
observed earlier in the II–VI semiconductor matrices
[17] or in CeF2, where Ce makes up the bulk of the
material. It should also be pointed out that Ce affects
the intensity enhancement in the high-energy PL wing
in a-nc-GaN even more strongly than the substitutional
Zn impurity does. It may be conjectured that Ce enters
the GaN structural network without destroying it. This
is possible, in principle, if trivalent cerium substitutes
for gallium. In this process, the problem of charge com-
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pensation does not arise; this factor likewise increases
the PL intensity. It is also essential that the 5d–4f tran-
sitions in Ce3+ occur between different electronic shells
and, hence, are allowed. This factor does not pose addi-
tional requirements on the ligand field symmetry.

The main peak in the Tb3+ spectrum (∆ = 10 nm)
falls in the green region (545–550 nm); this spectrum
also contains a number of distinct satellite peaks of a
considerably lower intensity and originates from transi-
tions within the 4f shell between the lowest nonexcited
state of the 5D multiplet, 5D4, and the 4F6, 5, 4, 3 states of
the 4F multiplet (490, 545, 585, and 620 nm, respec-
tively). The intracenter transitions in Tb3+ are partially
forbidden and have a lifetime τ ≈ 500 µs.

The highest intensity PL peak of Eu3+ lies in the red
region at 612 nm (∆ = 10 nm) and originates from the
5D0  7F2 transition with τ ≈ 200 µs. It was experi-
mentally found that the optical transition intensity in
both Tb3+ and Eu3+ is not critical to the annealing pro-
cess. It thus follows that the ion positions with a ligand
field symmetry providing optical activity of the ions
form already in the course of film growth.

The situation with the Er3+ ions is radically differ-
ent. This ion becomes optically active only after multi-
step annealing. This is possibly due to the fact that the
f–f transitions in the Er3+ ion are predominantly parity-
forbidden (whereas in the Tb3+ and Eu3+ ions, they are
spin-forbidden), so that partial lifting of this forbidden-
ness poses more stringent requirements on the ligand
field symmetry. In view of the fact that prolonged high-
temperature anneals favor diffusion of residual oxygen
in the matrix and that REM ions, including Er3+, are
highly active oxygen getters, it may be conjectured that
the Er3+ ligand field is generated by the oxygen environ-
ment. The Er3+ spectrum, as seen from Fig. 4, contains
a group of peaks at 523, 527, 533, 545, 555, 657, and
670 nm, which correspond to transitions from the
2H11/2, 4S3/2, and 4F9/2 excited states to the 4I15/2 ground
state (τ < 10 µs). Erbium luminescence appears to the
eye to be light green. The erbium luminescence in the
visible range was studied in [4].

The PL spectrum of Sm3+ is a group of three rela-
tively broad peaks at 570, 610, and 645 nm, which are
similar in amplitude and correspond to the 4S5/2 
6H5/2, 7/2, 9/2 transitions (τ ≈ 40 µs). The Sm3+ lumines-
cence is seen as red orange.

The radiating capacity of the REM impurities in a-
nc-GaN is high. Because the nitrogen laser used for
pumping cannot transfer the pump photon energy
directly to the REM ion, as these ions do not have
absorption levels resonant with the laser frequency, one
may conclude that the semiconductor matrix absorbing
the laser energy through interband electron transitions
to the conduction band acts so as to transform the pump
energy and transfer it to the impurity ion. Obviously
enough, the nitrogen laser pump energy thermalizes to
HYSICS OF THE SOLID STATE      Vol. 45      No. 3      2003
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the band edge and is subsequently transferred to the
band tail localized states. The energies of localized
states in a broad band tail distribution likely coincide
with resonant absorption levels of the REM ions. This
makes it possible to transfer the pump energy from the
laser to the ion.

6. CONCLUSIONS

The major results obtained in this study can be
summed up as follows.

(1) Gallium nitride can be prepared in the amor-
phous state in the form of thin films on quartz and sili-
con substrates. A detailed analysis of the microstructure
shows that the amorphous phase contains randomly ori-
ented nanocrystallites 5–7 nm in size, which make up a
volume fraction of 10%. For this reason, the term
“pseudoamorphous” (a-nc-GaN) is more adequate for
characterization of these films.

(2) Studies into the optical absorption and edge PL
show that the band gap width of the amorphous and
crystalline materials is approximately the same.

(3) The fine structure in the edge PL is lost in amor-
phization. The exciton lines disappear. At the same
time, the intensity of the high-energy wing, including
the blue region of the spectrum, increases. This rise in
the PL is particularly well seen in Zn-doped samples.
There is practically no temperature quenching of
the PL.

(4) Doping with In to 16 at. % brings about a
decrease in Eg and the appearance of a broad and
intense PL peak at 2.1–2.3 eV. The strength of this peak
exceeds that of the intrinsic-material PL by more than
an order of magnitude. At a pump power of 3 mW (λ =
337 nm), this luminescence is seen to be of a white
color practically indistinguishable from the glow of an
incandescent lamp.

(5) Films of a-nc-GaN are an excellent matrix for
REM impurities. The REM solubility can be as high as
5.0 × 1020 cm–3. The impurity enters the matrix in the
form of trivalent ions. The nitrogen anion sublattice
generates a crystal field strong enough to ensure optical
activation of the intracenter f–f  transitions. In the case
of Er3+, optical activity is reached only after multistep
annealing. This experimental finding gives one grounds
to suggest that the ligand environment of the required
symmetry is formed, in the case of erbium, by diffusion
of residual oxygen.

Ce3+ provides a relatively broad PL spectrum (390–
480 nm), which is perceived by the eye as blue. The
Ce3+ luminescence is due to the 5d–4f transitions and
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is possible in the blue region only at very high concen-
trations.

The f–f  transitions in Tb3+ and Eu3+ produce narrow
(10–15 nm) peaks at λ = 545–550 and 610–615 nm,
respectively. The lines of terbium (green) and europium
(red) are strong enough to be seen in a lighted room.

Er3+ and Sm3+ have spectra of complex structure
with peaks spread over a broad wavelength range that
are light green and red-orange, respectively, to the eye.
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Abstract—The current–voltage characteristics of Ca4Ga2S7 : Eu3+ single crystals are measured for the first
time, and the processes affecting these characteristics are analyzed theoretically. It is demonstrated that
Ca4Ga2S7 : Eu3+ single crystals are high-resistance semiconductors with a resistivity of ~109 Ω cm and a rela-
tive permittivity of 10.55. The electrical properties of the studied materials are governed by traps with activation
energies of 0.13 and 0.19 eV and a density ranging from 9.5 × 1014 to 2.7 × 1015 cm–3. The one-carrier injection
is observed in weak electric fields. In electric fields with a strength of more than 4 × 103 V/cm, traps undergo
thermal field ionization according to the Pool–Frenkel mechanism. At low temperatures and strong fields
(160 K and 5 × 104 V/cm), the electric current is most likely due to hopping conduction by charge carriers over
local levels in the band gap in the vicinity of the Fermi level. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is known that local levels in the band gap of semi-
conductors can substantially affect the injection cur-
rents and, consequently, the current–voltage character-
istics of the material. In this respect, investigation into
the current–voltage characteristics of semiconductors
over a wide range of applied electric fields makes it
possible to reveal traps of different types, to determine
the most important characteristics of the traps, to eluci-
date the mechanism of charge transfer, and to evaluate
a number of microscopic parameters of the studied
compounds.

In this work, the current–voltage characteristics of
Ca4Ga2S7 : Eu3+ single crystals were studied for the first
time. The measurements were performed in the electric
field range 0–8 × 104 V/cm at temperatures from 160 to
365 K.

The Ca4Ga2S7 : Eu3+ compound belongs to the fam-
ily of high-efficiency phosphors of the general formula
CamGa2Sn : REE (where n = 4, 5, 6, … ; m = n – 3; and
REE is a rare-earth element). The distinguishing fea-
tures of these compounds are as follows: (i) the absence
of concentration quenching for a number of dopants
involved in the excitation of luminescence and (ii) high-
efficiency luminescence (specifically in the infrared
spectral range) suitable for use in fiber-optic communi-
cation lines. Under ultraviolet and visible radiation, as
well as upon exposure to electric fields, Ca4Ga2S7 :
REE compounds can be efficiently excited and convert
the excitation into visible light. Among the Ca4Ga2S7 :
REE phosphors, Ca4Ga2S7 doped with 2 mol % EuF3 is
1063-7834/03/4503- $24.00 © 0426
the most interesting compound. A mixture of Ca4Ga2S7 :
Eu3+ with a commercial phosphor was used to manufac-
ture an experimental batch of high-efficiency electrolu-
minescent lamps [1–5]. It was expedient to investigate
the electrical properties of the Ca4Ga2S7 : Eu3+ semi-
conductor and to determine its characteristics.

2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

Single crystals of Ca4Ga2S7 : Eu3+ in the form of
cylindrical ingots 15–17 mm in height and 8–10 mm in
diameter were grown using the Bridgman–Stockbarger
technique. Earlier [6], we examined the fundamental
absorption edge for the Ca4Ga2S7 : Eu3+ compound and
revealed that indirect and direct (both forbidden and
allowed) optical transitions occur in the energy ranges
2.2–2.6 and 2.6–3.0 eV. The band gaps corresponding
to these transitions were determined to be Egi = 1.88 eV,
Egdf = 2.32 eV, and Egda = 2.45 eV at T = 300 K.

The experiments were performed with 70-µm-thick
samples prepared by grinding single-crystal ingots. The
sample thickness was checked at all stages of treatment.
For this purpose, we used an indicating micrometer for
thicknesses larger than 100 µm and an optomechanical
indicator for smaller thicknesses. Indium sandwich
contacts (area, 0.25 mm2) were applied through evapo-
ration. All the measurements with Ca4Ga2S7 : Eu3+ sin-
gle-crystal samples were carried out in a shielded vac-
uum thermostat. The error in measurements of the cur-
rent with the use of an electrometric amplifier did not
2003 MAIK “Nauka/Interperiodica”
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exceed 10% for the most sensitive subband (1012 Ω) of
output resistances. The voltage was measured accurate
to within 0.1%.

The data presented in this paper refer to the
Ca4Ga2S7 compound doped with 2 mol % EuF3.

3. RESULTS AND DISCUSSION

The current–voltage characteristics of the Ca4Ga2S7 :
Eu3+ single crystal are shown in Fig. 1. The I–V curves
can be separated into four portions: quasi-linear portion

1 2 3
4 5 6
7 8 9

10310210110010−1

10−11

10−10

10−9

V, V

10−8

10−7

10−6

10−5

I, A

Fig. 1. Current–voltage characteristics of the Ca4Ga2S7 :

Eu3+ single crystal at different temperatures. T, K: (1) 160,
(2) 185, (3) 205, (4) 227, (5) 260, (6) 293, (7) 318, (8) 342,
and (9) 365.
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I, which is observed at relatively low temperatures; lin-
ear portion II; quadratic portion III (I ~ V 1.5–2); and
portion IV, which is characterized by a rapid increase in
the current (I ~ V 2.5–4.5 or I ~ V 6–7 at low temperatures).
It should be noted that a decrease in the temperature
leads to a shift of the I–V curves toward the high-field
range. The current–voltage characteristics of Ca4Ga2S7 :
Eu3+ single crystals were analyzed in terms of the gen-
eralized approximate theory of contact injection phe-
nomena in semiconductors, the Pool–Frenkel theory,
and the activationless-conduction theory.

In the framework of the generalized approximate
theory of contact injection phenomena, different
approximations of the current–voltage characteristic of
a quasi-monopolar semiconductor with a finite inject-
ing junction and an arbitrary band structure in the bulk
are used depending on the contact injection regimes.
Within this theory, the extrema of the nonlinearity
exponent α, which is defined by the formula

(1)

can be related to the relevant injection regimes and the
macroscopic and microscopic parameters [7–14].

α d Ilog
d Vlog
----------------

V
I
--- dI

dV
-------,= =

1
2
3
4

3

2

1

α

100 101 102

V, V

Fig. 2. Dependences of the nonlinearity exponent α on the
voltage V at different temperatures. T, K: (1) 260, (2) 318,
(3) 342, and (4) 365.
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Table 1.  Parameters determined from the minimum in the dependence α(V, I)

T, K αm Vm , V Im, ×10–10 A nk0, ×1012 
cm–3 , ×10–8 sk , ×10–5 

cm/s τ, ×10–7 s EF, eV

260 0.45 1 0.91 1.72 1.03 3.70 1.49 0.35

318 0.67 1 2.75 2.96 2.02 7.90 4.19 0.41

342 0.72 1 3.90 3.74 2.37 9.60 5.99 0.44

365 0.79 1 5.10 4.31 2.95 12.40 9.94 0.46

Note: Here, T is the absolute temperature; αm is the minimum nonlinearity exponent; Vm and Im are the voltage and the current strength at

the minimum nonlinearity exponent αm, respectively; nk0 is the carrier concentration in the vicinity of the cathode;  is the cathode

transparency; sk is the rate of surface recombination; τ is the carrier recombination lifetime; and EF is the energy at the Fermi quasi-
level.

Dk
*

Dk
*

Table 2.  Parameters determined from the maximum in the dependence α(V, I)

T, K αM IM, ×10–7 A VM , V QM
σM, ×109

Ω–1 cm–1
ρM , ×104

C cm–3 µM , cm2/V s

260 2.97 3.22 100 3.05 5.42 5.64 9.85

318 2.66 2.14 100 2.31 3.69 4.63 5.54

342 2.53 1.39 100 2.02 2.43 4.22 3.32

365 2.45 0.54 100 1.85 0.96 3.97 1.23

Note: Here, T is the absolute temperature; αM is the maximum nonlinearity exponent; VM and IM are the voltage and the current strength
at the maximum nonlinearity exponent αM, respectively; QM is the discrimination coefficient; σM is the electrical conductivity; ρM
is the charge density; and µM is the drift mobility in strong electric fields.
The dependences of the nonlinearity exponent
α(V, I) on the voltage at different temperatures (Fig. 2)
were calculated from the experimental data presented
in Fig. 1.

As can be seen from Fig. 2, the dependences α(V)
exhibit minima αm and maxima αM. With knowledge of
these extrema, it is possible to calculate a number of
microscopic parameters from the formulas derived in
[7–14]. The calculated microscopic parameters are
listed in Tables 1 and 2.

It is worth noting that different physical phenomena
occurring in semiconductors in response to external
electric fields below the breakdown (for example, one-
carrier and two-carrier injection, barrier electrical con-
duction, and field ionization of traps) are characterized
by similar current–voltage curves [8, 11]. For this rea-
son, when analyzing the current–voltage characteris-
tics, special attention should be focused on identifying
the dominant mechanisms of the processes involved.

It is established that the discrimination coefficient
QM and the nonlinearity exponent αM obey the follow-
ing relationships: QM ≤ 4αM for field ionization of traps,
QM ≥ 1 for one-carrier injection, and QM ≤ 1 for two-
carrier injection. In the case of field ionization (FI), the
P

discrimination coefficient can be represented in the
form [15]

(2)

The discrimination coefficients calculated for
Ca4Ga2S7 : Eu3+ single crystals at different tempera-
tures are given in Table 2.

As follows from Table 2, the conditions for one-car-
rier injection and field ionization of traps are satisfied
for the single crystals under investigation.

The experimental data obtained for the I–V portion
in the electric field range 6 × 103–7.2 × 104 V/cm, which
is characterized by a rapid increase in the current and is
preceded by the quadratic portion, were processed in
accordance with the Pool–Frenkel theory of thermal
electron ionization.

According to the Pool–Frenkel theory [16–18], we
can write the relationship

(3)

QM( )FI

2αM 1–( )2 αM 1–( )
αM 1+( )

------------------------------------------------.=

j σ0F β F( ),exp=
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where

(4)

is the Frenkel coefficient. Here, F is the electric field
strength, j is the current density in strong electric fields,
σ0 is the conductivity in the ohmic region, e is the ele-
mentary charge, ε is the permittivity of the material, ε0
is the permittivity of free space, k is the Boltzmann con-
stant, and T is the absolute temperature.

Figure 3 shows the dependences of  on the
electric field strength F1/2 for nine temperatures. As is
clearly seen from Fig. 3, the experimental points fall on
straight lines with different slopes. The slopes increase
with a decrease in the temperature. This is in excellent
agreement with the Pool–Frenkel theory and suggests
an increase in the probability of field ionization of local
levels.

The Frenkel coefficients β at different temperatures
were determined from the slopes of the straight lines.
According to expression (4), the Frenkel coefficient β
linearly depends on the reciprocal of the temperature
1/T and the extrapolated curve for β ~ 1/T should pass
through the origin of the coordinates. As can be seen
from Fig. 4, our experimental results agree well with
the theoretical predictions.

From the calculated Frenkel coefficients, we deter-
mined the permittivity ε = 10.55, which is in good
agreement with the permittivity obtained by the capac-
itance method.

The temperature dependences of the electrical con-
ductivity of the Ca4Ga2S7 : Eu3+ single crystal in elec-
tric fields ranging from 1.4 × 103 to 5.7 × 104 V/cm are
plotted in Fig. 5.

It can be seen from Fig. 5 that the experimental
points in the 103/T–  coordinates fall on two
straight lines with different slopes. These straight lines
correspond to two temperature ranges, namely, the low-
temperature range 160–270 K and the high-temperature
range 270–365 K. Analysis of the curves obtained dem-
onstrates that the trap activation energy Et determined
by the slope of the straight-line portions decreases with
an increase in the applied electric field. In the frame-
work of the Pool–Frenkel theory, the decrease in the
trap activation energy Et with a change in the electric
field strength F is adequately described by the expres-
sion [18]

(5)

where Et(F) is the trap activation energy in strong elec-
tric fields and Et(0) is the trap activation energy at F =
0 (for other designations, see above).

β e
3

kT πεε0

----------------------=

σlog

σlog

Et F( ) Et 0( ) e
3
F

πε0ε
-----------,–=
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Figure 6 depicts the dependences of
 on the reciprocal of the temperature

103/T in applied electric fields in the range from 0.1 ×
σ F( )/σ 0( )[ ]log
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Fig. 3. Dependences of the electrical conductivity of the
Ca4Ga2S7 : Eu3+ single crystal on the square root of the
electric field strength F at different temperatures. T, K:
(1) 160, (2) 185, (3) 205, (4) 227, (5) 260, (6) 293, (7) 318,
(8) 342, and (9) 365.
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103 to 71.4 × 103 V/cm. It can be seen that an increase
in the electric field leads to an increase in the slope of
the straight lines. This indicates a change in the activa-
tion energy at impurity levels.

A decrease in the trap activation energy by
(e3F/πεε0)1/2 in an electric field is a necessary but not
sufficient condition for an electron to leave the Cou-
lomb center. The Pool–Frenkel effect can be observed
only in the case when a charge carrier has retained an
energy higher than Et – (e3F/πεε0)1/2 after it colliding
with phonons and overcoming the potential barrier.
This condition is satisfied at λ > rm [15]. Otherwise, the
role of the electric field in the release of electrons from
the Coulomb centers consists only in facilitating diffu-
sion of charge carriers from the centers. The changes in
the activation energy at impurity levels ∆Ei were calcu-
lated from the data presented in Fig. 6. Then, we con-
structed the dependence of ∆Ei on the external electric
field in the F–∆Ei coordinates. It turned out that the
dependence obtained is characterized by an inflection
point corresponding to the critical electric field Fcr in
which the Pool–Frenkel effect manifests itself. Know-
ing the critical field, we can compare the mean free path
of charge carriers λ = βkT/2e(Fcr)1/2 = 1.73 × 10–5 cm
with the distance from the trap to the potential barrier at
the maximum rm = (e/4πεε0Fcr)1/2 = 1.46 × 10–5 cm. As
can be seen, the aforementioned two necessary condi-
tions for the Pool–Frenkel effect to manifest itself are
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Fig. 5. Dependences of the electrical conductivity on the
reciprocal of the temperature at different applied electric
fields. F, 103 V/cm: (1) 1.4, (2) 5.7, (3) 8.75, (4) 14.3, (5)
28.6, (6) 43.0, and (7) 57.0.
P

satisfied for the single crystals under investigation. The
possibility of thermal field ionization occurring through
the Pool–Frenkel mechanism in the studied semicon-
ductors is confirmed by the effective sizes of the trap
potential well. We calculated the shape of the trap
potential well from the dependence of the trap activa-
tion energy on the electric field according to the tech-
nique proposed by Georgobiani et al. [19].

The trap density can be calculated from the formula
[15]

(6)

This formula makes it possible, without knowledge
of the permittivity, to estimate the trap density from the
experimental data on the electrical conductivity mea-
sured in strong electric fields. After substitution of the
critical electric field into formula (6), we obtained Nt =
2.7 × 1015 cm–3 at Et = 0.13 eV and Nt = 9.5 × 1014 cm–3

at Et = 0.19 eV.

Moreover, we examined the current–voltage charac-
teristics of the Ca4Ga2S7 : Eu3+ single crystals in terms
of the injection current theory developed in [20].

The critical current and critical voltage at which the
quadratic portion of the current–voltage characteristic
transforms into the I–V portion characterized by a sharp
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increase in the current can be represented by the follow-
ing relationships:

(7)

(8)

In relationships (7) and (8), we used the following
designations: e is the elementary charge, n0 is the con-
centration of free charge carriers, L is the distance
between the electrodes (the sample thickness), ε is the
permittivity of the semiconductor, θ is the trapping
coefficient, and Nt is the trap density. The quantities C =
N/gn0 (where N = ni is the concentration of charge car-
riers injected from an electrode) and B = Nt/n0 are
related to the trapping coefficient through the expres-
sion θ = C/B ! 1.

The concentration of free charge carriers, which was
determined from the above relationships, falls in the
range from 8.6 × 1016 cm–3 at T = 260 K to 5.2 ×
1017 cm–3 at T = 365 K. The trap density Nt = 2.5 ×
1013 cm–3 proved to be less than that estimated using
other methods (9.5 × 1014 cm–3). This difference can be
explained by the fact that, in Ca4Ga2S7 : Eu3+ single
crystals, the activation energy of traps with respect to
the Fermi level is insufficiently low to satisfy the
assumptions made in deriving relationships (7) and (8).

When analyzing the low-temperature current–volt-
age characteristics of the Ca4Ga2S7 : Eu3+ single crys-
tals, we found that the electric current drastically
increases with an increase in the temperature at field
strengths of approximately 104 V/cm. Differential anal-
ysis of the current–voltage characteristics at a tempera-
ture of 160 K revealed a maximum in the dependence
of α(V, I) on the voltage V in strong electric fields. In
this case, the nonlinearity exponent α takes on the larg-
est values (I ~ V 7). The calculations of the discrimina-
tion coefficient showed that the field ionization condi-
tion is violated (QM = 126.75 @ 4αM). As follows from
observations, such a sharp increase in the current in
strong electric fields at relatively low temperatures can
be associated with the high density of localized states in
the band gap. This assumption can be explained in
terms of the Shklovskiœ theory of hopping conduction
in crystalline and amorphous compensated semicon-
ductors [21]. The basic idea of this theory lies in the fact
that, at low temperatures, charge carriers can occupy
only the deepest impurity levels and the separation
between the Fermi level and the nearest allowed band
considerably exceeds the binding energy of an isolated
impurity. As a consequence, nonohmic hopping con-
duction can be observed over a wide range of electric
fields.

The above treatment in terms of the Shklovskiœ the-
ory allowed us to calculate a number of parameters

I2

e
2
n0

2µLBC
ε

--------------------------,=

V2
en0L

2
B

2ε
------------------
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characterizing nonohmic hopping conduction. The den-
sity of states in the vicinity of the Fermi level is found
to be 6.4 × 1019 eV–1 cm–3. This value of NF suggests a
high density of localized states in the band gap. The
mean hopping length is determined to be  = 7.4 ×
10−7 cm. Moreover, we estimated the density of states
nF through which hopping conduction can occur. It can
be assumed that hopping conduction through these
states gives rise to relaxation currents. Note that the
relaxation currents were actually revealed and studied
experimentally. The density of these states was calcu-
lated to be nF = 2.3 × 1019 cm–3, which is in agreement
with the density of states determined from the available
data on relaxation currents (2.6 × 1019 cm–3).

4. CONCLUSIONS

Thus, the current–voltage characteristics of
Ca4Ga2S7 : Eu3+ single crystals were examined for the
first time. The differential analysis of the I–V curves
demonstrated that the electrical properties of the high-
resistance semiconductors under investigation are gov-
erned by trapping levels with activation energies of
0.13 and 0.19 eV and a trap density of 9.5 × 1014–2.7 ×
1015 cm–3. It was established that the traps in strong
electric fields undergo thermal field ionization. The
inference was made that, at relatively low temperatures
and strong fields, the current flow predominantly
occurs through the mechanism of activationless con-
duction.
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Abstract—A complex investigation of the structural, electrical, and magnetic properties of cobalt-intercalated
titanium diselenide and ditelluride compounds at different intercalant concentrations and temperatures is per-
formed for the first time. The influence of the matrix on the physical characteristics of the intercalation materials
is analyzed. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The considerable interest expressed by researchers
in compounds prepared through intercalation of transi-
tion elements into titanium dichalcogenides is associ-
ated with the possibility of producing structures with
alternating layers of magnetic and nonmagnetic atoms
[1, 2]. These materials, unlike artificial two-dimen-
sional magnetic structures, consist of layers whose
thicknesses can be comparable to interatomic dis-
tances. In this case, the two-dimensional character of
the structure manifests itself in the properties of the
material to a maximum degree.

The initial matrices (TiS2, TiSe2, TiTe2) used for
intercalation have similar crystal structures and belong
to the CdI2 structure type [3]. As was shown earlier in
[4, 5], the intercalation of 3d transition metals leads to
hybridization of the 3d states of intercalated atoms with
the band states of the TiSe2 matrix. The contribution of
intercalated atoms to the formation of new molecular
orbitals depends on the nature of these atoms. The for-
mation of the new states is accompanied by a distortion
of the crystal lattice and a decrease in the electrical con-
ductivity and the effective magnetic moment. Similar
features have been observed for a number of intercala-
tion materials based on titanium diselenide, especially
for compounds in the CoxTiSe2 system [6].

To the best of our knowledge, intercalation com-
pounds based on titanium ditelluride have not been
studied. In this work, the experimental data on the
structural, electrical, and magnetic characteristics of
compounds in the CoxTiTe2 system were obtained for
the first time. In order to gain detailed information on
the mechanisms responsible for the physical properties
of these compounds, it is necessary to elucidate the role
played not only by intercalated unlike atoms that differ
in the electronic structure of the d orbitals but also by
the crystal matrix upon intercalation of like atoms. The
1063-7834/03/4503- $24.00 © 20433
results of our investigation make possible a compara-
tive analysis of the structure parameters and physical
properties of CoxTiSe2 and CoxTiTe2 compounds.

2. SAMPLES AND EXPERIMENTAL
TECHNIQUE

Samples of the compositions CoxTiSe2 and CoxTiTe2
were prepared according to the two-stage procedure
described earlier in [5]. At the first stage, we synthe-
sized TiSe2 and TiTe2 compounds. Then, we performed
x-ray diffraction analysis of these compounds and
examined their physical properties. The unit cell
parameters of the synthesized compounds are in rea-
sonable agreement with those available in the literature.
For both systems, the concentrations of intercalated
cobalt atoms fall in the range 0 < x ≤ 0.5. X-ray diffrac-
tion analysis and the determination of the structure
parameters were carried out using a DRON-3M x-ray
diffractometer. The errors in the determination of the
lattice parameters a and c were equal to 1 × 10–4 and 4 ×
10–4 nm, respectively.

The magnetic susceptibility was measured by the
Faraday method in the temperature range 80–295 K.
The electrical conductivity and the Seebeck coefficient
were determined according to standard methods with
the use of cylindrical sintered samples.

3. RESULTS AND DISCUSSION

In this work, we performed a combined analysis of
the experimental results obtained for the above com-
pounds and elucidated how the matrix used for interca-
lation affects the physical properties of the compounds
under investigation. For this purpose, we compared the
available data on the structural features of TiSe2 and
TiTe2. Table 1 presents the main structural and crystal
chemical characteristics of these compounds [7, 8].
003 MAIK “Nauka/Interperiodica”
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Table 1.  Unit cell parameters, the distances dx–x between TiX2 layers, and the radii rx of X–2 chalcogen ions

Compound a0, nm c0, nm c0/a0 dx – x, nm rx , nm

TiSe2 0.3542 0.6004 1.69 0.2964 0.182

TiTe2 0.3766 0.6491 1.72 0.3121 0.211

Table 2.  Structural characteristics of samples in the CoxTiSe2 and CoxTiTe2 systems

CoxTiSe2 CoxTiTe2

x a, nm c, nm c/a x a, nm c, nm c/a

0 0.3540 0.6004 1.69 0 0.3766 0.6491 1.72

0.1 0.3542 0.5962 1.68 0.05 0.3771 0.6468 1.71

0.2 0.3548 0.5934 1.67 0.15 0.3804 0.6397 1.682

0.25 0.3548 0.5901 1.66 0.25 0.3822 0.6400 1.674

0.33 0.3554 0.5890 1.65 0.4 0.3836 0.6442 1.679

0.5 0.3565 0.5883 1.64 0.5 0.3838 0.6453 1.681
As can be seen from the Table 1, the dx–x distance
(specifying the van der Waals gap) between chalcogen
atoms located in the adjacent layers in TiTe2 is larger
than that in TiSe2. The relative increase in the dx–x dis-
tance is determined to be ∆dx–x/d = 0.054. This can indi-
cate, at first glance, an increase in the degree of two-
dimensionality of the crystal structure and, hence, a
weakening of the interaction between TiX2 layers and
an increase in the compressibility in the order
TiSe2  TiTe2. However, the dx–x distances given in
Table 1 can serve only as a measure of the geometric
width of the van der Waals gap. The final conclusion
regarding the change in the degree of two-dimensional-
ity of the crystal structure can be drawn with due regard
for the fact that the radius of Te2– ions exceeds the
radius of Se2– ions due to a larger size of the Te 4p orbit-
als. Indeed, when changing over from Se2– to Te2– ions,
the relative increase in the ionic radius ∆rx/rSe = 0.093
appears to be nearly twice as large as that in the inter-
layer distance. This estimate demonstrates that the
“physical” width of the van der Waals gap in TiTe2 is
smaller than that in TiSe2. Consequently, the interaction
between layers in the former compound should be
stronger than the interlayer interaction in the latter
compound. The above inference is confirmed by the
compressibilities determined from the pressure depen-
dences of the unit cell parameters of these compounds.
According to the data obtained in our previous work
[9], the compressibility dc/c0dp in the direction perpen-
dicular to the layers is equal to 0.73 × 10–11 Pa–1 for tita-
nium ditelluride and 1.53 × 10–11 Pa–1 for titanium dis-
elenide. The larger size of the Te 4p orbitals should also
affect their interaction with 3d electrons of intercalant
atoms. Therefore, it can be expected that, under the
P

same conditions, the behavior of the structural charac-
teristics for compounds in the CoxTiTe2 system should
differ from that in the CoxTiSe2 system.

The structural data obtained for CoxTiTe2 and
CoxTiSe2 intercalation compounds are presented in
Table 2.

Analysis of the structural data shows that, as the
cobalt content increases, the lattice parameter a
increases monotonically in both systems, whereas the
behavior of the lattice parameter c and the ratio c/a for
compounds in these systems differs significantly. From
the structural data presented in Table 2, we calculated
the relative changes in the unit cell parameters a and c
for the compounds under investigation (Fig. 1). It can
be seen from Fig. 1 that the parameter a characterizing
the distance between cobalt atoms in a layer increases
monotonically in both systems; however, its variation is
more pronounced for CoxTiTe2 compounds. The degree
of contraction of the unit cell along the c axis for the
CoxTiTe2 crystals is larger than that for the CoxTiSe2
crystals at the initial stage of cobalt intercalation but
turns out to be noticeably smaller as the cobalt concen-
tration increases. This difference in the behavior of the
unit cell parameter c can be associated with the follow-
ing two factors. (1) The Te–Co–Te covalent bonds
become stronger due to an increase in the overlap of
orbitals. (2) As the TiTe2 layers approach each other, the
electron–electron repulsion increases and hinders fur-
ther distortion of the unit cell in the CoxTiTe2 crystals.
In the CoxTiSe2 crystals, which, as was noted above, are
characterized by a larger physical width of the van der
Waals gap, the degree of contraction of TiSe2 layers
continues to increase at higher cobalt concentrations.
HYSICS OF THE SOLID STATE      Vol. 45      No. 3      2003
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Our data on the magnetic susceptibility χ for
CoxTiSe2 [6] and CoxTiTe2 (Fig. 2) compounds indicate
that the magnitudes of χ and its temperature depen-
dences correspond to a paramagnetic state. As the
cobalt content increases, the magnetic susceptibility χ
increases in both systems but remains substantially
smaller for compounds based on titanium ditelluride at
the same intercalant content. These findings should be
interpreted with due regard for the change in the elec-
tronic structure of the matrix and the possible transfor-
mation of the electronic configuration of intercalant
atoms.

The effective magnetic moments of cobalt atoms in
the studied compounds (Fig. 3) were determined from
the experimental magnetic susceptibilities after elimi-
nation of the temperature-independent contributions
caused by paramagnetism of the free charge carriers
and diamagnetism of the filled electron shells of the
atoms involved.

It can be seen from Fig. 3 that the effective magnetic
moments of cobalt atoms in the CoxTiTe2 compounds
are smaller than those in the CoxTiSe2 compounds. This
difference accounts for the lower magnetic susceptibil-
ity of the former compounds as compared to that of the
latter compounds. Analysis of the results obtained in
previous studies of titanium diselenides intercalated
with transition elements demonstrates that the effective
magnetic moments determined in this work are close to
those of cobalt atoms in the 3d7 configuration. As was
shown earlier in [5], the filling of the cobalt d orbitals
in the titanium diselenide corresponds, to a greater
extent, to a high-spin state and the decrease in the effec-
tive magnetic moment, as compared to µeff for a free
ion, is associated with the delocalization of the 3d elec-
trons involved in the formation of covalent bonds. This
can also be responsible in part for the smaller values of
µeff for the CoxTiTe2 compounds. However, the
decrease in the physical width of the van der Waals gap
and the increase in the electron–electron repulsion
should enhance the effect of the crystal field of ligands
surrounding the intercalant atom. Consequently, the
electronic configuration of cobalt atoms can transform
into a low-spin state. In this case, the theoretical spin
moment of the Co2+ ion is equal to 1.73µB, which is in
better agreement with the effective magnetic moment
determined for the CoxTiTe2 compounds.

The experimental investigation of the kinetic prop-
erties revealed that all the CoxTiTe2 compounds, like
the CoxTiSe2 compounds [6], possess metallic conduc-
tivity in the temperature range covered (Fig. 4). How-
ever, the concentration dependences of the electrical
conductivity of the former compounds exhibit a quali-
tatively different behavior as compared to that of the
latter compounds (Fig. 5). Upon intercalation of small
amounts of cobalt into TiSe2, the electrical conductivity
of the CoxTiSe2 intercalation compounds, unlike the
conductivity of the matrix [6] (for TiSe2, σ ≈ 105 S/m
PHYSICS OF THE SOLID STATE      Vol. 45      No. 3      2003
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40

30

20

10

0
80 120 160 200 240 280

T, K

χ × 107, cm3/g

x = 0.5

x = 0.4

x = 0.25

x = 0.15

Fig. 2. Temperature dependences of the magnetic suscepti-
bility for CoxTiTe2 compounds at different cobalt contents.

2.5

2.0

1.5

1.0

0.5
0 0.1 0.2 0.3 0.4 0.5

x

µeff, µB

CoxTiSe2

CoxTiTe2

Fig. 3. Concentration dependences of the effective magnetic
moment of cobalt for CoxTiSe2 and CoxTiTe2 compounds.



436 PLESHCHEV et al.
3

2

1

0
150100 200 250 300 350

22

20

18
300200100

T, K

ρ × 106, Ω m

T, K

x = 0.05

x = 0.4

x = 0.25
ρ 

× 
10

6 , Ω
 c

m

Fig. 4. Temperature dependences of the electrical resistivity
of CoxTiTe2 compounds at different cobalt contents.

4

3

2

1

0 0.1 0.2 0.3 0.4
x

6

4

2

0 0.1 0.2 0.3 0.4
x

CoxTiTe2

CoxTiSe2

σ × 10–5, S/m

σ 
× 

10
–

3 , S
/m

Fig. 5. Dependences of the electrical conductivity for
CoxTiSe2 (inset) and CoxTiTe2 compounds on the cobalt
content (T = 295 K).

60

50

40

30

20

10

0 0.1 0.2 0.3 0.4
x

α, µV/K

CoxTiSe2

CoxTiTe2

Fig. 6. Dependences of the Seebeck coefficient for
CoxTiSe2 and CoxTiTe2 compounds on the cobalt content
(T = 295 K).
P

[10]), first rapidly decreases and then begins to
increase. In contrast, the electrical conductivity of the
CoxTiTe2 compounds appreciably decreases with an
increase in the intercalant content. For compounds in
both systems, the concentration dependences of the
Seebeck coefficient (Fig. 6) are qualitatively similar to
those of the electrical conductivity. This suggests that
the intercalation of cobalt into titanium diselenides and
ditellurides is attended primarily by a change in the
mobility of charge carriers. An increase in the mobility
of charge carriers in the CoxTiSe2 compounds can be
associated both with the overlap of the wave functions
of electronic states of cobalt atoms due to the distances
between them being shorter and with the formation of a
partly filled impurity band. For the CoxTiTe2 com-
pounds, the temperature and concentration depen-
dences of the electrical conductivity and the Seebeck
coefficient indicate that the mobility of charge carriers
decreases. Note that, in this case, the mobility is gov-
erned by lattice-vibration scattering and scattering by
intercalated atoms, which play the role of scattering
centers. The wave functions of the electronic states of
cobalt atoms within one layer overlap to a smaller
extent owing to the larger cobalt–cobalt distance deter-
mined by the unit cell parameter a, which, in the
CoxTiTe2 compounds, more substantially increases
upon intercalation.

4. CONCLUSIONS

Thus, the results obtained in the above investigation
demonstrated that, although different titanium dichal-
cogenides have similar crystal structures, more rigor-
ous analysis of the mechanisms responsible for the
physical properties of intercalation compounds should
include not only the differences in the electronic struc-
ture of intercalated 3d transition metal atoms but also
the specific features of the matrices used for intercala-
tion.
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Abstract—The band spectra, densities of states, and distributions of the valence and difference densities in
Na2SO3 and K2SO3 crystals with a hexagonal lattice are calculated in terms of the local-density functional the-
ory. It is found that the absorption edge of these crystals is curvilinear. The partial compositions of the bundles
of valence bands are determined. It is shown that the polarizing effect of the cations on the anions substantially
depends on the symmetry and the number of metal sublattices. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is known that crystals of oxyanion compounds are
characterized by a complex distribution of the valence
electron density. In particular, the deformation electron
density of magnesium and calcium carbonates [1],
sodium nitride [2], potassium perchlorate [3], and a
large variety of other compounds exhibits maxima not

only along the A–O bond in an A  anionic complex
but also in the region behind the nuclei of terminal oxy-
gen atoms. By using an  ion as an example,
Kikkawa et al. [4] demonstrated that these additional
maxima are symmetric with respect to the A–O bond
and result from the electron charge redistribution due to
interaction between nitrogen and oxygen atoms. Bats
and Fuess [3] proved that the magnitudes of these two
maxima differ for KClO4 and are equal to each other for
MgCO3 and CaCO3 [1]. In this respect, it is of interest
to elucidate the role played by the metal atom in the for-
mation of the aforementioned maxima of the electron
density.

In our recent works [5, 6], the difference density was
calculated by subtracting the valence electron densities
of the sublattices constituting the crystal from the
valence electron density of the crystal. It turned out that
the difference density is in qualitative agreement with
the experimental deformation electron density. In the
present work, the sublattice method was applied to an
analysis of the interlattice electron transfer in sodium
and potassium sulfites.

2. OBJECTS OF INVESTIGATION 
AND COMPUTATIONAL METHOD

The choice of sodium and potassium sulfites as the
objects of our investigation was motivated by the fact
that, unlike the crystal lattices studied in [5, 6], the
Na2SO3 and K2SO3 lattices consist of oxygen and sulfur
sublattices and three nonequivalent metal sublattices.

On
m–

NO2
–
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Sodium and potassium sulfites have a hexagonal struc-
ture with the lattice parameters determined by Larsson
and Kierkegard [7] and Andersen and Stroemberg [8],
respectively.

Until recently, the electronic structure of alkali
metal sulfite crystals had not been investigated theoret-
ically. In this work, we calculated the band spectrum
E(k), the densities of states N(E), the distributions of
the valence electron charge ρ(r), and the difference
density ∆ρ(r) in different crystallographic planes of
M2SO3 (M = Na, K). The calculations were performed
in the framework of the local electron density func-
tional theory within the pseudopotential approximation
in the basis set of s1p3d5 atomic pseudoorbitals with the
use of the program described earlier in [9].

3. RESULTS AND DISCUSSION

Figure 1 shows the band spectrum of Na2SO3 and
the densities of states of Na2SO3 and K2SO3. The
energy is reckoned from the last occupied state. The
points of the Brillouin zone are designated according to
[10]. In Fig. 1, the two lower weakly disperse bundles
of electron energy bands are omitted. In the density of
states N(E), these bundles correspond to maxima at
−27.3 and –24.5 eV for Na2SO3 and at –27.9 and
−25.3 eV for K2SO3.

The band spectrum of K2SO3 is qualitatively similar
to that of Na2SO3. This similarity is primarily associ-
ated with the anionic nature of the valence states of
these compounds. The location of the energy bands in
the spectra is in reasonable agreement with the energies

of the molecular orbitals of the  ion. The upper
part of the valence band is separated into two subbands,
which is characteristic of the majority of oxyanion
crystals [11]. The contribution to the highest subband is
made predominantly by the O pxy and O pz (z || C3)
orbitals, whereas the lower subband is governed by the

SO3
2–
003 MAIK “Nauka/Interperiodica”
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O pxy and S pxy orbitals. For M2SO3, the absorption edge
is curvilinear, because the valence band top and the
conduction band bottom correspond to the Γ (k = 0) and
A points of the Brillouin zone, respectively. According
to our data, the band gaps Eg in Na2SO3 and K2SO3 are
equal to 3.1 and 3.3 eV, respectively. It should be noted
that the local-density approximation, as applied to the
band calculation, always leads to underestimated val-
ues of the band gap Eg.

Let us now consider the spatial distribution of the
electron charge. The valence charge is predominantly
localized at the anion, specifically at the oxygen ions.
There exist contours of the density ρ(r) that envelope
the anion atoms and the anions as a whole. This leads

Na2SO3

ä R

5

0

–5

–10

N(E), arb. units

1 2

E
, e

V

A∆ ê Éç MU

Fig. 1. Band spectrum of Na2SO3 and the densities of states
N(E) for (1) Na2SO3 and (2) K2SO3.
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to the formation of a layered structure consisting of
anions and cations.

Figure 2 represents the distribution of the difference
density ∆ρ(r) for Na2SO3, which characterizes the
charge transfer between the sublattices. In this figure,
the XY plane at the left corresponds to oxygen atoms
and the YZ plane at the right involves the metal and sul-
fur atoms. The oxygen atom is located at a distance of
0.33 Å from the latter plane. Here, the distances are
given in Å and the distributions of the difference den-
sity ∆ρ(r) are expressed in eÅ–3, where e is the elemen-
tary charge. The contours of the distribution of the dif-
ference density ∆ρ(r) are drawn at intervals of 0.05 eÅ–3.
In both planes, the difference density is negative at the
atomic nuclei and in the vicinity of the metal atom. In
the YZ plane, the difference density is positive both in
the region between sulfur and oxygen atoms with a
maximum of 0.045 eÅ–3 and in the region behind the
nuclei of oxygen atoms. The maxima revealed in the
distribution of the difference density ∆ρ(r) behind the
oxygen nuclei differ in magnitude. In the YZ plane, the
larger maximum is equal to 0.045 eÅ–3 and corresponds
to the oxygen atom nearest to the Na2 and Na3 atoms.
The distances between these atoms and the oxygen
atom are equal to 2.33 and 2.45 Å, respectively. The
Na1–O bond length is 2.47 Å. The distribution of the
difference density ∆ρ(r) shown in Fig. 2 differs funda-
mentally from both the experimental deformation elec-
tron density [1] and the electron density calculated [6]
for MgCO3, in which the maxima in the electron den-
sity behind the oxygen nuclei have a symmetric form
and are equal in magnitude. Thus, the change in the
electron density of the anion occurs due to the different
polarizing effects of the crystallographically nonequiv-
alent sodium atoms.
Fig. 2. Distribution of the difference density in Na2SO3.
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The replacement of the cation upon changing over
to K2SO3 leads to the rotation of the anion with respect
to the C3 axis. Consequently, the oxygen atom is
located in the YZ plane and the K1–O distance becomes
shorter than the K3–O distance. This manifests itself in
the distribution of the difference density for K2SO3. The
map of the difference density in the YZ plane is depicted
in Fig. 3. As before, the positive maxima in the differ-
ence density in the region behind the oxygen nuclei dif-
fer from each other and are equal to 0.08 and 0.06 eÅ–3,
whereas the maximum in the distribution of the differ-
ence density ∆ρ(r) along the S–O bond is 0.03 Å–3. This
value stems from the smaller maximum, as was experi-
mentally demonstrated by Gonda et al. [2].

4. CONCLUSIONS

Thus, the results of our investigation allowed us to
make the following inferences. Upon interaction of the
sublattices, the electron charge is redistributed from the
sulfur atoms toward the midpoint of the S–O bond, thus
providing the covalent component of the chemical bond

Fig. 3. Distribution of the difference density in K2SO3.
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inside the anion, and also from the metal atom to the
anion, which leads to the ionic bond between them. The
crystallographically nonequivalent cations have differ-
ent polarizing effects on the anion. As a result, there
occurs a charge redistribution in the region behind the
nuclei of oxygen atoms. In this case, the maxima
observed in the difference density differ in magnitude,
which leads to a change in the chemical activity. The
excess charge at the S–O bond depends on the cation
nature, which can also affect the stability of the anion.
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Abstract—The unit-cell parameters of the nonlinear crystal K3Li1.88Nb5.12O15 ± δ were measured with x-ray
diffraction in the temperature region 80–300 K. The room-temperature parameters of the crystal of this compo-
sition are a = 12.599 ± 0.001 and c = 4.018 ± 0.001 Å. The temperature dependences of the thermal expansion
coefficients (TECs) along the [100] and [001] crystallographic directions were determined. A small TEC anisot-
ropy was established. The specific heat of this crystal was measured using adiabatic calorimetry in the temper-
ature interval 80–300 K. The experimental data on the specific heat were used to calculate the changes in the
thermodynamic functions. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

K3Li2 – xNb5 + xO15 ± δ (KLN) crystals are promising
materials for use as nonlinear-optical, electrooptical,
and piezoelectric devices due to their broad transpar-
ency region, high radiation strength, and extremely
good nonlinear-optical and electrooptical characteris-
tics. The ferroelectric KLN crystals are tetragonal, with
the room-temperature unit-cell parameters a = 12.5764 ±
0.0002 Å and c = 4.0149 ± 0.0001 Å [1]. Note, how-
ever, that stoichiometric KLN crystals are unstable.
Stable crystals can be prepared only if the melt contains
an Nb excess, i.e., has a nonstoichiometric composition
K3Li2 – xNb5 + xO15 ± δ. By properly varying the melt
composition, growth of KLN crystals with cell param-
eters in the range a = 12.49–12.60 Å and c = 4.01–
4.06 Å was performed in [2]. It is common knowledge
that the melt composition affects not only the crystallo-
graphic parameters but also a number of other physical
properties, such as the Curie temperature and the wave-
length at noncritical phase matching. Because the KLN
crystal is known to be a nonlinear optical material, the
information published on it relates primarily to optical
properties. Moreover, any practical application would
require knowledge of its thermal and thermodynamic
characteristics. This communication reports on a study
of the unit-cell parameters, thermal expansion, and spe-
cific heat of KLN crystals in the temperature region 80–
300 K.

2. GROWTH OF K3Li2 – xNb5 + xO15 ± δ CRYSTALS

The KLN single crystals were grown, using the
Kyropoulos method, from a melt with different ratios of
the starting oxides K2O, Li2O, and Nb2O (30.0, 22.5–
26, and 47.5–44.0 mol %, respectively). The batch was
prepared by successively adding the starting OSCh-
grade components to the melt, with weighing per-
1063-7834/03/4503- $24.00 © 20441
formed after each stage of preparation. The melt vol-
ume was 60–100 cm3. The setup employed was
equipped with a resistive heater. The temperature was
maintained to within ±0.2 K. The crucible was placed
into a vertical growth chamber. After the melt homoge-
nization, a seed crystal was lowered into the surface
zone of the melt. Two seed orientations, [001] and
[100], were used. The best results were obtained with a
[100]-oriented seed; the effect became more pro-
nounced with increasing Li2O concentration. The seed
crystal rotation speed was 40–60 rpm. The crystalliza-
tion onset temperature varied from 1273 to 1303 K. The
temperature was lowered at a rate of 1.0 to 6.0 K/day.
The crystals obtained were yellowish in color and
transparent over the wavelength range from 0.4 to
50.0 µm. Sometimes, the crystals had cracks parallel to
the (001) cleavage plane; these cracks formed in the
course of crystal cooling from the growth temperature
to room temperature.

It is known that the nonlinear optical properties of
an KLN crystal depend on its chemical composition
[2]. For this reason, the lithium ion concentration in
the crystal matrix was determined from measuring the
wavelength at which the KLN crystal of a given com-
position exhibited 90° phase matching at room tem-
perature. The thermal expansion and specific heat
were studied on KLN crystals of composition
K3Li1.88Nb5.12O15 ± δ.

3. EXPERIMENTAL TECHNIQUE AND RESULTS

The unit-cell measurements on KLN crystals were
performed on a TUR-M62 double-crystal diffractome-
ter (with CuKα monochromatic radiation) equipped
with an SG-9 goniometer and a Rigaku low-tempera-
ture x-ray chamber. The KLN samples were used in the
form plates measuring ~5 × 7 × 1 mm cut from single-
003 MAIK “Nauka/Interperiodica”
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crystal ingots. The (00l) and (hh0) planes were used for
reflection. The (00l) plane was fitted to the cut surface
to an accuracy of 3′–8′, and the growth surface coin-
cided with the (hh0) plane. Prior to exposure, the sam-
ple was thermostated at the given temperature for 10–
15 min. The diffraction spectra were obtained by θ–2θ
continuous scanning, with the reflection intensity pro-
files recorded once every 2–4 K at a counter rotation
rate of 1/4 deg/min. The diffraction angles were deter-
mined from the positions of the centers of gravity of the
(006) and (660) reflections to within 0.2′–0.4′. The
parameter c was derived from the experimentally mea-
sured interplanar distance d00l, and the parameter a was
calculated from the values of d00l and dhh0.

The heat capacity of KLN crystals was studied in a
vacuum adiabatic calorimeter with discrete heat injec-
tion at intervals of 1.4–1.9 K. Samples 5.794 g in mass
were heated during measurements at a rate of 0.07–
0.10 K/min. The error in heat capacity measurements,
estimated from Grade-1 KV-quartz as a reference, did
not exceed 0.3% within the temperature interval cov-
ered. The experimental data on the specific heat were

least-squares fitted with a polynomial Ci = .

The room-temperature unit-cell parameters of the
KLN crystal determined by us are a = 12.599 ± 0.001 Å
and c = 4.018 ± 0.001 Å.

Figures 1–3 display temperature dependences of the
lattice parameters a and c and of the unit-cell volume V,
respectively, for the KLN crystal measured in the tem-
perature range 80–300 K. The values of a and c are seen
to increase with temperature. However, these parame-
ters vary differently with temperature. The parameter c
varies linearly, with a break in the c = f(T) curve
appearing at T ≈ 140 K. At the same time, the a = f(T)
curve exhibits a linear segment only in the temperature
range 80–180 K and a strong rise in the interval ≈180–

AiT
i
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3∑
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Fig. 1. Temperature dependence of the unit-cell parameter
a: (1) experimental points, (2) fit to experimental data, and
(3) temperature dependence of the TEC αa.
PH
240 K. The unit-cell volume also grows with increasing
temperature, with a break forming in the V = f(T) curve
at T ≈ 225 K. The a = f(T), c = f(T), and V = f(T) rela-
tions were fitted by a polynomial of the type of L = L0

+ , where L0 and Ai are coefficients. As seen

from Figs. 1–3, the temperature dependences of the
experimental values of the parameters a and c and vol-
ume V (points) can be well fitted by polynomials of this
type (dashed curves). The linear segments of the a =
f(T), c = f(T), and V = f(T) curves were approximated
by linear polynomials. The nonlinear a = f(T) relation
was fitted by an eighth-degree polynomial; the part of
the V = f(T) curve extending from 80 to 255 K, by a
polynomial of third degree. The thermal expansion
coefficients (TECs) αa and αc along the principal crys-
tallographic axes, as well as the volume TEC αV , were
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Fig. 2. Temperature dependence of the parameter c:
(1) experimental points, (2) fit to experimental data, and
(3) temperature dependence of the TEC αc.
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Fig. 3. Temperature dependence of unit-cell volume V:
(1) experimental points, (2) fit to experimental data, and
(3) temperature dependence of the TEC αV .
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Fitted values of the specific heat and the changes in thermodynamic functions of KLN

T, K
Cp(T) S(T)–S(80 K) Φ(T)–Φ(80 K) H(T)–H(80 K)

J/(K mol) J/mol

80 169.94 0.000 0.000 0.0
100 218.57 43.10 9.956 3885
120 262.88 86.86 24.70 8700
140 303.01 130.4 42.00 14359
160 339.13 173.3 60.71 20780
180 371.49 215.1 80.21 27886
200 400.16 255.7 100.1 35603
220 425.35 295.1 120.1 43858
240 447.20 333.0 140.1 52583
260 465.91 369.6 159.9 61714
280 481.64 404.7 179.6 71190
300 494.55 438.4 198.9 80952
derived from the relation αL = ∆L/(∆TL), where L = a,
c, V correspond to the midpoint of the segment ∆T for
which the TEC is determined and ∆L is the change in
the parameters within this segment.

Figures 1–3 (solid curves) present temperature
dependences of the TECs αa = f(T) and αc = f(T) along
the [100] and [001] directions, as well as of the volume
TEC αV = f(T). As seen from Figs. 1 and 2, the KLN
crystal exhibits a small anisotropy in thermal expan-
sion, with the values of the TEC along the [001] direc-
tion being somewhat larger than those along [100]
throughout the temperature range covered. The αa =
f(T) curve shows a maximum near ~210 K, whereas in
the other temperature ranges, the values of αa do not
exceed 0.05 × 10–4 K–1. The αc = f(T) dependence

500

400

300

200

100 150 200 250 300
T, K

Cp, J/(K mol)

Fig. 4. Temperature dependence of the specific heat of the
KLN crystal.
PHYSICS OF THE SOLID STATE      Vol. 45      No. 3      2003
(Fig. 2) behaves differently. At T ≈ 140 K, the αc = f(T)
curve undergoes a jump, while above and below 140 K,
the TEC remains at a constant level. The volume TEC
αV grows with increasing temperature and then, at T ≈
225 K, falls off sharply and no longer varies with a fur-
ther increase in temperature (Fig. 3).

Figure 4 shows the experimental data on the specific
heat of the crystal plotted as a function of temperature
in the range 80–320 K. It is seen that the specific heat
Cp of the KLN crystal grows smoothly with increasing
temperature; however, no saturation is achieved. The
Cp(T) curve constructed by smoothing the experimental
data was used to calculate, through numerical integra-
tion, the changes in the thermodynamic functions of the
KLN crystal, namely, the entropy, enthalpy, and
reduced Gibbs energy. The fitted values of the specific
heat and the corresponding changes in the thermody-
namic functions are listed in the table.

4. CONCLUSION

Thus, we have determined the TECs along the princi-
pal crystallographic axes, the specific heat, and the
changes in the thermodynamic functions for an KLN
crystal over a broad temperature range, which may prove
very useful in applications of these crystals as nonlinear-
optical, electrooptical, or piezoelectric devices below
room temperature.
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Abstract—Photoluminescence spectra of an opal with an anatase layer grown on its inner surface were studied.
Measurements were carried out with a high angular resolution at various pump power levels and detection
angles. The intensity and probability of emission were found to acquire an anisotropy corresponding to the fre-
quency and angular dispersion of the first opal photonic band gap. As the pump power increases, the suppres-
sion of spontaneous emission in the photonic band gap is shown to be replaced by its amplification. The ampli-
fication of spontaneous emission is tentatively assigned to the existence of localized defect optical modes in the
photonic band gap. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Light sources based on photonic crystals (PhCs) can
presumably exhibit a high efficiency through suppres-
sion of spontaneous emission in the broad spectral
region referred to as the photonic band gap (PBG) and
narrow-band amplification of the emission in the region
of a sharp drop in the density of photon states [1–3].

Of most interest are three-dimensional (3D) PhCs,
where the PBG does not depend on direction. However,
no 3D PhCs with an omnidirectional PBG in the visible
region have been developed thus far; therefore, the best
studied 3D PhCs in the optical range are anisotropic
PhCs, in particular, conventional and inverted opals [4].
Because of the PBG anisotropy and of the PhCs being
of finite size, the optical-mode density spectra contain
a considerable fraction of propagation modes at the
PBG frequencies. We shall call such a PBG a stop band
in what follows. The high density of photon states in the
region of the stop band accounts primarily [5] for the
insignificant variation of the radiative recombination
probability in opals with a low refractive-index contrast
[6, 7].

Despite the absence of PhCs with a complete PBG,
the effect of the photonic band gap on the light source
emission is fairly large in the angular region corre-
sponding to the Bragg cone, i.e., in the angular space
region inaccessible for propagation of electromagnetic
(EM) waves with frequencies in the stop band. The
emission intensity is observed to decrease in the stop
band region in practically all well-ordered opals [8].
Until recently, however, the variation in the emission
probability associated with the existence of the stop
band was a subject of debate [9]. Alternative mecha-
nisms capable of varying the spontaneous emission rate
involve distributed feedback in a periodically modu-
lated scattering medium and photon localization in an
irregular scattering medium, in which the phase coher-
1063-7834/03/4503- $24.00 © 0444
ence condition can be satisfied randomly in certain
regions [10]. Both mechanisms operate in opals with a
very low refractive-index contrast to produce lasing,
whose parameters are either associated with the struc-
ture [11] or originate from diffuse scattering [12].

Opals contain a considerable number of uncontrol-
lable defects [13] with modes that differ from those of
a crystalline PhC. Obviously enough, radiation can be
supported by modes of either type, with the probability
of spontaneous emission in a given mode depending on
the actual type of EM field mode employed (the Parcell
effect [3]). Thus, it appears natural to look for a possi-
ble modification of spontaneous emission in opals
where there are no ideal PhC modes, i.e., in the Bragg
cone. A distinctive feature of this modification of radi-
ation will be the occurrence of an anisotropy in corre-
spondence with the PhC symmetry. Photoluminescence
(PL) measured with a high angular resolution could be
used as a possible tool in this search.

The position of the emitter in the PhC unit cell is an
important factor in the amplification of spontaneous
emission, because the larger the electric field amplitude
of an optic mode at the emitter site, the higher the emis-
sion probability. As shown earlier, in polymer opals
with a refractive-index contrast of about 1.5 to 1 that
have a light source inside the spheres, the PL intensity
in the stop band region grows ~10% slower with
increasing pump power [14]. As the refractive-index
contrast increases, the EM field concentration in the
spheres is amplified, which may increase the efficiency
of excitation transformation into emission. This com-
munication reports on an experimental increase in the
contrast reached by coating the inner opal surface with
TiO2.
2003 MAIK “Nauka/Interperiodica”
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2. MATERIAL AND EXPERIMENTAL 
TECHNIQUE

The samples employed in this study were prepared
from SiO2 opals with a pore volume fraction of 13%.
The porosity was reduced by sintering and burying the
opal pores with amorphous silica to strengthen the opal
following sedimentation. The accessible porosity was
determined from the diffraction resonance frequency
shift of the opal in the [111] direction of its fcc lattice
after filling it with oil with a known refractive index.
The inner surface of the opal was coated by a thin layer
of TiO2 in a 26-fold molecular layering procedure; this
process is described in considerable detail in [15]. The
Ti content in the opal, as derived from x-ray micro-
probe analysis, was about 6.4%. The Raman scattering
spectrum of the composite thus obtained is dominated
by a band at 141 cm–1 characteristic of crystalline TiO2
(anatase). Electron microscopy yielded 234 nm for the
opal sphere diameter and about 100 µm for the crystal-
lites making up the opal. Light is emitted in this sample
by oxygen defects present in the amorphous silica.

The sample used was in the form of a plate about
0.3 mm thick, with the wide face oriented along the
(111) opal plane. The PL was excited optically by a cw
argon-laser line (351.4 nm). The radiation was col-
lected within a solid angle of about Ω = 0.35° from the
sample side opposite to the illuminated face (Fig. 1)
and measured with a PM tube with a photon counter
located near the double-grating monochromator. The
reflection spectra were obtained with halogen incandes-
cent lamp radiation after dispersion in a monochroma-
tor. The reflected intensity was measured with a PM
tube in a solid angle of about 1° at a reflection angle
equal to the angle of incidence.

3. EXPERIMENTAL RESULTS

The TiO2 coating increased the average refractive
index by 0.07, which shifted the Bragg resonance from
2.33 to 2.2 eV. In the effective-medium approximation,

where ni is the refractive index and fi is the relative
filling of the opal by a substance with the corresponding
refractive index; this shift corresponds to a 4.6% filling
of the total volume of the starting opal by anatase. Thus,
the PhC studied consists of SiO2 spheres coated by a
layer of anatase about 7 nm thick, with the pores occu-
pying approximately 8% of the total volume.

Figure 1a presents sample reflectance spectra mea-
sured at angles 0°, 20°, and 40° with respect to the
[111] opal lattice axis. The relative FWHM of the
Bragg peak in the reflectance spectrum is ∆E/EB ≈ 0.05,
where EB is the resonance frequency. This figure is
slightly smaller than the band width calculated for an
opal with 26% porosity [16], which is in agreement
with the data on the stop band narrowing along the
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nSiO2

2
f SiO2

nTiO2

2
f TiO2

f air,+ +=
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[111] direction with increasing the fraction of dielectric
in the opal [17].

The opal PL spectra (Fig. 1b) contain a minimum
that coincides in position with the Bragg peak in the
reflectance. As the angle of observation increases to
40°, the minimum in the PL spectrum shifts toward
higher frequencies and washes out both because of dis-
order in the opal lattice and as a result of approaching
the edge of the PL band.

Figure 1c displays the relative PL (RPL) spectra
obtained by dividing the PL spectra by the PL spectrum
measured at an angle θ = 80° to the [111] axis. The lat-
ter spectrum is accepted as a reference, because it con-
tains all the characteristic spectral features of the light
source used, except the photon band gap effect. RPL

1.0

0.5

0

1.0

0.5

1.0

0.5

2.0 2.2 2.4 2.6

(a)

(b)

(c)

θ = 5° 20° 40°

Reference

40°
20°

0°

40°

20°
0°

Energy, eV

N
or

m
al

iz
ed

re
la

tiv
e 

PL
N

or
m

al
iz

ed
PL

 in
te

ns
ity

N
or

m
al

iz
ed

re
fl

ec
ta

nc
e

PL
Ω

[111]
Sample

Laser
beam

Fig. 1. Optical spectra of an opal with TiO2. (a) Sample
reflectance spectra plotted vs. incidence angle. The angles
are specified near the curves. θ = 0° corresponds to the [111]
axis in the opal fcc lattice. (b) PL spectra for the same direc-
tions. The spectrum for θ = 80° used as a PL reference for a
sample without a stop band is translated vertically. (c) Rel-
ative PL spectra derived from PL spectra for θ = 0°, 20°, and
40° by dividing them by the reference spectrum. The spectra
are normalized against their maxima. The inset on top
explains the photoluminescence measurement scheme.
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spectra permit one to determine the central frequency
and the width of the stop band in the emission. The stop
band in the emission, Ec(θ = 0°) = 2.2 eV, is seen to be
centered at the diffraction resonance frequency, its rel-
ative width being ∆E/Ec = 0.07. The PL intensity in the
stop band is 40–50% suppressed. The RPL spectrum
apparently differs from the transmittance spectrum in
the fact that the contribution to the radiation comes
from the near-surface sample region, where the effect
of the stop band is comparatively weaker than in the
bulk of the opal, and in the radiation source being non-
collimated. The Bragg attenuation length in the [111]
direction can be estimated from the width of the reso-
nance peak as

where d = 0.816D is the lattice period in this direction.
Thus, the RPL spectra obtained give one an idea of the
relative decrease in the number of optic modes in the
stop band.

The PL spectra were taken at various pump power
levels. To reveal weak changes in the PL spectrum
shape more clearly, the ratios of two spectra measured
at different pump intensities were plotted. As seen from
Fig. 2a, for θ = 0°, the ratio of the two PL spectra
obtained at pump powers of 10 and 100 mW passes
through a minimum centered at the Bragg frequency.
The amplitude of the ratio is ~6.5, which is less than the
increment of the pump power, apparently due to nonra-
diative recombination. A Gaussian fit to the minimum
in the ratio spectrum (RS) permits one to estimate the
relative FWHM of the minimum as 0.04 and its relative
depth as ~20% (Fig. 2a). The corresponding attenuation
length for this line is about twice the Bragg attenuation
length.

As the pump power is increased from 100 to
450 mW, the minimum at the Bragg frequency in the

LB 2dλB/π∆λ 2280 nm,≈=

Fig. 2. (a) Ratio of PL spectra obtained under 100- and
10-mW pumping (thick line) and fitting a Gaussian to the
RS (points). The relative PL spectrum (thin line) for θ = 0°
is shown for comparison. (b) An RS derived from PL spec-
tra measured at pump powers of 450 and 100 mW. The RS
presented was obtained by averaging over several measure-
ments.
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RS is replaced by a maximum (Fig. 2b). The band in
this spectrum is shifted by 0.05 eV toward lower fre-
quencies with respect to the central frequency of the
stop band. Figure 3 displays PL ratio spectra for θ = 0°,
20°, and 40° measured at the same pump power incre-
ments. The minima and maxima in the ratio spectra are
locked in frequency to the Bragg resonance and shift in
accordance with its angular dispersion. The red shift of
the peak band relative to the Bragg gap remains the
same for all directions.

4. DISCUSSION OF RESULTS

To interpret the experimental data correctly, we con-
sider the emission in opal. The wide-band emission in
the SiO2 opal is known to be produced by the oxygen
vacancies in silicon dioxide [15]. The PL intensity of an
unstructured sample is distributed spectrally in accor-
dance with the occupation probability of the oxygen
vacancy excited states; note that because the emitting
dipoles are randomly oriented, the light sources can be
considered to be points. By contrast, in ordered opal,
there is a band structure for the allowed modes.
Because the photon band gap is strongly dispersed, an
ideal opal has no eigenmodes of a given frequency only
for certain values of the wave vector and, accordingly,
in the region of the Bragg cone in real space. However,
if an opal lattice defect mode does exist in the photon
band gap, this mode can also propagate in the direction
of the diffraction resonance. In the case of low defect
density, the EM modes of a nonideal PhC can be con-
ventionally divided in two reservoirs, namely, modes of
an ideally packed PhC and those of defects. The density
of defect modes in allowed bands is low in comparison
with that of the eigenmodes of a defect-free PhC; there-
fore, the only regions where defect modes can notice-
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Fig. 3. RS for θ = 0°, 20°, and 40° measured for pump
power increments of 100 mW/10 mW (top row) and
450 mW/100 mW (bottom row). The angles are specified
for each graph. The RSs were averaged over several mea-
surements. Relative PL spectra are represented by thin lines
in the bottom row to indicate the stop band position.
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ably affect the PhC optical properties are the stop
bands.

According to Fermi’s golden rule, the probability of
spontaneous emission depends on the optical-state den-
sity and on the EM field structure of the modes associ-
ated with the emitter. Because the opal under study
does not differ strongly in its properties from an ideal
fcc sphere packing, the minimum in the total density of
states in the region of its Bragg photonic band gap is
only a few percent [18]. Accordingly, theory (see, e.g.,
[7] for the opal) predicts an insignificant decrease in the
emission probability for a source in the opal.

In the case of an opal with defects, this consider-
ation should be apparently modified because of the
emission being connected either with the modes of an
ideal lattice in an allowed band or with the modes of
defects in the Bragg cone. It may be expected that, first,
the radiative recombination probabilities outside and
inside the stop band will be different due to the Parcell
effect [3] and, second, the effective recombination
probability will inherit an anisotropy from the opal
Bragg stop band.

Radiation in the opal is transported both ballistically
and through diffusion. Ballistic photons exit the opal
without scattering; i.e., they belong to the modes
involved in a recombination event. By contrast, photons
which have undergone multiple scattering lose infor-
mation about their origin. The photon mean free path in
opals is 7–10 µm [19], which is larger than the Bragg
attenuation length. It is this length that determines the
escape depths of ballistic photons. Note that the relative
fraction of diffusely scattered photons is determined by
the defect density and is independent of the pump
power; therefore, the RS reflects the ballistic radiation
component only.

Because a defect is enclosed in a Bragg resonator,
those of its modes whose frequencies and wave vectors
lie in the stop band are localized; i.e., these modes are
similar to those of a resonator with a Q factor deter-
mined by the coupling of a given mode with free-space
propagating modes. In the case of optical pumping,
localization of a mode results in amplification of the
emission in proportion to the mode Q factor. Thus, as
the pump power is increased, the occupation of all
modes increases, but this increase is superlinear for the
localized modes only.

The spontaneous emission probability in the stop
band is a composite function of both the number of
modes and their Q factor; therefore, this probability can
be both lower and higher than that of emission in the
allowed bands, depending on the pump level. The evo-
lution of an RS with pump intensity reflects the balance
of competing processes; more specifically, at low
pumping powers, spontaneous emission in the stop
band is suppressed, while at higher pump intensities,
amplification prevails. The red shift of the emission
gain band relative to the central frequency of the stop
band is caused by the EM wave field being concen-
PHYSICS OF THE SOLID STATE      Vol. 45      No. 3      2003
trated in the dielectric component of the opal. This
observation argues for the proposed description of the
role of defects as a weak perturbation of the EM field
distribution in an opal.

5. CONCLUSION

Thus, in order to estimate the relative suppres-
sion/amplification of spontaneous emission in the stop
band, we analyzed the PL spectrum distortion of ballis-
tically propagating modes by constructing ratio spectra.
It has been found that the RS has a feature at the stop
band frequencies as a result of the emitter coupling with
the PhC eigenmodes beyond the stop band and with
defect modes in the stop band being different. The RS
minimum in the stop band observed at low pump pow-
ers is a consequence of the small number of modes
which can couple with the emitter. By contrast, the RS
maximum, which occurs at a higher pump intensity, is
apparently due to the emitter being more efficiently
coupled to the localized defect modes than to the free-
space propagating PhC modes. The method used here
to construct the RS is a facilitated version of a more
general method for obtaining a spectrum of the expo-
nent in the dependence of the emission intensity on
pump power, which will be described in a later publica-
tion. Summing up the results obtained in this study, we
can say that while stop band dispersion in opal gives
rise to a clearly pronounced emission directivity pattern
[20], the same dispersion results in an anisotropy of the
effective spontaneous emission probability in the pres-
ence of two types of optical modes.
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Abstract—The thermal conductivity of optically transparent zinc selenide polycrystals fabricated by vapor
deposition was experimentally studied in the temperature range 80–400 K in the as-deposited state and after
deformation along the crystal growth direction followed by recrystallization. In the low-temperature range, tex-
tured ZnSe samples exhibit anisotropy of the thermal conductivity, which also persisted after their deformation
and recrystallization. The anisotropy of the thermal conductivity is caused by phonon scattering by dislocations
oriented along the crystal growth direction. The thermal conductivity of ZnSe at T > 270 K is shown to be lim-
ited by the scattering of acoustic phonons by optical phonons. © 2003 MAIK “Nauka/Interperiodica”.
Zinc selenide is a wide-spectrum optical material
used as elements of structural optics in infrared systems
and laser setups. Apart from having to be transparent in
a wide spectral range, materials applied in IR engineer-
ing must have high mechanical strength and exhibit iso-
tropic properties. Polycrystalline optical materials are
best suited to these requirements [1]. Vapor deposition
methods have been extensively used in recent years to
fabricate them. Polycrystals grown using such methods
have a low amount of impurities and other defects,
which substantially improves the optical properties of
samples; however, texture appearing during the growth
of crystals can significantly affect the thermal and
mechanical properties of materials. The negative effect
of texture on the thermal and mechanical properties of
samples can be reduced by subjecting them to deforma-
tion and recrystallization.

Operation of the elements of structural optics under
varying thermal conditions and high thermal loads
requires knowledge of the thermal conductivity κ of a
given optical material. The thermal conductivity of sin-
gle-crystal ZnSe was studied in [2]. Data on κ of poly-
crystalline ZnSe as a function of texture and deforma-
tion are not available in the literature. The investigation
of the thermal conductivity of ZnSe polycrystals pre-
pared by vapor deposition will allow one not only to
obtain data on κ required for engineering calculations
but also to gain insight into the mechanisms of heat
transfer in texturized samples and samples subjected to
deformation and recrystallization.

The purpose of this work is to experimentally study
the thermal conductivity of polycrystalline ZnSe and its
temperature dependence, as well as to study the varia-
tion of κ with the ZnSe structure. The investigation of
1063-7834/03/4503- $24.00 © 0449
the effect of the phonon spectrum of ZnSe on the value
and temperature dependence of κ is also of interest.

Samples for investigation were cut from zinc
selenide blocks having different technological histo-
ries. The material from which samples 1 and 2 were cut
was fabricated by vapor deposition onto a heated sub-
strate in a closed container at a temperature of 1250 K
and a deposition rate of 0.8 mm/h. The polycrystalline
material obtained under these conditions had a pro-
nounced columnar structure with the preferred 〈111〉
orientation of crystallites. The mean grain size in the
deposition plane is 2 mm. A micrograph of the as-
deposited ZnSe polycrystal is shown in Fig. 1a. Sam-
ples 3 and 4 were cut from the same blocks as samples
1 and 2, but the blocks were additionally subjected to
deformation under pressure in the direction parallel to
the direction of crystal growth and to recrystallization.
The deformation and recrystallization of the polycrys-
talline blocks were carried out sequentially at a temper-
ature of 1150 K and a pressure of 150 MPa for 15 min
and followed by annealing at 1450 K for 20 min. The
ZnSe polycrystals subjected to deformation and recrys-
tallization consisted of crystallites without any pre-
ferred orientation (Fig. 1b). Workpieces fabricated by
the technique described above were used to cut samples
measuring 15 × 6 × 6 mm in two mutually perpendicu-
lar directions (Fig. 2). According to x-ray diffraction
analysis, the samples had a cubic (sphalerite) structure.

We measured the absolute values of κ in the temper-
ature range 80–400 K in vacuum using a stationary
method on a device similar to the “A”-type device
described in [3]. The schematic of the heat-flow direc-
tions in the measuring cell of the device with respect to
the sample texture and the pressure applied for defor-
mation is shown in Fig. 2. We measured κ in the geom-
2003 MAIK “Nauka/Interperiodica”
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(‡) (b)

Fig. 1. Micrographs of ZnSe polycrystals: (a) an as-deposited sample and (b) the same sample but after deformation and recrystal-
lization.
etry where the heat flow through a sample was either
coincident with the preferred growth direction of crys-
tallites or normal to it. The margin of relative error of
measuring κ was smaller than 2% over the whole tem-
perature range studied.

The experimental data on the thermal conductivity
of ZnSe samples with various technological histories
and heat-flow directions with respect to the texture are
shown in Fig. 3. The numerals on the curves in Fig. 3
correspond to the numbers of samples in Fig. 2. The κ
data for single-crystal ZnSe from [2] are also given in
Fig. 3. As is seen, the κ values and its temperature
dependences for polycrystalline ZnSe samples are
close to those presented in [2] for a single-crystal ZnSe.

The temperature dependences of κ(T) for samples 1–
4 at T > 300 K are virtually coincident. In the low-tem-
perature range, the experimental results exhibit κ
anisotropy in the polycrystalline ZnSe with respect to
the crystallite growth direction. At 80 K, the thermal
conductivity of sample 1, for which the heat-flow direc-
tion coincided with the crystal growth direction, is 14%
higher than that of sample 2, for which the heat-flow
direction was normal to the crystal growth direction
(curves 1, 2 in Fig. 3, respectively,). The thermal con-
ductivities of polycrystalline samples additionally sub-
jected to deformation and recrystallization (samples 3,
4) also exhibit anisotropy, depending on the heat-flow
direction through the sample.

Q

P1 2

3 4

Q

Q
Q
P

Fig. 2. Schematic of the texture and the directions of a heat
flux Q and an applied stress P in samples 1–4 during mea-
surements of κ.
PH
Consider possible contributions to the total thermal
conductivity of the samples studied. Since the electrical
resistivity of ZnSe is high, the electronic component of
the thermal conductivity is negligible. The high optical
transparency of ZnSe suggests that heat transfer can
proceed in it via electromagnetic radiation. We esti-
mated the photon component κphot of the thermal con-
ductivity in the samples using the Genzel formula [4].
When calculating κphot, we used the absorption coeffi-
cients calculated from the experimental data on the
transparency of the samples studied. The refraction
indices were taken from [5]. Our estimation showed
that κphot is insignificant in the low-temperature range,
is equal to 2% of the total thermal conductivity at
300 K, and is equal to 6% at 400 K. Thus, in the tem-
perature range studied, heat transfer in the ZnSe crys-
tals is due mainly to lattice vibrations; the κphot contri-
bution to κ should be taken into account only in the
range 300–400 K.

Since the ZnSe samples have cubic structure, the
anisotropy of κ experimentally observed in the low-
temperature range cannot be explained in terms of the
anisotropic elastic properties of the crystal lattice. The
κ anisotropy in the polycrystalline ZnSe samples can be
due to the presence of a preferred direction of intercrys-
talline boundaries and oriented dislocations. To reveal
the role of boundaries in phonon scattering and in
decreasing κ in the polycrystalline ZnSe, we calculated
the mean free path of phonons in this material. Accord-
ing to the Debye kinetic relation, the lattice thermal
conductivity κph of a dielectric crystal is

(1)

where Cv is the specific heat (per unit volume) of the
crystal, v  is the mean velocity of sound, and l is the
mean free path of phonons. The experimental κph data
for zinc selenide allow us to estimate the mean free path
of phonons at various temperatures using Eq. (1). In

κph
1
3
---Cv v l,=
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order to calculate l, we took the Cv values for ZnSe
from [6] and the v  values from [7]. The mean free path
of phonons in the ZnSe polycrystals is found to be l =
(1.3–11) × 10–7 m at 80 K, depending on the heat-flow
direction with respect to the crystallite growth direc-
tion, and 2.2 × 10–9 m for all samples at 400 K. A com-
parison of l in the polycrystalline ZnSe with the crystal-
lite size (2 mm) shows that scattering by boundaries
does not affect κ in the temperature range covered.

Now, we analyze the dislocation structure of the
samples. Crystals of II–VI compounds are known to
grow via screw dislocations whose axes coincide with
the growth direction [8]; therefore, the samples studied
contain screw dislocations with a preferred orientation
along the crystal growth direction.

According to [9], the lattice thermal resistance W
due to phonon scattering by dislocations can be repre-
sented as

(2)

where L is the dislocation length, σ is the dislocation
scattering cross section, α is the angle between the dis-
location axis and the temperature gradient direction,
and k is a constant depending on the phonon frequency.
It follows from Eq. (2) that the phonon scattering by
dislocations decreases with decreasing angle between
the dislocation axis and the temperature gradient direc-
tion. When measuring κ, we oriented polycrystalline
ZnSe samples so that the direction of screw disloca-
tions that appear during the growth of the samples was
coincident with the heat-flow direction (sample 1) or
was normal to this direction (sample 2). The thermal
conductivity of sample 1, in which dislocations were
oriented along the heat-flow direction, is higher than
that of sample 2, in which dislocation axes were normal
to the heat flow direction. Thus, the anisotropy of the
thermal conductivity in the polycrystalline ZnSe can be
related to dislocations oriented along the crystal growth
direction. The contribution to the thermal resistance
from dislocations can be determined from the experi-
mental thermal resistances of samples 1 and 2: Wd =
W2 – W1, where W1 and W2 are the thermal resistances
of samples 1 and 2, respectively. In the temperature
range 80–400 K, Wd is found to be constant for the
ZnSe samples.

In the ZnSe polycrystals additionally subjected to
deformation and recrystallization, κ decreases in the
same manner for both the samples in which the heat-
flow direction coincides with the applied stress and the
samples in which these directions are perpendicular to
each other. Hence, deformation of polycrystals creates
defects that reduce the thermal conductivity irrespec-
tive of the orientation of the heat flow through the sam-
ple with respect to the applied-stress direction. The
anisotropy of the thermal conductivity with respect to
the crystal growth direction remains even after defor-
mation and recrystallization, which may be considered
an indication that the preferred dislocation orientation

Wd kLσ α ,sin=
PHYSICS OF THE SOLID STATE      Vol. 45      No. 3      200
is retained after deformation and recrystallization of the
samples.

Figure 4 shows the temperature dependence of the
lattice thermal resistance of the polycrystalline ZnSe
(sample 1). As is seen, the slope of the W(T) depen-
dence changes near 270 K. Similar temperature depen-
dences of W are also observed for samples 2–4. It is
well known that the temperature dependence of the
thermal resistance of real crystals can be represented as

(3)

The coefficient B, which determines the slope of the
W(T) straight line, characterizes the material, and the
coefficient C depends on impurities. Since B ~ γ2/θ3 (γ
is the Güneisen parameter, θ is the Debye temperature)
[10], a change in the quantity γ2/θ3 specifies a change in
the slope of the temperature dependence of the thermal
resistance. The values of γ and θ for longitudinal (LA)
and transverse (TA) acoustic phonons are different.
Therefore, the ratio γ2/θ3 (and, hence, B) can change
when the contributions from LA and TA acoustic
phonons to the heat transfer vary.
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Fig. 3. Temperature dependences of the thermal conductiv-
ity κ in polycrystalline ZnSe samples. Numerals 1–4 on the
curves correspond to the numbers of samples in Fig. 2.
Curve 5 shows the κ data for single-crystalline ZnSe from
[2].
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A change in the W(T) slope caused by changes in
the contributions from LA and TA acoustic phonons to
heat transfer was observed in ZnS, which is similar to
ZnSe, in a temperature range in which all TA phonons
were excited and the number of LA phonons continued
to increase with temperature [11]. The phonon spec-
trum of ZnSe [12] suggests that a similar change in the
fraction of LA phonons participating in the heat trans-
fer in ZnSe can occur in the range 100–250 K. How-
ever, as is seen from Fig. 4, the slope of the W(T) depen-
dence in this temperature range remains unchanged.
The absence of specific features in the W(T) depen-
dence at T < 270 K becomes clear if we calculate the
magnitude of γ2/θ3 for LA and TA phonons. Using the
γ and θ values from [12], we found that the values of
γ2/θ3 for TA and LA phonons in ZnSe differ from each
other by a factor of 1.2. Because of this small differ-
ence, the involvement of an additional number of LA
phonons in the heat transfer does not affect B notice-
ably, as opposed to ZnS, where the ratios γ2/θ3 for TA
and LA phonons differ from each other by a factor of
more than three.

At 280 K, TA and LA phonon branches in ZnSe are
completely excited (the values of θ for TA and LA
phonons are 101 and 280 K, respectively [12]). In this
temperature range, optical phonons, for which the char-

Fig. 4. Temperature dependence of the lattice thermal resis-

tance (W = ) of the polycrystalline ZnSe (sample 1).κph
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acteristic temperatures of the transverse and longitudi-
nal branches are 300 and 330 K, respectively, become
excited [12]. Having low dispersion, optical phonons
contribute only slightly to the heat transfer. Since the
energy gap between the acoustic and optical branches
of ZnSe is small, acoustic phonons can be scattered by
optical phonons, which can cause an increase in the lat-
tice thermal resistance and in the slope of the W(T)
dependence observed at T > 270 K in the samples
studied.

Thus, we experimentally determined the tempera-
ture dependence of the thermal conductivity of poly-
crystalline zinc selenide fabricated through vapor dep-
osition. We found that, in the temperature range stud-
ied, κ of the polycrystalline ZnSe is not affected
noticeably by phonon scattering by the boundaries of
crystallites with a mean size of 2 mm. At 80–200 K,
textured polycrystalline ZnSe samples exhibit signifi-
cant anisotropy in their thermal conductivity, which is
explained by phonon scattering by screw dislocations
oriented along the crystal growth direction. Additional
deformation and recrystallization reduce the thermal
conductivity of polycrystalline ZnSe samples, irrespec-
tive of the angle between the heat-flow and applied-
stress directions. A change in the slope of the W(T)
dependence detected at 270 K is caused by scattering of
acoustic phonons by optical phonons, which becomes
significant in the high-temperature range.
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Abstract—The experimental data on the elastic constants Cij for crystals with diamond and sphalerite structure
at T = 293 K were used to check the Born relation Λ = 4C11(C11 – C44)/(C11 + C12)2 = 1. The relation was shown
to be satisfied with a low accuracy for diamond due to a large scatter in the Cij experimental values and with
accuracies of 8.3, 7.6, 1.6, and 1.0% for Si, SiC, Ge, and α-Sn, respectively. For II–VI, III–V, and I–VII com-
pounds with sphalerite structure, Λ was found to systematically deviate from unity toward lower values, and it
was shown that the quantity (1 – Λ) can be used to estimate the bond ionicity in these crystals. The effect of
anharmonicity on the Λ values for Ge, Si, GaAs, InAs, and ZnSe was estimated; this effect was found to be
insignificant. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The relation between the elastic constants Cij of
cubic crystals with diamond structure derived by Born
in 1914 [1] has the form

(1)

The constants Cij of diamond were measured using
an ultrasonic technique only 32 years later [2], and
Born noted satisfactory agreement between Eq. (1) and
experiment (Λexp = 1.1) in his report at the International
Conference on Lattice Dynamics in 1964 [3]. Then, five
more papers were published [4–8] in which the con-
stants Cij of natural diamond single crystals were mea-
sured using x-ray diffraction and precision acoustic
methods (Table 1).

It follows from Table 1 that relation (1) holds only
for the data from [2, 4], whereas the more recent Cij

data obtained in [6, 8] using precision methods show
that this relation is not actually true. This discrepancy is
caused by a large scatter in the values of the off-diago-

Λ
4C11 C11 C44–( )

C11 C12+( )2
-------------------------------------- 1.= =
1063-7834/03/4503- $24.00 © 0453
nal component C12 (measured with a lower accuracy
than C11 and C44, which also substantially differ) rather
than by disadvantages inherent to the two-parameter
Born force model.

Thus, natural diamond single crystals are rather
unreliable objects in precision measurements of their
elastic properties when acoustic methods are used
because of their small sizes, varying density, differing
defect and impurity levels depending on the diamond
deposit, etc. (see, e.g., [7, 9]).

These circumstances stimulated further investiga-
tions, in which Eq. (1) was modified by various authors
to make the Born model more complex in order to
describe diamond-like structures [10, 11].

Nevertheless, Huntington [10, Table XIII] empha-
sized that Eq. (1) suits Ge, Si, ZnS, InSb, and InAs
much more accurately than does the equation modified
by Harrison.

Relation (1) modified by Keating [12] is accurate
within 0.6% for diamond and 1% for Si; however, the
accuracy for Ge is only 9%, which is significantly
worse than the accuracy to which the original Born
Table 1.  Elastic constants Cij (in 1011 dyn/cm2) and Λ values for diamond

T, K C11 C12 C44 Λ Reference Experimental
technique

293 95.0 39.0 43.0 1.10 [2] Acoustic

298 93.2 41.1 41.6 1.06 [4] Acoustic

573 110.0 33.0 44.0 1.42 [5] X-ray diffraction

300 107.6 12.5 57.6 1.49 [6] Precision acoustic

298 107.6 27.5 51.9 1.31 [7] Precision acoustic

298 107.9 12.4 57.8 1.494 [8] Precision acoustic
2003 MAIK “Nauka/Interperiodica”
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Table 2.  Λ(293)/Λ(0) values with allowance made for anharmonicity

Crystal γ β γβ Λ(293) Λ(0) Λ(293)/Λ(0)

Ge 0.72 17.4 12.53 1.016 1.018 0.998

Si 0.45 7.5 3.37 1.083 1.089 0.994

InAs 0.58 13.23 7.67 0.882 0.880 1.002

GaAs 0.52 17.4 9.05 0.940 0.941 0.998

ZnSe 0.65 21.42 13.92 0.825 0.826 0.998

Table 3.  Elastic constants Cij (in 1010 Pa), deviations C12 – C44 from the Cauchy relation, Λ values, and ionicities measured

on the Phillips (fi) and Bazhenov ( ) scales for crystals with the diamond and sphalerite structures at T = 293 K

Crystal C11 C12 C44 C12 – C44 Λ 1 – Λ fi

Ge 12.60 4.40 6.77 –2.33 1.016 0 0

Si 16.01 5.78 8.00 –2.22 1.083 0 0

β-SiC 41.05 16.43 19.38 –2.95 1.076 0 0

α-Sn 7.45 3.48 3.40 +0.080 1.01 0 0

AlP 13.82 6.065 6.90 –0.835 0.967 0.033 0.307 0.321

AlSb 8.939 4.427 4.155 +0.27 0.795 0.205 0.426 0.214

GaP 14.11 6.349 7.034 –0.685 0.9545 0.046 0.374 0.347

GaAs 11.76 5.268 5.965 –0.697 0.940 0.060 0.310 0.314

GaSb 8.839 4.033 4.316 –0.283 0.9651 0.032 0.261 0.270

InP 10.22 5.76 4.60 +1.16 0.899 0.101 0.421 0.414

InAs 8.337 4.538 3.952 +0.586 0.882 0.118 0.367 0.381

InSb 6.472 3.265 3.071 +0.194 0.929 0.071 0.321 0.360

β-ZnS 9.76 5.90 4.51 +1.39 0.829 0.171 0.623 0.668

ZnSe 8.029 4.509 3.985 +0.524 0.827 0.173 0.676 0.666

ZnTe 7.11 4.07 3.13 +0.94 0.905 0.095 0.546 0.630

CdS 7.33 5.09 3.02 +2.07 0.819 0.181 0.685 0.711

CdTe 5.350 3.681 1.994 +0.687 0.881 0.119 0.675 0.691

HgSe 6.05 4.50 2.24 +2.26 0.828 0.172 0.680 –

HgTe 5.08 3.58 2.05 +1.53 0.790 0.210 0.650 –

CuCl 4.25 3.90 2.10 +1.80 0.550 0.440 0.746 –

CuBr 3.91 3.26 1.95 +1.31 0.560 0.446 0.735 –

CuI 4.05 3.05 1.58 +1.47 0.793 0.207 0.692 –

f i
B

f i
B

relation (1) is satisfied (1.6%, see below). Keating’s
remark that the Born model is inadequate because it
leads to a negative value of the elastic dilatation com-
pliance S11 cannot be accepted, since S11 is negative
only under the condition that the central-force constant
α' in the diamond lattice is smaller than the noncentral-
force constant β'; however, the inequality α' < β' is not
realistic for any parameter-free crystal lattice. The sec-
ond disadvantage of the Born model (the dependence of
the bulk modulus B on β') cannot be considered as sub-
stantial, since even in the modified, more complex
Keating model, B is also a function of the force constant
P

β for the noncentral interaction with the next-to-nearest
neighbors. Therefore, Keating’s assumption that the
noncentral interaction between the nearest neighbors
should be absent in all nonmetallic crystals does not
appear natural.

When generalizing the Keating model to the case of
sphalerite, Martin [13] had to introduce additional force
constants. The Born relation modified in [13] is accu-
rate to within 7.4, 11.3, and 13.1% for GaAs, InAs, and
ZnSe, respectively. At the same time, the original ver-
sion of relation (1) is satisfied for these compounds vir-
tually with the same accuracy (see Table 3 below).
HYSICS OF THE SOLID STATE      Vol. 45      No. 3      2003
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Thus, in the long-wavelength limit of lattice dynam-
ics, the original Born relation (1) is seen to be no worse
than its various modifications, and comprehensive ver-
ification of it is of interest.

It is slightly surprising that the authors of the thor-
ough monograph [11], in which several modifications
of the original Born relation (1) for diamond-type lat-
tices were analyzed and compared in detail, did not
check the original relation (1) as applied to sphalerite-
type lattices.

In this work, we checked relation (1) for II–VI, III–
V, and I–VII compounds with a mixed ionic and cova-
lent bond, including the covalent Ge, Si, SiC, and α-Sn
crystals considered earlier in [11]. Moreover, unlike
[11], we estimated the effect of anharmonicity on Λ for
some of these crystal. We also showed that, even with-
out regard for the contribution from anharmonicity to
Λ, a systematic deviation of Λ from unity toward lower
values for sphalerite-type compounds can be used to
estimate bond ionicity in these crystals.

2. RESULTS OF CHECKING THE BORN 
RELATIONS AND DISCUSSION

Strictly speaking, to correctly check relation (1), we

need the  harmonic values obtained with a linear
extrapolation of the Cij(T) temperature dependences
from the classical temperature range T > ΘD (ΘD is the

Debye temperature) to T = 0 K [14]. Using the  and
Cij values for Ge, Si, InAs, GaAs, and ZnSe from [11]
at T = 293 K, which contain the anharmonicity contri-
bution, we can estimate the effect of anharmonic lattice
vibrations on Λ.

For these crystals, Table 2 gives the values of Λ(293)
at T = 293 K and Λ(0) at T = 0 K, as well as the Grü-
neisen parameters γ and the coefficients of volumetric
expansion β (in 10–6 K–1) at 293 K taken from [15]. The
product γβ is a measure of the anharmonicity of lattice
vibrations [16].

The data in Table 2 show that the anharmonicity vir-
tually does not affect Λ, which is likely due to the fact
that in covalent crystals at T > ΘD, all three independent
coefficients Cij, as a rule, decrease with increasing tem-
perature, i.e., dCij /dT < 0, with slightly different slopes
[11].

However, some crystals with an ion-covalent bond
may exhibit anomalous Cij(T) dependences (softening
of some Cij, usually of the off-diagonal C12 component,
and dC12/dT > 0). Therefore, the anharmonicity in such
crystals should be taken into account in calculating Λ.

An analysis of the data in Table 2 relative the sur-
prising fact that the maximum deviation of Λ(293)/Λ(0)
from unity was observed for Si having a minimum
value of γβ, i.e., the minimum anharmonicity. This fact
can be not only due to differences in the dCij /dT slopes
between Si and the other crystals listed in Table 2 but

C̃ij

C̃ij
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also due to a somewhat arbitrary procedure of linear
interpolation of Cij(T) from high temperatures T > ΘD
to T = 0 because of a weak Cij(T) nonlinearity in the
range T < ΘD (Si has the maximum value of ΘD among
the crystals listed in Table 2). On the other hand, the
Cauchy relation C12 = C44 is violated even for the cen-
tral-force interaction of the nearest neighbors if anhar-
monicity is included. Ludwig [14, Eq. (15.27)] showed
that the difference C12 – C44 for cubic parameter-free
crystals is

(2)

where γ is the Grüneisen parameter, s is the number of
atoms in the unit cell, k is the Boltzmann constant, and
VZ is the unit-cell volume. It should be noted that the
assumptions that were taken to derive Eq. (2) do not
affect either the sign or the temperature dependence of
the quantity C12 – C44.

From this point of view, the contribution from cen-
tral-force interaction to Cij for the Si lattice is smaller
than that for the other crystals listed in Table 2, which
can influence the slopes dCij /dT and, hence, Λ.

Thus, an analysis of the data in Table 2 shows that
the Born relation (1) can be checked using the experi-
mental data on Cij at T = 293 K, although it is not incon-
ceivable that possible Cij(T) anomalies can affect
Λ(293)/Λ(0) more significantly for some of the II–VI,
III–V, and I–VII compounds.

Table 3 gives the experimental data on Cij at T =
293 K for Ge, Si, α-Sn, and SiC, as well as for II–VI,
III–V, and three I–VII sphalerite-structure compounds
with a mixed ionic and covalent bond, taken from [11],
and the values of Λ calculated from these data. Table 3
also contains the values of C12 – C44, characterizing the
deviation from the Cauchy relation; C12 – C44 < 0 for
crystals with a pure covalent bond or with a significant
overlap of electron shells of atoms (ions), while C12 –
C44 > 0 for metals and most of the ionic and quantum
crystals [17]. To comprehensively discuss the results of
checking Eq. (1), we also give the ionicities after Phil-

lips fi and Bazhenov  taken from [11] (Table 3).

As follows from Table 3, Eq. (1) is fairly accurate
for Ge and α-Sn; slightly higher values of Λ may be
caused by a scatter in the Cij values for these crystals.
For Si and SiC, relation (1) is accurate to within 8.3 and
7.6%, respectively, and, hence, is not worse than some
of the modified relations (see above). The values of Λ ≥ 1
observed for typical covalent crystals Ge, Si, and β-SiC
are in accord with the negative difference C12 – C44 < 0.
The positive difference C12 – C44 > 0 for α-Sn is likely
due to an increase in the metallic fraction of the bond in
its lattice.

In this regard, the opposite, unique example is chro-
mium, which is the only metal of the cubic crystal sys-

C12 C44–
27s
VZ

--------γ2
kT ,–=

f i
B

3
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Table 4.  Series of compounds satisfying the inequality C12–C44 < 0 arranged in order of increasing ionicity on the (1 – Λ),

fi , and  scales

Scale Compound

(1 – Λ) AlP (0.033) GaSb (0.035) GaP (0.046) GaAs (0.060)

fi GaSb (0.261) AlP (0.307) GaAs (0.310) GaP (0.374)

GaSb (0.270) GaAs (0.314) AlP (0.321) GaP (0.374)

f i
B

f i
B

tem for which the inequality C12 – C44 < 0 is true. This
means that the covalent component of the bond in the
Cr lattice is predominant, which manifests itself in its
mechanical properties: chromium is a relatively brittle
material among plastic materials with fcc and bcc lat-
tices, which causes the well-known problem of chro-
mium plasticity. Interestingly, a check of relation (1)
for chromium using the Cij data at 293 K taken from
[18] (C11 = 3.500, C12 = 0.678, C44 = 1.008 in 1010 Pa)
yields Λ = 1.998, which gives Λ/2 = 0.999 ≈ 1 with
allowance for the fact that each atom on a bcc lattice has
eight nearest neighbors.

Taking this curious finding not very seriously, we
may state that such a closeness of Λ to unity for chro-
mium unambiguously indicates that there is a covalent
bond and that there is a significant overlap of 3d orbitals
oriented along the 〈111〉  directions in its bcc lattice
[19]. Moreover, chromium is the only cubic metal
whose thermal expansion coefficient is negative at low
temperatures, T < 40 K, which is a characteristic feature
of crystals with covalent bonds [15].

The most interesting and unambiguous result of
checking the Born relation (1) is that the values of Λ are
less than unity for all of the II–VI, III–V, and I–VII
compounds listed in Table 3. This means that these
crystals have a certain bond ionicity, which can be char-
acterized by the difference 1 – Λ (Λ = 1 for a purely
covalent bond).

On the whole, the ionicity values given on the (1 –

Λ) scale in Table 3 agree with the values of fi and  on
the Phillips and Bazhenov scales, respectively,
although there are some discrepancies between them,
which may be due both to the insufficient accuracy of

determining (1 – Λ), fi, and  and to a possible scatter
in the Cij experimental values of the compounds in
question.

The determination of Λ is four times less accurate
than that of Cij when modern precision methods of
physical acoustics are used and can reach 2–3%. The

estimation of the accuracy of determining fi and  is
not as unambiguous as that for Λ. Indeed, by definition,

fi = , where Eg is the mean energy gap width and
Ec is the heteropolar contribution to Eg; that is, the mar-

f i
B

f i
B

f i
B

Ec
2
/Eg

2

P

gin of error within which fi is determined is at least
twice that for Eg (0.1–0.2%), whereas estimation of the
accuracy of determining Ec is rather difficult. Neverthe-
less, it is of interest to determine the limiting ionicity
values for the crystals listed in Table 3 using the follow-
ing two methods.

(1) The covalent crystals for which the deviation
from the Cauchy relation is negative, C12 – C44 < 0, are
arranged in order of increasing ionicity; 

(2) The metals and ionic crystals, for which C12 –
C44 > 0 are arranged in order of decreasing ionicity.

In the first case, we can arrange the compounds in
the series presented in Table 4 (the ionicity is given in
parentheses). It is easy to see that for AlP, GaSb, GaP,
and GaAs, whose ionicity values differ only slightly,
the ionicities determined on the (1 – Λ) scale, as well as

on the fi or  scale, are close to each other. Thus, gal-
lium antimonide, aluminum phosphide, gallium phosh-
pide, and gallium arsenide (which are covalent, accord-
ing to the inequality C12 – C44 < 0) have the minimum
ionicity among the compounds given in Table 3, irre-
spective of the method of determining the ionicity.

For values of (1 – Λ) > 0.060, positive deviations
C12 – C44 are observed for all the compounds in Table 3.
The same situation is observed for fi > 0.374 [except for

InSb (fi = 0.321) and InAs (fi = 0.337)] and  > 0.374

[except for AlSb (  = 0.2141)].

Thus, the comparison of the data of Table 4 arranged

on the (1 – Λ), fi, and  scales indicates that relation
(1) makes it possible to estimate the bond ionicity in
sphalerite-type lattices on the (1 – Λ) scale not worse
(or, with allowance for changes in the sign of C12 – C44,

maybe even better) than on the fi or  scale.

On the other hand, the closeness of the ionicity val-
ues of the compounds with the negative deviation C12 –
C44 (Table 3) requires their refinement with a higher
resolution as compared to that yielded by the three
scales. Apparently, there is no other method here that
x-ray diffraction measurement of the Fourier compo-
nents of structure amplitudes and determination of the
electron-density distributions for these crystals.

f i
B

f i
B

f i
B

f i
B

f i
B
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Table 5.  Series of compounds satisfying the inequality C12 – C44 > 0 arranged in order of decreasing ionicity on the (1 – Λ),

fi , and  scales 

Scale Compound

(1 – Λ) CuBr (0.446) CuCl (0.440) HgTe (0.210) CuI (0.207) AlSb (0.205) CdS (0.181) ZnSe (0.173)

fi CuCl (0.746) CuBr (0.735) CuI (0.692) CdS (0.685) HgSe (0.680) ZnSe (0.676) CdTe (0.675)

– – – CdS (0.711) – CdTe (0.691) ZnS (0.668)

Scale Compound

(1 – Λ) HgSe (0.172) ZnS (0.171) CdTe (0.119) InAs (0.118) InP (0.101) ZnTe (0.095) InSb (0.071)

fi HgTe (0.650) ZnS (0.623) ZnTe (0.546) AlSp (0.426) InP (0.421) InAs (0.367) InSb (0.321)

– ZnS (0.666) ZnTe (0.630) InP (0.414) InAs (0.381) InSb (0.360) AlSb (0.214)

f i
B

f i
B

f i
B

In the second case, the other fourteen compounds
listed in Table 3 are arranged in series (Table 5). It can
be seen from Table 5 that the (1 – Λ) and fi scales are
uniquely calibrated against ionicity at the beginning
and end of each of them. Detailed consideration reveals
an exact coincidence for ZnS (middle of the scales), as
well as for InP and InSb (right end of the scales). At the
beginning of the scales, the values are rather close for
copper chloride and bromide, although the difference in
the values for CuI is slightly larger (because of the
underestimated C44 value in comparison with those for
CuCl and CuBr). At the center of the scales, the related
compounds CdTe, ZnTe, HgSe, and HgTe demonstrate
reasonable agreement.

Such agreement between the (1 – Λ) and fi scales
is not incidental, since the ionicity decreases monoton-
ically in each series formed on the basis of the scales

(including the  scale).

Thus, we may conclude that, in both the (1 – Λ) and
fi scales, the maximum ionicity can be assigned to cop-
per halides; the intermediate ionicity is assigned to Hg,
Cd, and Zn selenides, sulfides, and tellurides, and the
minimum ionicity is assigned to indium antimonide,
phosphide, and arsenide. Approximately the same situ-

ation is observed for the  scale (although copper
halides are absent here).

Without analyzing the possible causes for the rather
large differences in the ionicities of ZnTe and HgSe
measured on the (1 – Λ) and fi scales and in the ioni-

cities of AlSb and ZnSe measured on the fi and 
scales, we may conclude that the estimation of the ion-
icity on the (1 – Λ) scale for a number of compounds
arranged in order of decreasing ionicity and satisfying
the inequality C12 – C44 > 0 is as valid as that performed

on the fi and  scales.

f i
B

f i
B

f i
B

f i
B
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Moreover, the analysis of the ionicity shows that its
determination on the (1 – Λ) scale is more rigorous and,
above all, more unambiguous than a qualitative estima-
tion of ionicity as a deviation from the Cauchy ratio
(e.g., C12 – C44 < 0 for some lithium halides [11]).

From the gnosiological point of view, the Born ato-
mistic two-parameter force model of diamond-type
crystal lattices, along with relation (1), is at least as use-
ful as, for example, the Debye one-parameter contin-
uum model of solids, which is still widely used in
studying heat capacity. Unfortunately, the Born model
and relation (1) are rarely referred to in the literature
and actually are not considered in the well-known text-
books and manuals on solid-state physics.

In conclusion, we note that the Born relation (1) can
be generalized to the case of crystals of other crystal
systems by analogy with [17], where deviations from
the Cauchy relation are strictly shown to form a sym-
metrical second-rank tensor.
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Abstract—Three-dimensional light diffraction from the crystal structure, formed by closely packed a-SiO2
spheres of submicron size, of samples of synthetic opals was visualized. The diffraction pattern of a monochro-
matic light beam was established to consist of a series of strong maxima whose number and angular position
depend on the wavelength and mutual orientation of the incident beam and the crystallographic planes of the
sample. The diffraction patterns were studied under oblique incidence on the (111) growth surface of the sample
and with light propagated in the (111) plane in various directions perpendicular to the sample growth axis. The
spectral and angular relations of diffracted intensity were studied in considerable detail in both scattering geom-
etries. The experimental data are interpreted in terms of a model according to which the major contribution to
the observed patterns is due to Bragg diffraction of light from (111)-type closely packed layers of the face-cen-
tered cubic opal lattice. The model takes into account the disorder in the alternation of the (111) layers along
the sample growth axis; this disorder gives rise, in particular, to twinning of the fcc opal lattice. © 2003 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Scattering of light waves from periodic structures
(diffraction gratings), known as Bragg diffraction, has
been attracting attention recently in connection with the
problem of developing photonic crystals [1, 2]. Photo-
nic crystals are unique in that they have spectral band
gaps in which electromagnetic waves cannot propagate.
These band gaps result from Bragg diffraction of waves
from a periodically modulated dielectric structure with
a period comparable with the wavelength of light.
Depending on the permittivity modulation amplitude
and the actual lattice symmetry of a photonic crystal,
the crystal may have either a complete photonic band
gap (forbidding light propagation in any direction in
three-dimensional space) or stop bands (for propaga-
tion of light in certain crystallographic directions).
Both possibilities are considered extremely promising
for the development of optical filters, switches, etc. [2].

Among the materials most promising for developing
photonic crystals are synthetic opals made up of close-
packed a-SiO2 spheres [3–5], as well as opal-based
structures with pores filled by various dielectrics [3, 4],
inverted opals [5], etc. In opals whose dielectric prop-
erties are modulated with a period (determined by the
size of the close-packed a-SiO2 particles) close to the
wavelength of visible light, stop bands appear, which
can be detected directly in optical spectra. Most of the
published optical studies of stop bands in opals have
been made using methods based on the reflection or
transmission of light [3, 6–15]. It is noteworthy that the
experimental material presented in these publications is
1063-7834/03/4503- $24.00 © 20459
limited in quantity. For instance, the measurements
reported in [6, 9–12, 15] were performed only in reflec-
tion from the (111) growth plane, where the direction of
the mirror reflection of light from the sample surface
and the direction of diffraction from a periodic struc-
ture coincide; in [7], the reflectance was integrated over
a spatial angle; and in [14], the scattering geometry was
not specified at all (the same also relates to the study
performed in [8] on TiO2-based photonic structures).
One should make a point of the comprehensive studies
performed in [16] on the diffraction of light from a
large number of samples of natural opals; however, the
structure and orientation of these samples were not
determined and the publications were largely of a
descriptive nature and did not culminate in construction
of the theory of light diffraction in opals. To sum up,
most of the studies published until recently focused
attention on light reflection (transmission) from the
(111) growth plane of opals, while the three-dimen-
sional pattern of electromagnetic-wave diffraction in
opals has not been observed at all thus far (such studies
of periodically modulated layered colloidal systems
were reported in [17, 18]).

This study primarily deals with three-dimensional
light diffraction from the crystal structure of synthetic
opals. Diffraction reflections (spots) were observed
visually in the backscattering geometry in the total
solid angle (hemisphere) and photographed, with sub-
sequent analysis of the spectral response and angular
distribution of diffracted light. It was shown that the
hexagonal close-packed (111) layers in opals were
fairly perfect and, therefore, allowed Bragg diffraction,
003 MAIK “Nauka/Interperiodica”
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which was responsible for the visually observed light
scattering patterns. In the case of light-beam incidence
perpendicular to the sample growth axis, the diffraction
pattern qualitatively changed depending on the beam
incidence direction in the plane perpendicular to this
axis. Three-dimensional diffraction patterns from opals
clearly reveal the presence of a twinned fcc structure
complicated by disorder in the alternation of the (111)
layers, which are perpendicular to the growth axis. 

In Section 2, we consider the structure of synthetic
opals; Section 3 reports on the investigation of light dif-
fraction from opals using photography and optical
spectroscopy; in Section 4, fundamentals of the theory
of light diffraction from opals are put forward; and Sec-
tion 5 compares theory with experiment and discusses
the results obtained.

2. SAMPLE CHARACTERIZATION

Synthetic opals, like their natural counterparts [16],
consist of spherical a-SiO2 particles, which form hex-
agonal close-packed layers perpendicular to the growth
axis. A three-dimensional close-packed structure
allows three possible arrangements of such layers,
denoted conventionally by A, B, and C [19]. In three-
dimensional close packing, any two adjacent layers
may occupy different positions in this set. Periodic
layer alternation in a three-dimensional close-packed
structure arranged in the ABCABC… order corresponds
to the fcc lattice, and the sequence ABABAB… corre-
sponds to the hcp structure. In practice, synthetic opals
are grown through gravity-controlled sedimentation of
colloidal a-SiO2 particles with their subsequent self-
organization and the actual sequence in which the lay-
ers alternate along the growth axis follows the probabil-
ity law. The one-dimensionally disordered close-
packed structure thus obtained (the so-called random
close packing) features arbitrarily alternating hexago-

ζ

θ'

1

2
3

4

5

Fig. 1. Experimental setup: (1) light source, (2) collimator,
(3) opal sample, (4) spherical vessel, and (5) screen. The
schematic relates to the specific case of a monochromatic

light beam propagating in the [ ] direction in the (111)
sample growth plane (see text).

211
P

nal layers, for instance, ABACBACA… . Therefore, the
structure of real opals is neither an ideal fcc nor an ideal
hcp lattice (for a close-packed structure of noninteract-
ing spheres, the fcc lattice is believed to be thermody-
namically preferable [20]). In a real opal crystal struc-
ture, the system of the (111) growth planes (in terms of
an fcc lattice) perpendicular to the growth axis ζ differs

radically from the other three fcc lattice planes: ( ),

( ), and ( ). This is a result of the layers in syn-
thetic opals being randomly stacked along the growth
axis ζ, which makes the latter structurally preferable

over the other three axes, [ ], [ ], and [ ],
defined in the fcc lattice.

In our study, we used synthetic opal samples grown
employing the technology put forward in [21]. The
samples measured a few cm on the base and up to 1 cm
in height. Characterization of these samples with
atomic-force microscopy and optical transmission was
described in our previous publication [22], where it was
shown that the parts of a sample that form in the later
stages of growth are the most uniform. Therefore, we
first chose the most uniform samples, cut them perpen-
dicular to the growth axis ζ in the form of plates, and
finally selected, for optical studies, the most uniform
plates, which formed in the last growth stage. Next, we
established the position of the crystallographic axes of
these plates relative to their geometry using atomic-
force microscopy and determined the lattice parame-
ters. The samples used in the study are made up of
close-packed monodisperse a-SiO2 spherical particles
with an average diameter varying from 200 to 400 nm,
depending on the sample. With such opal crystal lattice
parameters, the conditions of Bragg diffraction are sat-
isfied in the visible range. The images of the (111)
growth layers obtained with atomic-force microscopy
reveal a high degree of a-SiO2 sphere ordering in the
hexagonal layers, i.e., the existence of long-range order
in each layer on a macroscopic scale of up to hundreds
of microns.

3. EXPERIMENTAL RESULTS

3.1. Experimental Technique

Light diffraction patterns obtained in the backscat-
tering geometry and spectra of the light diffracted from
opals were measured on the setup shown schematically
in Fig. 1 (this scheme illustrates the particular experi-
mental geometry in which the incident ray of light lies
in the (111) growth layer plane of the sample and is per-
pendicular to its growth axis ζ). The source of light 1
was an He–Ne, Ar, or a Cu laser or an incandescent
lamp. In the latter case, the beam was collimated with a
diaphragm and a lens 2. After this, the narrow beam of
light impinged on the opal sample 3 placed at the center
of spherical vessel 4, which was 5 cm in diameter. The
vessel with a sample was filled with an immersion liq-
uid to attain the minimum incoherent (diffuse) scatter-

111

111 111

111 111 111
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ing of light by the sample surface. This was accom-
plished by choosing a liquid with a refractive index
close to the average refractive index of the opal. As a
consequence, there was practically no reflection and
refraction of light at the sample surface in our experi-
ments and the actual shape of a sample and its surface
relief were inessential. Using a vessel of spherical
shape permitted us to exclude the additional factor
capable of degrading three-dimensional diffraction pat-
terns that originates from possible refraction of light at
the immersion-liquid/vessel and wall/air interfaces.

To study light scattering in crystal structures ori-
ented differently relative to the incident beam, facilities
were provided for rotating the sample around the
growth axis ζ. When illuminated with white light, the
beam cross-sectional area on the sample surface was 1–
1.5 mm2. To reduce the beam size, an additional focus-
ing lens with a 5-cm focal length was used in some
experiments. Three-dimensional diffraction was stud-
ied in the backscattering geometry within a large solid
angle of the back hemisphere. The diffraction reflec-
tions were observed visually and photographed from
screen 5, which was placed 5 cm from the sample and
was provided with a square measuring grid having a
1-cm period. In addition, the diffracted light was
directed onto the entrance slit of a DFS-12 spectrome-
ter through a fiber 2 mm in diameter. As a result, the dif-
fracted light intensity was measured with an angular
resolution of about 1°.

3.2. Formulation of the Problem

Our purpose was to investigate the angular and spec-
tral responses of the diffracted intensity under excita-
tion with monochromatic and white light. The measure-
ments were conducted in two scattering geometries,
which are displayed schematically in Fig. 2 under the
assumption of the opal having an ideal fcc lattice. The
diagrams in Fig. 2 are presented in the form of vector
triangles corresponding to the Laue equations [23]

K' = K + b, (1)

which define the directions of the principal maxima of
Bragg diffraction from a crystal structure. Here, K and
K' are the wave vectors of the incident and scattered
waves in the crystal, respectively, and b is the recipro-
cal lattice vector perpendicular to the system of atomic
planes responsible for the Bragg diffraction. It is essen-
tial for what follows that in the case of elastic scatter-
ing, i.e., for |K' | = |K |, Bragg diffraction on the atomic
plane defined by vector b occurs through mirror reflec-
tion from this plane. The diagrams in Fig. 2 illustrate all
processes of light diffraction occurring in the backscat-
tering geometry from the system of closest packed fcc
lattice planes, the four (111)-type planes. Our experi-
ments studied diffraction from these planes, more spe-
cifically, from the system of the (111) growth planes
PHYSICS OF THE SOLID STATE      Vol. 45      No. 3      200
and three other fcc plane systems: ( ), ( ), and

( ).

The first diagram in Fig. 2 relates to the scattering
experiment in which light impinged normally or at an
angle on the (111) opal growth plane perpendicular to

vector b1 = b(111) and the K1   backscattering
was studied. In the second case, the incident light prop-
agated in the (111) growth plane (the wave vector K2
was perpendicular to the opal growth axis ζ). The cor-
responding diagram in Fig. 2 refers to the specific case
of diffraction of an incident beam with its wave vector

K2 is parallel to the [ ] direction lying in the growth

plane and the Bragg reflection K2   in the ( )

plane with vector b2 =  observed in the backscat-
tering. By rotating the crystal about the ζ axis in this

arrangement, three-dimensional diffraction K2  

on both the ( ) plane and the equivalent planes

( ) and ( ) was studied experimentally. Consider
the results obtained in the measurements for each of
these two cases.

3.3. Light Diffraction from the (111) 
Opal Growth Plane

When white light impinges obliquely at angles of
incidence up to about 60° on the (111) growth plane of

111 111

111
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211
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Fig. 2. Scattering diagrams for the Bragg diffraction of light
from the {111} planes of the opal fcc lattice. The K1 

 process corresponds to diffraction from the system of

(111) growth layers with vector b1 ≡ b(111) || [111]; the

K2   process, to scattering from the ( ) plane

system with vector b2 ≡  || [ ].
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Fig. 3. (a) Spectra of diffraction scattering from a system of (111) growth planes measured at a fixed angle of white-light incidence
ϑ  = 20° and at different reflection angles ϑ '. (b) Spectral–angular response of diffracted intensity obtained under illumination by
white light (curve 1) and angular dependences of the scattered intensity of monochromatic light with wavelength λ equal to (2) 550,
(3) 560, and (4) 570 nm. The experimental points on curve 1 (open circles) in panel (b) correspond to the maxima in the spectral
curves shown in panel (a): the bottom scale indicates the angular positions of the maxima, while the top wavelength scale shows the
spectral positions of the maxima and refers only to spectral–angular response 1. Inset specifies the experimental geometry.
opal with a a-SiO2 sphere diameter of 270 nm, our
experiments reveal a strong diffraction reflection in the
direction of mirror reflection. When light strikes the
sample growth plane, diffraction takes place from the
(111) system of atomic planes. This system can be
identified with the reciprocal lattice vector b(111) paral-
lel to the direction from the Γ point of the Brillouin
zone for the fcc lattice to the L point, i.e., along the
[111] normal to the (111) surface. Bragg diffraction is
caused by the interaction of light with periodic compo-
nents of the dielectric permittivity; mirror reflection, by
the interaction with the uniform (spatially averaged)
dielectric background. As seen from the diagram of the

K1   scattering process (Fig. 2), if the sample
surface is identified with the (111) opal growth plane,
the directions of Bragg diffraction from the (111)
planes and of mirror reflection from the sample surface
coincide; i.e., in general, mirror reflection is super-
posed on the observed diffraction maximum. The
immersion liquid with a dielectric permittivity close to
that of the opal used in our experiments substantially
suppressed the mirror component.

The geometry of the experiment is shown in the
inset to Fig. 3b, with the angles of incidence ϑ  and
reflection ϑ ' being reckoned from the normal to the
sample growth plane. To characterize the spot due to
the primary beam incident at ϑ  = 20° being diffracted
from the (111) plane system, we measured a series of
spectra of light diffracted to various angles ϑ ' close to
the mirror reflection angle, ϑ ' = ϑ . The angle ϑ  = 20° of
the beam incidence was chosen because it simplifies
comparison of the results obtained in different scatter-
ing geometries (Section 5). Figure 3a presents dif-
fracted intensity spectra measured in reflection under
sample illumination by white light. The angular
responses of diffracted intensity derived from these

K1'
P

spectra are shown in Fig. 3b. Curve 1 in Fig. 3b relates
light intensity at the maxima of reflection bands dis-
played in Fig. 3a to angle ϑ '. We readily see that the
backscattered diffracted intensity is the strongest at the
wavelength of 560 nm in the direction ϑ ' = ϑ  = 20°,
which corresponds to mirror reflection. Curves 2–4 dis-
play a diffracted intensity of monochromatic light of
different wavelengths λ as a function of angle ϑ '; these
curves were derived from the experimental data in
Fig. 3a.

3.4. Diffraction of Light Incident Perpendicular 
to the Growth Axis ζ

Monochromatic light propagating in the (111) opal
hexagonal layer plane perpendicular to the growth axis
ζ (as shown in Fig. 1) produces a number of diffraction
spots. The simplest diffraction pattern is observed in

the so-called [ ] geometry, in which the beam fall-

ing on the (111) plane is aligned with the [ ] direc-
tion lying in this plane (the indices relate to the fcc lat-

tice). The diffraction pattern obtained in the [ ]
geometry consists of two spots displaced symmetri-
cally along the ζ axis with respect to the incident beam
(Figs. 1, 4). The angular deflection |θ' | of the centers of
the two symmetrical spots is the larger, the smaller the
wavelength of incident light. This is illustrated in Fig. 4
by photographs of the diffraction pattern obtained on
the screen under illumination of the sample by mono-
chromatic light of He–Ne, Cu, and Ar lasers. When the
sample is rotated around the ζ axis, the number and

position of the diffraction spots seen in the [ ]
geometry vary with a period of 60°. The two-spot pat-
tern repeats every 60°, when the direction of the beam
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θ' ≈ 20° 40° 55° 60°

488 nm515 nm578 nmλ = 633 nm

Fig. 4. Photographic image of diffraction patterns on the screen (Fig. 1) obtained with monochromatic light of wavelengths λ = 633,

578, 515, and 488 nm falling in the [ ] direction. The observation angles θ' corresponding to these wavelengths are identified.211
incidence coincides with one of the directions [ ],

[ ], [ ], [ ], and [ ] lying in the (111)

growth plane and equivalent to the [ ] direction. If
the monochromatic beam is oriented along the high-

symmetry directions of the [ ] type, which lie in the
(111) growth plane, the diffraction pattern contains four
reflections at the corners of the rectangle whose sides
are parallel or perpendicular to the growth axis. In this
study, we shall limit ourselves to experimental data

obtained in [ ] diffraction, because they will suffice
to understand the general pattern of light diffraction in
opals (see Section 5).

3.5. Spectral and Angular Responses 
of the Diffracted Radiation

The Bragg diffraction intensity is related to the
wavelength of light and the scattering angle through
Eq. (1). Therefore, in considering the spectral and
angular characteristics of diffraction obtained under
illumination by white light we shall call them the spec-
tral–angular response in what follows. In accordance
with the above study of diffraction in monochromatic

light in the [ ] geometry, illumination of an opal
sample with white light (continuous spectrum) pro-
duces, on the screen, a vertically extended colored
stripe (10° in angular width) of diffracted light, which
is oriented in space parallel to the sample growth axis ζ
(Fig. 1). The visually observed colored stripe displays
spectral decomposition of white light in two symmetri-
cal directions relative to the incident beam. For our
sample, with a-SiO2 spheres 270 nm in diameter, back-
scattering at small angles |θ' |  0 corresponds to the
red color, the wavelength of diffracted light decreasing
with increasing angle |θ' |. 

The spectral composition of white light diffracted in

the [ ] geometry was studied in considerable detail
as a function of angle θ' (in the experiment illustrated
schematically in Fig. 1, this angle was varied by prop-
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erly displacing the fiber through which the signal was
fed to the spectrometer). The reflectance spectra mea-
sured at different angles ±θ' are displayed in Figs. 5a
and 5b. The spectra of Fig. 5a relate to light scattering
into the lower part of the back hemisphere within the
angular interval –60° < θ' < 0°, and those in Fig. 5b
relate to light scattered into the upper part of the same
hemisphere in the symmetric interval of angles, 0° < θ'
< 60°. In both cases, Figs. 5a and 5b, the strongest
reflection bands are observed at angles θ' = ±40°, the
absolute maximum in these spectra being at λ ≈ 570 nm
(yellow region). Figure 5c shows the spectral–angular
response of the intensity at the maxima of the reflection
bands presented in Figs. 5a and 5b. One clearly sees
two intensity maxima at θ' = ±40° in this figure.

3.6. Preliminary Discussion

It appears of interest to compare the spectral–angu-
lar response of the diffracted light intensity obtained in
the two scattering geometries shown in Fig. 2. Both
dependences are characterized by maxima in the angu-
lar distribution of the diffracted intensity; indeed, in the
case of a beam of white light striking the (111) growth
surface, there is one maximum (Fig. 3b) and for a beam

propagating in the (111) plane in the [ ] direction
there are two maxima (Fig. 5c). The angular position of
each maximum defines the direction in which the major
part of diffracted radiation escapes out of the sample.
According to Fig. 3b, the spectral width of the diffrac-
tion spot is approximately 20 nm and the total angular
width of the diffraction maximum is ≈10° under white-
light illumination and ≈5° for monochromatic light. As
follows from Fig. 5c, the spectral width of the stripe of
diffracted light propagating into the upper and lower
parts of the hemisphere is about 100 nm and the width
of the angular dependence of distribution of the dif-
fracted intensity constitutes ≈20°. The noticeable dif-
ference in the values of both spectral and angular width
of diffraction maxima between the two scattering
geometries under discussion (Fig. 2) is evidence that

211
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Fig. 5. (a, b) Scattering spectra measured at different observation angles θ' with the sample illuminated by white light in the [ ]
direction. (c) Spectral–angular response of intensity at the maxima of white-light scattering spectra displayed in panels (a) and (b).
The experimental data are identified by circles and a dashed line, and the calculation is indicated by a solid line. Inset shows the

geometry of light scattering from two ( )-type plane systems belonging to the fccI and fccII lattices of a twinned fcc structure.
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111
the conditions of diffraction are different in these two
cases.

As already mentioned, the K1   diffraction
(Fig. 2) should manifest itself in the direction of mirror
reflection from the (111) growth plane. Practically all
earlier studies into the photonic stop bands in opals deal
with diffraction of this type. The results discussed
above (Fig. 3) substantially complement the data
reported in those publications, because they contain
detailed information on the spectral composition and
angular characteristics of the diffracted beam. Due to

K1'
P

the use of an immersion liquid, the diffracted compo-
nent of radiation in our measurements is not masked by
the conventional mirror reflection. This is important, in
particular, for further determination of the optical char-
acteristics of a sample based on the Bragg law.

According to Fig. 2, Bragg diffraction K2  

from the ( ) plane should produce a diffraction
maximum in the scattering plane which includes vec-
tors K2 and b2 = . In the case of the fcc lattice, this
diffraction pattern should repeat if the crystal is rotated

K2'

111

b
111( )
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around the ζ axis by 120° or 240° (in the fcc lattice, the
ζ axis is a threefold rotation axis). In actual fact, the dif-

fraction pattern observed in the case of K || [ ] under
illumination with monochromatic light (Fig. 4) is sub-
stantially more complex; namely, it consists of two
spots arranged symmetrically on the ζ growth axis and
repeats every 60° as the crystal is rotated about the ζ
axis. Thus, the experimental diffraction patterns
obtained for K ⊥ ζ  cannot be explained based on the
model of an ideal fcc structure.

We will show in Sections 4 and 5 that the observed
doubling of the number of diffraction reflections is
caused by disorder in the alternation of close-packed
(111) layers along the growth axis, which gives rise to
the formation of growth twins of the fcc lattice. The dis-
order in the alternation of the (111) growth layers in
synthetic opals turns out to be also responsible for the
observed features in the spectral–angular relations of
diffraction, which should not occur in regular crystal
lattices.

4. SPECIFIC FEATURES OF LIGHT 
DIFFRACTION IN OPALS: THEORY

4.1. General Relations

Bragg diffraction of electromagnetic waves in the
visible region is similar in general features to x-ray dif-
fraction [24, 25]. In the Born approximation, the inten-
sity of elastic scattering (diffraction) of a monochro-
matic light wave with frequency ω from a half-space of
a scattering medium can be written as

I(Q  Q') = CS(K' – K)|εK' – K |2. (2)

Here, Q and Q' are the wave vectors of the incident and
diffracted waves, respectively, measured in vacuum; K
and K' are the corresponding vectors inside the scatter-
ing medium; and coefficient C describes the light wave
transformation, Q  K and K'  Q', at the sample
boundary. In Eq. (2), the structure factor

(3)

depends on the position vectors Rl of the scatterers
(a-SiO2 spheres in the opal); it is this factor that, in
accordance with Eq. (2) for the intensity, determines
the diffraction patterns.

The nonuniform dielectric permittivity ε(r) of the
scattering volume enters Eq. (2) through its Fourier
components εK' – K. In photonic crystals, the dielectric
permittivity is a periodic function varying with the
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period of the lattice translation vector a; i.e., ε(r) =
ε(r + a). It can be expanded in a Fourier series

(4)

in reciprocal lattice vectors b, with ε–b =  for the real
function ε(r). Note that εK' – K in Eq. (2) are the Fourier
amplitudes εb, which are expressed through the integral
in Eq. (4) over the unit-cell volume Ω0 and depend on
the size and shape of the scattering volumes.

As a zero approximation, we shall consider a half-
space with uniform dielectric permittivity ε0, which
corresponds to b = 0. As seen from Eq. (4),

(5)

where εs and εν are the dielectric constants inside and
outside the a-SiO2 spheres and f is the volume filling
of the lattice (f = 0.74 for the fcc lattice). This permit-
tivity determines the wave vector

(6)

of the incident wave, with ex , ey, and ez being mutually
orthogonal unit vectors. The vector K' of the backscat-
tered wave differs from Eq. (6) in its polar, π – θ', and
azimuthal, ϕ', angles, with |K | = |K' | in the case of elas-
tic scattering.

In the case of an ideal three-dimensional lattice with
basis vectors ai (i = 1, 2, 3), the sum in Eq. (3) is taken

over sites Rl = , where li are integers. Summa-

tion of Eq. (3) shows [23] that the main intensity max-
ima (2) for diffracted radiation appear in the K' direc-
tions satisfying Eq. (1). The atomic plane responsible
for diffraction is determined by the reciprocal lattice
vector b =  perpendicular to it, with the
basis vectors bi and indices (m1, m2, m3). As follows
from Eqs. (1)–(3) [26], illumination of an ideal three-
dimensional lattice by white light produces diffraction
maxima only at certain wavelengths. The diffraction
spots obtained with opals have an essentially different
structure (Figs. 4, 5); namely, each of them represents a
spectral decomposition of white light in a diffraction
angle. This structure of the observed reflections is, in
principle, compatible with predictions of the theory of
diffraction from a two-dimensional (plane) grating
[26]. To make this correspondence more revealing, we
consider the diffraction of light in opals in stages, start-
ing from a single-layer model.
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Our subsequent discussion will take into account the
following specific features of opal structure. In real
opals, the close-packed growth layers are ordered but
alternate along the sample growth axis ζ in a random
manner by occupying, one after another, positions A, B,
and C, which are defined in Section 2. In layer-by-layer
summation, the structure factor in Eq. (3) can be repre-
sented as the product of a regular intralayer factor S||
and an irregular interlayer factor S⊥ : 

(7)

where DK = K' – K is the scattering vector and p is a
parameter identifying the random stacking of layers
along the growth axis ζ.

4.2. Light Diffraction from a Single Layer

The intralayer structure factor S|| is defined by two
basis vectors a1 and a2 of the hexagonal layer (Fig. 6a);
i.e., S|| describes diffraction from a two-dimensional
structure indexed (m1, m2). Summation over sites of a
plane hexagonal lattice yields

(8)
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where Ni is the number of unit cells along the ai vector.
In the limit as Ni  ∞, each of the two functions
Si(DK) in Eq. (8) assumes the form

(9)

where i = 1, 2 and m1 and m2 are integers. As follows
from Eqs. (2) and (7)–(9), the delta functions in Eq. (9)
correspond to Bragg diffraction intensity maxima. In
the case of a single hexagonal layer, these maxima
appear at the values of the scattering vector DK satisfy-
ing the conditions

(10)

If the angles θ and ϕ of the incident beam are given,
Eqs. (10) can be recast, in view of Eqs. (5) and (6), in
the form of the following equations for angles θ' and ϕ',
which define the direction of light diffraction:

(11)

Here, λ = 2πc/ω is the wavelength of light in vacuum
and a = 2R is the distance between neighboring sites in
a close-packed layer of a-SiO2 spheres of radius R in
opal.

For the experiment in the [ 11] geometry described
in Subsection 3.4 (Fig. 6a), where ϕ = 0 and θ = 0, the
set of coupled equations (11) can be solved to yield ϕ' =
π/2 and θ'(λ) for the pair m1 = 0, m2 = –1, which defines

the (0, ) diffraction reflection. This solution is unique

for any wavelength λ within the interval  < λ ≤

. In the visible region of the spectrum, these
inequalities can be met if the a-SiO2 spheres in opal are
a few hundred nanometers in diameter (250 < 2R <
500 nm). This condition is also upheld for the opals we
studied (2R = 270 nm). For m1 = 0 and m2 = –1,
Eqs. (11) yield the following expression relating the
wavelength of light to the angle θ' (an analog of the
Bragg condition for the case of two-dimensional dif-
fraction):

(12)

which describes the spectral decomposition of white
light in angle θ'. In general, as the wavelength decreases

(for λ < ), solutions to Eqs. (11) with other indi-

ces (m1, m2) arise: ( , 0), (0, ), (1, ), etc.; however,
in the case of spheres with 2R = 270 nm, the wave-
lengths for these diffraction reflections lie beyond the
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violet boundary of the visible range. Thus, in our exper-
iments, which are performed in visible light, one can
expect the appearance of diffraction reflections with
m1 = 0 and m2 = –1 only.

4.3. Diffraction from Randomly Stacked Layers

Let us turn our consideration from diffraction by
one layer to Bragg diffraction of light from a system of
growth layers. In the general case of a disordered close-
packed structure, the observed quantities should be
averaged over an infinite random sequence of the A, B,
and C hexagonal layers defined above. In view of the
strongly pronounced interlayer disorder, the intensity
given by Eq. (2) should be averaged in our case, which
reduces to calculating the mean value 〈S(K' – K)〉  of the
structure factor in Eq. (3). For a random sequence of
layers A, B, and C, one may conveniently choose as the
parameter in Eq. (7) the stacking correlation coefficient
p [27]. This is actually the probability of three adjacent
layers being located in three different positions defined
by the set A, B, and C. If the first layer of spheres occu-
pies position A and the second, B, then the third layer
may be found in position C with a probability p or A
with a probability 1 – p, and so on. For 0 < p < 1, such
a stacking turns out to be irregular; for p = 1, it transfers
to a perfect fcc lattice, and for p = 0, it becomes a per-
fect hcp structure.

Let us analyze the averaged structure factor 〈S(DK)〉
for a given correlation coefficient p of random growth-
layer stacking in the opal. In [27], a method was pro-
posed for calculating the quantity 〈S 〉  for various pairs
of indices (m1, m2) in terms of the random-stacking
model in the limit of a large number of layers N3 
∞, where self-averaging occurs. Following [27], the
averaged structure factor corresponding to diffraction

in our [ ] geometry with indices m1 = 0 and m2 = –1
for 0 < p < 1 can be found to be

(13)

where G = 2  +  + (2p –

1)  – . This expression was

derived with due account of Eq. (12), relating the wave-

length of light λ to angle θ' for the (0, ) diffraction.
Significantly, the same λ(θ') relation determines the
angular position of spots at different wavelengths,
which is observed in experiments on the diffraction of
monochromatic light (Fig. 4).

We used Eq. (13) to perform a numerical analysis of
the mean structure factor 〈S 〉  as a function of reflection
angle θ' in terms of the random opal-stacking model for
the case of p ≥ 0.6, where the fcc structure forms pre-
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dominantly. The calculations of the spectral–angular
response of the structure factor (13) are presented
graphically in Fig. 7, and Fig. 5c compares the theoret-
ical relation for 〈S 〉  with the observed spectral–angular
response of the diffracted intensity. The theoretical
dependences of 〈S 〉  on angle θ' (Fig. 7) predict the pres-
ence of two diffracted intensity maxima symmetric in θ'
(rather than one, as would be the case for a perfect fcc
lattice) within the angular range |θ' | < 60° studied by us.
These two maxima are seen clearly to exist at values of
the random-stacking correlation coefficient sufficiently
close to unity (p > 0.8). For such values of p, these are
regions of a regular fcc structure which include several
hexagonal layers (for p  1, their number tends to
infinity). The model of random layer stacking also pre-
dicts coexistence of fcc structures of two types, charac-
terized by mutually reverse layer stacking order,
namely, ABCABC… and CBACBA… . This configura-
tion is known in crystallography as a growth twin for
fcc lattices [28]; the part it plays in light diffraction is
discussed in considerable detail in Subsection 5.2 on
the basis of our experimental data.

5. DISCUSSION OF EXPERIMENTAL RESULTS

5.1. Dielectric Parameters of Opals

In accordance with Eq. (1) and Fig. 2, the condition

of Bragg diffraction in a crystal can be written as  =

cos( /2), where  and /2 are the Bragg
wavelength and angle in the crystal, respectively, and d
is the distance between the atomic planes responsible
for diffraction. Therefore, we can recast the diffraction
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cient p: (1) 0.6, (2) 0.7, (3) 0.8, (4) 0.85, and (5) 0.9.
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condition through the quantities λB and ϑB measured
outside as [22]

(14)

where neff is an effective refractive index determined
empirically and ϑB is the Bragg angle of light reflection
outside the crystal. By using the spectral position of the
transmission band minimum which corresponds to the
Bragg diffraction condition (14) and is measured under
normal incidence of white light on the (111) growth

plane (cosϑB = 1), we found d(111)neff = neff .
300 nm for our opal samples. In the case of oblique
incidence, 2ϑB = 40° and Eq. (14) yields λB . 560 nm
for the Bragg wavelength for our samples (yellow
light). It is this wavelength λB = 560 nm that corre-
sponds to maximum scattered light in the direction of
mirror reflection in our experiments on white light dif-
fraction from the (111) growth plane for ϑ ' = ϑ  = 20°
(Fig. 3a). Thus, Eq. (14) agrees well with the experi-
mental data on Bragg diffraction from the (111) growth
planes. Assuming 2R = 270 nm for the sphere diameter
in our samples [22], i.e., d(111) = 220 nm, the above
experimental data obtained on an opal with filler sug-
gests neff = 1.36, whereas Eq. (5) yields neff = 1.37 for
the background light reflection coefficient for our sam-
ples [22].

5.2. Light Diffraction from a Twinned FCC Opal 
Lattice

In our opinion, the optical phenomena in opals
described in Section 3 are due to Bragg diffraction of
light from the (111)-type high-symmetry planes of the
fcc lattice (Fig. 2). For instance, illumination of an fcc
lattice by a beam propagating in the (111) plane in the

[ ] direction can, in principle, undergo diffraction on

three ( ) type plane systems. When illuminated by a

[ ] white-light beam, the generalized condition of

Bragg diffraction (14) from a system of ( ) planes is

satisfied for the angle 2ϑB = 39° between the [ ] and

[ ] directions in an fcc lattice for a wavelength λB =

565 nm (if  = 300 nm). In the case of the [ ]
beam, the Bragg reflections from the two other plane

systems, ( ) and ( ), which meet condition (14),
are outside the backscattering hemisphere.

As already mentioned, the diffraction pattern
observed under illumination with monochromatic light
in the visible region consists not of one but rather of two
spots arranged symmetrically on the ζ axis (Fig. 4). The
experimentally observed diffraction direction (ϑ ' =
±40°) and the light wavelength corresponding to maxi-
mum scattering into the back hemisphere satisfy condi-

λB 2dneff ϑ B,cos=

R 8/3

211

111

211

111

211

111

d
111( )neff 211

111 111
P

tion (14) for Bragg reflection from the system of ( )
planes. However, such a pattern cannot be explained
assuming the opal structure to be ideally fcc. Indeed,
for the second spot to appear on the ζ axis, the structure
has to have a horizontal reflection plane perpendicular
to the ζ axis or a twofold rotation axis parallel to the

[ ] direction; a perfect fcc structure does not, how-
ever, have such symmetry elements. At the same time,
the diffraction of light observed for K ⊥ ζ  corresponds
to a superposition of diffraction patterns from two fcc
lattices with mutually reverse stacking order of the
close-packed (111) layers along the ζ axis. Two types
of fcc layer stacking may coexist in real opals in the
case of random growth layer alternation. Two such fcc
lattices form a structure …ABCABCACBACBA…
involving mirror reflection through a plane denoted
here by A. This enantiomorphic structure represents a
growth twin known in crystallography to exist for the
fcc lattice (in general, the growth twin may have a mul-
tilayer boundary [28]). Thus, The Bragg diffraction
data displayed in Figs. 4 and 5 indicate the presence of
a twin fcc structure in synthetic opals.

The twin structure of synthetic opals is due to ran-
dom stacking of growth hexagonal layers, for which we
earlier introduced the correlation coefficient p. For val-
ues of p close to unity (1 – p ! 1), the samples consist
of fairly extended sequences of hexagonal layers
stacked regularly along the ζ axis to form an fcc lattice.
As already mentioned, two types of such stacking are
possible, ABCABC… and CBACBA… (denoted by fccI
and fccII in Fig. 6b and in what follows). If the alternat-
ing fragments of type I and II fcc structures have many
layers, this is the case of many twins with boundaries
parallel to the (111) plane. Each of the fccI and fccII
lattices making up a twin can be characterized by its
Brillouin zone, shown in Figs. 6c and 6d, respectively.
We readily see that one of these Brillouin zones trans-
forms into the other either when rotated by 60° around
the vertical axis or under mirror reflection in a horizon-
tal plane parallel to the fcc (111) plane.

Each of fccI and fccII lattices, making up a twin, is
characterized by a system of planes equivalent to the

( ) plane system. In our experiment, the [ ] inci-
dent beam direction lies in the (111) plane of both fcc
lattices (Fig. 2). Because of the above symmetry of the

Brillouin zones of the fccI and fccII lattices, the [ ]
direction coincides with the twofold axis about which
the Brillouin zone of one of these fcc structures should
be rotated to be taken into the Brillouin zone of the
other (fccI transfers to fccII and vice versa). This
accounts for the appearance of two spots symmetrical

with respect to the [ ] direction in diffraction from a
twinned fcc structure; indeed, each of these spots is

caused by diffraction of light from the ( ) plane sys-
tem of its structure, fccI or fccII (this kind of diffraction
pattern is illustrated in Fig. 6b).
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211

111 211

211

211
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We readily see that the totality of calculated depen-
dences of the average structure factor (13) on angle θ'
obtained for a randomly stacked layer structure (Fig. 7)
is in qualitative agreement with the “two-spot” diffrac-
tion pattern. Figure 5c quantitatively compares the the-
oretical dependence of 〈S 〉  on θ' with an experimental
spectral–angular response of scattered intensity Imax(θ')
at the maxima. For this purpose, Fig. 5c presents the
calculated 〈S 〉  vs. θ' dependence from those displayed
in Fig. 7 that fits the experiment best of all; this curve
corresponds to the stacking correlation coefficient p =
0.8. This value of the coefficient p is quite large, which
suggests that the opal samples studied by us are domi-
nated by the fcc structure. As seen from Fig. 5c, the
maxima in the spectral–angular response of the inten-
sity correspond to the angle 2ϑ  = ±40° and wavelength
λ = 570 nm. These values are close to the figures 2ϑB =
39° and λB = 565 nm derived above from condition (14)
for Bragg diffraction from (111)-type planes of a per-
fect fcc lattice and from the experimental data on white-
light diffraction on the (111) growth layer system.
Thus, the maxima in the Imax(θ') relation are explained
as being due to Bragg diffraction of light from the

( ) plane system of a twinned opal fcc lattice. The
angular width of the corresponding peaks is due to the
finite size of the fccI or fccII fragment, which forms the

( ) plane system responsible for diffraction in the

[ ] geometry. Estimates show that the twins forming
at p = 0.8 are most likely to be those in which parts of a
regular fcc structure include about ten hexagonal lay-
ers.

5.3. Angular Broadening of Diffraction Spots

In conclusion, we discuss the mechanism of angular
diffraction spot broadening observed to occur in the
scattering geometry where a beam of white light falls
on the (111) opal growth plane. Let us address the mea-
sured spectral–angular response of diffracted intensity
Imax(ϑ ') (curve 1 in Fig. 3b). The inset to Fig. 3b shows
that the angles of incidence ϑ and reflection ϑ ', deter-
mining the Imax(ϑ ') function, are reckoned from the
direction accepted in the experiment as the sample
growth axis ζ. If this direction is perpendicular to the
system of (111) scattering planes, then the relation ϑ ' =
ϑ  = ϑB, corresponding to the Bragg diffraction scheme

K1   shown in Fig. 2 holds. In this case, the
Bragg wavelength in Eq. (14) measured in vacuum as a
function of angle ϑ ' is given by the relation λB(ϑ ') =
2dneff cosϑ ', which is presented by solid curve 1 in
Fig. 8.

For comparison, curve 2 in Fig. 8 shows the wave-
lengths λmax(ϑ ') at the spectral maxima [the points of
the Imax(ϑ ') curve] measured at different reflection
angles ϑ '. It is seen that at, an angle of incidence ϑ  =
20° corresponding to Fig. 3, condition (14) for a sample

111

111

211

K1'
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with d(111)neff = 300 nm is satisfied at the point of max-
imum in the Imax(ϑ ') relation, namely, at an angle ϑ ' =
20° and wavelength λmax(20°) = 560 nm; these figures
thus have the meaning of the Bragg quantities ϑB and
λB. However, for the points of the experimental Imax(ϑ ')
relation for which ϑ ' ≠ ϑ  = 20° the function λmax(ϑ ')
deviates strongly from curve 1, which implies that
Bragg condition (14) does not hold for the correspond-
ing pairs of quantities {ϑ ', λmax(ϑ ')}, namely, λmax(ϑ ') ≠
2dneff cosϑ '. This means that the simple K1  
scattering scheme that assumes the sample growth axis
ζ to coincide with the normal to the (111) Bragg plane
is applicable only at the maximum of the spectral–
angular response Imax(ϑ ') where ϑ ' = ϑ  but not at the
points where ϑ ' ≠ ϑ .

To settle this controversy, we assume that, in differ-
ent regions of the opal, the normals to the (111) plane
system are oriented differently relative to the growth
axis ζ [22]. In each of such regions, Bragg diffraction
of light occurs in accordance with the scheme K1 
K1 + b(111), but vector b(111) is directed differently in dif-
ferent regions. Then, reflected radiation observed at an
angle ϑ ' at a fixed angle of incidence ϑ  arrives from the
opal regions in which the normal to the (111) plane

K1'
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Fig. 8. Comparison of the Bragg wavelength given by
Eq. (14) with the wavelengths λmax corresponding to the
maxima of measured diffraction reflection spectra (Fig. 3a)
plotted vs. reflection angle ϑ '. (1) Function 2dneff cosϑ ' cal-
culated for d(111)neff = 300 nm, (2) wavelengths λmax(ϑ ')
corresponding to the maxima in the experimental spectra of
the diffracted intensity, and (3) wavelengths λB calculated
from Eq. (14) for the Bragg angles ϑB = (ϑ  + ϑ ')/2. The
results correspond to white light striking the sample growth
surface at an angle ϑ  = 20°.
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(vector b(111)) deviates from the ζ axis by an angle |ϑ' –

ϑ| /2. In the case of K1   diffraction from the
(111) plane system in such a region, the quantity (ϑ  +
ϑ ') /2 plays the part of the Bragg angle ϑB in Eq. (14).
In Fig. 8, curve 3 plots the λmax((ϑ  + ϑ ') /2) relation,
which is seen to fit the λB((ϑ  + ϑ ') /2) relation calculated
using Eq. (14). The good agreement between curves 1
and 3 corroborates the conjecture that while Bragg con-
dition (14) is met for any angle ϑ ', the quantity Imax(ϑ ')
at each ϑ ' is associated with light diffraction in regions
with specific orientations of vector b(111) with respect to
the sample axis ζ. Viewed from this standpoint, the
angular broadening of the diffraction spot may be
attributed to different regions of the sample being dis-
tributed in the angle of orientation of their (111) growth
planes relative to the ζ axis. This mechanism of nonuni-
form angular broadening of the diffraction spot is in
accord with data obtained with atomic-force micros-
copy, which suggest that the angle between the normal
to the (111) close-stacked hexagonal layers in different
regions of the sample surface and the growth axis ζ may
become as high as 5° [29].

6. CONCLUSION

Thus, we have reported on a first observation of
three-dimensional light diffraction from the crystal lat-
tice of synthetic opals. The optical patterns reveal, sim-
ilar to x-ray diffraction patterns, symmetric systems of
diffraction reflections. The diffraction patterns
observed in our fairly perfect opals are accounted for by
Bragg diffraction from (111)-type planes of a twinned
fcc structure. A comparison of the results obtained in a
theoretical analysis of the model assuming random
stacking of hexagonal layers with the experimental data
for our samples yielded the stacking correlation coeffi-
cient p = 0.8; the large value of this coefficient indicates
the predominant formation of a twinned fcc lattice in
opals. It has been shown that the angular broadening of
the diffraction spots originates from the following two
mechanisms: (i) one-dimensional (interlayer) disorder
in the alternation of close-packed layers along the sam-
ple growth axis ζ, which gives rise to the formation of
regions with a regular fcc structure of finite size, and
(ii) deflection of the normal to the (111) growth hexag-
onal layers in different regions of the sample from the
averaged axis of its growth. Our studies of diffraction
spots permit visualization of the spectral (color) inter-
val and the spatial direction that characterize the corre-
sponding photonic stop band in an opal.
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Abstract—The effect of a constant electric current on the migration of interstitial atoms dissolved in a crystal
in the region of a tensile crack tip is estimated. The calculation takes into account plastic deformation that is
produced in the vicinity of the crack tip in the loaded sample by dislocation motion in active slip planes of the
crystal under the action of mechanically and electrically induced shear stresses, Joule heat release, the Thomson
effect, and ponderomotive forces and allows for the effect of gas exchange near the crack edges on the evolution
of the distribution of interstitial impurity atoms. The time dependence of the stress intensity factor is found for
both the cases of the presence and absence of a constant electric current near the crack tip. Numerical calcula-
tions are performed for an α-Fe crystal. © 2003 MAIK “Nauka/Interperiodica”.
A high-density electric current has been recently
established to sharply decrease the strain resistance of
metals and to increase their plasticity [1–3]. Therefore,
the investigation of the evolution of point defects near a
crack tip under the joint action of mechanical and elec-
trical forces is of great interest. From the practical point
of view, the study of the penetration of hydrogen atoms
into loaded samples with defects is of particular inter-
est. An interrelation between the processes of fracture
and hydrogenation was detected in [4]. The time evolu-
tion of the point-defect distribution in the absence of an
electric current was considered in [5]. However, in
order to develop methods of electrochemical hydroge-
nation [6] and to solve other relevant problems, it is
important to understand the effect of an electric current
on sample strength, which substantially depends on the
migration of points defects in them. In this line of
inquiry, we know only one work [7], in which the evo-
lution of the distribution of hydrogen atoms dissolved
near a notch in a current-carrying rod was calculated.
However, Ugodchikov and Berendeeva [7] assumed
that an applied load did not induce plastic deformation
and that gaseous impurities were not accumulated in
the notch space. In [8], we studied three mechanisms of
transport of hydrogen interstitials near a crack tip in the
absence of an electric current: (1) lattice diffusion, (2)
dislocation-induced “sweeping out” of point defects,
and (3) transport of impurity atoms in dislocation cores
moving in a plastic zone. The calculations performed in
[5, 8, 9] showed that the first mechanism of impurity
atom transport (lattice diffusion) makes the main con-
tribution to the flux of impurity atoms flowing towards
the crack space.
1063-7834/03/4503- $24.00 © 20472
Consider a crack of length 2l located in the (010)
cleavage plane (along the negative semiaxis x) of a bcc
crystal H thick and infinite in the other two dimensions
(Fig. 1). The crystal planes y  ±∞ are loaded with a
uniform tensile stress σa(t) (mode 1) monotonically
increasing to the maximum value σmax sufficient for
plastic deformation of the crystal to occur but insuffi-
cient to cause crack growth. As in [10], we assume that
the plastic deformation of the bcc crystal proceeds via
the motion of perfect dislocations with Burgers vector

σ'a

σ'a

(010)

(110)

(1
10

)

x

y

j0

r

θ

ξ 1

ξ 2

Fig. 1. Crystallographic schematic of the {110} easy-slip
planes at the tip of a {001} cleavage crack under tension at
stress σ. Lines of a constant electric current are shown.
003 MAIK “Nauka/Interperiodica”
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b = (1/2)〈111〉  along the {110} planes of easy slip. The
{110} planes intersect the xy plane to form two families
of slip lines, whose directions are defined by vectors ξj

(j = 1, 2). Dislocation sources that emit rectangular
loops lying in the easy-slip planes are uniformly dis-
tributed in the crystal. Then, according to [10, 11], the
rate of plastic deformation induced by the motion of
dislocations near the crack tip is

(1)

where U0 is the activation energy,  and τ0 are con-

stants, and  is the effective shear stress in the easy-
slip planes,

(2)

In Eq. (2), the shear stress σ j(r, t) = (r, t) + (r, t),

where (r, t) is the Westergaard stress,

(3)

and (r, t) is the long-range elastic stress created by
dislocations of the same sign in the plastic zone,

(4)

In Eq. (3), Kc is the stress intensity factor (SIF) for a
brittle crack under the action of a mechanical tensile
load,

(5)

and Ψ(ϕ) is a function of the vectorial angle ϕ. In
Eq. (4), ∆ρk(z', t) is the density of effective dislocations
connected with the strain ε(r, t)by the relationship

(6)

and ( ) specifies the stresses created by a disloca-
tion in an elastic plane with a semi-infinite notch.

The method of calculating the evolution of plastic
deformation in the region of a crack tip is described in
detail in [10, 11].

Additionally to [10, 11], we assume that a constant
electric current with a density j0 (jx(r) = 0, jy = j0 at
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|r |  ∞) passes through the crystal normally to the
crack plane in a portion of the crystal far from the crack.
In this work, we take into account three mechanisms of
the effect of an electric current on dislocations in the
plastic zone of the crack: (1) the Joule heat, (2) the
Thomson effect (the shift of a region heated by the
Joule heat along the drift of conduction electrons), and
(3) ponderomotive forces (the forces caused by the
interaction between an electric current and its magnetic
field) [12].

It seems topical to refine the results of [5, 9] with
allowance for the joint effect of mechanical and electric
fields on hydrogen atoms dissolved in the crystal. The
effect of an electric current on the atoms is both direct
and indirect (through changes in the character of dislo-
cation motion). In [13], we took into account only the
first and second mechanisms of the effect of an electric
current; in this work, we also take into account the third
mechanism.

Consider the contribution of ponderomotive forces
to the evolution of the plastic deformation at the crack
tip [14]. According to the Biot–Savart–Laplace law, an
electric current produces a magnetic field in the crystal;
in the problem in question, the magnetic induction B(r)
has one nonzero component,

(7)

Here, µ is the magnetic permeability of the crystal; R =
r – r'; Rx and Ry are the projections of R onto the x and
y axes, respectively, and integration is performed over
the region S' occupied by the electric current. Accord-
ing to [12], the current density vector J(r, t) near the
crack tip in the polar coordinates has the form Jx(r, t) =

(t) sin(θ/2) and Jy(r, t) = (t) cos(θ/2).

In our case, the density of the ponderomotive forces
is given by

(8)

Body forces (8), acting along the easy-slip planes in the

crystal, induce an additional shear stress , which
can be taken into account by replacing the SIF of the

crack Kc(t) = [ (t) + P(t)]  [9], disregarding the
effect of the plastic deformation on this crack, with

(9)

where Kb is determined by solving the problem in the
elasticity theory on the equilibrium of an elastic plane
with a semi-infinite notch subjected to body forces (8).

Consider the heat release caused by the Joule heat in
the plastic zone near the crack tip. The temperature
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field in the upper half-plane at instant t is determined by
solving the heat-conduction problem:

(10)

(11)

(12)

In Eq. (10), a = λ/ρC is the thermal diffusivity of the
crystal, λ is the thermal conductivity, ρ is the density, C
is the specific heat, and

(13)

In Eq. (13),  = [1 + α(T – 273 K)] is the resistivity

of the crystal,  is the resistivity at T = 273 K, α is the

temperature coefficient of resistance, and L is the
Thomson coefficient [12]. Using the symmetry of the
problem for y = 0, we obtain the boundary condition
Φ(x, t) = 0. Equation (10) for T(x, y, t) is solved using
the method described in detail in [11].

In our calculations, we assumed that the crack SIF
can be represented as [9, 10]

(14)

where the correction Kp(t) takes into account the effect
of plastic deformation on the SIF,

(15)

The quantity (z) =  –  was found in [10].
The rate of loading the crystal is chosen so that the

condition max | (r, t)| ≤ 0.1 s–1 is met at the maximum
strain rate in Eq. (1) [9]. The mechanical loading of the
crystal is terminated when Kcb(t) reached its maxi-

mum, . The current density is monotonically
increased with time up to a given value j0 such that the
relation Kb = Kc/10 is valid in Eq. (9).

In calculating the evolution of the plastic deforma-
tion near the crack tip in an α-Fe crystal under the
action of an applied mechanical load and an electric
current, we used the following constants: H = 10–2 m,
2l = 10–3 m, ρ = 7800 kg/m3, λ = 78.2 W/(m K), C =
460 J/(kg K), T0 = 300 K,  = 8.6 × 10–8 Ω m, L =

−22.8 × 10–6 V/K, µ = 4π × 10–7 H/m, α = 3.3 × 10–3 K–1,

J0 = 8 × 108 A/m2, and  = 0.2 MPa m1/2. The other
constants were chosen as in [9].
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Now, we analyze the equation of electromechanical
diffusion (see, e.g., [7])

(16)

where D is the diffusion coefficient, V(r, t) = ∆υ (r,

t) – eZ* (r, t), ∆υ is the change in the unit-cell volume

caused by an interstitial atom in it, (r, t) is the spher-
ical component of the effective stress tensor at the crack
tip [9], e is the elementary charge, Z* is the effective
charge number, and (r, t) is the electric potential of
the current in the crystal. It follows from [12] that  =

–ρj0 sin(θ/2) at |r |/l  0. Equation (16) was
derived for a dilute solution of impurities (c ! 1) with
allowance for the condition ∆V = 0.

We assume that hydrogen interstitials with a con-
centration c0 are uniformly distributed in the crystal
prior to loading. Then, the initial condition is c = c0 at
t = 0. The boundary conditions are as follows: at y = 0
and x > 0, 

(17)

at y = 0 and x < 0, 

(18)

(the Sieverts law [5]); and at |r |  ∞, c = c0. In
Eq. (18), km is the constant of mass transfer at the gas–
solid phase interface, P(t) is the gas pressure in the
crack space, and Γ' is a modified Henry constant [5].

We also assume that the gas in the crack space can
be treated as an ideal gas; then, its pressure P(t) inside
the crack is [5]

(19)

where G is the shear modulus and ν is the Poisson ratio
in the crystal. As in [9], we assume that the main flow
of gas dissolved in the bulk of the crystal enters the
crack space through its edges. In this case, the number
of hydrogen molecules in the crack space is N(t) =

, where
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is the gas atom flux through the crack edges. The
method of solving Eqs. (16)–(19) is similar to that used
in [5, 9].

We take into account the plasticizing effect of the
dissolved hydrogen by introducing a correction to the
yield stress στ [9, 15]:

(20)

where r0 is the dislocation core radius.

To calculate the migration of hydrogen interstitials
in an α-Fe crystal, we used the following constants: b =
2.48 × 10–4 µm, D = 4.88 × 10–12 m2 s–1, km = 4.88 ×
10−9 m2 s–1, r0 = 2b, G = 83 GPa, ν = 0.28, and ∆υ = 3 ×
10–30 m3.

Now, we discuss the effect of the electric current on
the evolution of the distribution of point defects in the
region of the crack tip. The direct effect of the electric
current on hydrogen atoms is caused by its electric
potential, the Joule heat, and the Thomson effect. The
indirect effect of the electric current on dissolved
hydrogen atoms is caused by a change in the hydro-
static component of the mechanical stress tensor at the
crack tip due to an additional extension of the crack
induced by the ponderomotive forces. This change
leads to a dislocation redistribution in the plastic zone.
The additional Westergaard stress field, in combination
with the elastic field created by dislocations in the plas-
tic zone, affects the migration of point defects. The
electric current can also indirectly affect the migration
of hydrogen atoms to the crack space and, conse-
quently, change the gas pressure in it.

Figure 2 shows the time dependences of the SIF in
the crystal containing hydrogen interstitials with con-
centrations c0 = 10–5 (curve 2) and 10–4 (curve 3). Curve 1
in Fig. 2 corresponds to the concentration c0 = 10–5 in
the case when the Joule heat and Thomson effect are
neglected. The end points of these curves correspond to
the instants the evolution of plastic deformation ε j was

terminated when the effective stress  decreased
below the yield stress. A comparison of curves 1 and 2
demonstrates that the neglect of the thermal effect of
the electric current considerably (by ~3%) decreases
the stress relaxation at the crack tip and increases the
time it takes for the termination of the plastic deforma-
tion from 1.34 to 1.4 s. The results of SIF calculation at
a concentration of c0 = 10–4 showed an insignificant
decrease in the SIF (by ~1%) in comparison with the
calculated value at c0 = 10–5 and a considerable
decrease in the time for termination of the evolution of
plastic deformation (down to 1.01 s). This effect may be
due to a noticeable decrease in the yield stress resulting
from the nonlinear dependence of στ on the concentra-
tion c.

στ 2πβ2
c r t,( )

3 3r0bkBT
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It is important to note that the continuous decrease
in the SIF in Fig. 2 (curves 1–3) is caused by the com-
petition of mechanisms that accelerate the development
of plastic deformation, which leads to an additional
stress relaxation at the crack tip due to the Joule heat
(curves 1, 2) and to a decrease in the yield stress with
increasing hydrogen concentration (curves 2, 3). At the
same time, an increase in the gas pressure in the crack
space due to a rise in hydrogen migration to the crack
sink caused by a higher mobility of dissolved hydrogen
interstitials upon heating and due to an increase in the

1
23
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0.09
0 0.5 1.0

t, s

K, MPa m1/2

Fig. 2. Calculated time dependences of stress intensity fac-
tors for a plastic tensile crack in a bcc crystal containing
hydrogen interstitials with initial concentration c0: (1) with-
out regard for the heating of the crystal due to the Joule heat,
c0 = 10–5; (2) with allowance for all mechanisms of the

effect of an electric current, c0 = 10–5; and (3) the same as

for curve 2, but with c0 = 10–4.
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Fig. 3. Level lines of the dimensionless concentration
c(r, t)/c0 of hydrogen interstitial impurity atoms in the

region of the crack tip for the initial concentration c0 = 10–5

at the instant t = 1.34 s: (1) 0.919, (2) 0.944, (3) 0.969,
(4) 0.994, (5) 1.02, (6) 1.04, and (7)1.07.
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initial hydrogen concentration results in a higher stress
level at the crack tip. Heating of gas in the crack space
caused by the Joule heat leads to an increase in the
pressure P in Eq. (19) and in the modified Henry con-
stant Γ '(T) [5, 9], which are involved in boundary con-
ditions (18). These changes result in a decrease in the
crack-edge permeability to hydrogen. The calculations
performed with the constants chosen showed a predom-
inant contribution from relaxation mechanisms to the
SIF evolution.

Figure 3 shows the concentration distribution of
hydrogen interstitials in the region of the crack tip that
corresponds to the end point of curve 2 in Fig. 2. The
concentration distribution is seen to be asymmetric
about the crack line. The concentration distribution of
point defects in Fig. 4 corresponds to the end point of
curve 3 in Fig. 2; in this case, however, there is a region
with a lower concentration (concentration “dip”) in
front of the crack tip. It should be noted that the hydro-
gen flux through the upper crack edge (Fig. 1) is smaller
than that through the lower (“shadow”) one (by less
than 1%), except in the initial loading stage. However,
the total hydrogen flux flowing towards the crack space
is the same in both the absence and presence of the elec-
tric current in the crystal. In other words, the electric
current cannot decrease the flow of hydrogen dissolved
in the crystal to the crack space. However, the effect of
the electric current on the hydrogen distribution in the
region of the crack tip is noticeable as compared to the
current-free loading mode [5].

In conclusion, we note the following.

(1) The relaxation mechanisms of the effect of an
electric current on the evolution of plastic deformation
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Fig. 4. Level lines of the dimensionless concentration
c(r, t)/c0 of hydrogen interstitial impurity atoms in the

region of the crack tip for the initial concentration c0 = 10–4

at the instant t = 1.01 s: (1) 0.833, (2) 0.865, (3) 0.896,
(4) 0.927, (5) 0.958, (6) 0.990, and (7)1.02. 
P

dominate over the mechanisms that raise the concentra-
tion of mechanical stresses at a crack tip in a crystal
with dissolved hydrogen.

(2) The Joule heat is the main mechanism of the
direct and indirect effect of an electric current on the
migration of hydrogen interstitials and on the relax-
ation of mechanical stresses at the crack tip.

(3) The distribution of point defects near the crack
tip depends substantially on their initial concentration
and the current density. At the available current densi-
ties, the current cannot decrease the flow of dissolved
hydrogen to the crack space.
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Abstract—The effect of temperature and vibrational strain amplitude on Young’s modulus and an ultrasound
damping (internal friction) of ceramic boron nitride samples and silicon nitride/boron nitride fibrous monoliths
was studied. It was shown that the elastic moduli and the elastic vibration decrement of the low-modulus BN
ceramic and of the high-modulus Si3N4/BN monoliths measured at small strain amplitudes (in the region of
amplitude-independent internal friction) exhibit a noticeable temperature hysteresis. Temperature exerts the
smallest effect on the amplitude-independent decrement and on the amplitude-dependent damping and Young’s
modulus defect of a monolith whose filaments are arranged both along and perpendicular to the axis of a rod-
shaped sample. These parameters behave in the most complicated way in a sample with all its filaments aligned
with the rod axis. The observed relations can be assigned to structural features of the monoliths and the consid-
erable influence of transverse strain on the evolution of defect structure in the materials studied. © 2003 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

The present study is a continuation of the investiga-
tion [1, 2] into the elastic and inelastic characteristics of
ceramic boron nitride (BN) and silicon nitride/boron
nitride fibrous monoliths (Si3N4/BN). The original pub-
lication [1] dealt primarily with the high-temperature
elastic properties of boron nitride ceramics fabricated
employing different technologies. Similar studies were
carried out on Si3N4/BN fibrous monoliths [2]. These
monoliths are fabricated by pressing ceramic filaments
coated by an appropriate binder and compare favorably
with conventional high-strength ceramic-based com-
posites in that their structure precludes catastrophic
crack propagation at high stresses [3–7].

This study focuses attention on the behavior of the
acoustic characteristics (Young’s modulus E, vibrational
decrement δ) of boron nitride and Si3N4/BN fibrous
monoliths over a broad range of vibrational strain ampli-
tudes at moderate temperatures (100–390 K).

2. EXPERIMENTAL

The fibrous monoliths were fabricated in the USA
(Advanced Research, Tucson, AZ) from polymer-
bound Si3N4/BN filaments ~325 µm in diameter, which
represented Si3N4 cores (85 vol %) coated by a BN
layer (15 vol %). Detailed information on the technol-
ogy of fabrication and structure of the materials used in
this study is given in [2] and the references therein (see
1063-7834/03/4503- $24.00 © 20477
also [8, 9]). We only note here that after the binding
pyrolysis and pressing of the monoliths, the filaments
were approximately 100 × 200 µm2 in cross section.
Monolithic Si3N4 and BN ceramics were also prepared
employing the same technology for comparison.

Acoustic measurements were carried out on rod-
shaped specimens of rectangular cross section (~10–
20 mm2) and about 25 mm in length. Rods of three
types, with differently arranged filaments (fiber archi-
tecture), were used; more specifically, the filaments
were arranged along (sample notation [0]), across [90],
and along and across [0/90] the main rod axis. In the
latter case, layers with mutually perpendicular filament
arrangement were stacked alternately. Schematics of
the structure of these fibrous monoliths and their SEM
micrographs can be found in [2].

The acoustic characteristics at various temperatures
T and vibrational strain amplitudes ε were studied using
the resonance method of a composite piezoelectric
oscillator on samples vibrating longitudinally at fre-
quencies of about 100 kHz. This method is described in
considerable detail in [10]. This method permits one to
perform acoustic measurements over a broad range of
strain amplitudes (spanning about three decades),
including the range of amplitude-independent ultra-
sound damping where a material behaves linearly and
the range of nonlinear amplitude-dependent damping
where inelastic (microplastic) deformation becomes
noticeable.
003 MAIK “Nauka/Interperiodica”
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The inelastic properties become manifest at suffi-
ciently large strain amplitudes. As a measure of inelas-
ticity, one may use the amplitude-dependent Young’s
modulus defect (∆E/E)h = [E(ε) – E1]/E1, where E1 is
the modulus determined in the amplitude-independent
region at the smallest ε used in a given experiment. The
elastic-modulus defect (∆E/E)h is approximately equal
to the ratio of inelastic to elastic strain [10]. The ampli-
tude-dependent decrement δh = δ(ε) – δi also reflects the
nonlinear behavior of a material (here, δi is the decre-
ment measured at a small strain amplitude in the ampli-
tude-independent region).

3. RESULTS AND DISCUSSION

Figures 1 and 2 illustrate the experimental tempera-
ture dependences of Young’s modulus E(T) and elastic
vibration decrement δi(T) measured at ε = 1.0 × 10–6

(region of amplitude-independent damping) on the BN
ceramic and Si3N4/BN [0] monolith samples under
thermal cycling in the range 100–390 K. The measure-
ments were started by heating a sample from room tem-
perature to ~390 K, followed by cooling to approxi-
mately 100 K, and then heating again to 290 K. The
heating and cooling rates were about 2 K/min. As seen
from the figures, both samples exhibit a temperature
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Fig. 1. Young’s modulus E and elastic vibration decrement
δi of a BN sample measured in the temperature range 100–

390 K at a strain amplitude ε = 1.0 × 10–6; arrows indicate
the direction of temperature variation.
P

hysteresis in both the elastic modulus and the decre-
ment. The relations demonstrated by fibrous monoliths
of [90] and [0/90] architecture in similar experiments
are qualitatively similar to the E(T ) and δi(T ) depen-
dences obtained on boron nitride (Fig. 1). The behavior
of Young’s modulus in the [0] architecture (Fig. 2) is
qualitatively indistinguishable from E(T ) of BN
(Fig. 1), despite the nearly order-of-magnitude differ-
ences in the absolute value of the modulus. This sug-
gests that the low-modulus component of boron nitride
is primarily responsible for the changes in Young’s
modulus effected under thermal cycling.

The behavior of the decrement in these experiments
is also dominated by damping in the boron nitride. This
is particularly well seen from Fig. 3, which compares
the values of the decrement δi and the relative variation
of Young’s modulus E observed under cooling from 390
to 100 K for all the samples studied in this work. The
damping in the Si3N4 sample with no boron nitride
present is very low (curve 5 in Fig. 3). The presence of
Si3N4 filaments in the monolith noticeably reduces the
decrement, the drop in δi being the largest in the sample
with the [0] architecture, where the filaments are
arranged along the main rod axis. This sample exhibits,
however, as evident from Figs. 2 and 3, a very well-pro-
nounced damping peak at 365 K; in the samples with
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Fig. 2. Young’s modulus E and elastic vibration decrement
δi of a sample of fibrous monolith Si3N4/BN [0] measured
in the temperature range 100–390 K at a strain amplitude
ε = 1.0 × 10–6; arrows indicate the direction of temperature
variation.
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the [90] and [0/90] architecture, as well as in the BN
matrix, this peak is either very broad or absent alto-
gether. Interestingly, temperature affects least of all the
decrement δi of the [0/90] sample.

The inelastic properties were studied in two ways:
(i) the strain amplitude dependences of the modulus
E(ε) and the decrement δ(ε) were measured at some
fixed temperatures and (ii) the E(T) and δ(T) depen-
dences were determined at two fixed strain amplitudes,
one of which was in the region of amplitude-indepen-
dent (ε = 1.0 × 10–6) and the other, in that of amplitude-
dependent ultrasound damping; in the latter experi-
ment, the sample was subjected mainly to a large-strain
amplitude ultrasound, after which a low strain ampli-
tude was set for a short time (about 1 s, a time long
enough for the value of ε to stabilize and the measure-
ments to be made). In these experimental conditions,
we were able to obtain detailed information on temper-
ature spectra of the amplitude-dependent Young’s mod-
ulus defect (∆E/E)h and decrement δh.

Figures 4–6 present graphs of the amplitude-depen-
dent decrement and Young’s modulus defect measured
at three fixed temperatures: 290, 390, and 102 K. The
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Fig. 3. Temperature dependences of Young’s modulus E and
decrement δi of samples of (1) BN and (5) Si3N4 and of
Si3N4/BN fibrous monoliths with filament orientation (2)
[0], (3) [0/90], and (4) [90] measured under cooling from
390 to 100 K at a strain amplitude ε = 1.0 × 10–6.
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measurements showed that experimental curves
obtained with increasing and subsequently decreasing
strain amplitude coincide, which shows that the materi-
als are of good quality. These curves illustrate the abil-
ity of a sample to inelastically (microplastically)
deform. Data on (∆E/E)h (Figs. 4–6) permit one to
derive information on the level of inelastic strain for the
materials studied by constructing stress-inelastic-strain
graphs. This was done [2] for room-temperature data. It
was shown that the level of stresses required for initia-
tion of the same microplastic deformation decreases on
going along the series Si3N4, Si3N4/BN [0], Si3N4/BN
[0/90], Si3N4/BN [90], and BN and that the inelastic
strain reached in acoustic experiments at the highest
strain amplitudes used on all the materials does not
exceed 10–7. The data displayed in Figs. 5 and 6, which
were obtained at 390 and 102 K, likewise indicate that
microplastic strain, both above and below room tem-
perature, changes neither this series nor the strain level
(10–7). The only feature, seen as a maximum in the δh(ε)
curve obtained at 390 K, is observed in Fig. 5 for the
Si3N4/BN [0] sample (curve 2); furthermore, curves 2
and 3 for (∆E/E)h in Fig. 5 lie substantially closer to
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Si3N4/BN [0], (3) Si3N4/BN [0/90], (4) Si3N4/BN [90], and
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each other than the similar curves in Figs. 4 and 6,
which were taken at room temperature and at 102 K,
respectively.

Figure 7 illustrates the effect of temperature on the
nonlinear characteristics of the BN and Si3N4/BN sam-
ples in more detail. In these experiments, the stabiliza-
tion strain amplitude was different for all samples.
Based on the data presented in Figs. 4–6, the amplitude
was chosen such that, on the one hand, the measured δh

and (∆E/E)h were large enough to be determined with
acceptable accuracy throughout the temperature range
covered, while on the other, were not so large as to
make stabilization of the chosen value of ε technically
impossible (to satisfy these requirements, the stabiliza-
tion strain amplitude should be, as a rule, in the central
part of the range covered by the strain amplitude depen-
dences). As seen from Fig. 7, the behavior of the param-
eters measured for the BN and Si3N4/BN [90] samples
differ little in character (curves 1, 4). By contrast,
curves 2 and 3, which display the behavior of δh and
(∆E/E)h of two other samples, differ qualitatively from
curves 1 and 4 and from each other. The sample with
the [0] architecture exhibits distinct amplitude-depen-
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P

dent internal friction peaks at comparatively high tem-
peratures. The [0/90] sample is remarkable for a very
weak dependence on temperature in both its decrement
(there is a weakly pronounced maximum in the region
of 240 K) and its modulus defect.

The specific features of the experimental relations
observed in different fibrous monoliths are apparently
due to different strengths of bonding between the fiber
core (Si3N4) and the coating (BN), as well as to fibers
in samples of different architecture being differently
stressed.

In [0] samples, imperfect bonding of filaments
aligned with the main rod axis is apparently more con-
spicuous in the chosen experimental conditions against
the comparatively low δh level. In samples with fila-
ments arranged across the sample axis (the [90] archi-
tecture), this background is very high (curve 4 in Fig. 7)
and features in the form of peaks or dips are not so dis-
tinct. In addition, the stressed state here is completely
different and bonding defects may produce similar
peaks in δh at other (higher) temperatures. Figure 7
(curves 2) suggests the existence of a whole spectrum
of defects, which become manifest in the presence of
well-pronounced maxima in the temperature depen-
dence of the amplitude-dependent decrement δh and
fairly high absolute values of the modulus defect
(∆E/E)h above room temperature. The presence of
defects becoming active at temperatures of 300 K and
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higher in [0] samples also accounts for the appearance
of a well-pronounced maximum in the amplitude-inde-
pendent decrement (see Figs. 2, 3). There can hardly be
any doubt that the features in the behavior of δi and δh

are related. However, the sensitivity of nonlinear inelas-
tic effects to the presence of defects and to the possible
evolution of defect structure is apparently much higher.

In connection with the above observations, mention
should be made of the structural perfection of the sam-
ple with [0/90] architecture, which is reflected in the
very weak temperature dependences of δi, δh, and
(∆E/E)h. An important role may play here not only the
almost total absence of mobile defects but also the sub-
stantially suppressed transverse deformation in this
material (in the case of longitudinal vibrations), which

Fig. 7. Amplitude-dependent Young’s modulus defect
(∆E/E)h and elastic vibration decrement δh = (δ – δi) mea-
sured as functions of T for samples of (1) BN, (2) Si3N4/BN
[0], (3) Si3N4/BN [0/90], and (4) Si3N4/BN [90] under cool-
ing from 390 to 100 K; the vibrational strain amplitude in
each experiment was maintained constant at a level (1) 1.3 ×
10–5, (2) 1.5 × 10–5, (3) 0.70 × 10–5, and (4) 0.50 × 10–5.
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is due to high-modulus filaments being arranged across
the main rod axis.

4. CONCLUSIONS

Thus, our studies convincingly showed that trans-
verse filaments play an important stabilizing part in a
composite. The sample with the [0/90] architecture
apparently ensures the required strength of bonding
between Si3N4 and BN and, hence, a small concentra-
tion and low mobility of defects. The experience gained
in this study suggests that nonlinear acoustic parame-
ters provide the most complete characterization of the
defect structure and can be employed in studying and
estimating the quality of bonding between a filament
and the matrix in a composite material.
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Abstract—Temperature dependences of the Young’s modulus E of wood-derived biomorphic SiC ceramics
fabricated through pyrolysis of eucalyptus and oak with subsequent silicon infiltration were studied using elec-
trostatic resonance excitation of longitudinal vibrations. The decrease in E with increasing temperature
observed to occur in eucalyptus SiC in the temperature interval 20–1000°C was found to be accompanied by
several jumps (splittings) in the resonance frequency, which persist after the sample is heated to 1000°C. The
oak-SiC ceramic exhibits only one jump, which vanishes after heating to 1000°C. The observed anomalies are
assigned to the presence of defects (including pores) in the materials studied. © 2003 MAIK “Nauka/Interpe-
riodica”.
1. INTRODUCTION
Investigation of the physicomechanical properties

of present-day composite ceramics is of considerable
research and applied interest, because they combine a
high strength with a great resistance to high-tempera-
ture creep [1–3]. On the other hand, considerable diffi-
culties related to the technological nature involved in
the fabrication and mechanical treatment of products
are present in these properties. This problem becomes
particularly acute if the electrical conductivity of these
materials is not high enough to permit the use of the
spark-cutting technique.

At the same time, wood-derived biomorphic silicon
carbide ceramics, which are presently enjoying increas-
ing interest [4–9], are not plagued by this shortcoming.

The ceramics mentioned above are prepared
through fast and controlled mineralization of the cho-
sen wood in two stages; namely, it is first pyrolyzed
(carbonized), after which silicon is infiltrated to obtain
silicon carbide, with the wood structure preserved.
Nature offers a rich variety of various wood structures
differing in density and property anisotropy, thus facil-
itating proper choice of an object.

This approach possesses a number of advantages
over other methods of fabrication of SiC ceramics. The
advantages are, in particular, a possibility of preparing
any desired preform, fast preparation and low density
of the material, and a lower processing temperature.
The experiments performed thus far on the above-men-
tioned SiC materials indicate that they have very good
mechanical properties at high temperatures [4–9].

This communication reports on a first study of
Young’s modulus of biomorphic SiC ceramics carried
1063-7834/03/4503- $24.00 © 20482
out over a broad temperature range (up to 1000°C). The
results obtained are compared with information on the
structure of these ceramics.

2. SAMPLES AND EXPERIMENTAL
TECHNIQUE

Biomorphic SiC was obtained by vacuum infiltra-
tion of molten silicon into porous carbonaceous pre-
forms prepared through the pyrolysis of wood (white
Eucalyptus and Spanish Oak) in an argon environment
at 1000°C [7]. The final product was a cellular SiC
structure extended along the tree growth direction. Fol-
lowing the infiltration, the samples were cut parallel
and perpendicular to the growth axis and polished for
metallographic measurements. The sample microstruc-
ture was studied with a scanning electron microscope
(Philips XL30, Microscopy Service, University of
Seville, Spain). The sample density ρ was determined
by hydrostatic weighing at room temperature.

The initial densities of eucalyptus and oak were 0.84
and 0.88 g/cm3, which changed after the pyrolysis to
0.67 and 0.78 g/cm3, respectively. If the carbon of the
wood reacted completely with molten silicon and there
was no excess of the latter, the expected densities of
biomorphic SiC of the above origins would be 2.23 and
2.6 g/cm3, respectively. The experimentally produced
material was found to have ρ = 2.37 g/cm3 for the euca-
lyptus SiC and 2.28 g/cm3 for the oak SiC. These fig-
ures indicate the presence of excess silicon (≈6 vol %)
in the eucalyptus-SiC samples and of unreacted carbon
in the Oak SiC. The presence of Si in the former is cor-
roborated by x-ray diffraction data. Density measure-
003 MAIK “Nauka/Interperiodica”
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Fig. 1. SEM micrographs of the structure (a, b) of white eucalyptus after pyrolysis and (c) of biomorphic eucalyptus SiC, which
were obtained (a) along and (b, c) across the tree growth direction.
ments show both samples to have porosities of about
15–20 vol %.

Figure 1 presents SEM micrographs of the eucalyp-
tus structure after the pyrolysis and of the biomorphic
eucalyptus SiC. Figure 1a reveals a clearly pronounced
axially extended cellular structure; Figs. 1b and 1c,
individual pores measuring up to 100 µm.

Samples prepared for acoustic measurements were
rods with a rectangular cross section 10–20 mm2 and
length l ≈ 20–40 mm oriented along the tree growth
direction. Young’s modulus was determined, using
electrostatic resonance excitation of longitudinal vibra-
tions in the sample [10, 11], from the formula E =
4ρl2f 2n–2, where f is the resonance vibration frequency
and n is the number of the excited harmonic (in our
case, n = 1). The experiments were performed in the
temperature range T = 20–1000°C in a helium-filled
chamber. The average heating rate was ~2 deg/min.

3. RESULTS AND DISCUSSION

Figure 2 illustrates two successive measurements of
the temperature dependence of the resonance frequency
made on a rod sample of the biomorphic eucalyptus-
SiC ceramic within the range 20–1000°C and plotted in
f 2–T coordinates. The first measurement (Fig. 2a) was
performed on an as-fabricated sample; the second
PHYSICS OF THE SOLID STATE      Vol. 45      No. 3      200
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Fig. 2. Temperature dependences of the resonance fre-
quency squared and of the calculated Young modulus of an
eucalyptus-SiC sample obtained in two measurements, (a)
before and (b) after annealing at 1000°C for two hours.
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(Fig. 2b), after maintaining the sample at 1000°C for
two hours. We readily see that as the temperature is
increased, the monotonic decrease in f is accompanied
by jumps in the sample resonance frequency, which are
specified in the f 2(T) plots by vertical lines.

An essential experimental finding is the resonance
frequency splitting, i.e., the presence of two closely
spaced resonance frequencies for the same sample in
some temperature intervals. The second (extra) fre-
quency f2 appears at some value of T, and the amplitude
ε at this frequency (the resonance line intensity) grows
gradually with increasing temperature. At the same
time, the sample vibration amplitude at f1 that was the
main resonance frequency at lower temperatures
decreases gradually and the maximum in the ε( f )
dependence observed at f1 disappears completely. The
evolution of the amplitude vs. frequency characteristic
of the eucalyptus-SiC sample at temperatures from 154
to 195°C is illustrated for one of the jumps in Fig. 3.
The temperatures at which the jumps occur (identified
in Fig. 2 by vertical lines) correspond to the times at
which the intensities of the two resonance lines become
equal (Fig. 3b). The resonance frequency splitting at a
jump is observed to exist within a temperature interval
∆T > 40°C.

The positions and number of resonance frequency
jumps for a rod of a given material were found to be
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Fig. 3. Variation of the amplitude vs. frequency characteris-
tic of the eucalyptus-SiC sample obtained under heating in
the region of the resonance frequency splitting.
P

sensitive to the period of time over which the sample
was maintained at 1000°C (cf. Figs. 2a, 2b). This sug-
gests that the observed phenomena are associated with
the defect structure of the material, which undergoes
noticeable changes during the anneal. These effects
apparently have a dynamic character and originate from
the dynamic (ultrasound) method employed in measur-
ing of the elastic modulus. The values of E plotted on
the right-hand vertical axis in Fig. 2 give an idea of the
magnitude of Young’s modulus at the temperatures
where no jumps are observed. The absolute value of the
modulus E ≈ 230 GPa for the eucalyptus SiC at room
temperature is lower than the value E ≈ 297 GPa for the
SiC ceramic.

Similar relations were observed to hold for the oak-
SiC biomorphic ceramic (Fig. 4). This material differs
from the eucalyptus-SiC biomorphic ceramic in that it
exhibited only one resonance frequency jump, which
transformed, after the annealing at 1000°C, to a barely
distinguishable kink at about the same temperature
(about 600°C).

The large number of jumps in the resonance fre-
quency observed under sample heating can be assigned
to the presence of a spectrum of defects of different
nature in a material. The existence of cavities and/or
weak bonding between the structural elements making
up the sample material may excite additional degrees of
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Fig. 4. Temperature dependences of the resonance fre-
quency squared and of the calculated Young modulus of an
oak-SiC sample obtained in two measurements, (1) before
and (2) after annealing at 1000°C.
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freedom of the vibrating system under specific external
conditions (two degrees of freedom should produce two
maxima in the amplitude vs. frequency characteristic of
a vibrator [12]). In particular, defects of different origin
may become activated at different temperatures, which
will show up in the measurements.

The splitting of the resonance frequency of a vibrat-
ing system was also observed earlier in resonance mea-
surements of the temperature dependences of elastic
constants and of the internal friction of various materi-
als [13–15]. For instance, studies of potassium nitrite
[13, 14] showed that the resonance frequency splitting
temperature for this compound coincides with the tem-
perature of the KNO2III  KNO2II phase transition,
and it was suggested that this effect is caused by the
coexistence of structural forms III and II of this nitrite.
Such a manifestation of additional degrees of freedom
of a vibrating system was attributed in [15] to specific
features in the structure of the materials studied
[Y(Er)Ba2Cu4O7 – δ HTSC ceramics]. A jump in the res-
onance frequency was reported in [16] to occur under
loading (deformation) of silicon bronze and was
assigned to the presence of precipitates of a second
phase in the samples studied.

A comparison of the above two materials convinc-
ingly showed the eucalyptus-SiC ceramic to be more
defective and less stable, because it revealed many
more features in the f(T) curves. This may be due to the
presence of excess silicon in the material. In addition,
the appearance of a splitting of resonance frequency in
a SiC ceramic may be associated with specific features
in the cellular structure of the original wood, in partic-
ular, of its porosity.

4. CONCLUSION
Thus, we have studied the behavior of the elastic

characteristics of novel ceramic materials, biomorphic
silicon carbide ceramics, by using the dynamic ultra-
sound method. The defect structure of these materials
has been shown to dominate the character of the tem-
perature dependences of the amplitude vs. frequency
characteristics obtained. However, it appears impossi-
ble at present to identify the structural elements
responsible for the individual features in the experi-
mental curves. Such identification would require fur-
PHYSICS OF THE SOLID STATE      Vol. 45      No. 3      200
ther work combining acoustic, technological, and
structural studies.
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Abstract—The dc and 9.2-GHz electrical resistivities and magnetoresistance observed in La1 – x AxMnO3 crys-
tals (A = Sr, Ce, x ≤ 0.1) in the temperature interval 77–300 K are accounted for by the contributions due to
carriers, both nonlocalized and localized in the valence-band tail and near the Fermi level. The localized-state
tail extends to a depth of 0.15–0.25 eV inside the band gap, and the hopping activation energy varies from 0.06
to 0.15 eV, depending on the sample composition. Within the temperature region where magnetic ordering sets
in, the variations of the electrical resistivity and magnetoresistance with temperature and magnetic field are
caused by variations in the carrier mobility and concentration. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The interest in lanthanum manganites stems from
the possibility of achieving high (colossal) values of
magnetoresistance (CMR) in these compounds at
room temperature, which is an effect essential for
applications. The nature of the electrical resistivity and
magnetoresistance in these materials remains, how-
ever, unclear. Two opinions dominate presently on this
point. It was shown in [1] that the double exchange
model [2] is not capable of accounting for the experi-
mental data on the semiconductor–metal transition in
La1 − xSrxMnO3 (x = 0.2–0.3), and it was assumed in [1,
3] that the electrical properties can be explained by the
polaron mechanism, which is based on a strong elec-
tron–phonon coupling originating from the Jahn–Teller
splitting in the Mn3+ ion.

The other viewpoint postulates that the magnetic
and electrical properties of the manganites can be
explained in terms of double exchange, assuming the
carriers to be localized as a result of spin disorder and
of randomly distributed nonmagnetic inhomogeneities
[4–6]. Calculations [5] show that in the presence of an
appropriate nonmagnetic disorder, spin disorder in the
paramagnetic region can give rise to carrier localization
at the Fermi level and to the Anderson semiconductor–
metal transition near TC at x = 0.2–0.3.

The dc and microwave electrical resistivity and
magnetoresistance measurements carried out in this
study showed that the dc and microwave electrical
resistivity of lanthanum manganite single crystals
doped lightly by Sr2+ and Ce4+ (La1 – xAxMnO3, A = Sr,
Ce; x ≤ 0.1), in which case metal–nonmetal transition
does not yet occur, can be explained in terms of the
model of conduction in a disordered medium with car-
riers localized at the valence band edge. Magnetic
1063-7834/03/4503- $24.00 © 20486
ordering reduces carrier localization, thus changing
both the concentration and mobility of the carriers.

2. SAMPLES AND EXPERIMENTAL 
TECHNIQUES

Single crystals of LaMnO3 (LMO),
La0.93Ce0.07MnO3 (LCe7ar), La0.9Ce0.1MnO3 (LCe10),1

and La0.93Sr0.07MnO3 (LSr7) were grown by the float-
ing-zone technique with radiative heating in an argon
environment [7], and La0.93Ce0.07MnO3 (LCe7air) crys-
tals were grown by the same technique but in air. The
La0.9Sr0.1MnO3 (LSr10) single crystals belong to the
series of samples used in earlier magnetic, electrical,
and other physical studies [8–10]. The samples were
single-phase and had orthorhombic crystal structure at
room temperature.

The dc electrical resistivity was measured following
the standard four-probe method using a voltmeter with
an input resistance above 109 Ω . The microwave elec-
trical conductivity was studied using a resonance tech-
nique [11, 12]. The magnetic-transition temperatures
were obtained by measuring the magnetic susceptibility
at a frequency of 1 kHz.

3. RESULTS

Figure 1 presents temperature dependences of the
electrical resistivities ρ0 and ρmw and of the magnetore-
sistances MR0 and MRmw, defined as [ρ(H) –
ρ(0)]/ρ(0), measured with a dc current and at a fre-
quency of 9.2 GHz, respectively, on an La0.9Sr0.1MnO3
single crystal. The peaks in the magnetic susceptibility

1 Recent studies show the real cerium content in this single crystal
to be 6%.
003 MAIK “Nauka/Interperiodica”
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Fig. 1. Temperature dependences of the electrical resistivity (curves 1–3) and magnetoresistance (curves 4–6) of La0.9Sr0.1MnO3
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ρ0, respectively. The inset shows the temperature dependence of the initial magnetic susceptibility of La0.9Sr0.1MnO3 measured at
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χac (inset to Fig. 1) lie at the well-known temperatures
of the phase and structural transitions that
La0.9Sr0.1MnO3 undergoes within the narrow tempera-
ture interval from 150 to 100 K. According to the phase
diagrams in [13, 14], a paramagnet-canted-antiferro-
magnet transition occurs at TCA ≈ 148 K. According to
neutron diffraction data [14], a phase with polaron
ordering (charge ordering, CO) of the Mn3+ and Mn4+

ions sets in below TCO ≈ 100 K; this process is accom-
panied by a transition to a ferromagnetic state with a
higher magnetization [10, 15]. Around T ≈ 103 K, the
compound undergoes a phase transition from an orthor-
hombic phase with Jahn–Teller distortions to a
pseudocubic phase [9].

We readily see (Fig. 1) that although the dc and ac
electrical resistivities differ by more than two orders of
magnitude, which indicates their different nature, they
follow approximately the same temperature behavior
and the value of MRmw is comparatively large, about
one half the dc magnetoresistance (MRmw ≈ –0.12 and
MR0 ≈ –0.2 in a field of 6.5 kOe). The relations ρ0(T)
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and ρmw(T) (constructed with due account of the data
on high-temperature ρ0 of La0.9Sr0.1MnO3 [13]) exhibit
an activated character over some temperature ranges
(straight lines in Fig. 1) with features near the phase
transition temperatures; the values of ρ0 and ρmw grow
monotonically with decreasing temperature down to
T ~ 150 K; then, within the temperature interval T ≅
150–100 K, they only weakly depend on temperature;
and, below T ~ 100 K, ρ0 and ρmw increase again.

Both dc and microwave measurements reveal a peak
of negative magnetoresistance near TCA ≈ 148 K, which
is characteristic of manganites. In weak fields, H <
6.5 kOe, MR0 and MRmw are positive in the region T ≈
130–100 K. The magnitude of the positive MR0
depends on the magnetic-field orientation with respect
to the crystallographic axes. In higher fields, if tempo-
ral effects are excluded [16] (the data for 6 in Fig. 1
were obtained in fast magnetic-field sweeps), MR0 is
seen to fall off monotonically with decreasing temper-
ature, so that MR0 ≈ –0.06 at 77 K in a magnetic field
of 17 kOe. As follows from the shape and intensity of
3
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the x-ray diffraction lines of a sample with Sr concen-
tration x = 0.1 [9], the pseudocubic and distorted Jahn–
Teller phases can obviously coexist in the interval T ≈
125–82 K. Below TS ≈ 130 K, phase separation possibly
occurs; i.e., charge or orbital ordering sets in part of the
crystal. The χac anomaly and the positive magnetoresis-
tance near 130 K can be accounted for by an increase in
the coercive force or in the anisotropy field induced by
such inhomogeneities.

In La0.9Sr0.1MnO3 single crystals, the values of ρ0,
ρmw, MR0, and, MRmw and of the microwave magnetic,
µ*, and dielectric, ε*, susceptibilities depend on time
below T ≈ 97–100 K. For instance, ρ0 grows in magni-
tude at 77 K by several tens of percent with character-
istic times τ1 ≈ 3 × 103 s and τ2 ≈ 5 × 104 s.

The temperature dependences of ρ0 of
La0.93Sr0.07MnO3 can be fitted by two exponentials
(lines a and b in Fig. 2). Note the small dip in ρ0 below
TCA. Magnetic-field-dependent peaks in ρmw and in
dielectric permittivity ε' (inset to Fig. 2) were found to
P

exist in a narrow temperature interval T = 120 ± 10 K.
The anomalies in ρmw and ε' practically disappear upon
application of a magnetic field of 6 kOe. The values of
MR0 are comparatively large and do not decrease, as is
the case in single-crystal manganites, but remain con-
stant instead and even grow with decreasing tempera-
ture below TCA ≈ 132 K. The MR0 peak near TCA is
characteristic of the manganites and is observed only in
weak fields. Below TCA, we have |MR0 | ~ H, and above
TCA, we have |MR0 | ~ H2; this behavior is typical of
manganites. Beyond the ρmw anomaly, above T ≈ 140 K,
the values of MRmw at 6 kOe coincide approximately
with those of MR0 measured with a dc current and
below 105 K, with those of MRmw ≈ 0 (open squares in
Fig. 2).

The electrical resistivities ρ0 of the undoped and
cerium-doped lanthanum manganites (Fig. 3) grow rap-
idly with decreasing temperature and become too high
to be measured (ρ0 > 107–108 Ω cm) already for T >
TCA. The ρ0(1/T) relations approach an activated behav-
HYSICS OF THE SOLID STATE      Vol. 45      No. 3      2003
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ior within a broad range of variation of the electrical
resistivity (straight lines a and b in Fig. 3). In the para-
magnetic region, the magnetic field affects ρ0 only
weakly; indeed, at room temperature, the change in ρ0

is less than 10–3 in a field of 17 kOe. In undoped
LaMnO3, the best conductor among these samples, a
small negative magnetoresistance, MR0 ≈ –2 to –3%,
was observed in a field of 18 kOe near the magnetic-
ordering temperature T ≈ 140 K.

The magnitude of ρmw grows exponentially at high
temperatures and depends only weakly on temperature
in the low-temperature domain (Fig. 3). Measurements
of the sign of thermopower suggest that all samples are
p-type semiconductors at room temperature.

4. DISCUSSION

The temperature behavior of the electrical resistivity
of the samples studied (Figs. 1–3) may be due to varia-
tion in the activation energy with decreasing tempera-
ture in a transition from one conduction mechanism to
another, which is characteristic of conductivity in
glassy (disordered) semiconductors [17]. As for the low
conductivity observed in samples doped with Sr and Ce
to up to a level of 10%, it can be assigned to the pres-
ence of imperfections in the crystal (spin disorder, ran-
dom impurity distribution, etc.); as a result, carriers are
captured in traps near the Mn4+ and Mn2+ ions and
PHYSICS OF THE SOLID STATE      Vol. 45      No. 3      200
localized states are formed in the band gap near the
valence or conduction band edge. The dc and ac electri-
cal conductivity of such a disordered semiconductor is
governed by the following three mechanisms [17].

(1) Transport of nonlocalized carriers. The dc (hole)
conductivity can be written as

(1)

where EF is the Fermi level; the energy EV, Mott’s
mobility edge, separates nonlocalized from localized
states; and the minimum metallic conductivity is σmin ≈
300–103 Ω–1 cm–1. This mechanism does not provide
any contribution in the ac mode of operation below
≈1015 Hz.

(2) Hopping of carriers localized in the valence band
tail. For this process, the contributions to the dc and ac
conductivities can be presented in the form

(2)

(3)

σ0 σmin EF EV–( )/kT–[ ]exp=

=  σmin ∆E1/kT–[ ] ,exp

σ0 σ2 EF EB– W1+( )/kT–[ ]exp=

=  σ2 ∆E2/kT–[ ] ,exp

σω σ ω( ) EF EB–( )/kT–[ ]exp∼

=  σmw
0

Emw/kT–[ ] ,exp
3
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Electrical and magnetic parameters of lanthanum manganite single crystals 

Crystal LMO LMO [18] LCe7air LCe7ar LCe10 LSr7 LSr10

σmin, Ω–1 cm–1 800 800 800 900 800 800 1100

EF – EV , meV 290 327 335 367 326 204 250

σ2, Ω–1 cm–1 12 10 10 10 10 9 9

EF – EB + W1, meV 219 216 241 266 239 130 118

EF – EB , meV 89 95 109 123 93 55 55

, Ω–1 cm–1 0.36 0.20 0.5 0.15 0.06 0.8 1.3

W1, meV 130 121 132 143 146 75 63

EB – EV , meV 201 228 226 244 233 149 195

TCA, K 142 – 138 138 139 132 148

127

TCO, K 97

σmw
0

where W1 is the hopping activation energy, EB – EV is
the localized-state tail, σ(ω) ~ ωs, and s ≈ 0.8–1 for
manganites [18].

(3) Hopping of carriers localized near the Fermi
level, for which we can write

(4)

where σ3 ≤ σ2 and W2 is the hopping activation energy.
In this case, the ac conductivity is proportional to tem-
perature or does not vary with temperature at all.

The solid lines in Figs. 1–3 show the temperature
dependences of ρ0 and ρmw of our samples calculated
from this model. We readily see that the temperature
dependence of ρ0(T) in the paramagnetic temperature
region can be satisfactorily described, within a broad
range of electrical resistivity variation, by the contribu-
tions from nonlocalized and localized carriers (dashed
curves a and b, respectively), which were calculated
from Eqs. (1) and (2) with the values of ∆E1, ∆E2, σmin,
and σ2 listed in the table. The values of ρ0 at T = 800 K
[13] obtained on a sample of a composition similar to
La0.9Sr0.1MnO3 (filled squares in Fig. 1) also closely fit
the calculated curve.

The measured values of ac electrical conductivity are
determined by the dc electrical conductivity and the
conductivity due to the alternating character of the cur-
rent itself. The contribution to the ac electrical conduc-
tivity derives from carrier hopping into localized states
in the valence band tail and is given by Eq. (3). This con-
tribution and the contribution due to the dc electrical
conductivity, which is given by Eqs. (1) and (2), satis-
factorily describe the experimental temperature depen-
dence ρmw(T) for La0.93Sr0.07MnO3 and La0.9Sr0.1MnO3
in the paramagnetic region (solid curves in Figs. 1, 2).
The contribution from this mechanism in the undoped
and cerium-doped samples prevails apparently only
within a narrow interval below room temperature (solid
curves in Fig. 3). Because of the large values of Emw =

σ0 σ3 W2/kT–[ ] ,exp=
PH
EF – EB (see table), the contribution from this mecha-
nism falls off rapidly with decreasing temperature,
opening the way for other mechanisms, which are
apparently associated with carrier hopping near the
Fermi level. The weak dependence of ρmw on tempera-
ture, which is characteristic of this mechanism, is
clearly represented in the low-temperature domain in
Fig. 3.

Thus, the electrical conductivity of all samples in
the paramagnetic region can be described assuming
part of the carriers to be localized near the valence band
edge. The values of σmin and σ2 are close to the theoret-
ical figures and to those usually observed in disordered
media [17]. As seen from the table, the tail of localized
states EB – EV extends to a comparatively large depth,
0.15–0.25 eV, into the band gap, depending on compo-
sition. The hopping activation energy in undoped and
cerium-doped manganite samples differs insignifi-
cantly, W1 ≈ 0.13–0.15 eV; exhibits a trend to growth
with increasing degree of compensation (cerium con-
centration); and decreases in samples doped with stron-
tium to W1 ≈ 0.06 eV. The data on ρ0(T) and ρmw(T)
quoted for LaMnO3 at 1 GHz [18] satisfactorily fit this
model, and we obtained approximately the same
parameters for this sample as for the LaMnO3 sample
studied by us (see table).

The increase in the resistivity observed under dop-
ing with Ce4+ may be attributed to the compensation of
holes (Mn4+ ions), which apparently exist in undoped
LaMnO3 due to the presence of lanthanum and oxygen
vacancies. Hole compensation is the highest in the
LCe7ar single crystal grown in argon. The assumption
of hole compensation is corroborated by the increase in
the activation energy EF – EV and EF – EB observed to
occur with variation of the cerium concentration.

An analysis of La0.9Sr0.1MnO3 thermopower mea-
surements [19] shows the Seebeck coefficient to follow
an activated behavior at high temperatures (up to
YSICS OF THE SOLID STATE      Vol. 45      No. 3      2003
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~160 K), S = k/e*(ES/kT + A) [17], with ES = 53 ±
5 meV. We believe that the closeness between the
results of microwave measurements and dc ther-
mopower studies also argues for the validity of the pro-
posed conduction model.

The narrow temperature interval within which the
anomaly in ρmw of La0.93Sr0.07MnO3 is observed, the
strong magnetic field dependence of ρmw, and the
absence of the anomaly in ρ0 in the dc current (Fig. 2)
suggest that the ρmw anomalies near TCA do not have
any bearing on the conductivity in the disordered phase
and are apparently due to domains. Such peaks are usu-
ally attributed to Debye-type relaxation losses [20]
appearing in a medium where an electron can reside in
two or several stationary states, separated by a potential
barrier ED, and hop between ions in different valence
states, for instance, Mn3+ and Mn4+. Maxima in the tem-
perature dependence of σω(T) were observed to exist at
low frequencies in La1 – xSrxMnO3, and the potential
barrier for relaxation was estimated as ED ≈ 86 and
90 meV for x = 0 and 0.05, respectively [17]. Using the
data from [17], one comes to the estimate ED ≈ 50 meV
for La0.93Sr0.07MnO3.
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The electrical resistivity of our samples observed on
their transfer to the magnetically ordered state can be
explained in terms of the same model of conduction in
a disordered medium. As seen from Figs. 1 and 2, the
contribution from nonlocalized carriers to ρ0(T) of the
La0.9Sr0.1MnO3 and La0.93Sr0.07MnO3 samples (curves a)
becomes negligible as one approaches the Curie tem-
perature TC. In this case, the changes in ρmw(T) and
ρ0(T) induced by magnetic ordering can be described
by Eqs. (2) and (3), in which the activation energies ∆E2
and Emw are changed from their values in the paramag-
netic region listed in the table.

Figures 4 and 5 display temperature dependences of
∆E2, Emw ≡ EF – EB, and W1 for the La0.9Sr0.1MnO3 and
La0.93Sr0.07MnO3 samples, which were calculated from
Eqs. (2) and (3) under this assumption. The calculations
for La0.93Sr0.07MnO3 were made outside the tempera-
ture region ~105–135 K, with the contribution from
relaxation loss neglected.

As seen from Figs. 4 and 5, the changes in resistivity
occurring in both samples under magnetic ordering
with decreasing temperature originate from the
decrease in EF – EB; i.e., they are due to the Fermi level
approaching the edge of the valence band tail, in other
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words, due to an increase in carrier concentration. This
suggests that magnetic ordering affects carrier localiza-
tion. If carriers are released from traps, this should give
rise to an increase in the number of acceptors involved
in conduction and to a lowering of the Fermi level. The
value of EF – EB varies more strongly in a sample with
a higher strontium doping level. The variation of EF –
EB with temperature in La0.9Sr0.1MnO3 can be fitted by
a relation approximately proportional to the magnetiza-
tion squared, EF – EB ~ M2 (the data on magnetization
were taken from [10]).

The hopping activation energy W1 for these samples
behaves, however, in a radically different way. As seen
from the table and Figs. 4 and 5, the hopping activation
energies W1 for the two samples do not differ markedly.
On transition to the magnetically ordered state, the hop-
ping activation energy W1 decreases in the ferromag-
netic La0.9Sr0.1MnO3 and increases in the antiferromag-
netic La0.93Sr0.07MnO3, to become nearly twice the
value of W1 in La0.9Sr0.1MnO3. The decrease in W1 in
the ferromagnetic state agrees with the assumption [1]
of the electron–phonon coupling playing a role in the
nature of CMR in manganites. One may also explain
this qualitatively as being due to the energy gain on
electron hopping between the Mn3+ and Mn4+ ions
depending on the spin orientation due to competition
between the double and indirect exchange in a canted
antiferromagnet; indeed, in a canted antiferromagnet,
the energy gain decreases compared with that in a fer-
romagnet with parallel spins [2]; i.e., the activation
energy of hopping between Mn3+ and Mn4+ should
increase. The same reasoning applies to the increase in
W1 induced by electron doping with cerium (see table).
Compensation of holes (Mn4+) by cerium makes indi-
rect exchange predominant, which may give rise to an
increase in W1.

The slowing down in the growth of the electrical
resistivity of La1 – xSrxMnO3 (x ≈ 0.01) in the tempera-
ture interval 150–100 K and the sharp increase below
T ≈ 100 K (Fig. 1) are sometimes considered as being
due to a transition first to the ferromagnetic metallic
and afterwards to the ferromagnetic insulating phase
under orbital or charge ordering [19, 21, 22]. As seen
from Fig. 4, below the temperature of the structural
transition, TCO ≈ 100 K, the activation energies W1 and
EF – EB no longer decrease with decreasing temperature
and are stabilized at a constant level, as a result of
which the weak growth of ρ0(T) in the interval 150–
100 K transfers to an exponential rise below 100 K; this
sharp increase is assigned to a transition to the insulat-
ing phase. Actually, however, there is no transition to
either the metallic or the insulating phase. The features
in the behavior of ρ0(T) near 150–100 K are due to a
change in carrier localization in the valence band tails
accompanying the magnetic and charge ordering, with
the corresponding changes in the activation energies. In
the logρ0(1/T) plots, the electrical resistivity is seen to
P

grow at low temperatures even slower than it does at
high ones (Fig. 1). According to the double-exchange
model, electron transfer between the Mn3+ and Mn4+

ions in the ferromagnetic phase should proceed easier;
this agrees with the sharp, ~10 meV (Fig. 4c), decrease
in W1 in the temperature interval T = 110–100 K where
the transition to the ferromagnetic phase occurs [10,
15]. However, no further decrease in W1 is observed,
because orbital ordering hinders electron transfer
between the Mn3+ and Mn4+ ions, which now requires
the overcoming of an additional potential barrier, thus
stabilizing W1. Orbital ordering accounts for the fact
that La0.9Sr0.1MnO3 does not exhibit metallic conduc-
tivity at low temperatures in the ferromagnetic phase.

An analysis of the temperature dependences of ρ0,
ρmw, MR0, and MRmw made using Eqs. (2) and (3)
shows that the electrical resistivity ρ0 of La0.9Sr0.1MnO3
varies in a magnetic field at T ≈ 150 K because of an
increase in both the mobility and concentration of the
carriers (a decrease in W1 and EF – EB). The variation
of the activation energies W1 and EF – EB with mag-
netic field ranges from ~0.1 to 0.4 meV/kOe. The ori-
gin of the negative magnetoresistance MR0 of
La0.93Sr0.07MnO3 at high temperatures (above TCA =
132 K) lies primarily in the decrease in EF – EB, i.e., in
the carrier concentration. Below 110 K, the magnetore-
sistance of La0.93Sr0.07MnO3 is MRmw(7 kOe) ≈ 0. This
means that the large value of MR0 for La0.93Sr0.07MnO3,
which persists below TCA (Fig. 2), is due to a decrease
in the hopping activation energy W1, i.e., to an increase
in carrier mobility in a magnetic field.

5. CONCLUSION

Thus, we have studied the electrical resistivity and
magnetoresistance, both in the dc regime and at a fre-
quency of 9.2 GHz, in single crystals of weakly doped
lanthanum manganites La1 – xAxMnO3 (A = Sr, Ce; x ≤
0.1) in the temperature interval 77–300 K. The results
obtained were discussed in terms of the model of con-
duction in a disordered medium with carrier localiza-
tion in the valence band tail and were explained as
being due to the contributions from nonlocalized and
localized carriers. In the magnetic-ordering region,
variations in the electrical resistivity and magnetoresis-
tance with temperature or magnetic field are caused by
variation in both the mobility and concentration of the
carriers. The results indicate that magnetic ordering
entails a change in carrier localization.
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Abstract—A study of the temperature dependences of the ordinary and anomalous Hall coefficients and of the
Hall mobility of carriers in single crystals of the ferromagnetic manganites La1 – xSrxMnO3 (x = 0.15, 0.20, 0.25)
was carried out in the temperature interval from 85 to 400 K. The nature of the carriers and the conduction
mechanisms in these compounds are discussed. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The present broad interest in the lanthanum manga-
nites is due to the colossal magnetoresistance (CMR)
they exhibit. Despite intense experimental studies of
the properties of manganites, the mechanism underly-
ing the CMR in these compounds is still not clearly
understood. One of the methods that makes it possible
to establish the nature of the carriers and of the conduc-
tion mechanisms is based on studying the Hall effect.
However, studies conducted thus far (see, e.g., [1–10])
have not provided unambiguous conclusions concern-
ing the CMR mechanism, which can be attributed
partly to inadequate treatment of the experimental data
obtained in those studies.

The Hall effect has been studied mostly in thin
films; only one publication [6] reports on investigating
a series of bulk single crystals La1 – xSrxMnO3 with var-
ious values of x. However, the temperature region in
which the maximum magnetoresistance is observed to
exist was not covered in that paper and insulating com-
positions with x < 0.17 were not studied (the con-
centration-driven metal–insulator transition in the
La1 − xSrxMnO3 system occurs at a critical concentration
xc ≈ 0.17).

The present communication reports on an investiga-
tion of the Hall effect in La1 – xSrxMnO3 single crystals
performed in the concentration region x including xc

and within a temperature interval including the Curie
temperature TC; in other words, we studied the compo-
sitions and temperatures where the CMR effect reaches
the highest level. The data obtained are used to estab-
lish the mechanisms responsible for conduction in the
above manganites.

2. SAMPLES AND EXPERIMENTAL TECHNIQUE

La1 – xSrxMnO3 single crystals (x = 0.15, 0.20, 0.25)
were grown following the floating-zone technique [11].
1063-7834/03/4503- $24.00 © 20494
The electrical resistivity ρ was measured using the stan-
dard four-probe method. The Hall resistivity ρHall was
determined in the temperature region from 85 to 400 K
in magnetic fields of up to 14.5 kOe. The Hall voltage
was measured following the potentiometric technique.
To exclude spurious effects, the Hall voltage measure-
ments were conducted for two directions of the mag-
netic field and of the current through the sample. The
samples subjected to the ρ and ρHall measurements were
plate-shaped and had the dimensions 10 × 3.5 × 1 mm.
Indium contacts were deposited ultrasonically on the
samples. The magnetization curves were obtained with
a vibrating-sample magnetometer on smaller plates of
the same shape in a magnetic field directed perpendic-
ular to the plate plane. The Curie temperature derived
using the method of thermodynamic coefficients is 232,
308, and 340 K for x = 0.15, 0.20, and 0.25, respec-
tively.

The Hall resistivity ρHall in ferromagnets is given by
[12]

(1)

where R0 and RS are the ordinary and anomalous Hall
coefficients, respectively; B is the magnetic induction;
and M is the magnetization. In thin plates, B differs very
little from the external magnetic field strength H. In the
ferromagnetic phase, in the region of the paramagnetic-
magnetization process, we have

(2)

where MS is the spontaneous magnetization and χ is the
susceptibility of the paramagnetic process. Thus,

(3)

To find the coefficients R0 and RS, one has to perform
magnetic measurements. However, for T ! TC, because
of the small values of χ, the coefficient R0 is much large
than χRS and can be derived in the region of the para-

ρHall R0B RSM,+=

M MS χH ,+=

ρHall R0 χRS+( )H RSMS.+≅
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magnetic process from the slope of the linear part of the
ρHall(H) curve without carrying out magnetic measure-
ments. This is how coefficient R0 was determined in
most studies. In materials exhibiting CMR, however, of
most interest is the region near TC where the paramag-
netic process is essential and the field dependence of
the magnetization is no longer linear. In this case, for
determination of coefficients R0 and RS, Eq. (1) can be
conveniently recast in the form

(4)

On constructing the ρHall/H dependence on M/H, one
can derive the coefficient RS from the slope of the curve
and the coefficient R0 from the intercept on the ordinate
axis [13–17].

In the paramagnetic phase, where M = χH, Eq. (1)
assumes the form ρHall = ReffH, where Reff = R0 + χRS is
the effective Hall coefficient. In this temperature
region, the ordinary and anomalous Hall coefficients
can no longer be separated using the above method.
However, if the coefficients R0 and RS depend only
weakly (compared with χ) on temperature, they can be
found by plotting Reff as a function of χ. This approach
was used in studies on certain ferromagnetic alloys [18,
19].

3. RESULTS OF MEASUREMENTS

Figure 1 plots temperature dependences of the
electrical resistivity ρ(T ). These curves are similar to
the graphs presented in [20]. The La0.85Sr0.15MnO3
single crystal differs from La0.80Sr0.20MnO3 and
La0.75Sr0.25MnO3 in that its resistivity is higher by an
order of magnitude and follows a semiconductor behav-
ior at low temperatures, whereas La0.80Sr0.20MnO3 and
La0.75Sr0.25MnO3 exhibit a metallic-type behavior with
dρ/dT > 0 for T < TC.

The ρHall(H) relations behave similarly for all the
single crystals studied. Figure 2 illustrates the field
dependences of the Hall resistivity ρHall measured in the
La0.85Sr0.15MnO3 single crystal. Within the temperature
interval investigated, we have ρHall < 0. In the ferromag-
netic region, ρHall is observed to vary linearly with H for
H ≥ 7 kOe.

Figures 3 and 4 display temperature dependences of
the coefficients R0 and RS derived from the ρHall(H) and
M(H) relations for the single crystals studied. Measure-
ments of the Hall voltage on the La0.85Sr0.15MnO3 single
crystal were complicated by the high electrical resistiv-
ity, which resulted in a noticeable scatter (compared
with the other samples) in the values of R0 and RS. For
the same reason, we could not, unfortunately, measure
the Hall voltage in La0.85Sr0.15MnO3 in the paramag-
netic region. For T < TC, the R0(T) dependences
obtained for La0.85Sr0.15MnO3 and the other two single
crystals differ substantially from one another. In

ρHall/H R0 RS M/H( ).+=
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La0.80Sr0.20MnO3 and La0.75Sr0.25MnO3, the coefficient
R0 is positive and depends only weakly on temperature,
while in the La0.85Sr0.15MnO3 single crystal at T <
150 K, the ordinary Hall coefficient is negative, despite
doping being of the hole type, and is strongly tempera-
ture-dependent. As one approaches the Curie point, R0

increases rapidly in all samples and reaches a maxi-
mum near TC.

The anomalous Hall coefficient (Fig. 4) is negative
in the single crystals studied. For T ! TC, the coefficient
RS is weakly temperature dependent. As one
approaches TC, the RS(T) dependence becomes strong.
In the vicinity of the Curie point, the coefficient RS in
La0.85Sr0.15MnO3 and La0.75Sr0.25MnO3 reaches a mini-
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Fig. 1. Temperature dependence of the electrical resistivity
ρ in La1 – xSrxMnO3 single crystals.
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Fig. 2. Field dependences of the Hall resistivity ρHall in the
La0.85Sr0.15MnO3 single crystal.
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mum. La0.80Sr0.20MnO3 does not exhibit an extremum
in the RS(T) dependence.

We plotted Reff as a function of χ to find R0 and RS in
the paramagnetic region. As seen from the inset to
Fig. 3, the coefficient Reff for the La0.80Sr0.20MnO3 sin-
gle crystal depends linearly on χ in the interval 320 <
T < 390 K. The La0.75Sr0.25MnO3 single crystal behaves
similarly in the temperature interval 375 < T < 400 K.
Thus, we succeeded in estimating the coefficients R0
and RS in the La0.80Sr0.20MnO3 and La0.75Sr0.25MnO3
single crystals in the paramagnetic temperature range.
The results obtained for RS are shown by horizontal line
segments in Fig. 4. Unfortunately, the ordinary Hall
coefficient is determined with too large an error in this
method; therefore, we do not present these results here.

4. DISCUSSION OF RESULTS

Lanthanum manganites exhibit strong magnetic and
nonmagnetic disorder [21]. The transport properties of
materials of this type are determined by the relative
position of the mobility edge EC and the Fermi level EF

[22]. If the Fermi level EF lies in the region of delocal-
ized states, the crystal is a metal. In these conditions,
the Hall mobility µHall should decrease with increasing
temperature. The coefficient R0 should be constant and
positive in the case of hole doping. As transfer occurs
from the ferromagnetic to paramagnetic state, the
mobility edge shifts, because of increasing magnetic
disorder, from the top of the band to its center and can
cross the Fermi level at a certain temperature. If EF lies
in the region of localized states, then the crystal is an
insulator and conduction can occur in two ways:
(i) through thermally activated hopping of carriers with
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Fig. 3. Temperature dependence of the ordinary Hall coeffi-
cient R0 in La1 – xSrxMnO3 single crystals. Inset shows the
dependence of the effective Hall coefficient Reff in
La0.80Sr0.20MnO3 on the susceptibility χ of the paraelectric
process.
PH
energies near EF, in which case the coefficient R0
should be negative irrespective of the carrier sign [22],
and (ii) through carrier excitation to the mobility edge,
in which case, in manganites, the coefficient R0 should
be positive in the temperature region dominated by car-
rier activation to the mobility edge because the Aha-
ronov–Bohm loop includes four manganese ions [17].
The Hall mobility µHall should be of the order of
0.1 cm2/(V s) in this case [22].

Let us turn now to our experimental results. Figure 5
displays the temperature dependence of Hall mobility
µHall = R0/ρ. The µHall(T) relations obtained for the
La0.80Sr0.20MnO3 and La0.75Sr0.25MnO3 single crystals
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Fig. 4. Temperature dependence of the anomalous Hall
coefficient RS in La1 – xSrxMnO3 single crystals. Horizontal
segments approximate the coefficient RS estimated from the
Reff vs. χ dependence. Inset shows the dependence of the
coefficient RS on resistivity ρ of La0.80Sr0.20MnO3 and
La0.75Sr0.25MnO3.
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Fig. 5. Temperature dependence of the Hall mobility µHall
in La1 – xSrxMnO3 single crystals.
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behave similarly; namely, for T < 200 K, with increas-
ing temperature, µHall decreases from a few units to
≈0.2–0.3 cm2/(V s), to become practically temperature-
independent thereafter. In La0.85Sr0.15MnO3, at low tem-
peratures, we have µHall < 0; with increasing tempera-
ture, the Hall mobility becomes positive and reaches a
value slightly smaller than 0.1 cm2/(V s) near TC.

The decrease in the Hall mobility with increasing
temperature (Fig. 5) and the positive and weakly tem-
perature-dependent coefficient R0 (Fig. 3) suggest that
the majority carriers in the La0.80Sr0.20MnO3 and
La0.75Sr0.25MnO3 single crystals for T < 200 K are holes
in the metallic state and that the resistivity grows
because of the decrease in the mobility of the carriers.
Calculation of the hole concentration using the expres-
sion R0 = (ecnh)–1 shows that nh noticeably exceeds the
value expected from the doping level. This may indi-
cate the existence of a substantial electron contribution
to R0 [7, 8, 15, 23]. This conjecture is also corroborated
indirectly by band structure calculations [24].

The negative sign of the coefficient R0 in
La0.85Sr0.15MnO3 and the fast decrease in the resistivity
at T < 150 K indicate that, for low temperatures, con-
duction occurs in this single crystal primarily through
hopping between localized states. In the vicinity of TC,
however, the main mechanism responsible for conduc-
tion in La0.85Sr0.15MnO3 is hole activation to the mobil-
ity edge, because µHall is positive and close to 0.1–
0.3 cm2/(V s) in order of magnitude.

For T > 200 K, in La0.80Sr0.20MnO3 and
La0.75Sr0.25MnO3, µHall ≈ 0.2 cm2/(V s) (Fig. 5) and the
coefficient R0 is positive (Fig. 3). Hence, for these tem-
peratures, the variation of both the resistivity and the
coefficient R0 in single crystals with x = 0.20 and 0.25,
as in La0.85Sr0.15MnO3, is due to the variation of carrier
concentration in delocalized states.

The inset to Fig. 4 shows the dependences of RS on
resistivity ρ constructed for La0.80Sr0.20MnO3 and
La0.75Sr0.25MnO3. Each curve consists of two linear seg-
ments, the boundary between them corresponding to
the onset of a fast rise in resistance, R0 and |RS |. The
points to the left of the break relate primarily to the
metallic state; therefore, the proportionality of RS to the
resistivity apparently indicates that the contribution of
“skew” scattering to RS is dominant.

In the vicinity of TC, a linear dependence of RS on ρ
is observed both in crystals with x = 0.20 and 0.25 and
in La0.85Sr0.15MnO3. The temperature dependence of RS

in this region is most likely dominated by the variation
in the concentration of mobile carriers. A similar
behavior of RS was observed by us earlier in single-
crystal La0.80Ba0.20MnO3 [17] and polycrystalline
La0.60(Eu,Gd)0.07Sr0.33MnO3 [23].
PHYSICS OF THE SOLID STATE      Vol. 45      No. 3      200
5. CONCLUSIONS

Thus, an analysis of Hall effect data suggests that
conduction in La0.85Sr0.15MnO3 at low temperatures
occurs primarily through carrier hopping between
localized states and near TC, through hole activation to
the mobility edge.

For T < 200 K, the majority carriers in
La0.80Sr0.20MnO3 and La0.75Sr0.25MnO3 are holes in the
metallic state and the rise in the resistivity is due to their
decreased mobility. For T > 200 K, the temperature
dependence of the electrical resistivity should be
assigned, as in La0.85Sr0.15MnO3, to the variation of car-
rier concentration in delocalized states.

In the vicinity of TC, the temperature behavior of the
ordinary and anomalous Hall coefficients is deter-
mined, in all the single crystals studied, by the variation
of the mobile carrier concentration.
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Abstract—The magnetic properties of (CH3NH3)2CuBr4 quasi-two-dimensional crystals were studied experi-
mentally. The magnetic-field and temperature dependences of magnetization were measured for various mag-
netic field orientations relative to the crystallographic axes. Possible reasons for features in the behavior of the
magnetization are discussed. © 2003 MAIK “Nauka/Interperiodica”.
† 1. INTRODUCTION

Crystals of the family (CnH2n + 1NH3)2BX4 (where
n = 1, 2, …; B is a transition metal; and X stands for a
halogen) exhibit a rich variety of physical properties
[1]. Ions of the transition metal B in the crystal structure
are located in the octahedra formed by ions of halogen
X and lie in the planes bridged by the (CnH2n + 1NH3)2

groups. These crystals have a layered structure and
exhibit quasi-two-dimensional magnetic properties. By
properly varying the ion-B and halogen-X species or the
length of the bridge between the planes (by varying n),
one can purposefully control the type of magnetic
order, the anisotropic properties, and magnetic-order-
ing temperature of the crystal. We shall restrict our con-
sideration to the n = 1 case (the methyl ammonium
group (CH3NH3) ≡ MA). The crystals whose magnetic
properties have been best studied are MA2BCl4, where
B is either Mn or Cu. The MA2MnCl4 crystals are easy-
axis antiferromagnets with TN = 45 K. Their magnetic
properties are described satisfactorily in terms of the
isotropic quasi-two-dimensional Heisenberg interac-
tion [2]. Replacement of Mn by Cu results in the
MA2CuCl4 crystals being easy-plane ferromagnets
with Tc = 9 K.

Substituting bromine for chlorine substantially
changes the exchange interaction in crystals of this
family, with the type of magnetic order and the ordering
temperature changing accordingly. This communica-
tion reports on a study of the magnetic properties and
the interactions responsible for the experimentally
observed features in the MA2CuBr4 crystals.

† Deceased.
1063-7834/03/4503- $24.00 © 20499
2. EXPERIMENTAL TECHNIQUE

MA2CuBr4 crystals were grown from a solution.
The composition was verified using x-ray diffraction.
The crystals have orthorhombic symmetry and space
group Pabc. The unit-cell parameters at room tempera-
ture are a = 7.814 Å, b = 7.639 Å, and c = 19.167 Å. The
unit cell contains four formula units and, hence, four
magnetic ions. Quasi-static magnetic measurements
were carried out with a self-compensating supercon-
ducting-coil magnetometer [3]. The measurements
were performed within the temperature range T = 4.2–
300 K, with the temperature maintained to within
±0.1 K.

3. EXPERIMENTAL RESULTS

MA2CuBr4 is a poorly studied member of the
MA2Cu(Cl,Br)4 family; relevant information on this
member in the literature is very scarce. Data on the
magnetic susceptibility χ(H) measured in fields H ≤
8 kOe and on the specific heat Cv studied in the interval
T = 4–20 K were first published in [4]. It was found that
this crystal is antiferromagnetic with TN ≈ 15.8 K and
that the antiferromagnetism vector is aligned with the
c axis. The χ(H) relation measured in the H || c geome-
try exhibits an anomaly at H = 5.2 kOe, which is
assigned to a spin-flop transition.

A Br NMR study is described in [5]. The main result
achieved in [5] reduces to a refinement of the data on
the magnetic structure below TN. The NMR data are
interpreted and are found to agree satisfactorily with
quasi-static data [4] when considered in terms of the
four-sublattice antiferromagnet model, provided one
assumes the sublattice magnetic moments to lie in the
(c, b) plane and to be canted from the c axis at an angle
β = πm ± 27° (m = 0.1).
003 MAIK “Nauka/Interperiodica”
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Fig. 1. Temperature dependences of magnetization of the (CH3NH3)2CuBr4 crystal. (a) H || c, magnetic field is equal to: (1) H1 =
2.16 kOe and (2) H2 = 11 kOe; (b) H ⊥  c, magnetic field is H1 = 3.76 kOe. The insets show high-temperature parts of these relations
measured in the field H1. Arrows specify the direction of temperature variation.
We performed a comprehensive investigation of the
magnetization of MA2CuBr4 crystals in magnetic fields
H ≤ 60 kOe. The main experimental results obtained
can be summarized as follows.

3.1. Magnetically Ordered State

Figure 1 presents temperature dependences of the
magnetization M(T, H) measured in the geometries
H || c (Fig. 1a) and H ⊥  c (Fig. 1b). In the first case, the
measurements were performed both below and above
the saturation field, while in the second, the experiment
was performed below the saturation field. One readily
sees a nonzero magnetic moment to exist at low tem-
peratures in fields considerably lower than the spin-flop
field. The curves obtained in a field H ≅  11 kOe are typ-
ical of a ferromagnet (curve 2 in Fig. 1a). The tempera-
ture behavior of M(T) exhibits a hysteresis for both
magnetic-field directions. In the H || c case, hysteresis
starts near T ≅  100 K (inset to Fig. 1a), while in the H ⊥  c
geometry, it becomes evident in the region of T ≅  150 K
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Fig. 2. Field dependence of magnetization measured in the
H ⊥  c geometry. T = 4.2 K.
PH
(inset to Fig. 1b). The temperatures of the maxima in
magnetization, which are identified with the tempera-
tures TN of phase transitions to the antiferromagnetic
state, are also different for the heating and cooling runs.
For instance, for H || c and H = 3.76 kOe, the maximum
in M(T) obtained in a cooling run lies approximately
1.8 K lower than that measured in a heating run. As the
field H increases, the temperature corresponding to the
maximum in M(T) decreases for both magnetic field
directions, irrespective of the direction of temperature
variation. Note also a strong dependence of the magne-
tization tails on magnetic field.

Figure 2 shows a field dependence of magnetization
obtained in the H ⊥  c geometry at T = 4.2 K. Its pattern
is typical of a Heisenberg uniaxial antiferromagnet
placed in a magnetic field perpendicular to the principal
axis and does not change with temperature for T < TN

[6]. Only the saturation magnetization depends on tem-
perature. The field dependence of magnetization in the
H || c geometry has a more complicated pattern (Fig. 3).
Curve 1, measured at T = 4.2 K, illustrates the main rel-
evant features. The magnetization passes through an
inflection point at Hc1 ≅  5 kOe associated with a spin-
flop transition, then the slope of the magnetization
curve changes in the field Hc, the sublattices collapse at
Hc2, and saturation sets in. In contrast to a uniaxial two-
sublattice antiferromagnet, one clearly observes the
fields Hc1 and Hc to be separated. Note that the break at
the field Hc practically disappears at T ≥ 10 K. As seen
from Fig. 3, the values of all critical fields plotted vs.
temperature fall on straight lines to within experimental
error.

3.2. Paramagnetic Region

Figure 4 gives an idea of the behavior of magnetiza-
tion in the paramagnetic region. It appears unusual that
YSICS OF THE SOLID STATE      Vol. 45      No. 3      2003
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the M(H) curve deviates widely from a linear course in
such weak fields and that this deviation is seen to persist
up to high temperatures despite the fact that TN ≈ 15 K.
In addition to the temperature hysteresis, one clearly
sees the existence of a field hysteresis up to T ≅  30 K.
As follows from the high-temperature asymptotic
behavior of the experimental data treated in terms of
standard molecular-field theory under the assumption
of Heisenberg interaction, the magnetization obeys the

Curie–Weiss law at temperatures T ≥ 200 K, with  =

–80 K and  = –190 K. In this approach, the relation
between Θc and the exchange parameters is given by

 = 2µα /[3kB(gαµB)2] [7], where α stands
for “||” or “⊥ ” (the rest is a matter of traditional nota-
tion). Therefore, the first explanation that comes to
mind is that the magnetic moment per copper ion and/or
the exchange constants are anisotropic; this conclusion
does not agree with the Heisenberg interaction between
the copper ions (electron configuration d9, S = 1/2).

4. DISCUSSION

The most interesting results of our study that require
interpretation are the high paramagnetic temperatures
|Θc | observed at a low transition temperature to long-
range order and the reasons for the formation of a
crossed magnetic structure in the magnetically ordered
region. Clearly, these observations should find explana-
tion within a common approach. We assume, as a work-
ing hypothesis, that the Jahn–Teller character of copper
ion interaction and the quasi-two-dimensional structure
of the crystal play a major role here.

At low temperatures, an MA2CuBr4 crystal resides
in the monoclinic phase with a very small distortion
angle, so that one may assume, as a zero approxima-
tion, that the crystal is orthorhombic. The layers con-
taining the magnetic copper ions in the octahedral envi-
ronment of the halogens have perovskite structure in
these crystals, with the layers being bound by weak van
der Waals forces [8]. In these conditions, the copper
ions in a layer are coupled through indirect exchange
interaction, which should be considered with due
account of its Jahn–Teller character [9]. Each layer
exhibits ferromagnetic orbital ordering (with the local
quantization axis canted away from the principal axis at
an angle β) and antiferromagnetic spin ordering. It is
the magnitude of the spin exchange interaction that
determines the value of TN. Although no long-range
order can appear in the two-dimensional case [10], the
situation becomes different in the presence of any long-
range interaction. It may be conjectured that ions
located in different layers are coupled by an interaction
which results in antiferromagnetic orbital ordering
mediated by the phonon field, so that the quantization
axes in the adjoining layers are canted at angles ±β. It
is known [9] that this interaction can be strongly aniso-

Θc
||

Θc
⊥

Θc
α

ZmJmm∑
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tropic and, as a consequence, can give rise to the effec-
tive exchange parameter becoming dependent on both
the temperature and magnetic field. Thus, under certain
conditions, a crossed antiferromagnetic spin configura-
tion may form.

A more detailed theoretical description of magnetic
ordering in MA2CuX4 crystals will be given in a later
publication.
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Fig. 3. Field dependences of magnetization measured in the
H || c geometry. T (K): (1) 4.2, (2) 6, (3) 8, (4) 10.5, (5) 12.5,
(6) 15, and (7) 17.
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Fig. 4. Field dependences of magnetization in the paramag-
netic region measured in the H || c geometry. T (K): (1) 18,
(2) 25, and (3) 39.
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Abstract—The effect of an in-plane magnetic field on the dependence of the domain-wall velocity on the acting
magnetic field is investigated for bismuth-containing garnet ferrite single-crystal films of the composition
(Bi,Y,Pr)3(Fe,Ga)5O12 with the (210) orientation. The in-plane magnetic field is applied along the 〈120〉  and
〈001〉  crystallographic axes. The domain-wall velocity is measured in directions perpendicular and parallel to
the in-plane magnetic field. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In bismuth-containing garnet ferrite single-crystal
films of the composition (Bi,Y,Pr)3(Fe,Ga)5O12 with the
(210) orientation and orthorhombic magnetic anisot-
ropy, the domain-wall velocity V exceeds 1 km/s [1–6].
It is found that the dependences of V on the acting mag-
netic field H in films of close chemical compositions
differ substantially [2–4]. For bismuth-containing gar-
net ferrite single-crystal films with unidirectional
anisotropy of the domain-wall velocity, the shape of the
dynamic domains and the domain-wall velocity V
depend strongly on the in-plane magnetic field Hin.

For a number of bismuth-containing garnet ferrite sin-
gle-crystal films of the composition (Bi,Y,Pr)3(Fe,Ga)5O12
with the (210) orientation, the dependence of the
domain-wall velocity on the acting magnetic field
exhibits, at first glance, classical behavior: after the ini-
tial linear portion, the V(H) curve shows a small peak
followed by a saturation portion in which the differen-
tial mobility of domain walls is considerably less than
their initial mobility [1–5]. However, high-speed photo-
graphic (HSP) observations of dynamic domains in
magnetic fields at approximately the midpoint of the
linear portion in the V(H) curve have revealed that
dynamic domain walls undergo irregular distortions
which are not reproducible from pulse to pulse [5, 6].
This implies that the linear portion of the V(H) curve
corresponds to nonstationary motion of domain walls,
which is contradictory to the theory proposed in [7].
More detailed investigations [8] have demonstrated
that, for bismuth-containing garnet ferrite single-crys-
tal films with orthorhombic magnetic anisotropy, the
crossover to the second linear portion with an increased
differential mobility is due to the appearance of spatial
1063-7834/03/4503- $24.00 © 20503
distortions of domain walls. It was inferred that the sec-
ond linear portion can be associated with the radiation
of spin waves initiating local rotations of the magneti-
zation vector in the vicinity of the moving domain wall
[9].

The purpose of the present work was to investigate the
effect of an in-plane magnetic field on the dynamics of
domain walls in bismuth-containing garnet ferrite single-
crystal films of the composition (Bi,Y,Pr)3(Fe,Ga)5O12
with the (210) orientation, which are characterized by
the classical curve V(H).

2. EXPERIMENTAL TECHNIQUE

The experiments were performed on a universal
setup [10] providing high-speed photographic observa-
tions with the use of the magnetization reversal tech-
nique [11]. The magnitude of orthorhombic magnetic
anisotropy was judged from the maximum (Hmax) and
minimum (Hmin) in-plane magnetic fields at which the
domain structure disappeared [9].

In order to investigate the dynamics of domain
walls, the initial bismuth-containing garnet ferrite sin-
gle-crystal film was magnetized to saturation with the
magnetic bias field Hb = 43 Oe applied along the nor-
mal to the film surface. The pulsed magnetic field Hp

was applied in the opposite direction with the use of a
pair of pancake coils. The film to be studied was sand-
wiched between the pancake coils. We recorded the
image of the reversed domain that nucleated at a point
defect. It should be noted that we failed to obtain
reversed domains for some combinations of magnetic
fields.
003 MAIK “Nauka/Interperiodica”
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The data reported in this paper refer to the sample
with the thickness h = 7.3 µm, the equilibrium width of
strip domains ω = 16.3 µm, the collapse field of bubble
domains H0 = 20.0 Oe, the minimum magnetic field
Hmin = 2000 Oe, and the maximum magnetic field
Hmax = 4800 Oe.

2000

1000

0 200 400
H, Oe

V
, m

/s

Fig. 1. Dependence of the domain-wall velocity V on the
acting magnetic field H in the absence of an in-plane mag-
netic field.
P

The acting magnetic field was determined using a
method described in [11],

i.e., without regard for the tilt of the easy magnetization
axis. As a result, the first portion of the V(H) curve, in
some cases, intersects the abscissa axis at negative H
values. The in-plane magnetic field was applied along
the 〈120〉  and 〈001〉  directions in the film plane. Note
that the former direction corresponds to the minimum
in-plane magnetic field at which the domain structure
disappears, whereas the latter direction is associated
with a maximum magnetic field. We measured the
velocity of domain walls moving in directions perpen-
dicular and parallel to the in-plane magnetic field.

3. RESULTS AND DISCUSSION

The results of measurements are presented in
Figs. 1–6 and in the table. The measurements were car-
ried out at three fixed values of the in-plane magnetic
field Hin. The geometry of the experiment (the mutual
orientation of the 〈120〉  crystallographic direction, the
in-plane magnetic field vector, and the domain-wall
velocity vector) is shown at the top of Figs. 2–6. The
domain-wall velocity V for each field H was determined
by averaging the results of five measurements. The
spread of the results obtained in the measurements is
shown by vertical segments. For clarity, these segments
are connected by solid lines. Note that the spread in the
experimental data is caused by distortions of dynamic
domains [5], which are not reproducible from pulse to
pulse, rather than by a low accuracy of measurements,
which can reach 3% [11]. For a sufficiently extended
initial linear portion in the V(H) curve, we determined

H H p Hb,–=
2000

1000

V
, m

/s

0 200 400
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V Hin

1
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(a)

0 200 400
H, Oe
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(b)
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HinV

0 200 400
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1
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3

V Hin

[120]
(c)

Fig. 2. Dependences of the velocity V of domain walls moving along the in-plane magnetic field Hin applied parallel to the 〈120〉
crystallographic axis on the acting magnetic field H. Hin, Oe: (1) 134, (2) 268, and (3) 402. The geometry of the experiment is shown
at the top of all the figures.
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its slope (the domain-wall mobility µ) and the domain-
wall velocity Vp corresponding to the terminal point of
this portion. The table presents these parameters and
the maximum velocity Vmax of domain walls, which was
measured in the experiment.

Figure 1 shows the dependence V(H) in the absence
of an in-plane magnetic field. The slope of the initial
portion in the V(H) curve is 8.6 m/(s Oe), and the termi-
nal point of this portion corresponds to the domain-wall
velocity Vp = 1730 m/s. The maximum domain-wall
velocity Vmax measured in this experiment is equal to
2170 m/s.
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V Hin

[120] (a)
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2000
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V
, m
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Fig. 3. Dependences of the velocity V of domain walls mov-
ing in the direction perpendicular to the in-plane magnetic
field Hin applied along the 〈120〉  crystallographic axis on
the acting magnetic field H. Hin, Oe: (1) 134, (2) 268, and
(3) 402.
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Fig. 5. Dependences of the velocity V of domain walls mov-
ing along the in-plane magnetic field Hin applied normally
to the 〈120〉  crystallographic axis (opposite to the 〈001〉
direction) on the acting magnetic field H. Hin, Oe: (1) 134,
(2) 268, and (3) 402.
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The dependences V(H) for a domain wall moving
along the in-plane magnetic field applied parallel to the
〈120〉  crystallographic axis are displayed in Fig. 2a. A
comparison of Figs. 1 and 2a shows that, in the case
when the in-plane magnetic field Hin = 134 Oe is
applied along the direction corresponding to the mini-
mum magnetic field Hmin at which the domain structure
disappears, the slope of the initial portion of the V(H)
curve increases to 12.1 m/(s Oe), the domain-wall
velocity Vp increases to 2120 m/s, and the maximum
domain-wall velocity Vmax remains almost constant (see
table). A further increase in the in-plane magnetic field
Hin leads to a decrease in both the domain-wall velocity
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Fig. 4. Dependences of the velocity V of domain walls mov-
ing along the in-plane magnetic field Hin applied normally
to the 〈120〉  crystallographic axis (along the 〈001〉  direction)
on the acting magnetic field H. Hin, Oe: (1) 134, (2) 268,
and (3) 402.
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Fig. 6. Dependences of the velocity V of domain walls mov-
ing in the direction perpendicular to the in-plane magnetic
field Hin applied normally to the 〈120〉  crystallographic axis
(along the 〈001〉  direction) on the acting magnetic field H.
Hin, Oe: (1) 134, (2) 268, and (3) 402.
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Dynamic parameters of bismuth-containing garnet ferrite single-crystal films

No. Figure no.

Hin = 134 Oe Hin = 268 Oe Hin = 402 Oe

µ,
m/(s Oe) Vp, m/s Vmax,

m/s
µ,

m/(s Oe) Vp, m/s Vmax,
m/s

µ,
m/(s Oe) Vp, m/s Vmax,

m/s

1 2a 12.1 2120 2200 13.5 1250 1440 8.7 1080 1620

2 2b 7.4 … 1870 7.6 … 1600 5.2 … 1310

3 2c 6.4 1400 1400 7.0 1710 1710 … … 1140

4 3a 7.1 1100 2050 5.8 1440 2820 8.5 1330 1330

5 3b 10.9 830 1620 6.5 1010 1600 6.5 700 1330

6 4a 14.3 980 1700 … … 1340 1370

7 4b 4.5 1150 1570 … … 1270 … … 1350

8 5a 8.6 1010 1270 8.0 1170 1550 7.1 1130 1360

9 5b 12.5 1080 1650 11.1 930 1510 9.0 970 1850

10 6a … … 1700 … … 1450 … … 1760

11 6b 6.6 1150 1350 6.6 1260 1310 6.1 860 1310
Vp and the maximum domain wall velocity Vmax, and
the range of acting magnetic fields in which the domain
wall exists becomes narrower. Note that, at Hin =
268 Oe, the domain-wall mobility is maximum in all
the experiments (see table). Moreover, it is seen from
Fig. 2a that the dependence V(H) can exhibit two local
minima (curve 2) instead of a single minimum as in
Figs. 1 and 2a (curve 1).

Figures 2b and 2c depict the dependences V(H) for
domain walls moving in opposite directions along the
in-plane magnetic field applied parallel to the 〈120〉
crystallographic axis but in the opposite direction to
that shown in Fig. 2a. The narrow peak in curve 1
(Fig. 2b) is most likely associated with the unidirec-
tional anisotropy of the domain-wall velocity. A com-
parison of Figs. 1, 2b, and 2c demonstrates that, in the
in-plane magnetic field Hin = 402 Oe, the range of act-
ing magnetic fields H in which the reversed domains
nucleate decreases by a factor of approximately two.

The dependences V(H) for domain walls moving in
the direction perpendicular to the in-plane magnetic
field Hin applied along the 〈120〉  crystallographic axis
are shown in Fig. 3. It can be seen that, for both direc-
tions of the in-plane magnetic field, the dependences
V(H) exhibit two local minima (curve 2 in Fig. 3a,
curve 1 in Fig. 3b). For the geometry of the experiment
presented in Fig. 3a, the domain-wall velocity is maxi-
mum; i.e., Vmax = 2820 m/s (see table). At Hin = 402 Oe
(curves 3 in Figs. 3a, 3b), the range of acting magnetic
fields H in which the reversed domains nucleate
becomes significantly narrower than that observed in
weaker in-plane fields Hin (curves 1, 2 in Figs. 3a, 3b).

Figure 4 represents the dependences V(H) for
domain walls moving in opposite directions along the
in-plane magnetic field Hin applied normally to the
〈120〉  crystallographic axis (along the 〈001〉  direction).
P

For this geometry of the experiment, the in-plane mag-
netic field in which the domain structure disappears
reaches a maximum. It can be seen that, for both direc-
tions of the domain-wall motion, the dependence V(H)
exhibits two local minima (curves 1 in Figs. 4a, 4b). In
a sufficiently strong in-plane magnetic field, no nucle-
ation of reversed domains occurs in an H range adjacent
to the ordinate axis (curves 2, 3 in Figs. 4a, 4b). The
stronger the in-plane magnetic field Hin, the wider this
range.

It is worth noting that the in-plane magnetic field,
when applied in the opposite direction to that shown in
Fig. 4, does not substantially affect the nucleation of
reversed domains (Fig. 5). Note also that the range of
pulsed magnetic fields Hp in which the reversed
domains nucleate almost coincides with that observed
in the absence of an in-plane magnetic field (Hin = 0,
Fig. 1). As can be seen from Fig. 5b (curve 1), the
dependence V(H) is characterized by two local minima.

Figure 6 shows the dependences V(H) measured in
the in-plane magnetic field Hin applied normally to the
〈120〉  crystallographic axis (along the 〈001〉  direction).
In this case, the domain walls move along the 〈120〉
axis. It can be seen that, for this geometry of the exper-
iment, the V(H) curves also contain local minima (for
example, curve 1 in Fig. 6a), even though they are less
pronounced.

4. CONCLUSIONS

Thus, it was demonstrated that bismuth-containing
garnet ferrite single-crystal films of the composition
(Bi,Y,Pr)3(Fe,Ga)5O12 with the (210) orientation are
characterized by the following features.

(i) The in-plane magnetic field applied along the
〈001〉  crystallographic axis prevents nucleation of
HYSICS OF THE SOLID STATE      Vol. 45      No. 3      2003
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reversed domains upon pulsed magnetization reversal
of the film.

(ii) The domain-wall velocity reaches a maximum
when the in-plane magnetic field is applied along the
〈120〉  crystallographic axis and the domain wall moves
along the 〈001〉  crystallographic axis.

(iii) The domain-wall mobility reaches a maximum
when the in-plane magnetic field is applied along the
〈001〉  crystallographic axis and the domain wall moves
along the 〈120〉  crystallographic axis.

(iv) For certain directions and magnitudes of the in-
plane magnetic field, the dependence of the domain-
wall velocity on the acting magnetic field exhibits two
local minima.
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Abstract—An analysis was made of the magnetic susceptibility, electrical resistivity, and magnetoresistance
of (La1 – yPry)0.7Ca0.3MnO3 samples differing in Pr content and enriched in the oxygen isotope 18O. At high tem-
peratures, all samples were paramagnetic insulators, while below 60 K, part of them transferred to a ferromag-
netic metallic state. All the samples exhibit practically identical behavior of the susceptibility, resistivity, and
magnetoresistance in the high-temperature region, despite a noticeable difference between their properties at
low temperatures; more specifically, the magnetoresistance grows quadratically with magnetic field within a
broad range of temperatures and magnetic fields and scales with increasing temperature close to 1/T5. A com-
bined analysis of the magnetic susceptibility and magnetoresistance indicates the possible existence of an inho-
mogeneous state with considerable ferromagnetic correlations in the paramagnetic region. © 2003 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

A diversity of supported ordering types (charge,
orbital, magnetic) is characteristic of manganites. The
interrelation between the various order parameters
gives rise to a rich variety of effects, with colossal mag-
netoresistance being the most remarkable of them [1].
The trend to phase separation and the formation of
inhomogeneous states also plays an important part in
the physics of the manganites. Phase separation is most
essential near the phase transition lines. There are indi-
cations, however, that the state of the system is inhomo-
geneous even in the paramagnetic region and exhibits
substantial ferromagnetic (FM) correlations [2–4].

This communication reports on an analysis of the
magnetoresistance and magnetic susceptibility of the
manganites (La1 – yPry)0.7Ca0.3MnO3 (0.5 ≤ y ≤ 1). In this
region of Pr concentrations, substitution of 18O for 16O
brings about substantial changes to the properties of the
system under study [5, 6], which was used to broaden
the diversity of the samples without changing their
chemical composition. The study was carried out at
high temperatures (80 < T < 300 K) and magnetic fields
(H < 4 T), in which our samples did not exhibit long-
range FM order and their conductivity σ(T) followed
nonmetallic behavior. However, even in the nonmetallic
phase, the magnetoresistance of manganites MR =
(σ(H) – σ(0))/σ(0) is fairly large (it can reach as high as
100%) and increases quadratically with the field, MR =
a(T)H2, over a broad range of parameter variation. The
coefficient a(T) exhibits a strong temperature depen-
dence in all the samples studied and scales as 1/T5. The
1063-7834/03/4503- $24.00 © 20508
experimental data obtained were analyzed in terms of
the available model concepts on electron transport in
the manganites. It was shown that the observed effects
can be accounted for by assuming the existence of an
inhomogeneous state with substantial FM correlations
in the paramagnetic region. The inclusion of spin-
dependent electron tunneling between correlated
regions permits one to explain the strong temperature
dependence of magnetoresistance in a straightforward
way.

2. SAMPLES

Samples of the system (La1 – yPry)0.7Ca0.3MnO3 dif-
fering in 0 ≤ y ≤ 1 and enriched to different levels in the
18O isotope were described in detail in our previous
publications [5, 6]. The samples were 7-mm-long bars,
1 × 1 mm in cross section. Five samples with different
low-temperature behavior of the electrical resistivity
ρ(T) were chosen for the study:

(1) (La0.25Pr0.75)0.7Ca0.3MnO3 with 16O, exhibiting a
metal–insulator transition at TMI = 87 K;

(2) (La0.25Pr0.75)0.7Ca0.3MnO3 with 30% 18O and
TMI = 58 K;

(3) (La0.25Pr0.75)0.7Ca0.3MnO3 with the 16O isotope
fully replaced by 18O;

(4) Pr0.7Ca0.3MnO3 with 16O;
(5) Pr0.7Ca0.3MnO3 with 18O.
Samples 3–5 remain insulators down to the lowest

temperatures covered.
003 MAIK “Nauka/Interperiodica”
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3. EXPERIMENTAL RESULTS

Figure 1 presents the temperature dependence ρ(T)
obtained in zero magnetic field for the above five sam-
ples. The electrical resistivity measurements were con-
ducted in the dc mode using a standard four-probe
method at temperatures T ranging from 4.2 to 300 K.
The data presented are in agreement with those pub-
lished earlier [5]. Note that the ρ(T) dependences mea-
sured for all the samples in the high-temperature region
are very similar and can be fitted by a thermal activation
law:

 (1)

Within experimental accuracy, the activation energy
Eg is practically independent of the choice of γ. Equa-
tion (1) is in agreement with the data obtained by other
researchers on similar samples [7, 8]. Note also that this
relation follows from a theoretical description of trans-
port properties in nonmetallic phase-separated manga-
nites [9].

Earlier measurements of the low-frequency mag-
netic susceptibility χ were conducted on similar sam-
ples in [5, 10]. An analysis of those results [10] permit-
ted the conclusion that an inhomogeneous state exists
in the paramagnetic region. Figure 2 plots 1/χ(T)
graphs for the samples studied. The 1/χ(T) curves
obtained in the high-temperature region are qualita-

ρ T( ) ρ0T
γ Eg

kBT
--------- 

  .exp=

y = 0.75, 30% 18O

y = 0.75, 18O

y = 1, 16O

y = 1, 18O

y = 0.75, 16O

T, K
0 100 300200

107

105

103

101

10–1

ρ, Ω cm

Fig. 1. Temperature dependence of the electrical resistivity
ρ(T) in zero magnetic field obtained on the five samples
studied.
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tively similar, despite the differences in the structure of
the low-temperature state revealed by neutron scatter-
ing measurements [6]. Indeed, for y = 0.75, the sample
with 18O has a uniform antiferromagnetic (AFM) state,
while the sample with 16O is separated into macro-
scopic FM and AFM regions [6]. The χ(T) curve can be
fitted by the Curie–Weiss law, χ = C/(T – Θ), with a
positive Θ increasing with temperature. The positive
value of Θ and a large magnetic susceptibility as com-
pared to typical values for antiferromagnets suggest the
existence of noticeable FM correlations, which appar-
ently provide a major contribution to χ.

The magnetoresistance measurements of the sam-
ples were conducted in the temperature range 80–273 K
and magnetic fields of up to 4 T. The current and the
magnetic field were directed along the length of the
sample. In all the samples studied, the conductivity
increased with increasing magnetic field H. The relative
variation in the conductivity was found to obey the uni-
versal quadratic law MR = a(T)H2 practically through-
out the magnetic-field and temperature ranges covered.
Near the insulator–metal transition, noticeable devia-
tions from the quadratic law appear at low tempera-
tures. The inset to Fig. 3 illustrates the MR(H) depen-
dence measured for the Pr0.7Ca0.3MnO3 sample with
16O in the temperature range T = 80–273 K. Plotted in
Fig. 3 is the temperature dependence of the coefficient
a. We readily see that the quantity a(T) falls off rapidly
(following a law close to 1/T5).

y = 1, 18O

y = 1, 16O

y = 0.75, 30% 18O

y = 0.75, 16O

y = 0.75, 18O

30

20

10

0

0 40 120 200 280
T, K

l/χ, mol/emu

Fig. 2. Temperature dependence of the inverse magnetic
susceptibility 1/χ(T). Solid lines are experimental data, and
dashed line is the theoretical curve calculated for the FM
phase concentration 5%, S = 2, g = 2, Neff = 130, and density
of the material 6.2 g/cm3.
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4. DISCUSSION OF THE RESULTS

Thus, the temperature dependences of the electrical
resistivity, magnetic susceptibility, and magnetoresis-
tance in the high-temperature region behave in a very
similar way, both qualitatively and quantitatively, for
all the samples studied (Figs. 1–3). This provides a con-
vincing argument for the transport properties being
determined by a common mechanism in the nonmetal-
lic phase of these materials. As already pointed out,
present-day theoretical concepts of manganite proper-
ties [1–4] and data available on the magnetic suscepti-
bility suggest a possible presence of strong FM correla-
tions in our samples in the paramagnetic region.
Another possible indication of the existence of corre-
lated regions is the relatively large and strongly temper-
ature-dependent magnetoresistance. Indeed, because
the measured electrical resistivity follows activation
law (1), it appears natural to conjecture that the magne-
toresistance of the manganites in the nonmetallic region
is related to the variation of the band gap in the carrier
mobility Eg(H) with increasing magnetic field [1].
Therefore, we can write

(2)

In accordance with the current concepts of the band
structure of magnetically ordered materials (within,
e.g., the s–d model), the magnetoresistance can be

MR Eg H( ) Eg–( )/kBT–[ ]exp 1.–=

101

100

10–1

10–2

10–3

1
2
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4
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0.01 0.1 1 10
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σ(
H

)/
σ(

0)
 –

1 Pr0.7Ca0.3MnO3
80 K
90
100
130
150
170
200
240
273

T, K

10–2

10–1

100

a(T)

80 90 100 200

Fig. 3. Temperature dependence of the coefficient a in the
expression MR = a(T)H2 for various samples. Symbols are
experimental data for (1) 16O, y = 0.75; (2) 30% 18O, y =
0.75; (3) 18O, y = 0.75; (4) 16O, y = 1; and (5) 18O, y = 1;
dashed line is calculation based on Eq. (8) made for S = 2,
g = 2, Z = 6, Neff = 130, J/kB= 15 K, Ha = 0.5 T, and cosβ = 1.
Inset shows field dependence of the magnetoresistance of
the Pr0.7Ca0.3MnO3 sample with 16O obtained at various
temperatures.
PH
expressed as a quadratic function of the magnetic
moment M, which has been confirmed experimentally
(see, e.g., [1]). This also agrees with our results
obtained in the low-field region, where M = χH. In pure
dimensionality considerations, in the case of MR ! 1,
Eq. (2) can be recast as

(3)

where Ms is the saturation magnetization. Substituting
the experimental data on MR and χ into Eq. (3) and set-
ting 4πMs = 1 T in order to make an estimate for
Pr0.7Ca0.3Mn16O3 at T = 150 K, we obtain ∆Eg ~ 0.1 eV,
which is considerably larger than the energy of any
magnetic ordering per magnetic ion. Note that this esti-
mate of ∆Eg is typical of manganites of similar compo-
sition in the temperature region covered [1]. Even this
rough estimate indicates that the mechanism control-
ling the magnetoresistance should be determined by
regions sufficiently large in size. This reflects a physical
situation of a general nature. If a system is in a state
with uncorrelated magnetic atoms, then the energy of
interaction of atoms with the magnetic field µBSgH
(where µB is the Bohr magneton, g is the Landé factor,
and S is the atomic spin) at temperatures of 100 K or
higher is too small (compared with kBT) to noticeably
affect the state of the system and its transport proper-
ties. Note also that in addition to the comparatively
large magnetoresistance, its strong temperature depen-
dence [which does not follow in an obvious way from
Eq. (3)] must be explained.

Now, let us consider the magnetoresistance in the
high-temperature domain in terms of the fairly simple
model of electron transport in a system with strong FM
correlations. The conventional approach to the conduc-
tivity of manganites (for instance, the double-exchange
model) [1] assumes the FM correlated regions to pos-
sess a higher conductivity. Therefore, if these regions
do not overlap, the main contribution to the resistivity
is due to the tunneling of charge carrier between them.
The corresponding probability depends, in particular,
on the mutual orientation of the electron spin and the
atomic spins in the regions involved in the tunneling.
Straightforward estimation shows that in fields of the
order of 1 T, the electron spin orientation remains prac-
tically unchanged after tunneling to a distance of a few
lattice constants. An electron leaving one FM corre-
lated region enters another with the same spin orienta-
tion. Therefore, the transition probability depends on
the mutual orientation of the magnetic moments of the
correlated regions. The orientation of the magnetic
moments of FM correlated regions along the applied
magnetic field enhances the transition probability and,
thus, reduces the resistivity with increasing magnetic
field; this exactly is observed experimentally.

Let us express the conductivity of the system as
σ(H) = σ0〈Σ(H)〉 , where Σ(H) is the spin contribution to

MR
χ2

H
2∆Eg

Ms
2
kBT

----------------------, ∆Eg–
Eg M

2( ) Eg–

M/Ms( )2
------------------------------,= =
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the electron tunneling probability and angle brackets
denote volume averaging. In this notation, MR =
〈Σ(H)〉/〈Σ(0)〉  – 1. The quantity σ0 for the particular
case of the above model was calculated in [9].

We consider N identical, nonoverlapping regions
(droplets) with a preferential orientation of the atomic
moments within each of them. We denote the effective
magnetic moment of such a droplet by Meff = µBgNeffS,
where Neff is the effective number of magnetic atoms in
a droplet (SNeff @ 1). Neglecting the magnetic interac-
tion between the droplets, the free energy of a droplet
in a magnetic field can be presented in the form [11]

(4)

where θ is the angle between the applied field H and
the direction of Meff, Ha is the anisotropy field, and ψ
is the angle between the anisotropy axis and the direc-
tion of the droplet’s magnetic moment (for the sake of
simplicity, the anisotropy is assumed to be uniaxial).
Note that the conventional magnetic anisotropy asso-
ciated with the crystal field in manganites is small
[12]. In these conditions, Ha is determined primarily
by the shape factor [13]. For instance, for an ellipsoid,

we have Ha = πmeff (1 – 3 ), where meff  is the mag-

netic moment of a droplet per unit volume and  is the
corresponding demagnetization factor. Ha turns out to
be of the order of 1 T already at a comparatively small
deviation from sphericity and for typical values of the
parameters.

Let H be parallel to the z axis, with the anisotropy
axis lying in the (x, z) plane at an angle β to the vector
H. Then, cosψ = sinθsinβcosϕ + cosθcosβ, where ϕ
is the angle between the x axis and the projection of
vector Meff onto the (x, y) plane. In the classical limit,
each orientation of Meff is characterized by a probabil-
ity

(5)

where A(H) is a normalization factor. The stationary
states of an electron are those with the preserved spin
projection s = ±1/2 onto the effective field direction in
an FM correlated region. Let an electron interact with Z
magnetic atoms in a droplet (Z < Neff). The energy of
this interaction is Es = –JSZs, where J is the exchange
integral. Assuming JSZ to be of the order of the Curie
temperature, one readily sees that Es greatly exceeds
the energy of electron spin interaction with the mag-
netic field if H ! 100 T. In this case, the effective field
coincides in direction with Meff and the probability of
an electron having a spin projection s can be written as

(6)

U H( ) U 0( ) Meff H θcos Ha ψcos
2

+( ),–=

Ñ

Ñ

P H θ ϕ, ,( )

=  A H( ) Meff H θcos Ha ψ θ ϕ,( )cos
2

+( )/kBT[ ] ,exp

Ps

Es/kBT–( )exp
2 Es/kBT( )cosh
-------------------------------------.=
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An electron transferred to another droplet is acted
upon by an effective field directed at an angle ν to the
original field, where cosν = cosθ1cosθ2 +
sinθ1sinθ2cos(ϕ1 – ϕ2) and indices 1 and 2 label the
droplets. Therefore, the work expended in transporting
an electron from the first to the second droplet is ∆Es =
Es(1 – cosν). Accordingly, the probability of transfer
from one droplet to another is proportional to
exp(−∆Es/kBT). Finally, taking into account all the prob-
ability factors and averaging over the droplets, we come
to the expression 

 (7)

In the high-temperature region, Eqs. (5)–(7) yield 

(8)

Here, Z is the number of nearest neighbors of the
magnetic atom. This expression is formally valid if kBT
greatly exceeds the characteristic energies, namely, Es,
the Zeeman energy µBgSNeffH, and the magnetic
anisotropy energy µBgSNeffHa. Numerical calculations
show that Eq. (8) remains valid for kBT of the order of
and even slightly less than these energies.

The magnetoresistance given by Eq. (8) depends
explicitly on the angle β between the anisotropy axis
and the applied magnetic field. However, if the anisot-
ropy is determined primarily by the shape effect, it
appears only natural to assume that the long axes of the
droplets are oriented preferentially along the applied
magnetic field. Note that the current is directed along
the magnetic field. Hence, droplets oriented along with
the magnetic field provide a larger relative contribution
to the conductivity, thus efficiently suppressing the
effect of possible droplet misorientation. Therefore, in
our subsequent estimation, we shall assume cosβ ≈ 1.

Thus, the above simple model correctly reproduces
the experimental dependence of the magnetoresistance
on magnetic field and temperature, MR ~ H2/T5. For a
numerical estimate, we set S = 2, g = 2, and Z = 6; in
view of the above estimates, one can also set Ha = 0.5 T
and J/kB = 15 K. Then, Eq. (8) yields good quantitative
agreement with experiment for Neff ~ 102. The corre-
sponding dependence for Neff = 130 is shown in Fig. 3
as a dashed line. Equation (5) permits one to calculate
the magnetic susceptibility χ(T) in a straightforward
way. Using the above parameters and 5–10% for the
concentration of FM correlated regions, we obtain a

Σ H( )〈 〉 ϕ 1 ϕ2 θ1 θ1dsin
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correct order-of-magnitude estimate for the same value
of Neff ~ 102. The calculated χ(T) relation is shown as a
dashed curve in Fig. 2. As seen from Figs. 2 and 3, the
proposed model offers a reasonable approximation to
the experimental data. The characteristic size of an FM
correlated region turns out to be of the order of five lat-
tice constants, which is close to the structure of the
small-scale ferron-type phase separation [3, 4] and is in
accord with the small-angle neutron-scattering data
reported in [14].

5. CONCLUSION

Thus, our experimental data and their analysis made
in terms of a simple model suggest the possible exist-
ence of an inhomogeneous state with strong FM corre-
lations even in the paramagnetic region. Note, however,
that the above qualitative picture does not reveal the
mechanisms underlying the formation of the inhomo-
geneous state and needs further refinement.
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Abstract—The dependence of the domain-wall velocity V on the acting magnetic field H is investigated for
(Bi,Yb)3(Fe,Ga)5O12 garnet ferrite single-crystal films in the vicinity of the angular momentum compensation
point at different temperatures. The films are grown by liquid-phase epitaxy from a supercooled solution melt
on Cd3Ga5O12 substrates with the (111) orientation. It is demonstrated that, in these films, the precessional
mechanism is not responsible for the motion of domain walls but there arises an internal effective magnetic field
that weakens the acting magnetic field. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Bismuth-containing garnet ferrite single-crystal
films with angular momentum compensation are
widely used for the purpose of increasing the speed of
response of magneto-optic bubble-domain devices
whose operation is based on the domain-wall motion
[1]. At present, bismuth-containing garnet ferrite sin-
gle-crystal films with angular momentum compensa-
tion have been synthesized for all rapidly relaxing rare-
earth elements that, in combination with bismuth,
induce uniaxial magnetic anisotropy. Among these
rare-earth elements are europium [2–5], praseodymium
[6], dysprosium [7], holmium [8], erbium [9], thulium
[10–13], and ytterbium [14]. As a rule, garnet ferrite
single-crystal films are grown through liquid-phase epi-
taxy from a supercooled solution melt on isomorphic
substrates.

Earlier investigations of the dependence of the
domain-wall velocity V on the acting magnetic field H
for europium-, thulium-, and erbium-containing garnet
ferrite films in the vicinity of the angular momentum
compensation point at different temperatures have
demonstrated that, in all cases, the initial portion of the
V(H) curve is linear and its extension passes approxi-
mately through the origin of the coordinates [15]. The
further behavior of the dependence V(H) is determined
by the dimensionless attenuation parameter α. At α > 1,
the first linear portion is adjacent to the second linear
portion with a smaller slope. At α < 1, the first and sec-
ond linear portions are separated by a nonlinear por-
tion. In strong magnetic fields, the dependence V(H), in
some cases, exhibits an additional (linear or nonlinear)
portion in which the differential mobility is higher than
that in the preceding portion and can even exceed the
1063-7834/03/4503- $24.00 © 20513
initial mobility of domain walls [12, 16]. It has been
inferred that the additional portion is attributed to the
domain-wall motion occurring through the mechanism
associated with the radiation of spin waves [16, 17].

The aim of the present work was to elucidate how
the temperature affects the dependence V(H) for bis-
muth–ytterbium-containing garnet ferrite single-crystal
films of the composition (Bi,Yb)3(Fe,Ga)5O12 with
angular momentum compensation.

2. SAMPLE PREPARATION 
AND EXPERIMENTAL TECHNIQUE

Bismuth–ytterbium-containing garnet ferrite single-
crystal films of the composition (Bi,Yb)3(Fe,Ga)5O12
were grown from a PbO–B2O3–Bi2O3-based solution

Parameters of bismuth–ytterbium-containing garnet ferrite
single-crystal films at room temperature

Sample no. I-4 II-1 III-4 III-5

R1 19.19 19.44 20.32 20.32

R2 3.637 3.631 3.425 3.425

R3 19.96 20.56 20.95 20.95

R4 0.1197 0.1161 0.1199 0.1199

h, µm 7.1 11.4 7.5 13.2

W, µm 21.5 10.0 6.0 8.6

H0, Oe 9.8 51 83 95

HK , Oe 4500 730 750 810

TN, °C 58 129 110 122

µ, cm/(s Oe) … 78 165 153
003 MAIK “Nauka/Interperiodica”
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melt on Cd3Ga5O12 substrates with the (111) orienta-
tion. The composition of the batch used in growing the
epitaxial films is characterized by the following molar
ratios of components:

R1 = Fe2O3/Yb2O3,

R2 = Fe2O3/Ga2O3,

R3 = (PbO + Bi2O3)/B2O3, 

R4 = (Yb2O3 + Fe2O3 + Ga2O3)/(Yb2O3 + Fe2O3 

+ Ga2O3 + PbO + Bi2O3 + B2O3). 

100

50

–Hb

0 500 1000
H, Oe

V, m/s

Fig. 1. Dependence of the domain-wall velocity V on the
acting magnetic field H for sample I-4. The arrow indicates
the magnetic bias field.
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Fig. 2. Temperature dependences of (1) the period of equilib-
rium strip domains 2W, (2) the collapse field of bubble domains
H0, and (3) the domain-wall velocity V at Hp = 517 Oe and
Hb = 13 Oe for sample I-4. The arrow indicates the Néel
temperature TN.
P

The table presents the ratios R1–R4 for solution
melts I–III and the parameters of the samples whose
properties are discussed in this paper. The designations
used in the table are as follows: h is the film thickness,
W is the equilibrium width of strip domains, H0 is the
collapse field of bubble domains, HK is the field of
uniaxial magnetic anisotropy, TN is the Néel tempera-
ture, and µ is the initial mobility of domain walls. The
Arabic numeral in the sample labeling represents the
order number of a particular film in the series of bis-
muth–ytterbium-containing garnet ferrite single-crystal
films sequentially grown under the same conditions
from the relevant solution melt, which is denoted by the
Roman numeral. The difference between the magnetic
and dynamic parameters for samples III-4 and III-5
indicates that the solution melt undergoes degradation
[18].

As can be seen from the table, the parameters R1 (R2,
R3, or R4) differ by no more than ±3%. The error in
determining the quantitative composition of the grown
films also does not exceed ±3%. When changing over
from solution melt I to solution melt III, the ytterbium
concentration decreases (the ratio R1 increases),
whereas the gallium concentration increases (the ratio
R2 decreases). As a consequence, the saturation magne-
tization 4πMs of samples in series II should be larger
than that of samples in series I [1]. The increase in the
saturation magnetization 4πMs correlates with the
increase in the collapse field of bubble domains H0 (see
table).

The experiments were performed on a universal
setup [19] providing high-speed photographic observa-
tions with the use of the magnetization reversal tech-
nique [20]. The initial bismuth–ytterbium-containing
garnet ferrite single-crystal film was magnetized to sat-
uration with the magnetic bias field Hb applied along
the normal to the film surface. The pulsed magnetic
field Hp was applied in the opposite direction with the
use of a pair of pancake coils. The film to be studied
was placed in the midplane between the pancake coils.
We recorded the image of the reversed domain that
nucleated at a point defect. At a sufficiently large dis-
tance from the nucleation center, the acting magnetic
field can be represented in the form [20]

 (1)

3. RESULTS AND DISCUSSION
The dependence V(H) for sample I-4 is shown in

Fig. 1, in which the arrow indicates the magnetic bias
field. It can be seen that, in this case, the first portion of
the V(H) curve is linear with a slope of 9.1 cm/(s Oe)
and its extension intersects the ordinate axis. This value
is more than one order of magnitude smaller than the
initial domain-wall mobility, which is characteristic of
the films under investigation [14]. Therefore, we can
make the inference that the first experimentally
observed portion of the dependence shown in Fig. 1 is

H H p Hb.–=
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not the initial portion of the V(H) curve. The experi-
mental technique used in this work and described in
detail in [19] failed when used to perform measure-
ments in weak magnetic fields; hence, we cannot
observe the initial portion of the dependence V(H).
Under the assumption that the first experimental point
in the V(H) curve (Fig. 1) is the terminal point of the
initial linear portion, we obtain µ = 79 cm/(s Oe).

The second experimentally observed portion of the
V(H) curve (Fig. 1) is nonlinear; in this case, the differ-
ential mobility µ0 exceeds the initial mobility. This por-
tion of the V(H) curve can be associated with the
domain-wall motion occurring through the mechanism
of spin wave radiation [16]. The fact that the initial
point of this portion lies in the range H < HK can be
explained by the presence of a transition surface layer
with a decreased magnetic anisotropy in the studied
sample.

Figure 2 depicts the temperature dependences 2W(T),
H0(T), and V(T) at the magnetic field H = 504 Oe for
sample I-4. The observed increase in the domain-wall
velocity upon heating is caused by the increase in the
effective gyromagnetic ratio. However, this sample
does not exhibit angular momentum compensation in
the temperature range from 0 K to the Néel temperature
TN.

The curve V(H) for sample II-1 is plotted in Fig. 3.
As can be seen from Fig. 3, the V(H) curve consists of
two linear portions separated by a nonlinear portion.
Note that the slope of the second linear portion
[71 cm/(s Oe)] differs only slightly from the slope of
the first linear portion [78 cm/(s Oe)]. Let us now
assume that the dependence V(H) can be adequately
described in terms of the one-dimensional theory of
domain-wall motion. According to this theory, the first
and second linear portions of the V(H) curve (Fig. 3) are
associated with the stationary and precessional motion
of domain walls. Within this approximation, we use the
following relationship for the dimensionless attenua-
tion parameter [11]:

. (2)

As a result, we obtain α = 3.2. However, as was shown
earlier in [15], the V(H) curve at this value of the
dimensionless attenuation parameter contains no non-
linear portion [15]. Therefore, the second linear portion
adjacent to the nonlinear portion of the V(H) curve
should be attributed to the domain-wall motion occur-
ring through the mechanism of spin wave radiation [12,
16]. This hypothesis is supported by the fact that, in a
narrow range of acting magnetic fields H at the bound-
ary between the nonlinear and second linear portions of
the V(H) curve, the circular reversed domains undergo
spatial distortions similar to those observed in thulium-
containing garnet ferrite single-crystal films in the
vicinity of the angular momentum compensation point
[12].

α µ /µ0 1–( ) 1/2–
=
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The dependence V(H) shown in Fig. 3 exhibits
unusual behavior: the initial points of the first linear
portion lie in the range of negative H values. This
behavior can be explained by the fact that the internal
effective magnetic field is directed along the bias field.
It is assumed that the internal effective magnetic field
can be induced, for example, by a high-coercivity tran-
sition surface layer whose state remains unchanged
under the action of the pulsed magnetic field. The for-
mation of this layer is indirectly confirmed by the fact
that, upon heating, the film, as a whole, approaches the
magnetic moment compensation point Tmmc (Fig. 4).

H, Oe

100

200

V, m/s

–Hb

100–100 300

Fig. 3. Dependence of the domain-wall velocity V on the
acting magnetic field H for sample II-1. The arrow indicates
the magnetic bias field.

TN

2W, µm; H0, Oe V, m/s

2

1

3

Tmmc

200

100

0 40 80 120

400

0

200

Fig. 4. Temperature dependences of (1) the period of equilib-
rium strip domains 2W, (2) the collapse field of bubble domains
H0, and (3) the domain-wall velocity V at Hp = 168 Oe and
Hb = 72 Oe for sample II-1. Arrows indicate the tempera-
ture of magnetic moment compensation Tmmc and the Néel
temperature TN.

T, °C
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Fig. 5. Dependence of the domain-wall velocity V on the
acting magnetic field H for sample III-4. The arrow indi-
cates the magnetic bias field.
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Fig. 6. Dependence of the domain-wall velocity V on the
acting magnetic field H for sample III-5. The arrow indi-
cates the magnetic bias field.
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Fig. 7. Temperature dependences of (1) the period of equi-
librium strip domains 2W, (2) the collapse field of bubble
domains H0, and (3) the domain-wall velocity V at Hp =
152 Oe and Hb = 93 Oe for sample III-4. The arrow indi-
cates the Néel temperature TN.
P

It should be noted that, upon heating, sample II-1,
unlike sample I-4, is characterized by a monotonic
increase in the period of equilibrium strip domains
(curve 1 in Fig. 4) and a monotonic decrease in the
domain-wall velocity at a constant field H (curve 3 in
Fig. 4). This suggests that the angular momentum com-
pensation point lies in the temperature range below
room temperature.

Figures 5 and 6 represent the dependences V(H) for
samples III-4 and III-5, respectively. It can be seen
that, for these samples, the V(H) curve consists of an
initial linear portion, a nonlinear portion, and a portion
with an increased differential mobility. A similar
behavior of the dependences V(H) was observed earlier
in [14]. As in the case of sample II-1, the initial points
of the first linear portion lie in the range of negative H
values and the extension of this portion intersects the
abscissa axis between the points H = –Hb and 0. There-
fore, the internal effective magnetic field in bismuth–
ytterbium-containing garnet ferrite single-crystal films
is weaker than the bias field.

The temperature dependences 2W(T), H0(T), and
V(T) at a constant field H for samples III-4 and III-5
are shown in Figs. 7 and 8, respectively. Upon heating,
samples III-4 and III-5, like sample II-1, are character-
ized by an increase in the period of equilibrium strip
domains (curves 1 in Figs. 7, 8) and a decrease in the
domain-wall velocity at a constant field H (curves 3 in
Figs. 7, 8). For all the studied samples, the collapse
field of bubble domains decreases with an increase in
the temperature (curves 2 in Figs. 2, 4, 7, 8). The tem-
perature dependence of the critical velocity Vcr, which
corresponds to the terminal point of the first linear por-
tion in the V(H) curve for sample III-5, is also depicted
in Fig. 8 (curve 4). It can be seen that the temperature
dependence of the critical velocity for this sample
exhibits a maximum at the angular momentum com-
pensation point, as is the case with thulium-containing
films [12].

Figure 9 shows the dependences V(H) measured at
different temperatures but in the same bias field. As is
clearly seen from this figure, an increase in the temper-
ature leads to a shift of the V(H) curves toward the right.
This indicates that the internal effective magnetic field,
like the saturation magnetization, decreases upon heat-
ing of bismuth–ytterbium-containing garnet ferrite sin-
gle-crystal films.

As can be seen from Fig. 9, the largest initial linear
portion of the V(H) curve is observed at T = 30.5°C.
This temperature is close to the angular momentum
compensation point. As could be expected [12], the
domain-wall mobility decreases away from the angular
momentum compensation point.

It is worth noting that the second linear portion,
whose slope is considerably smaller than the slope of
the first linear portion, is absent in all the V(H) curves
(Figs. 1, 3, 5, 6, 9). Recall that the presence of the sec-
ond linear portion in the V(H) curve is characteristic of
HYSICS OF THE SOLID STATE      Vol. 45      No. 3      2003
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europium- [3], erbium- [9], and thulium-containing
[12] garnet ferrite single-crystal films with bismuth in
the vicinity of the angular momentum compensation
point. Therefore, the precessional mechanism is not

2W, µm; H0, Oe

200

100

V, Vcr, m/s

400

200

TN

T, °C
0 40 80 120

Tamc
1

2

3

4

Fig. 8. Temperature dependences of (1) the period of equilib-
rium strip domains 2W, (2) the collapse field of bubble
domains H0, (3) the domain-wall velocity V at Hp = 297 Oe
and Hb = 99 Oe, and (4) the critical velocity Vcr at the termi-
nal point of the initial linear portion in the V(H) curve for
sample III-5. Arrows indicate the temperature of angular
momentum compensation Tamc and the Néel temperature TN.
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Fig. 9. Dependences of the domain-wall velocity V on the
acting magnetic field H for sample III-5 at the magnetic
bias field Hb = 100 Oe and different temperatures. T, °C: (1)
18, (2) 30.5, (3) 44, (4) 60.5, (5) 78.5, and (6) 96.5.
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responsible for the motion of domain walls in ytter-
bium-containing films. Apparently, this circumstance
can be associated with the internal effective magnetic
field.

4. CONCLUSIONS

Thus, bismuth–ytterbium-containing garnet ferrite sin-
gle-crystal films of the composition (Bi,Yb)3(Fe,Ga)5O12
were examined in the vicinity of the angular momen-
tum compensation point upon pulsed magnetization
reversal. The results obtained in this study can be sum-
marized as follows. (i) The dependence of the domain-
wall velocity on the acting magnetic field has no por-
tion that can be attributed to the precessional mecha-
nism of domain-wall motion. (ii) There arises an inter-
nal effective magnetic field that weakens the acting
magnetic field. (iii) The internal effective magnetic
field does not exceed the magnetic bias field. (iv) The
initial domain-wall mobility and the critical velocity
corresponding to a disturbance of the stationary
domain-wall motion reach a maximum at the angular
momentum compensation point.
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Abstract—The features of magnetic-microstructure imaging were studied using various configurations of
dark-field magnetooptical microscopy. The potentials and limitations of the dark-field method were experimen-
tally and theoretically analyzed as applied to magnetism studies. The experimental data showed the possibility
of magnetooptical detection of localized magnetic structures of size smaller than or of the order of 0.1 µm. To
calculate the angular spectrum of light scattered at magnetic inhomogeneities within a theoretical model, the
method of electrodynamic tensor Green functions was employed. Within the theoretical model, a procedure was
proposed and analyzed which allows real-time visualization of magnetization reversal of solitary single-domain
nanoparticles or their regular arrays in order to study their dynamic and static characteristics. © 2003 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

Detailed study of the magnetization distributions on
submicrometer spatial scales and the development of
the corresponding high-resolution techniques is pres-
ently one of the most important problems in applied and
fundamental micromagnetism. In the past decade, sig-
nificant progress has been made in the development of
methods for studying micro- and nanostructures with
the advent and onrush of magnetic force microscopy,
which is a version of scanning probe microscopy [1].
Currently, magnetic force microscopy is characterized
by the best spatial resolution in studying magnetic
microstructures (tens of nanometers [2]). However, its
application offers a number of problems: complicated
interpretation and identification of images, the uncon-
trollable influence of the microprobe on the magnetiza-
tion distribution in samples and vice versa, the problem
of positioning the force microscope tip above a surface
point under study, and the low scanning velocity, which
makes real-time observation of fast processes impossi-
ble [3].

However, dark-field optical microscopy techniques
feature significant unrealized potential for detecting
and studying such magnetic formations as domain
boundaries and substructures (Bloch lines, Bloch
points) characterized by an intricate magnetization dis-
tribution and a characteristic size of tenths and hun-
dredths of a micrometer.

Dark-field optical microscopy is widely used in the
studies of phase objects in physics, mineralogy, biol-
ogy, etc. [4]. In the simplest version of this method, a
sample is illuminated through a condenser with a dia-
phragmed center, so that the light flux incident onto the
sample represents a hollow cone (Fig. 1). If the objec-
1063-7834/03/4503- $24.00 © 20519
tive aperture is smaller than the condenser aperture,
only light scattered at the sample phase structure hits
the objective, forming a structure image.

In terms of spatial resolution, the dark-field method
is virtually equivalent to conventional optical micros-
copy [4]. At the same time, the detection sensitivity of
the method under consideration is much higher than
that of conventional transmission microscopy, since the
image is not subject to background illumination. This
makes it possible to apply the dark field to observe and
detect phase inhomogeneities smaller than or of the order
of fractions of a micrometer (ultramicroscopy). Submi-
crometer magnetic structures may also be related to such
phase inhomogeneities, because one can use the magne-
tooptical (Faraday, Kerr, Cotton–Mouton) effects. Cur-
rently, such magnetic structures attract significant inter-

Objective lens

Sample

Condenser lens

Source of light
Circular stop

Diffracted light

Direct beam

Fig. 1. Scheme of phase-object observation using the dark-
field method.
003 MAIK “Nauka/Interperiodica”
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est in the context of searches for new methods for data
recording, storing, and reading.

The dark-field method was first applied to study
magnetic media in [5], where the domain structure was
visualized in ferrite-garnet (FG) films. A significant
contribution to the development of magnetooptical
dark-field microscopy was made by Thiaville and
coworkers [6, 7], who optically detected vertical Bloch
lines (VBLs) in FG films and described the visualiza-
tion mechanism.

The VBLs represent stable magnetic vortices and
separate domain wall (DW) regions of opposite polarity
[8]. The VBL sizes in many typical FG films do not
exceed tenths of a micrometer. In [6, 7], experiments
were carried out using the anisotropic dark-field
microscopy (ADM) method, which is a modification of
the conventional dark-field method wherein a narrow
beam is cut out from the dark-field illumination cone.
In [6, 7], the light incidence plane was normal to the

3 2

1ki

k0

z

x

y
k0

ϕ

θ

Fig. 2. Magnetization distribution in (1) domains, the (2)
domain wall, and (3) Bloch line in a ferrite-garnet film. The
optical scheme of observation: ϕ is the azimuth angle of the
light incidence plane, θ is the light incidence angle, k0 is the
incident light wave vector, and ki is the scattered light wave
vector.
P

domain wall planes, which corresponded to the azimuth
angle ϕ = 0° (Fig. 2).

In the ADM images obtained in [6, 7] there is no
illumination from domains, while DWs are seen as con-
trast lines. Some portions of these lines exhibit lighter
or darker regions, which are VBLs of different mag-
netic topology (Fig. 3, ϕ = 0°). Further studies showed
that the possibility of observing Bloch lines in this
dark-field configuration is related to the microscopic
DW tilt in the VBL localization regions [9] rather than
to light scattering immediately on the magnetization
distribution in the Bloch line.

Over several years, the authors of this paper devel-
oped a dark-field method to observe submicrometer
magnetic structures. Observations according to the Thi-
aville technique were successfully carried out and char-
acteristic VBL images were obtained in [10, 11]. Fur-
thermore, another dark-field configuration making it
possible to observe Bloch lines was used. In this config-
uration, the light incidence plane is parallel to the
domain walls, which corresponds to the azimuth angle
ϕ = 90° (Fig. 2) [11]. There is no illumination either
from domains or DWs in the images obtained in this
configuration, while the VBLs are visualized as bright
symmetric objects (Fig. 3, ϕ = 90°) regardless of mag-
netic topology. The theoretical study reported in [12]
allowed us to conclude that the VBL visualization
mechanism in the case under study differs from that
suggested in [9] and is associated with light scattering
on the VBL magnetic structure.

Thus, the results obtained in [6, 9–12] showed that
the dark-field method can be used to detect magnetic
structures of size ~0.1 µm. Varying the specific obser-
vation geometry [e.g., the angle θ of light incidence and
the angle ϕ formed by the light incidence plane and the
DW plane (Fig. 2)], it becomes possible to obtain vari-
ous images of magnetic microstructures. In this case,
the possibility of imaging through various mechanisms
is not improbable. At the same time, many aspects
related to the features of the dark-field microscopy
methods as applied to magnetic studies, their poten-
tials, and limitations remain obscure.
y

xz

Fig. 3. Typical images of domain walls and Bloch lines obtained in observation configurations corresponding to the azimuth angles
of light incidence ϕ = 0° and 90° (contrast is inverted). The central pattern schematically shows the magnetic structure of the sample
region under study. The Bloch lines are indicated by arrows.
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In this paper, we further develop the approach sug-
gested in [12] to describe the magnetic structures
imaged by the dark-field method. The approach is
based on electrodynamic tensor Green functions. The
potentials of various configurations of the ADM
method are studied on the basis of the theory we devel-
oped and the corresponding experiments.

2. MAGNETOOPTICAL DIFFRACTION OF LIGHT 
AND MAGNETIC STRUCTURE IMAGING IN 

DARK-FIELD MICROSCOPY

Light diffraction from magnetic inhomogeneities in
magnetic films was considered in [6, 13–15]. Most of
those studies were devoted to determining the diffrac-
tion pattern resulting from the interaction between light
and magnetic media. Little attention was given to the
properties of the magnetic structure images produced
by the optical system.

This study is dedicated specifically to the features of
magnetic-structure images formed in various configu-
rations of dark-field microscopy. According to [12], we
consider the problem using the method of electrody-
namic tensor Green functions.

The tensor Green functions Dµν(r, r') are defined by
the equations

 

which are solved with ordinary Maxwell boundary con-
ditions. Therefore, the expressions for the fields derived
using the Green functions a priori meet these boundary
conditions. The method of Green functions makes it
possible to derive analytical formulas for the Fourier
transform of the electric field of a diffracted wave.

Let us consider a film of a cubic ferrimagnet of
thickness l placed on a transparent nonmagnetic sub-
strate (Fig. 4). The middle plane of the film is taken to
be the xy plane of the frame of reference. The unit vec-

tor directed along the film magnetization is m =  = i ·

mx + j · my + k · mz, where M is the magnetization vector
of the film. Assuming that only the first-order (in mag-
netization) magnetooptical (MO) effects take place, the
dielectric tensor of the film is given by (see [16])

 (1)

where ε (r) is the dielectric constant of the medium in the
absence of magnetization (M = 0), I is the unit tensor, g
is the magnitude of the gyration vector  = , and
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Let the film magnetization be uniform along the z axis;
this is typically assumed when describing magnetiza-
tion distributions in magnetic films [8]. Therefore, to
avoid unreasonably extensive computations, we con-
sider an effective infinitely thin layer instead of a mag-
netic film of thickness l. In this case, the phase shift
(dependent on the film thickness and the gyration vec-
tor) between oppositely polarized circular waves at the
film output is taken into account, within the model
under consideration, by introducing an effective param-
eter G in the right-hand side of the Maxwell equation
[see Eq. (2)].

Let a linearly polarized plane monochromatic wave
with E(i)(r, t) = E(i)exp[i(k0r – ω0t)] be incident on the
plate at an angle θ (Fig. 4). Then, with allowance for
Eq. (1), the Maxwell equation is written as

 (2)

where ε(r) = 1 outside the substrate (plate) and ε(r) = ε
inside the substrate.

Equation (2) with the small parameter G can be
solved by the method of successive approximations. In
this case, we restrict ourselves to the first approxima-
tion: E = E(0) + E(1), where E(0) is the electric field
neglecting the magnetic properties of the medium and
E(1) is the electric field of the light wave diffracted from
the magnetization distribution.

Expressions for the field E(0) are well known and are
conventionally written as Fresnel formulas. The Fourier
transform of the field E(1) can be obtained using the
Fourier transforms of the Green functions

 (3)

where r|| and  are the radius-vector components lying
in the xy plane and k|| is the wave-vector component
parallel to the xy plane (Fig. 2). The Fourier transforms
of the Green functions are determined by solving ordi-
nary differential equations. This procedure is outlined
in [17].

curlcurlE r( ) k0
2ε r( )E r( )–

=  k0
2 ε 1–( )( E G m E×[ ] )+ δ z( ),

dµν k|| z z', ,( )

=  r|| r||'–( ) ik|| r|| r||'–( )–( )Dµν r r',( ),expd∫
r||'

E(i)

u

y

z

1

2 3

θ

E(l)

Fig. 4. Dark-field patterning: (1) magnetic film (a magnetic
structure consisting of two domains separated by a domain
wall), (2) objective, and (3) cone of light passing through
the objective.
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Thus, taking into account Eq. (3), we write

 (4)

where k|| = (kx , ky , 0) is the projection of the wave vec-
tor onto the film plane; dµν(k||, z, z') are the Fourier
transforms of the Green functions; dµν(k||, z, 0–) =

(k||, z, z') and (k||) are the Fourier trans-

forms of the elements of the tensor m; and ( , 0–) =

( , z').

Relation (4) describes the angular spatial spectrum
of the field of the wave diffracted from the magnetic
structure. The scattered wave field can be written as a
superposition of electromagnetic plane waves with var-
ious wave vectors k|| and complex amplitudes defined
by Eqs. (4).

Based on Eqs. (4), one can theoretically investigate
studies of images obtained in direct light or by using
various modifications of the dark-field technique.

The microscopic image is formed by those spatial
Fourier components of the wave field that arrive at the
microscope objective. A set of harmonics passed
through the system is controlled by the objective
numerical aperture NA = nsinu, where n is the refrac-
tive index of the medium surrounding the objective and
u is the aperture angle of the objective (Fig. 4). Thus,
the features of the image formed in the optical system
are controlled by the inverse Fourier transform that
takes into account only the field harmonics passed
through the system:

 (5)

where {k||} is the set of wave-vector components k|| of
harmonics passed through the optical system.

3. BASIC PROPERTIES OF MAGNETOOPTICAL 
DIFFRACTION. IMAGING CONDITIONS

On the basis of the analytical expressions in Sec-
tion 2, without recourse to a numerical experiment,
some conclusions can be drawn as to the conditions of
magnetic-structure imaging in dark-field microscopy.

Since we restrict ourselves to the approximation lin-
ear with respect to magnetization and consider only the
gyrotropy (Faraday) effect, the pattern obtained
depends on the interaction of light with only those mag-
netization components that have a nonzero projection
onto the incident light wave vector k0. Furthermore,
light diffraction takes place only if these magnetization
components vary along the vector k0. Thus, if some
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magnetization components in the structure under study
vary only along a single direction, we can study either
the distribution of these components or (eliminating
information on them from the image) other components
of the vector M by varying the relative positions of the
illumination beam and the magnetic structure.

The magnetooptical diffraction is characterized by
the following important property. Within the Faraday
effect approximation, light subjected to interaction with
a magnetic structure is polarized in the plane normal to
the polarization plane of incident light, whereas the
light diffracted from nonmagnetic inhomogeneities of
the sample remains nonpolarized. Therefore, when
observing magnetic structures in the dark-field config-
urations, the polarizer and analyzer should be crossed
in order to eliminate the component of light scattered
on nonmagnetic inhomogeneities.

4. POTENTIALS OF VARIOUS DARK-FIELD 
MICROSCOPY SCHEMES

Based on the approach described above, we analyze
possible applications of the dark-field method in mag-
netic studies.

Let the samples under consideration have the crys-
tallographic orientation 〈111〉  and a periodic structure
of stripe domains with Bloch-type domain walls [8].
The vector M in a DW uniformly rotates when one goes
from one domain to the next; i.e., the magnetization
rotation angle is proportional to the corresponding
coordinate. Thus, in the frame of reference with the z
and x axes perpendicular to the film and DW planes,
respectively (Fig. 2), the magnetization vector compo-
nents inside a Bloch wall centered at x = 0 are written as

 

where ∆ is the DW width parameter [8].
First of all, we expand on some basic properties of

dark-field images.

4.1. General Properties of Dark-Field Images

Based on general considerations of magnetooptical
diffraction and by analogy with “conventional” dark-
field microscopy, one might expect magnetic inhomo-
geneities representing an M change over distances of
the order of the used light wavelength λ to be ade-
quately displayed in the magnetooptical dark field.
Indeed, a numerical experiment showed that the inten-
sity of images in the dark-field method and their consis-
tency with the real distribution of the vector M depend
on the size of the light-diffraction region. For example,
if this region is much larger than the wavelength λ of
light used for observation, the image brightness is
extremely low and the image itself does not always ade-
quately reflect the real magnetization distribution in the
sample. If the inhomogeneity size is smaller than λ,

mx 0, my
πx
∆
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  , mzcos
πx
∆
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HYSICS OF THE SOLID STATE      Vol. 45      No. 3      2003



DETECTION AND STUDY OF MAGNETIC MICRO- AND NANOSTRUCTURES 523
such a structure can be visualized; however, its visible
size will correspond to the resolution limit of the optical
system.

The following two basic cases of magnetooptical
diffraction can be distinguished.

(i) Light scattering from a magnetic inhomogeneity
acting as a transitional domains between regions with
different (due to the Faraday effect) phase characteris-
tics which does not interact immediately with incident
light because of the corresponding mutual orientation
of the wave vector and the magnetization in an inhomo-
geneity (e.g., a DW separating two uniformly magne-
tized domains or a VBL separating DW regions of
opposite polarity, see Figs. 3, 5a).

(ii) Light scattering on an inhomogeneity sur-
rounded by regions with identical phase characteristics,
e.g., on a solitary submicrometer domain (Fig. 5).

When the inhomogeneity size r (Fig. 5) is smaller
than λ, the situation is as follows. In the first case, the
image features are independent of the transition region
width, since diffraction takes place from the refractive-
index jump and the total change in M (hence, in the
refractive index) is nonzero on the scale of the wave-
length λ. In the second case, the image brightness is
abruptly lowered as the inhomogeneous-region size
decreases. This effect is due to the fact that the resulting
change in M tends to zero over distances comparable to
λ (Fig. 5).

4.2. Spatial Resolution and Detection Sensitivity 
of the Dark-Field Method

We now discuss important characteristics of optical
observation, such as the spatial resolution and detection
sensitivity.

As mentioned in Section 1, the resolution of dark-
field optical microscopy is almost equivalent to the res-
olution of transmission microscopy [4]. A numerical
simulation of images of infinitely thin DWs shows that
the dark-field method allows their observation as sepa-
rate objects if the distances between them are not
shorter than 0.6 µm (at λ = 0.5 µm, NA = 0.4). This esti-
mate corresponds to the resolution limit according to
the Rayleigh criterion at given NA and λ and conforms
to the general consideration of the dark-field method
resolution in [4].

In contrast to the spatial resolution, the detection
sensitivity of magnetooptical dark-filed microscopy is
much higher than that of conventional bright-field
microscopy. Indeed, in the latter case, a micromagnetic
structure is generally observed against the background
of illumination from domains; therefore, the signal-to-
background ratio is of importance in observing the
structure.

In the case of observation in scattered light, there is
no background illumination from magnetically uniform
regions in any magnetic configuration. Hence, in
observing submicrometer M inhomogeneities, the sig-
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nal-to-noise ratio, which is much larger than the signal-
to-background ratio in the case of bright-field micros-
copy, is of importance.

To demonstrate the high detection sensitivity of
ADM, we calculated (for λ = 0.5 µm, NA = 0.4) the
images of two domains, 2 and 0.1 µm in size (Fig. 6).
The former domain is reliably detected in both cases of
conventional transmission microscopy (the polarizer
and analyzer are crossed, which corresponds to the
“DW contrast” observation) and ADM. For the latter
domain, a different situation arises: the 0.1-µm domain
is beyond the optical resolution and cannot be detected
using the conventional method. In the anisotropic dark
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Fig. 5. Dependences of the image intensity for (a) a DW
separating two uniformly magnetized domains and (b) a
solitary domain on their size r. In case (b), the DWs are
assumed to be infinitely thin. The corresponding calculated
images are shown under both dependences. In the simula-
tion, the incident light wavelength and the numerical aper-
ture of the optical system were taken to be λ = 0.5 µm and
NA = 0.4, respectively. The insets show the corresponding
magnetic configurations and the illumination directions.
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field, the domain image is not quite adequate: the
domain walls are not resolved. Nevertheless, the
domain is confidently detected.

5. OBSERVATION OF THE COLLAPSE 
OF BUBBLE DOMAINS

In order to compare the detection sensitivities of
ADM and conventional transmission microscopy and
to estimate the ADM potentials for visualization of
magnetic submicrometer particles, we experimentally
observed the collapse of bubble domains (BDs). The
experimental high-speed-photography (HSP) and dark-
field setup is described in detail in [18].

The experiment was carried out using a uniaxial
magnetic film of (BiTm)3(FeGa)5O12 ferrite-garnet
characterized by the following parameters: 〈111〉  crys-
tallographic orientation, domain spacing of 8.5 µm,
specific Faraday rotation of 17300 deg/cm, saturation
magnetization of 4πMs = 173 G, uniaxial anisotropy
constant Ku = 4500 erg/cm3, quality factor Q = 3.8, film

Magnetic structure Light-field image Dark-field image

(a)

(b)

2 µm

0.1 µm
2 µm

2 µm

2 µm

2 µm

Fig. 6. Calculated images of two domains (a) 2 and (b) 0.1 µm
in size. (The contrast is inverted, λ = 0.5 µm, NA = 0.4.)
P

thickness of 7.5 µm, and magnetic field of the BD col-
lapse Hcol = 125 Oe.

A dc bias magnetic field H = 110 Oe was applied
normally to the film surface, because of which the
stripe domains that were magnetized oppositely to the
field narrowed to 3 µm. Rectangular magnetic field
pulses 500 ns in duration with amplitude H = 25 Oe
were applied along the dc bias field. The pulses parti-
tioned the stripe domains magnetized oppositely to the
bias field into separate BDs, which then collapsed. This
process was observed using the HSP [19] and ADM
methods, as well as the conventional bright-field
method with crossed and nearly crossed polarizers (the
DW contrast and domain contrast, respectively).

In the HSP method, the sample was illuminated by
nanosecond optical pulses applied with a tuned delay
with respect to the magnetic field pulses perturbing the
domain structure.

By varying the time shift t between the leading edge
of a magnetic field pulse and the illumination pulse, one
can obtain magnetooptical images of instantaneous
dynamic configurations of magnetization and observe
the evolution of the magnetization structure response to
an external magnetic field.

The experimental technique did not allow us to
observe the formation and collapse of the same BD
simultaneously in both the dark-field and transmission
configurations. It was also technically difficult to make
continuous or sequential observations of the size varia-
tion of a fixed domain. Nevertheless, by comparing
images of various stages of the BD formation and col-
lapse in various observation configurations, we revealed
the basic recurrent stages of the process (Fig. 7).

The characteristic time of the initiation of stripe-
domain partitioning into BDs is ~150 ns. In this case,
nonuniform compression of domains is observed,
which is probably caused by the difference in dynamic
characteristics between various domain regions (due to
(a)

(b)

(c)

t = 0 t = 80 ns t = 160 ns t = 200 ns t = 280 ns t = 280 ns t = 360 ns

5 µm

Fig.7. Observation of the dynamic transformation of the stripe domain structure in an external periodic bias magnetic field in three
different observation configurations: transmission microscopy with (a) domain-wall and (b) domain contrasts and (c) anisotropic
dark-field microscopy at ϕ = 90° (the contrast is inverted).
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the presence of Bloch lines in the DW). At t ~ 200 ns,
domains are generally already partitioned into separate
fragments, which are, in fact, BDs. In all three cases,
the observed image sizes of formed BDs decrease in
time down to 0.8 µm, which is, in fact, the resolution
limit of this optical system (NA = 0.4, λ= 0.5 µm). The
image contrast also decreases. Probably, this is caused
by a decrease in the real sizes of domains to hundreds
and tens of nanometers; however, it is also not improb-
able that a change in their magnetic structure also
somewhat contributes to the process. There are several
models describing bubble domain collapse: with the
formation of an end-face DW and with a nonuniform
(across the thickness) decrease in the BD diameter [8].
However, it is not clear which process took place in the
experiments we carried out. One can see from Fig. 7
that BDs are almost undetectable in both bright-field
cases at t ~ 350 ns, because their images fade against
background illumination. However, BDs can be visual-
ized using ADM on the same time scale. Since the
background is dark (we note that the contrast is inverted
in Fig. 7), the pattern contrast becomes worse to a lesser
extent, while the brightness decreases by hundreds of
times. At later moments of time, it fails to visualize
BDs in all three observation configurations.

These experimental results confirm our statement
that the detection sensitivity of ADM is high when
detecting magnetic submicrometer structures. The high
contrast of dark-field images is limited only by the
noise level of the receiving system. Thus, the technique
of magnetooptical dark-field microscopy has great
potential for the detection of solitary magnetic submi-
crometer structures. Let us next consider the possible
application of the dark-field method to the study of
static and dynamic characteristics of single-domain
magnetic nanoparticles.

6. POTENTIALS OF DARK-FIELD MICROSCOPY 
OF THE STUDY OF MAGNETIC 

NANOPARTICLES 

Quantum magnetic disks, which are new media for
data recording and reading [20, 21], are currently devel-
oped on the basis of nanoparticles. Data may be
recorded on such disks in the ordinary way, namely, by
applying local magnetic fields. Therefore, magnetiza-
tion reversal of nanoparticles attracts particular interest
[22]. Calculations show this process to be rather intri-
cate. This is because a single-domain structure can
become polydomain [23] or vortical [22, 24] during
magnetization reversal if the particle sizes exceed sev-
eral tens of nanometers.

Furthermore, if the distances between particles are
of the order of their dimensions, the interaction
between the magnetic moments of neighboring parti-
cles has a significant effect on magnetization reversal
[25]. Small particle sizes complicate corresponding
experiments. For example, experiments on magnetiza-
tion reversal of nanoparticles by using scanning mag-
PHYSICS OF THE SOLID STATE      Vol. 45      No. 3      2003
netic-force microscopy (such as those reported in [26])
do not allow one to study all the features of the process
and, in principle, give no information on its dynamic
characteristics.

The high sensitivity of the ADM method suggests its
possible application for magnetic nanoparticles.

Let us consider a solitary single-domain particle
50 nm in diameter whose magnetization vector is aligned
with an external magnetic field initially directed along
the substrate and light-incidence planes (Fig. 8).

When the field direction is reversed in the substrate
plane, reversal of the particle magnetization occurs. We
assume that the nanoparticle magnetization M gradu-
ally turns through 180° and again becomes aligned with
the field. Let the angle between the particle magnetiza-
tion and the incident light plane be β.

The calculated nanoparticle images in the case of
ADM observations at various magnetization reversal
stages are shown in Figs. 8b–8f. One can see that the
intensity of the pattern heavily depends on the orienta-
tion of the vector M. The brightness is maximum when
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Fig. 8. Simulation of magnetization reversal images of a
single-domain nanoparticle 50 nm in diameter in ADM at
various angles β between the nanoparticle magnetization
vector and the light incidence plane (incident light is polar-
ized in the incidence plane; NA = 0.4, λ = 0.5 µm). (a) The
light incidence geometry and (b–e) the patterns at (b) β = 0°,
(c) 30°, (d) 60°, and (e) 90°. (f) The dependence of the rel-
ative intensity of the nanoparticle image on the angle β (the
contrast is inverted).

(f)
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the particle is magnetized in the incidence plane (β =
0°) and decreases in the course of magnetization rever-
sal (with increasing β) following the law I = I0cos2β.

Thus, the ADM technique is sensitive to the orienta-
tion of the nanoparticle magnetization vector and,
being simple, may be useful and handy for studying the
magnetization reversal. Combination of the ADM tech-
nique with a high-speed photography setup presents a
means for studying this process in situ with at least a
nanosecond temporal resolution [18], i.e., during expo-
sure to magnetic field pulses. We note that, according to
theoretical and experimental estimations, the time of
nanoparticle magnetization reversal is 10–12–10–9 s [27,
28].

Let us pass from a solitary nanoparticle to an array
of uniformly distributed nanoparticles (Fig. 9). When
the distance between nanoparticles exceeds 0.6 µm
(λ = 0.5 µm, NA = 0.8), particles are visualized sepa-
rately and, as in the case of a solitary particle, their
magnetization state can be immediately observed
(Fig. 9b). In this case, one can study the simultaneous

Fig. 9. (a) Scheme of ADM observation of a nanoparticle
array and (b, c) the dark-field array images obtained at a dis-
tance between particles of 0.6 µm and various magnetiza-
tion orientations of particles (the contrast is inverted, NA =
0.4, λ = 0.5 µm).

ϕ
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P

magnetization reversal of the whole set of nanoparti-
cles, the mutual influence of particles during magneti-
zation reversal of only a fraction of the array, the non-
uniformity in the magnetization direction of separate
particles can be detected (Fig. 9c), etc.

If the distances between separate are particles
shorter than the light wavelength λ, the particle images
merge and the array is represented as a uniformly illu-
minated field. Although separate observation of parti-
cles is impossible, some conclusions can be drawn as to
the static and dynamic properties of the system by
studying the image brightness in various illumination
geometries and by measuring the time dependence of
the ADM pattern intensity during magnetization rever-
sal.

If all nanoparticles have uniform properties, the
image of the remagnetized array of particles in ADM
will be similar to that described above and shown in
Fig. 8, which illustrates the magnetization reversal of a
solitary nanoparticle. However, in practical cases, sep-
arate particles of the array can exhibit nonuniform
properties, which manifests itself, e.g., in different rates
of M turning of separate particles. When considering
this situation, we will suppose that a pulsed external
magnetic field applied in the direction opposite to the
initial uniform magnetization of the array of particles
causes the vector M of nanoparticles to turn gradually
through 180° and to become aligned with the field. We
accept that the array contains a certain number of “fast”
particles which are remagnetized quicker than others by
a factor of 1.4. Their relative concentration is N.

The calculated time dependences of the ADM image
intensity during magnetization reversal of arrays with
concentrations N = 0, 0.25, and 0.4 of fast particles are
shown in Fig. 10. One can see that the dependence
changes its shape with the number of fast particles: at
N = 0, the dependence is symmetrical; as N increases,
the minimum shifts to shorter times and the dependence
shape becomes more asymmetrical.

The ADM technique can also yield data on the mag-
netization state of an array of particles in the static case.
Indeed, by varying the azimuth angle ϕ of light inci-
dence (Fig. 9), one can construct the dependence of the
array image intensity on the angle ϕ. The shape of the
curves will depend on the scatter in the nanoparticle
magnetization directions. To check this conclusion, we
numerically simulated the ADM image in the case
where there are N percent of nanoparticles whose vec-
tor M is directed at an angle of 45° to the magnetization
direction of other particles. One can see from Fig. 11
that the minima and maxima shift in position with the
number N, while the peak intensity decreases.

As follows from the above discussion, notwith-
standing the fact that separate ADM observation of
nanoparticles is impossible at distances between parti-
cles shorter than λ, the change in the dark-field image
intensity during the array magnetization reversal allows
one to determine the average rate of remagnetization
HYSICS OF THE SOLID STATE      Vol. 45      No. 3      2003
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and to detect the presence of particles exhibiting
dynamic properties differing from those of the majority
of particles. Furthermore, the dependence of the image
intensity on the azimuth angle ϕ of light incidence
allows one to estimate the scatter in the particle magne-
tization directions in the static case.

7. CONCLUSIONS

Thus, we have considered a theoretical model of
magnetic-microstructure imaging using the method of
dark-field optical microscopy. To calculate the angular
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Fig. 10. Calculated time dependences of the image intensity
for an array of nanoparticles (50 nm in diameter, arranged
at distances of 50 nm from each other) during the magneti-
zation reversal caused by an instantaneous change in the
external magnetic field direction by 180°. Curves 1–3 cor-
respond to the relative concentrations N = 0, 0.25, and 0.4
of (“fast”) particles characterized by the rate of magnetiza-
tion vector turn exceeding that for the majority of particles
by a factor of 1.4. T = 1 is the time in which the magnetiza-
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external field.
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Fig. 11. Calculated dependences of the image intensity for
an array of single-domain nanoparticles on the azimuth
angle ϕ of light incidence. Curves 1–3 correspond to the rel-
ative concentrations N = 0, 0.25, and 0.4 of particles whose
magnetization is directed at an angle of 45° to the magneti-
zation direction of other particles.
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spectrum of scattered light, the method of electrody-
namic tensor Green functions was used.

The experimental and theoretical results obtained
show that the technique of anisotropic dark-field obser-
vation allows one to visualize magnetic submicrometer
structures and (in combination with the HSP method) to
study their dynamics.

An experimental technique was suggested for study-
ing the magnetization reversal of a solitary single-
domain nanoparticle or an array of nanoparticles.
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Abstract—Studies of the magnetoresistance of granular Fe/SiO2 films within the compositional range corre-
sponding to insulators revealed a large positive magnetoresistance. The positive magnetoresistance reaches
10% in magnetic fields ~100 Oe at room temperature and exhibits slow response times (~2 min) to stepped mag-
netic-field variation. The nature of the effect is apparently associated with the influence of ferromagnetic cluster
aggregates of iron nanoparticles on the magnetoresistance. © 2003 MAIK “Nauka/Interperiodica”.
1. The interest in the magnetoresistance of granular
films (nanocomposites), i.e., of ultradisperse grains of
magnetic metals (Fe, Co, Ni) embedded in insulating
matrices (SiO2, Al2O3), was stimulated by the observa-
tion of giant negative magnetoresistance (NMR) in these
materials. NMR in such systems reaches a value of a few
percent at room temperature and ~10% at the liquid-
nitrogen temperature in magnetic fields H ~ 10 kOe [1,
2]. The NMR effect originates from spin-dependent
tunneling between nanoparticles whose magnetic
moments are aligned with the magnetic field and is,
therefore, observed in sufficiently strong magnetic
fields. This communication reports on an experimental
observation of a positive magnetoresistance (PMR) of
~10% in granular Fe/SiO2 films in weak magnetic
fields, ~100 Oe.

Samples selected for study were prepared by ion
beam cosputtering of an Fe + SiO2 composite target.
The desired metal-to-insulator ratio in the samples was
achieved by properly varying the target composition.
The volume content of iron in the samples varied from
64 to 34%. The films were about 500 nm thick and
2 mm wide. Planar contacts were deposited on top of
the films to make electrical measurements possible.
The distance between the contacts was 7 mm. The sam-
ple resistance varied from 4 × 103 to 3 × 108 Ω , depend-
ing on the iron content. Electron microscope studies
showed the iron grains in the films to be less than 50 Å
in size. Mössbauer spectra obtained in the temperature
range 77–300 K revealed only a singlet, with no sextet
associated with magnetic-field-induced splitting
present (to within ~10%), which implies that the grains
are superparamagnetic (SPM) in this temperature
range. The technique used to prepare the samples and
their characterization were described in considerable
1063-7834/03/4503- $24.00 © 20529
detail in [3]. The magnetoresistance, defined as [R(H) –
R(H = 0)]/R(H = 0), was measured at room temperature
in magnetic fields of up to H = 14 kOe oriented differ-
ently with respect to the sample plane and the current
flow direction. The variation of sample resistance with
time under a stepped increase or decrease in the mag-
netic field was registered with an H307 recorder and a
computer. The resistance was measured with an E6-
13A teraohmmeter.

Earlier studies [3] revealed that Fe/SiO2 nanocom-
posites with an Fe volume fraction x > 0.6 behave sim-
ilar to bulk Fe at room temperature, while for x < 0.5,
the conduction of these nanocomposites has an acti-
vated hopping character. Figure 1 displays field depen-
dences of the magnetoresistance of samples with differ-
ent iron contents; these dependences were measured
after the first sample exposure to the magnetic field.
Samples with an iron content x = 0.3–0.5 placed in
fields below H ~ 10 kOe revealed NMR below the per-
colation threshold; i.e., the resistance R(H) decreased
with increasing magnetic field. The maximum NMR
for these samples was ~1% in fields H ≈ 10 kOe at room
temperature. In higher fields, H > 10 kOe, some sam-
ples exhibit isotropic PMR, with R(H) beginning to
grow; this effect has not been described earlier in the
literature (Fig. 1). This observation of PMR does not
contradict the existence of NMR in the same fields; in
other words, the NMR and PMR effects coexist, while
having different onset times of equilibrium resistance
under stepped magnetic-field variation. After a sudden
stepped increase in the magnetic field, one initially
observes a negative change in resistance, which is
replaced by its slow positive growth; i.e., there is no
delay in the NMR response, whereas the steady-state
003 MAIK “Nauka/Interperiodica”
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value of PMR in fields H > 10 kOe is reached after a
fairly long time (of the order of a few minutes).

We also observed that if a sample revealed PMR in
fields H > 10 kOe, it showed a large PMR afterwards in
weak magnetic fields down to H ~ 100 Oe. Figure 2 illus-
trates the PMR effect as a dependence of the resistance
on the time registered on the recorder under a stepped
magnetic-field variation from 0 to 100 Oe and back for a
sample with an iron content x = 0.45 treated preliminar-
ily by exposure to a magnetic field H = 13 kOe. The
resistance of the sample, initially of ≈2 × 107 Ω at
room temperature, changed by as much as ≈2 × 106 Ω ,
i.e., by ≈10%, in a magnetic field of 100 Oe. The char-
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Fig. 1. Field dependences of the magnetoresistance of sam-
ples with different volume contents of iron, x, measured at
T = 300 K.
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Fig. 2. Variation of the magnetoresistance with time after
the application (t = 1 min) and removal (t = 7 min) of a mag-
netic field H = 100 Oe.
PH
acteristic PMR response time to a stepped change in the
field was about 2 min in weak fields. Figure 3 shows the
field dependence of magnetoresistance measured
within the range 0–14 kOe on a sample exhibiting the
PMR effect in weak (H < 100 Oe) and strong (H > 10
kOe) fields. In fields H < 100 Oe, the PMR effect is
strong. In fields 100 Oe < H < 10 kOe, PMR saturates.
In these fields, the variation of the magnetoresistance is
accounted for by the well-known NMR effect, which
originates from spin-dependent tunneling between
SPM particles. For H > 10 kOe, both NMR and PMR
are observed.

The PMR effect seen in weak fields has a number of
distinctive features. PMR saturates already at H ≈ 100 Oe,
i.e., in substantially weaker fields than those required
for NMR to set in. Immediately after application of a
strong magnetic field H > 10 kOe, PMR did not neces-
sarily reach its maximum value in weak fields; how-
ever, if the sample was thereafter repeatedly subjected
to a weak field H ~ 100 Oe, the magnitude of PMR in a
weak field increased to its maximum value, which
attained ~10% for some samples (Figs. 2, 3). The PMR
effect is isotropic (i.e., it does not depend on the mutual
orientation of the magnetic field and the current) and is
characterized by a long response time (2–3 min) to a
stepped magnetic-field change (Fig. 2). After exposure
to a strong field, PMR in weak fields is observed to per-
sist in samples for several (~3) days, to finally disap-
pear. For the PMR effect in weak fields to recover after
this disappearance, the sample had to be subjected
again to a strong magnetic field H > 10 kOe.

A more comprehensive investigation of the PMR
dependence on magnetic field under a successive
stepped increase and decrease in the field, which was
performed in the range –100 to +100 Oe, and under a
change in the field orientation revealed the existence of
several reproducible steps and of a hysteresis (Fig. 4).
In some cases, after a stepped variation of the magnetic
field, the resistance also changed in steps rather than
gradually. Such jumps in conductivity were better pro-
nounced in Fig. 4 in the fields in which strong changes
in magnetoresistance occurred. Figure 5 displays the
time evolution of the resistance and of its derivative,
obtained after a stepped decrease in the magnetic field
from –100 to –90 Oe in the course of measuring the
field dependence of magnetoresistance shown in Fig. 4.

We studied the dependence of the magnitude of
PMR on the volume content of iron in the samples at a
fixed field H = 100 Oe. The largest change in magne-
toresistance was observed for a volume content of iron
x ≈ 0.45 (Fig. 6).

2. In our opinion, interpretation of the PMR effect in
a weak magnetic field should be based on the assump-
tion that in a given system, there is a domain structure
with fairly large magnetic moments capable of orient-
ing in a weak magnetic field. Indeed, a magnetic field
H ≈ 100 Oe is not strong enough to produce a notice-
YSICS OF THE SOLID STATE      Vol. 45      No. 3      2003
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able orientation of the magnetic moments of SPM iron
grains. It is conceivable that this effect is associated
with domains in ferromagnetic (FM) regions where
there are iron grain clusters in the nanocomposite. In
principle, nanoparticles in such a cluster might not even
be in contact with one another. If the magnetic
moments of these nanoparticles interact strongly
enough and align in an ordered manner, such a mag-
netic cluster may form an FM region consisting of one
or several domains in the nanocomposite. Each of the
domains or cluster domains is actually a group of nano-
particles which possesses a large net magnetic moment
capable of orienting as a whole in weak magnetic fields.
To orient the magnetic moments of SPM iron nanopar-
ticles ~50 Å in size, the applied field should be
~10 kOe; therefore, in order for the cluster domain mag-
netic moment to align with a magnetic field ~100 Oe, the
number of nanoparticles in such a cluster has to be
~100. The FM and SPM components were observed to
coexist in Fe/SiO2 and Ni/SiO2 nanocomposites at a
high enough concentration of SPM particles in the
range x = 0.3–0.5, i.e., above a certain threshold value
for cluster formation but below the threshold for perco-
lation (see, e.g., [4, 5]). In these conditions, the mag-
netic properties of the nanocomposites changed sharply
for x > 0.3 due to cluster formation. At the same time,
iron nanoparticles of a fairly small size, which are not
bound in clusters and do not interact with one another,
remain superparamagnetic at room temperature.

PMR first appears in fields H > 10 kOe (Fig. 1); to
observe this effect in weak fields H < 100 Oe, one has to
expose the samples preliminarily to fields H > 10 kOe. It
may be conjectured that when the magnetic moments of
nanoparticles are fully aligned with a strong magnetic
field, FM order arises in the cluster aggregates. Domain
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Fig. 3. Field dependence of the magnetoresistance of a
sample (x = 0.45) after preliminary exposure to a field H >
10 kOe.
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structure formation in the FM regions apparently comes
to completion after the samples have been repeatedly
exposed to a weak field H ≈ 100 Oe that alternates in
direction, which obviously produces some misorienta-
tion of the domain magnetic moments. In this case, the
PMR increases in weak fields to a certain constant
value (up to ~10%). The experimental observation of
the disappearance of the PMR effect in the absence of a
magnetic field after a period of a few (~3) days at room
temperature may be explained by the gradual disorder-
ing of the magnetic moments of nanoparticles in a
domain at room temperature; this process occurs more
slowly than that with SPM grains, with the domain
finally dissolving. The interaction between the nano-
particles making up a domain imposes an additional
potential barrier for the temperature-induced rotation of
a particle’s moment, with the result that a domain can
break down in a few days. The domain decay time
determines the lifetime of the PMR effect in weak
fields, after which the samples must be exposed again
to a strong field for the domains to be restored. 

Note that dipole interaction may be responsible for
the ordered arrangement of the nanoparticle magnetic
moments in a cluster domain. The energy of magnetic
dipole interaction between Fe nanoparticles d ~ 50 Å in
diameter and containing N ~ 4 × 103 atoms is µ2/d3 ~ 5 ×
10–14 erg (assuming a moment of ≈2.2µB per iron atom,
where µB is the Bohr magneton), which corresponds to a
temperature of about 360 K. Indeed, in our case, the
PMR effect disappears in a weak field after ~3 days of
storage at room temperature; therefore, it may be con-
jectured that the FM region disordering temperature for
our samples (an analog of the Curie temperature for FM
clusters in the given system), at which the domains
break down into SPM particles, is close to room tem-
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Fig. 4. Field dependence of PMR for a sample with x = 0.5
in weak magnetic fields, obtained after preliminary expo-
sure of the sample to a field H > 10 kOe. Arrows specify the
direction of variation in the magnetic field.
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perature. Weiss’ molecular-field theory for ferromag-
nets makes it possible to estimate the analog of the
molecular field for a cluster domain [6]:

 

where Tc ~ 300 K is the temperature at which the
ordered arrangement of nanoparticle moments in a
cluster domain breaks down in our case (an analog of
the Curie temperature) and µ ~ 103µB is a nanoparticle’s
magnetic moment. This estimate agrees with our
assumption that, in fields H > 10 kOe, domains start to
form from nanoparticle clusters.

This interpretation of the PMR effect offers an
explanation for the observed field dependence and time
evolution of magnetoresistance in weak magnetic fields
(Figs. 4, 5). The jumps in conductivity observed in this
case can be connected, by analogy with the Barkhausen
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jumps in magnetization, with the magnetic-moment
rearrangement of domains, which behave like domains
in ferromagnets. The magnetization of single ferromag-
netic clusters is capable of efficiently influencing the
magnetoresistance of the sample as a whole because of
the limited number of hopping conduction paths in the
given system, which is below the percolation threshold.
Note also that the fraction of particles in the FM regions
of the nanocomposites studied is fairly small compared
with that in the SPM regions; it apparently less than
10%, because no lines associated with magnetic split-
ting were found, to within 10%, in the Mössbauer spec-
tra of the samples.

Thus, in our opinion, the PMR effect observed in
fields H < 100 Oe is initiated by magnetic-moment ori-
entation of the FM cluster domains. In fields 100 Oe <
H < 10 kOe, the domain moments are fully aligned and
PMR reaches saturation. In these fields, as already
mentioned, the variation of magnetoresistance origi-
nates from the NMR effect, which is accounted for by
spin-dependent tunneling between the SPM particles.
SPM particles are located in intercluster regions of the
samples studied and constitute the larger part of all par-
ticles. In fields H > 10 kOe, both NMR and PMR are
observed. The manifestation of the PMR in such fields
may be assigned to both the growth of already existing
domains and the nucleation of new ones. 

We are not aware of any previous observation of iso-
tropic PMR in granular films with magnetic nanoparti-
cles. In our opinion, theoretical interpretation of the
sign of the PMR effect remains an open problem. Note,
for instance, that, as pointed out in an analysis of the
NMR effect in nanocomposites performed in [7], the
explanation of NMR proposed in [8] based on the addi-
tional magnetic energy that must be gained or lost by an
electron in spin-dependent tunneling between particles
with oppositely directed magnetic moments should
actually result in PMR. Further studies are obviously
required to find an adequate interpretation of the PMR
effect in metal–insulator nanocomposites.

Thus, large room-temperature PMR (up to 10%) has
been observed for the first time in granular films of an
insulating matrix with embedded iron particles in weak
magnetic fields (~100 Oe). In order to explain the
nature and characteristic features of the PMR, in our
opinion, the part played by ferromagnetic cluster aggre-
gates of nanoparticles surrounded by SPM iron grains
needs to be taken into account.
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Abstract—Raman spectra of congruent melting crystals of lithium niobate are studied. It is shown that a band
near ~100 cm–1 corresponds to first-order Raman scattering and is due to nonstoichiometry of the crystal. The
adequacy of various models for description of this band is discussed. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The lithium niobate (LiNbO3) crystal is one of the
most popular objects of investigation in solid-state
physics. This ferroelectric crystal is extensively used in
acoustics, acoustooptics, nonlinear optics, and in mem-
ory devices.

High-quality congruent melting crystals of lithium
niobate can be grown with large sizes [1]. In congruent
crystals, [Li]/[Nb] ≈ 0.94, which differs significantly
from the stoichiometric composition [2] ([Li] and [Nb]
are the Li and Nb atomic concentrations, respectively).
The concentration of intrinsic defects in a lithium nio-
bate crystal is high (approximately 6% of the crystal
unit cells), which allows one to investigate physical
effects caused by disorder. A study of the role of disor-
der in such a model crystal may provide a new under-
standing of the nature of ferroelectric relaxors and
amorphous materials.

Raman scattering (RS) in lithium niobate involves
optical phonons of A1 and E symmetry [3, 4]. The
Raman spectra of congruent LiNbO3 crystals contain a
relatively broad low-frequency band near 100 cm–1. (In
some papers, this band is described as a set of peaks.)
This band is missing from the Raman spectra of pure
stoichiometric crystals [5, 6]. Opinions differ as to the
nature of the band at 100 cm–1. In earlier papers [7, 8],
this band was attributed to RS by E phonons; its appear-
ance in the geometries where only RS by A1 phonons is
allowed was assumed to be a result of the breakdown of
the selection rules caused by internal mechanical
stresses in the crystal (the authors of [9] also held this
viewpoint). In [10], the band at ~100 cm–1 in the spec-
trum of a congruent LiNbO3 crystal was interpreted as
difference combinations of three low-frequency
branches of A1- and E-symmetry optical vibrations and
it was reported that the intensity of this band decreased
dramatically at liquid-nitrogen temperatures. Most
1063-7834/03/4503- $24.00 © 20534
other researchers also interpret the band at 100 cm–1 in
the Raman spectrum of LiNbO3 as second-order scat-
tering [5, 6, 11–13], but there is no general consensus
as to its details; in [12, 13], for instance, the band is
assumed to be due to A1 phonons, whereas in [5], this
band is associated with both A1 and E phonons. In
[14, 15], a model was proposed in which the band at
~100 cm–1 is attributed to a superstructure formed by
clusterlike defects and corresponds to first-order RS by
optical phonons of the superlattice.

Thus, although many papers have been devoted to
the problem, there is no general agreement among
authors even as to the main experimental characteristics
of the band at ~100 cm–1 in the Raman spectra of con-
gruent lithium niobate crystals. In this paper, we deter-
mine the basic properties of this band, such as its sym-
metry and the order of the Raman scattering. The
results are compared with the earlier published results
and the reasons for the discordance between the exper-
imental data are discussed. In Section 3, we discuss var-
ious models proposed for describing the low-frequency
band in the Raman spectra of congruent LiNbO3 crys-
tals and the consistency between these models and the
experimental data.

2. EXPERIMENTAL RESULTS

RS experiments were performed on lithium niobate
crystals in the form of a parallelepiped with its edges
were parallel to the crystallographic axes. The Raman
spectra were recorded at room temperature for nomi-
nally pure congruent crystals and for LiNbO3 crystals
of a close-to-stoichiometric composition.

The Raman spectra were taken with a double-grat-
ing U1000 spectrometer using the 458 and 514 nm lines
of an argon laser and the 647 nm line of a krypton laser.
The Raman spectra of lithium niobate samples were
003 MAIK “Nauka/Interperiodica”
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also measured with a modified DFS-24 spectrometer
[16] using the 1064 nm line of a cw neodymium laser.
The measurements covered the range 10–400 cm–1; the
spectral widths of slits were 2 cm–1.

Figure 1 shows the Raman spectra of a congruent
crystal (λ = 514 nm) measured at room temperature in
different polarization geometries. For the weak lines to
be seen in this figure, a logarithmic scale is used for the
RS intensity. It can be seen that, in all polarization
geometries, a Raman band is seen at ~100 cm–1, with its
intensity being approximately an order of magnitude
lower than those of the main lines. It is easy to verify that,
in the A1(TO)-phonon geometry, the band at ~100 cm–1

cannot be assigned to E-symmetry excitations mani-
festing themselves due to crystal imperfections, as
assumed in [7–9]. Indeed, in that case, all vibrational E
modes would have been observed; that is, the band at
~100 cm–1 would have been accompanied by an order
of magnitude stronger line near 150 cm–1, which is
inconsistent with the experimental spectrum (Fig. 1).
Furthermore, it is seen from Fig. 1 that the shape and
position of the band at ~100 cm–1 are different in the
A1(TO)-phonon geometry and in the other RS geome-
tries.

In [12], it was reported that the band at ~100 cm–1

was not observed in the geometry where RS by E
phonons is allowed. This result is inconsistent with our
observations. The disagreement is accounted for by the
fact that, in [12], E phonons were observed in the x(zx)y
geometry, where the 153 cm–1 line is much stronger
than the band at ~100 cm–1 and the latter becomes invis-
ible against the background of the 153 cm–1 line if a lin-
ear intensity scale is used. In Fig. 1, the intensity scale
is logarithmic; the band at ~100 cm–1 is also clearly
seen in this RS geometry. The existence of this band in
the Raman spectrum of a congruent crystal in the x(zx)y
geometry becomes more evident when this spectrum is
compared with the Raman spectrum of a stoichiometric
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Fig. 1. Raman spectra of a congruent LiNbO3 crystal taken
at T = 300 K in different polarization geometries: (1) x(zz)y,
(2) z(xx)y, (3) z(xz)y, and (4) x(zx)y. Circles represent a
Raman spectrum of a stoichiometric LiNbO3 crystal mea-
sured in the x(zx)y geometry.
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crystal (circles in Fig. 1). Thus, an analysis of the spec-
tra presented in Fig. 1 allows one to conclude that the
band at ~100 cm–1 appears in the Raman spectra of con-
gruent LiNbO3 crystals in all polarization geometries
where A1 or E phonons are allowed.

When a Raman spectrum is analyzed in a fairly large
range, one should take into account that fluorescence
can contribute to the measured spectra. In order to
reveal the possible contribution from fluorescence and
resonance RS, we measured the Raman spectra of lith-
ium niobate using various excitation lines (Fig. 2). It can
be seen from Fig. 2 that the spectra are virtually identical,
which allows one to conclude that there is no contribu-
tion from fluorescence for excitation lines λ > 500 nm
and no resonance RS. A small contribution from fluores-
cence in the case of the excitation lines λ = 458 nm is
revealed by comparing them with the other Raman spec-
tra. The small peak at approximately 150 cm–1 is missing
from the spectrum for λ = 1064 nm, because the photo-
refractive effect does not arise at this wavelength [17]
and, therefore, the experimental polarization conditions
can be met more exactly.

The spectra of a congruent LiNbO3 crystal recorded
in the x(zz)y geometry at T = 300 and 77 K are shown
in Fig. 3. In order to exclude the trivial temperature
dependence (for the Stokes part of the spectrum, we
have I ∝  (n + 1), where n = 1/[exp(hν/kT) – 1] is the
Bose–Einstein distribution function), Fig. 3 presents
the normalized RS intensity I/(n + 1)ν. A small increase
in the intensity of the E-symmetry lines at the lower
temperature is due to the fact that the polarization con-
ditions are met less exactly. However, the contribution
from these lines to the integrated intensity is small and
will be ignored in the analysis performed below.

The main lines of the Raman spectrum narrow with
decreasing temperature, because the phonon lifetime
increases [18]. The Raman spectra presented in Fig. 3
are normalized to the integrated intensity of the 252 and
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Fig. 2. Raman spectra of a congruent LiNbO3 crystal mea-
sured at T = 300 K in the x(zz)y geometry at different exci-
tation lines: (dotted line) λ = 458, (solid lines) 514, 647, and
(triangles) 1064 nm.
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274 cm–1 lines (integration is performed over the range
170–315 cm–1), which allows one to take into account
the line narrowing as the temperature is decreased. It
can be seen from Fig. 3 that the intensity of the band at
~100 cm–1 remains unchanged. The small increase in
the intensity of the spectrum near 100 cm–1 with an
increase in temperature is due to the contribution from
multiphonon RS and does not exceed 20% of the inten-
sity at 300 K. The difference between the two spectra in
the range 40–140 cm–1 shown in Fig. 3 is approximately
constant or a weakly increasing monotonic function (a
small nonmonotonic contribution is due to the band
position shifting with temperature).

It can easily be shown that the temperature-indepen-
dent ~100 cm–1 band intensity normalized to the Bose–
Einstein factor is inconsistent with this band being due
to second-order RS. For example, if we assume, as in
[10], that some contribution to the 100 cm–1 band
comes from the difference combination of the excitations
at 252 and 152 cm–1, then the corresponding RS intensity
will be proportional to the product [n(ν = 252 cm–1, T) +
1]n(ν = 152 cm–1, T). In this case, the 100-cm–1-band
intensity normalized to the Bose–Einstein factor should
change by a factor of 8.5 as the temperature is varied
from 80 to 300 K. This change is inconsistent with the
experimental data (Fig. 3). Therefore, the temperature
dependence of the Raman spectra presented in Fig. 3
strongly suggests that the band at ~100 cm–1 is due to
first-order RS.

This result contradicts the conclusion, made in [5,
10], that the temperature dependence of the intensity of
the band at ~100 cm–1 is consistent with the assignment
of this band to second-order RS. This contradiction to
[10] is due to the fact that the authors of [10] compared
the Raman spectra normalized to the maximum inten-
sity of the 153 cm–1 line and did not take into account
the change in the width of this line with decreasing tem-
perature. If one normalizes the intensities of the spectra
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Fig. 3. Raman spectra I/(n + 1)ν (normalized to the Bose–
Einstein factor) of a congruent LiNbO3 crystal taken at (1)
T = 300 and (2) 77 K, and (3) the difference between these
spectra.
PH
from [10] to the integrated intensity of the 153 cm–1

line, then the result will become consistent with the
conclusion that the band at ~100 cm–1 is due to first-
order RS. In [5], the band at ~100 cm–1 was attributed
to second-order RS on the basis of the experimental
data taken from [9], according to which the RS at T >
600 K is strongly dependent on temperature. Indeed, in
the region of 100 cm–1, there is a contribution from mul-
tiphonon RS; this contribution is small at room temper-
ature (~20% of the intensity of the band at ~100 cm–1,
Fig. 3) but becomes dominant at high temperatures
because of its strong temperature dependence. How-
ever, for the band at ~100 cm–1, the multiphonon
Raman spectrum is only an additional background,
which depends on frequency only weakly and whose
intensity decreases sharply as the temperature is
decreased. Therefore, on the basis of the sharp temper-
ature dependence of the RS intensity in the region of
~100 cm–1 at high temperatures, it would be incorrect to
conclude that the band at ~100 cm–1 is due to second-
order RS.

Thus, to sum up, it follows from the experimental
data on RS in lithium niobate that the band at ~100 cm–1

arises in the Raman spectra of congruent LiNbO3 crys-
tals and is missing from the spectra of stoichiometric
samples. This band can be assigned to first-order RS
and is observed in all polarization geometries of RS
experiments.

3. MODELS

Now, we discuss various interpretations of the band
at ~100 cm–1 in the Raman spectra of congruent lithium
niobate crystals.

3.1. Fundamental Vibrational Mode 
of the Crystal [7–9]

This model does not give an explanation of why the
band at 100 cm–1 is missing from the Raman spectra of
stoichiometric crystals. Furthermore, this band could
not be assigned to phonons of a certain symmetry, since
the band arises in all polarization geometries of RS
experiments.

3.2. Second-Order Raman Scattering [5, 6, 11–13]

The models in which the band at ~100 cm–1 is
assumed to be due to second-order RS are inconsistent
with the experimental data on the temperature depen-
dence of the RS intensity.

Thus, for a model of the band at ~100 cm–1 to be
adequate, the following two properties of the band have
to be taking into account: this band (i) belongs to the
first-order Raman spectrum and (ii) is missing from the
Raman spectra of stoichiometric crystals.

The band at ~100 cm–1 in the spectra of congruent
crystals can be interpreted in two fundamentally differ-
YSICS OF THE SOLID STATE      Vol. 45      No. 3      2003
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ent ways. First, this band can be assigned to additional
vibrational modes associated with stoichiometric
defects. The other interpretation involves the break-
down of the wave-vector selection rules in congruent
crystals. In this case, defects due to nonstoichiometry
do not affect the crystal vibration spectrum itself, but,
in the Raman spectra, there appear vibrational modes
that do not correspond to the Γ point of the Brillouin
zone. General analysis of the situation for lithium nio-
bate crystals is complicated by the fact that acoustic
modes contribute to the region of 100 cm–1 of the
Raman spectrum [20]; therefore, the band in question
can be assigned not only to optical but also to acoustic
phonons. In what follows, we will discuss different sup-
positions as to the nature of the band and the type of
excitations corresponding to it.

3.3. Fundamental Vibrational Mode 
of a Defect Superlattice

This model was proposed in [14, 15], and its predic-
tions correlate well with the experimental data, which
suggest that the band under study belongs to the first-
order Raman spectrum and corresponds to a vibrational
mode associated with defects. If one assumes that the
symmetry properties of vibrations of the defect struc-
ture are similar to those of the perfect crystal, then the
dependence of the band shape on the RS geometry
(Fig. 1) can be adequately described in terms of the
model in question under the assumption that the vibra-
tional modes of the defect structure can be separated
into E- and A1-symmetry modes.

However, some problems remain unsolved with the
model proposed in [14, 15]. First, structural analysis of
lithium niobate crystals has not revealed any superlat-
tice in them. Further, numerical calculations have not
been performed to confirm the presence of a band at
~100 cm–1 in the Raman spectrum of a crystal with sto-
ichiometric defects. As shown below, there are also
problems with the description of the band profile within
the model in question.

The large width of the band (~30 cm–1, Fig. 3) does
not vary with decreasing temperature, which suggests
that the band broadening is inhomogeneous. This
broadening cannot be explained by a mechanical-stress
distribution in the crystal. Figure 4 shows the band pro-
file recorded in the x(zz)y geometry and its approxima-
tion by two Gaussians (inhomogeneous broadening of
Raman bands due to a mechanical-stress distribution is
usually characterized by a Gaussian profile); the Gaus-
sians are fitted to the two well-pronounced peaks of the
band. It can be seen from Fig. 4 that the fitted curve is
inadequate for description of the low-frequency slope
of the band.

Thus, there are difficulties in describing the profile
of the band at ~100 cm–1 in terms of the model involv-
ing optical phonons of a defect superlattice. In this case,
in our opinion, the assumption of defect ordering is
PHYSICS OF THE SOLID STATE      Vol. 45      No. 3      200
unnecessary (at least, when the band at ~100 cm–1 is
dealt with); it would appear more reasonable to include
optical-type vibrations of an imperfect unit cell.

3.4. Optical Vibrational Mode 
of an Imperfect Crystal Unit Cell

In this model, the band at ~100 cm–1 corresponds to
first-order RS by optical vibrations localized in the
vicinity of a crystal unit cell with a stoichiometric
defect. Localization is taken here to mean that the
eigenvector of an optical vibrational mode is conserved
in the vicinity of the imperfect unit cell. In the fre-
quency region under study, there are also (high-fre-
quency) vibrations of the acoustic modes of the crystal.
Therefore, as the distance from the defect increases, an
optical vibrational mode of the imperfect unit cell
transforms into acoustic modes of the crystal. In solid-
state physics, such a vibrational mode is termed a reso-
nance mode [21]. If such modes possess E and A1 sym-
metry, then the model at hand can explain the depen-
dence of the band position on the RS geometry (Fig. 1).
The shape of a spectral line corresponding to resonance
vibrations is described by a Lorentzian curve [21]. It
can be seen from Fig. 4 that the experimental profile of
the band at ~100 cm–1 cannot be closely approximated
by a combination of two Lorentzians. Therefore, the
model at hand is inadequate for description of the shape
of the band. To develop this model further, one should
numerically calculate the frequencies of vibrational
modes of the crystal unit cell with a stoichiometric
defect.

3.5. Acoustic Mode of an Imperfect Crystal Unit Cell

The band that appears in the Raman spectrum of a
nonstoichiometric crystal can be assumed to be associ-
ated with an acoustic vibrational mode localized in the
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Fig. 4. Raman spectrum of a congruent LiNbO3 crystal
measured at T = 80 K in the x(zz)y geometry and its approx-
imations by a sum of two Gaussians (dashed curve) and a
sum of two Lorentzians (solid curve).
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vicinity of a crystal unit cell with a stoichiometric
defect (e.g., an Li vacancy). By taking into account the
size of the crystal unit cell and the velocity of sound in
LiNbO3 crystals, the frequency of the localized acous-
tic mode is found to be on the order of the frequency
100 cm–1 of the band in question (Fig. 1).

Let us consider the imperfect crystal unit cell and let
us assume that its elastic moduli are different from
those of its environment. Then, the frequency of a
phonon localized on this unit cell can be found to be
[22]

 (1)

Here, S is a constant of order unity, which depends on
the shape of the inhomogeneity and on the type of
vibration (S = 0.7–0.85 for various types of vibration of
a free sphere and S = 0.5 for a cube or a linear inhomo-
geneity); u is the velocity of sound; and D is the inho-
mogeneity dimension. The value of νd as calculated
from Eq. (1) depends on the size of the defect and on
the type of acoustic wave, because the velocities of lon-
gitudinal and transverse acoustic waves are different (4
and 7 km/s, respectively [23]). For example, for S = 0.5
and D = 5.1 Å (which is equal to the lattice parameter a
[23]), we find νd = 130 cm–1 for transverse vibrations.
Thus, the order-of-magnitude estimate of the frequency
of the acoustic mode localized on the imperfect unit cell
is close to the frequency 100 cm–1 of the band under
study (Fig. 1).

According to the model in question, there is an
excess density of states in the low-frequency range of
the vibrational-mode spectrum of a congruent crystal.
Furthermore, due to defects, acoustic phonons are scat-
tered more strongly than in stoichiometric crystals.
These effects should be manifested in the specific heat
and thermal conductivity at low temperatures. A com-
parison of the experimental values of these quantities
for congruent and stoichiometric crystals was per-
formed in [24], and it was found that the specific heats
of these crystals are identical and the thermal conduc-
tivity of congruent crystals have no additional contribu-
tion from phonon scattering by defects. The difference
in thermal conductivity between congruent and stoichi-
ometric LiNbO3 crystals at T > 20 K observed in [24]
was due to the probabilities of umklapp processes [25]
in phonon–phonon scattering being different. Thus, the
model at hand lacks support from the experimental data
on the specific heat and thermal conductivity at low
temperatures.

Another problem arises in interpreting the position
of the band at ~100 cm–1 in terms of the model involving
localized acoustic modes. As seen from Fig. 1, in the
x(zz)y geometry of RS, the band position is shifted to
higher frequencies (the first maximum is at ≈103 cm–1)
in comparison with that in the other geometries (where
the first maximum is at ≈82 cm–1). In terms of the
model in question, the weak dependence of the band

νd S
u
D
----.=
P

position on the polarization geometry might be conjec-
tured to be due to the band under study being associated
with different fundamental vibrational modes depend-
ing on the RS geometry. Vibrational modes that are pre-
dominantly longitudinal will be observed in polarized
Raman spectra and produce weakly depolarized RS,
whereas torsion vibrations usually cause strong depo-
larization. However, it can be seen from Fig. 1 that the
position of the band under study is the same in polar-
ized and depolarized Raman spectra.

The problem could be solved by taking into account
the deviation of the dispersion curves of the acoustic
modes from a linear law at frequencies as low as 50–
120 cm–1 (as is the case with low-lying acoustic
branches in LiNbO3 crystals; see calculations in [26]).
The dispersion curves for phonons with large wave vec-
tors flatten out [26], because the vibration frequency
depends on the relative positions of the atoms in a crys-
tal unit cell. In this case, however, since the vibrational
modes of imperfect unit cells in question are highly
localized, these modes cannot be divided into acoustic
and optical ones and the model under discussion
becomes similar to that considered in Subsection 3.4.

Thus, there are problems to be solved with the
model involving acoustic modes of the imperfect crys-
tal unit cell. The validity of this model could be tested by
measuring the specific heats of stoichiometric and con-
gruent lithium niobate crystals in the range 10–100 K
and by making a comparison between them to an accu-
racy of better than 1%.

3.6. Models Assuming Breakdown 
of Wave-Vector Selection Rules

Such models have been proposed for both acoustic
and optical phonon branches in crystals with some dis-
order. In [27], for example, acoustic phonons in the
presence of polarizability fluctuations (so-called elec-
trical disorder) were considered in order to describe
low-frequency RS in crystals with orientational disor-
der. Acoustic vibrations were assumed to be well-
defined plane waves, which contribute to low-fre-
quency RS through spatial fluctuations in the polariz-
ability. In the model proposed in [27], the correlator of
the plane polarizability wave induced by an acoustic
phonon decays rapidly in space due to electrical disor-
der; therefore, the wave-vector selection rules will be
broken and the density of acoustic vibrational states
will be manifested in the low-frequency Raman spec-
trum. A similar model was proposed in [28] for describ-
ing the low-frequency Raman spectra of glasses. In that
model, mechanical disorder (fluctuations in phase of
atomic displacements produced by a traveling acoustic
wave) was also taken into account, in addition to elec-
trical disorder.

There are also models which allow for the effect of
the breakdown of the wave-vector selection rules for
optical phonons in imperfect crystals and microcrystal-
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lites, for example, the spatial-correlation model pro-
posed in [29], where the uncertainty in the wave vector
of a phonon in a microcrystallite is taken into account.
In this case, an additional contribution to the low-fre-
quency Raman spectrum can be due to optical phonons
having larger wave vectors if the phonon frequency
decreases noticeably with increasing wave vector (as is
the case in microcrystalline films [30]). However, such
a breakdown of the selection rules occurs in the long
low-frequency tail of a Raman band, which is also
allowed in a perfect crystal. This feature is inconsistent
with the fact that, in the Raman spectrum of a congruent
lithium niobate crystal, the band at ~100 cm–1 is sepa-
rated from allowed lines; therefore, the spatial-correla-
tion model [29] is inapplicable to the case considered in
this paper. Another, more general reason why break-
down of the wave-vector selection rules for optical
phonons cannot account for the band at ~100 cm–1 in
the Raman spectrum of a congruent LiNbO3 crystal is
the fact that there are no optical phonons in the spectral
range below 115 cm–1 [26].

An alternative model is one in which the density of
vibrational states is manifested in the Raman spectrum
due to wave-vector selection rule breakdown (WSRB)
for acoustic phonons. We note that the models proposed
in [27, 28] cannot be directly applied to the case consid-
ered in this paper, because the Martin–Brenig model
[28] is developed in the continuum approximation (i.e.,
the dispersion law is linear) and the model proposed in
[27] also does not allow one to correctly take into
account the atomic structure of the material when con-
sidering real crystals.

The model in which the density of acoustic vibra-
tional states is manifested in the Raman spectrum of a
congruent crystal can explain the dependence of the
position of the band under study on the RS geometry
(Fig. 1). Such a dependence is due to the difference in
the dispersion law between A1 and E acoustic phonons
[26] (the selection rule with respect to the eigenvector
of an acoustic mode is assumed to hold in RS).

This model can also explain the independence of the
position of the second maximum from the RS geometry
(Fig. 1). This independence can be due to the fact that
the dispersion curves of longitudinal phonons and
A1(TO) phonons become flattened at approximately the
same frequency (according to calculations made in
[26]).

Since the above discussion is based, to a large
extent, on the calculations performed in [26], the ques-
tion arises as to whether those calculations are suffi-
ciently correct. The point is that the dispersion curves
constructed in [20] on the basis of neutron scattering
data do not flatten noticeably up to frequencies of
~120 cm–1. Whether this discrepancy is due to a mis-
take in the calculations performed in [26] or to a lack of
experimental data in the corresponding frequency
range in [20] is not clear. According to the dispersion
curves presented in [20], the Debye approximation is
PHYSICS OF THE SOLID STATE      Vol. 45      No. 3      200
valid up to frequencies of 100–120 cm–1, while the den-
sity of vibrational states calculated in [26] exhibits a
non-Debye behavior at frequencies as low as 60 cm–1.

In order to verify the calculations in [26], we calcu-
lated the density of vibrational states from the experi-
mental data on the low-temperature specific heat of
lithium niobate crystals [24, 33] using the technique
described in [31, 32]. Figure 5 compares the calculated
density of states with that taken from [26]. The dashed
curve in Fig. 5 corresponds to the Debye approxima-
tion, in which the specific heat CP(T) varies as the third
power of temperature at T < 10 K. It is seen that the
curve calculated from the data on the specific heat and
the curve taken from [26] agree closely with each
other (the discordance between them in the range above
110 cm–1 is accounted for by the fact that, in this range,
the technique [31, 32] used to calculate the former
curve is insensitive to narrow peaks in the density of
vibrational states) and deviate from the Debye approx-
imation curve in the range above ~60 cm–1. Thus, the
comparison shows that there are no serious mistakes in
the calculations of acoustic branches in [26].

The acoustic-phonon WSRB model of the band at
~100 cm–1 in the Raman spectrum of a congruent lith-
ium niobate crystal was discussed qualitatively. A more
rigorous treatment would allow one to find the position
and shape of the band at ~100 cm–1 using the acoustic-
phonon dispersion curves. For example, a qualitative
analysis reveals that one might expect a maximum due
to E(TO) phonons to exist in the range 45 to 65 cm–1

(since the dispersion curves exhibit extrema in this
range [26]), which is far below the position of the low-
est frequency maximum of the band, ~82 cm–1.
Whether a more rigorous model will be able to explain
this discordance is not clear.

Since the development of a rigorous model may
prove to be an intricate problem, it is of interest to carry
out investigations in a frequency range where the con-
tinuum approximation is valid, for instance, in the
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Fig. 5. Densities of vibrational states taken from [26] (solid
curve) and calculated from the experimental data on low-
temperature specific heat (circles). Dashed curve is the
Debye approximation.
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region of the low-frequency wing of the band, where
the dispersion law of acoustic phonons is linear. Acous-
tic-phonon WSRB models in the continuum approxi-
mation with a Debye density of states predict a power-
law frequency dependence of the RS intensity normal-
ized to the Bose–Einstein factor:

 (2)

where I(ν) is the Stokes component of the Raman spec-
trum. The quantity In(ν) in Eq. (2) is proportional to the
coupling constant involved in the Shuker–Gamon equa-
tion [34] for the RS intensity corresponding to a vibra-
tional excitation of frequency ν. The exponent is β = 2
if the electrical-disorder mechanism [28] or phonon
decay due to Rayleigh scattering by defects [35, 36] is
dominant and β = 0 if the mean free path of phonons is
in inverse proportion to the frequency squared [36, 37].
We compared Eq. (2) with the experimental data under
the assumption that this equation is valid for acoustic A1
phonons in the frequency range below 80 cm–1, since,
according to the calculations made in [26], the disper-
sion law of these phonons is linear for frequencies ν <
70–80 cm–1. Figure 6 shows the Raman spectra in the
x(zz)y geometry and a straight line corresponding to a
quadratic frequency dependence. It is seen that,
although the experimental spectrum in the range 60 to
80 cm–1 is consistent with the quadratic frequency
dependence, this frequency range is too short for the
quadratic dependence to be well established. Below
60 cm–1, the experimental normalized intensity in the
wing of the Raman band is frequency-independent. A
comparison of the Raman spectra at two different tem-
peratures (Fig. 3) shows that this frequency-indepen-
dent intensity can be due to multiphonon RS contribu-
tion rather than to first-order RS. An experimental study
of the Raman spectra at temperatures below 80 K may
provide additional pertinent information. However, our
experimental setup enabled us to perform such a study.

In ν( ) I ν( )/ n 1+( )ν[ ] ν β
,∝=

10

1

50 100

1
2
3

Frequency, cm–1

I/
(n

 +
 1

)ν
, a

rb
. u

ni
ts

Fig. 6. Raman spectra I/(n + 1)ν (normalized to the Bose–
Einstein factor) of a congruent LiNbO3 crystal measured in
the x(zz)y geometry at (1) T = 300 and (2) 77 K; straight line
3 corresponds to a quadratic frequency dependence.
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Thus, the acoustic-phonon WSRB models are of
considerable promise for explaining the band at
~100 cm–1 in the Raman spectra of congruent LiNbO3
crystals. However, these models should be modified so
as to take into account the positions of atoms in the
crystal unit cell, and low-temperature RS studies (at
T < 80 K) should be carried out.

4. CONCLUSION

We have experimentally investigated the low-fre-
quency Raman spectra of lithium niobate crystals asso-
ciated with stoichiometric defects. The band near the
frequency 100 cm–1 in the Raman spectrum of a nons-
toichiometric (congruent) crystal was shown to corre-
spond to first-order Raman scattering. Different meth-
ods and models proposed for describing this band were
discussed.

The analysis of the various models of the band at
~100 cm–1 revealed that none of these models can be
preferred decidedly. The models in which additional
localized vibrational modes arise or the density of
acoustic vibrational states is manifested in the Raman
spectra as a result of breakdown of the wave-vector
selection rules show the most considerable promise.
Further theoretical and experimental studies should be
made with the aim, in particular, of constructing a
model that can describe the shape of the Raman band.
Measurement and comparison of the low-temperature
specific heats of congruent and stoichiometric lithium
niobate crystals, as well as measurements of low-tem-
perature Raman spectra, may provide some insight into
the problem.
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Abstract—The influence of weak (≤0.02 T) pulsed magnetic fields on the ferroelectric and dielectric charac-
teristics of nominally pure triglycine sulfate crystals was detected for the first time. A short-term (seconds)
pulsed magnetic impact caused long-term (hundreds of hours) changes in the coercive field and the temperature
dependences of the dielectric constant, the dissipation factor, and the relaxation time of the dielectric constant
near the ferroelectric phase transition. It was assumed that the effects detected were caused by unpinning of
domain walls and dislocations from stoppers, followed by the formation of new defect and domain structures.
© 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

To date, a rather large amount of experimental data
has been accumulated indicating the unique capability
of rather weak (<1 T) pulsed magnetic fields (PMFs) to
significantly affect the structure and properties of vari-
ous nonmagnetic solid-state materials. Examples of
PMF-induced effects are the impurity phase decay in
alkali halide crystals (AHCs) [1], plasticity changes
(magnetoplastic effect) in AHCs and nonmagnetic met-
als [2–4], and structural changes in silicon crystals [5],
III–V [6, 7] and II–VI [8] semiconductor compounds,
oxide glasses [9], molecular crystals [10], and crystal-
lizing polymers [11, 12].

As is known, ferroelectrics can also be sensitive to
magnetic fields [13]. Strong magnetic fields (>10 T)
can change the fundamental parameters of ferroelec-
trics, such as the Curie temperature and soft-mode fre-
quency [14, 15]. Weaker fields (<1 T) can effect the
domain structure dynamics by interacting with mag-
netic moments of moving domain walls (mag-
netodomain effect) [16–18]. In particular, the magnetic
influence on starting chaos fields in triglycine sulfate
(TGS) crystals is explained by the magnetodomain
effect [19]. Magnetic fields change the interaction
between mobile charged defects and domain walls,
which manifests itself, e.g., as a change in the dielectric
loss [20]. Recently, the magnetoplastic effect was
directly observed in ferroelectric crystals [21].

All these facts testify that it is expedient to search
for new PMF-induced effects in ferroelectrics; it is
quite probable that these effects will be detected.

This work is the first where the influence of weak
(≤0.02 T) PMFs on the ferroelectric, dielectric, and
structural characteristics of nominally pure TGS crys-
1063-7834/03/4503- $24.00 © 20542
tals was studied. The TGS (CH2NH2COOH)3 · H2SO4
crystal was taken as a model object, since its domain
structure is distinguished by high sensitivity to external
influences and its ferroelectric and dielectric properties
has been studied sufficiently [22, 23].

2. EXPERIMENTAL

First of all, in this study, in contrast to many previ-
ous works, we controlled changes in the magnetoelec-
tric characteristics after the magnetic exposure rather
than during it.

The ferroelectric characteristics of the TGS crystal,
such as the coercive field Ec and the Curie point Tc (tem-
perature of the ferroelectric phase transition), were
measured. The dielectric properties were studied by
measuring the temperature dependences of the active
component of the dielectric constant, ε'(T), and the dis-
sipation factor (T) near the ferroelectric phase
transition. The changes in the TGS crystal structure
caused by defects were indirectly controlled by mea-
suring the temperature dependence of the isothermal
relaxation time of the dielectric constant of the crystal
whose thermodynamic equilibrium was disturbed by a
PMF. This method, based on an analysis of the dynam-
ics of the domain wall–point-defect system, was earlier
efficiently applied to a study of imperfect TGS crystal
structure with the thermodynamic equilibrium dis-
turbed by an electric field [24, 25].

A nominally pure TGS single crystal was grown by
temperature-controlled cooling of a supersaturated
aqueous solution. Samples were cut out from the single
crystal as rectangular (7 × 7 mm) plates 0.5 mm thick
with the polar Y axis perpendicular to the plate plane.
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After polishing and washing in dehydrated ethyl alco-
hol, silver electrodes were applied to the large faces
through thermal evaporation in vacuum. Before the
studies, the samples were annealed in air at T = 350 K
for 3 h.

The samples were exposed to a series of N =
1500 symmetric triangular magnetic-field pulses τ =
40 µs long with amplitude B = 0.02 T and a repetition
rate of 20 ms. The PMF was produced by a capacitor
periodically discharged through a low-inductance sole-
noid and was monitored by the discharge current in the
solenoid circuit and by the induction voltage at a test
inductance coil. Samples in the ferroelectric and
paraelectric phases were exposed to the PMF at T = 293
and 328 K, respectively. The ferroelectric Y axis was
oriented parallel or perpendicular to the direction of the
magnetic field.

The spontaneous polarization and the frequency
dependence of the coercive field Ec were measured
using the conventional Sawyer–Tower technique [22].

The dielectric constant and the dissipation factor
were measured before and after the PMF exposure
using a Tesla BM484 bridge (with a sinusoidal test sig-
nal of frequency ω = 104 Hz and amplitude 0.5 V) in a
special thermostat with the temperature controlled by a
VRT-2 system. The temperature was measured with a
platinum resistance thermometer within a margin of
error ≤2.5 × 10–3 K. The temperature variation rate,
adjusted in the course of heating, was 1.2 K/h near Tc.

The experiment was carried out as follows. After
measuring the initial values of ε'(T) and (T), a
sample was removed from the thermostat and placed
into the solenoid. After the PMF exposure in the sole-
noid, the sample was again connected to the measuring
circuit in the thermostat, wherein the temperature was
maintained 1.5 K lower than the initial value of Tc.

A series of samples cut out from the same crystal
was used to study the isothermal relaxation of the
dielectric constant after the PMF exposure in the tem-
perature range 318–322.5 K adjacent to the Curie point
on the polar-phase side. The exposures and measure-
ments at a certain temperature for each sample were
carried out in situ in a special (molybdenum-glass)
measuring cell with a bifilarly wound heater. The cell
with the sample, measuring electrodes, and platinum
thermometer was placed inside the solenoid inducing
the PMF. We note that the platinum thermometer did
not degrade under the PMF exposure, as distinct from
the initially used germanium thermometer. The whole
system was thoroughly heat-insulated. The cell temper-
ature was controlled by the VRT-2 system. The time
dependences of the dielectric constant relaxation were
measured at the temperature of the exposure, starting
from the moment of PMF switching off.

δtan
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3. EXPERIMENTAL RESULTS

The exposure to a PMF caused a long-term change
in the ferroelectric parameters of TGS crystals, more
specifically, to an increase in the coercive field Ec and a
shift of the Curie point Tc.

The typical loops of the ferroelectric hysteresis in
the case of the ferroelectric phase before and after the
PMF exposure are shown in Fig. 1. We note that the ini-
tial loop is shifted along the electric-field axis. The
PMF exposure widened the ferroelectric loop and made
it symmetric. The initial asymmetric shape of the hys-
teresis loop was completely restored in ten days after
the PMF exposure if the sample was kept at room tem-
perature in air.

The direction of the Curie point shift depended on
the phase state of the sample exposed to the PMF. From
the temperature dependences of the dielectric constant
ε'(T) (Fig. 2), one can see that the ferroelectric transi-
tion temperature decreased by ~0.1 K when the sample
was exposed in the polar phase. The Curie point shift,
as determined from the ε'(T) dependences, correlates
well with the same shift of the main maximum in the
temperature dependence of (T) shown in Fig. 3.
The Curie point Tc returned to its initial value upon
repeated measurements with the same samples.

The ε'(T) and (T) dependences of the samples
exposed to a PMF in the paraelectric phase are shown
in Figs. 4 and 5, respectively. In this case, the maxima
of ε'(T) and (T) are shifted by ∆Tc ~ 0.1 K to higher
temperatures. The Curie point Tc returned to its initial
value upon repeated measurements with the same sam-
ples.

The PMF exposure also caused a significant change
in the ε'(T) and (T) shape in the region of the fer-
roelectric transition point.
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Fig. 1. Influence of the exposure of a TGS sample in the fer-
roelectric phase at T = 293 K to a pulsed magnetic field on
the shape of the ferroelectric hysteresis loop (1) for the ini-
tial sample and (2) after a 30-s PMF exposure; the measure-
ments were carried out at T = 310 K.
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The Curie point Tc of the crystal exposed to the PMF
in the ferroelectric phase decreased, while the dielectric
constant maximum increased (Fig. 2). The restoration
of the initial value of Tc was accompanied by a decrease
in this maximum to a value that was lower than the ini-
tial value. The PMF exposure of the crystal in the
paraelectric phase caused an immediate decrease in the
dielectric constant maximum (Fig. 4).

A characteristic feature of the PMF-induced
changes in the temperature dependences of (T) is
splitting of the initial peak of (T) into two peaks,
which took place after PMF exposure of the TGS crys-
tal in both the ferroelectric (Fig. 3) and paraelectric
phases (Fig. 5). Repeated measurements exhibited the
tendency to restoration of the shape of the (T)
dependence with a single maximum.

Figure 6 displays the temperature dependence of the
isothermal-relaxation time τε(T) of the dielectric con-
stant of the TGS crystal; this dependence was con-
structed using a set of curves of isothermal relaxation of
the dielectric constant for a series of samples each of
which was exposed to a PMF and relaxed at the temper-
ature indicated in Fig. 6.

The effects described above were observed when
exposing the TGS crystals to a pulsed magnetic field
directed along the polar Y axis. No effects were
observed in the case of the Y axis being perpendicular
to the pulsed magnetic field.

4. DISCUSSION

Our studies showed that weak PMFs cause signifi-
cant changes in the coercive field, dielectric constant,
and dissipation factor of the TGS crystals.
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Fig. 2. Temperature dependences of the dielectric constant
ε'(T) of a TGS sample in the ferroelectric phase at T = 293 K
exposed to a PMF for 30 s: (1) the initial dependence and
(2–4) 1, 24, and 48 h after the PMF exposure, respectively.
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Since these effects were first detected in this study
and the complete phenomenological pattern was not
established, no more than a hypothetical interpretation
of the results is possible at this stage.

The coercive-field increase due to the PMF expo-
sure can be a manifestation of the crystal becoming
more imperfect, because of which repolarization of the
ferroelectric crystal is hampered by an additional inter-
action between defects and domain walls.

The domain wall pinning by defects decreases the
contribution from domain lateral motion to the dielec-
tric constant ε'(T), which explains its decrease after
PMF exposure of samples in the paraelectric phase.
Since samples exposed in the paraelectric phase were
transferred to the ferroelectric phase before ε'(T) mea-
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Fig. 3. Temperature dependences of the dissipation factor
(T) of a TGS sample in the ferroelectric phase at T =

293 K exposed to a PMF: (1) the initial dependence and (2–
4) 1, 24, and 48 h after the PMF exposure, respectively.
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Fig. 4. Temperature dependences of the dielectric constant
ε'(T) of a TGS sample in the paraelectric phase at T = 328
K exposed to a PMF for 30 s: (1) the initial dependence and
(2–4) 1, 24, and 48 h after the PMF exposure, respectively.
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surements, a domain structure was formed in those
crystals whose defect structure was changed by the
PMF exposure.

In the case of PMF exposure in the ferroelectric
phase, an increase in the dielectric constant of the TGS
crystal was observed immediately after the PMF expo-
sure.

This effect can be caused by unpinning of domain
walls from initial point defects (pinning centers), much
as the well-known magnetoplastic effect is caused by
unpinning of dislocations from paramagnetic stoppers.
The assumed unpinning of domain walls from stoppers
under the action of a PMF increased their mobility and,
hence, the contribution from domain lateral displace-
ments to the crystal dielectric constant, with the domain
walls not having time to be pinned at newly generated
defects. At longer times after the PMF exposure, diffu-
sive collection of defects at domain walls and addi-
tional pinning of the domain structure at PMF-induced
defects took place, which caused a decrease in the
dielectric constant during repeated measurements.

The vanishing of the shift of the ferroelectric hyster-
esis loop along the electric-field axis observed after the
PMF exposure indicates that the internal electric field
(that existed in the initial crystal) disappeared. The
internal field could be induced by polar defects ordered
and pinned at domain walls. The disappearance of the
internal field after a PMF exposure can be caused by
unpinning of defects from domain walls and disorder-
ing of their electric moments.

As is known, the internal field has an effect on the
ferroelectric transition temperature. A classical exam-
ple is the Curie point increasing when the TGS crystal
is doped with alanine [22].

The internal-field decrease due to disordering of
defects after their unpinning from domain walls
explains the decrease in the phase transition tempera-
ture Tc due to the PMF exposure in the ferroelectric
phase; the reverse process (ordering of defects during
their pinning at domain walls) explains the Tc increas-
ing when the crystal is exposed in the paraelectric
phase.

The shape of the τε(T) dependence shown in Fig. 6
is similar to the previously studied temperature depen-
dence of the relaxation time τ2(T) of a domain-wall–
point defects system whose equilibrium was disturbed
by an electric field [24, 25]. This similarity confirms the
assumption that the equilibrium state of the TGS crystal
exposed to a PMF in the ferroelectric phase is disturbed
due to unpinning of domain walls from stoppers.
According to [24, 25], the decrease in the system relax-
ation time in the lower temperature branch of the τε(T)
dependence is explained by a thermal increase in the
diffusivity of point defects unpinned from domain
walls and the increase in the system relaxation time in
the higher-temperature branch of the τε(T) dependence
is caused by weakening of the interaction between
PHYSICS OF THE SOLID STATE      Vol. 45      No. 3      2003
domain walls and stoppers as the crystal approaches the
ferroelectric phase transition point.

It might be assumed that, in contrast to the exposure
to electric fields, the PMF not only unpins domain walls
from stoppers but also produces new defects differing
from the initial ones. It is not improbable that initial
defects and/or products of their decay, unpinned by the
PMF from both domain walls and dislocations existing
in the crystal, participate in the generation of new
defects.

Thus, the PMF-induced changes in the ferroelectric
and dielectric parameters of TGS crystals can be caused
by unpinning of initial defects from domain walls and
dislocations, as well as by a decay of the initial com-
plexes of point defects, followed by mobile point
defects forming metastable defect complexes and by
the formation of a new domain structure.
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Fig. 5. Temperature dependences of dissipation factor
(T) of a TGS sample in the paraelectric phase at T =

328 K exposed to a PMF: (1) the initial dependence and (2–
4) 1, 24, and 48 h after the PMF exposure, respectively.
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The effects described above are paradoxical because
an energy effect of magnetic fields of as low as B ~ 0.02 T
is negligible and cannot cause the observed phenomena
(µBB < 10–4kT at B ≤ 0.02 T, where µB is the Bohr mag-
neton). It is also hardly probable that PMF-induced
electric fields are responsible for the effects observed,
since these fields are directed normally to the polar
(twofold) axis of the ferroelectric crystal and do not
exceed 10 V/cm (see the estimation in [5]).

It is agreed that, in diamagnetic crystals, weak mag-
netic fields lift the forbiddenness of the electron transi-
tions with spin flip that change the chemical-bond
strength in defect complexes [26, 27]. For example, the
singlet–triplet transitions in short-lived radical pairs,
generated by paramagnetic point defects with broken
bonds in the dislocation cores, explain dislocation
unpinning from stoppers in the case of magnetoplastic
effects.

As is well known, nominally pure TGS crystals con-
tain paramagnetic impurities, including Fe3+ centers
[22]. It is not improbable that these centers stabilize
some complexes that can decay under the action of a
PMF. However, the microscopic structure of defects
that act as stoppers of domain walls in TGS crystals has
not yet been established [28], which complicates the
analysis of the mechanisms of the effects detected.

However, it should be emphasized that there is a dif-
ference between the PMF-induced effects detected in
TGS and the magnetoplastic effects observed in AHCs
and metals. The effects in TGS were observed in fields
≤0.02 T, which are lower than the typical threshold
~0.1 T for magnetoplastic effects characterized by the
known ∆g mechanism [27]. Such weak magnetic fields
are characteristic of the hyperfine interaction between
electron and nuclear spins [29]. This suggests that
hydrogen bond protons participate in the electron tran-
sitions responsible for the PMF-induced effects in TGS.
This assumption could be confirmed through detection
of changes in the imperfect structure of TGS and/or
other crystals with hydrogen bonds caused by the reso-
nant effect (distinguishing between the hyperfine inter-
action and the ∆g mechanism [29]) of a weak dc mag-
netic field.
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AND FERROELECTRICITY
Effect of Organic Dyes on the Dielectric Properties
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Abstract—The effect of organic dyes on the dielectric properties of KH2PO4 (KDP) crystals is studied over a
wide range of temperatures. The dielectric properties of KDP crystals doped with molecules of the Chicago Sky
Blue and Amaranth organic dyes are investigated for the first time. The dye molecules can be incorporated into
the crystal lattice of KDP and selectively paint the pyramidal growth sectors of the crystal. The influence of dye
organic impurities on the domain contribution to the permittivity is analyzed with due regard for the sectoral
crystal structure. It is demonstrated that, upon doping of KDP crystals with organic dyes, the blocking effect of
background impurities on domain walls is substantially weakened in the prismatic growth sector of the crystal
in the polar phase. This leads to a noticeable change in the dielectric properties, specifically to an increase in
the domain contribution to the permittivity of the crystal. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The dielectric properties of KH2PO4 (KDP) crystals,
unlike other ferroelectrics, exhibit unusual behavior in
the ferroelectric phase. In particular, KDP crystals
below the Curie point TC possess an anomalously high
permittivity over a rather wide range of temperatures
[1]. It is known that similar anomalies in the dielectric
properties of KDP crystals are caused by the domain
structure [2]. The dynamic properties of the domain
structure of ferroelectric materials (including KDP
crystals) are substantially affected by defects of differ-
ent types. Upon introduction of impurities into a ferro-
electric material, it is possible to trace changes in the
dielectric properties associated with the domain struc-
ture and to obtain valuable information on the dynam-
ics of domain walls. In this work, we investigated the
dielectric properties of KDP crystals doped with
organic dyes.

Numerous experimental investigations into the
influence of radiation-induced defects and impurities
on the dielectric properties of KDP crystals have
revealed that the presence of defects in the structure
leads to a change in the temperature dependence of the
permittivity at temperatures below the Curie point TC.
The formation of structural defects upon irradiation [3]
and introduction of chromium ions [4] and potassium
hydroxide [5] affects the level of the plateau in the tem-
perature dependence of the permittivity over the entire
range below the Curie temperature TC. As the defect
concentration increases, the plateau in the dependence
gradually disappears. This implies that the contribution
of the domain mechanism to the permittivity decreases
as the result of a decrease in the mobility of domain
walls due to their pinning by structural defects.
1063-7834/03/4503- $24.00 © 20547
For nominally pure KDP crystals, the degree of
structure imperfection is determined by the content of
inorganic impurities that are necessarily present in ini-
tial salt solutions. First and foremost, these are Sn4+,
Cr3+, Fe3+, and Al3+ polyvalent metal ions, which inev-
itably occur in the form of background impurities at a
content of 10–4–10–3 wt % in crystallization solutions
[6]. Among all cation impurities that naturally exist in
single crystals, Fe3+ and Al3+ ions are contained in max-
imum amounts. It is these ions that are responsible for
the formation of a defect structure of KDP crystals in
the course of their growth [7]. In our recent work [15],
we showed that the distribution of structural defects
over the growth sectors in KDP crystals grown by the
rapid technique [9] differ from that in the crystals
grown by the traditional method.

A more intricate situation arises with organic dyes
[10]. The majority of organic dyes are not involved in
an inorganic lattice [11]. However, recently, Subra-
mony et al. [12] studied the rapid growth of KDP crys-
tals from aqueous solutions containing organic dyes
and found that a number of dyes (for example, the Chi-
cago Sky Blue and Amaranth organic dyes [12]) are
adsorbed by the KDP crystal in the course of crystalli-
zation. Moreover, these authors revealed an interesting
effect associated with the selective staining of growth
sectors in the crystal: the organic dyes are incorporated
only into the pyramidal growth sector, whereas the pris-
matic sector remains colorless (Fig. 1).

The selective adsorption of dyeing dopants by differ-
ent crystal faces can be explained in terms of the positive
charge at a face of the pyramid and the neutral charge at
the prismatic growth sector [13, 14]. Since the organic
dye molecules each involve four negatively charged
functional groups , they tend to be adsorbed by aSO3

–
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positively charged face of the pyramid. Furthermore, it is
believed that, although the structural units of an inor-
ganic crystal are not isomorphic to the organic dye mol-
ecules, the interatomic distances in the crystal and the
dye molecules can insignificantly differ along preferred
planes. As a consequence of the stereochemical affinity,
the crystal face aligned parallel to the preferred plane can
be slightly distorted and, thus, appears to be locally iso-
morphic to the dye molecule [10].

{101}

{010}

Fig. 1. Schematic representation of the incorporation of the
Chicago Sky Blue and Amaranth organic dyes into the
growth sectors of a KDP crystal.
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Fig. 2. Temperature dependences of (a) the permittivity and
(b) the dielectric loss tangent for (1) pyramidal and (2) pris-
matic growth sectors in KDP crystals doped with the Chi-
cago Sky Blue dye.
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The aim of the present work was to investigate how
the Chicago Sky Blue and Amaranth organic dyes
affect the dielectric properties of KDP crystals and to
elucidate the mechanism of selective incorporation of
these dyes into the growth sectors of the KDP crystals.
For this purpose, we carried out dielectric measure-
ments and analyzed the results obtained.

2. EXPERIMENTAL TECHNIQUE AND RESULTS

The experiments were performed using KDP crys-
tals doped with the Chicago Sky Blue and Amaranth
organic dyes. The molecular structures of these dyes
were described in [12]. The crystals were grown by the
rapid growth technique on a point seed from an aqueous
solution containing ~10–4 g of the dye per gram of the
KDP salt. The incorporation of dyes into the crystal
structure occurred only at temperatures below 40°C,
i.e., when the crystal already reached a sufficiently
large size. The growth rate of the crystals was equal to
6–10 mm/day. The final sizes of KDP crystals doped
with the Chicago Sky Blue and Amaranth organic dyes
were 5 × 5.5 × 6 and 8 × 8.5 × 6.5 cm, respectively.

In the course of crystal growth, the dye molecules
were incorporated only into the pyramidal growth sec-
tor, whereas the prismatic sector remained colorless.
According to the spectroscopic data, the dyed sectors of
the crystal contained 1.4–2 dye molecules per 105 KDP
molecules.

The samples used in our investigations were pre-
pared from the dyed (pyramidal) and colorless (pris-
matic) regions of the crystal. The mean area of the sam-
ples whose preferred plane was perpendicular to the c
polar axis was 5 × 8 mm, and the sample thickness was
1 mm. The sample faces perpendicular to the c axis
were coated with a thin layer of silver paste.

The experimental results obtained for KDP crystals
doped with organic dye molecules were compared with
those for undoped crystals (grown by the traditional
and rapid methods) with due regard for their sectoral
structure.

The temperature dependences of the permittivity
were measured during cooling from room temperature
to the liquid-nitrogen temperature. The experimental
conditions were similar to those described in our previ-
ous work [15].

Figures 2 and 3 depict the temperature dependences
of the permittivity and the dielectric loss tangent for
KDP crystals doped with the Chicago Sky Blue and
Amaranth organic dyes, respectively. These curves
were obtained for the pyramidal (dyed) and prismatic
(colorless) growth sectors.

It is found that the temperature dependences of the
permittivity coincide in the paraelectric phase from
room temperature to the Curie point. Taking into
account the absolute error in the temperature measure-
ments (∆T  ≈ ±0.1 K), the Curie temperature TC of dyed
YSICS OF THE SOLID STATE      Vol. 45      No. 3      2003



        

EFFECT OF ORGANIC DYES ON THE DIELECTRIC PROPERTIES 549

                                                    
crystals is no different from that of the pure crystal and
is equal to 121.8 K.

As can be seen from Figs. 2 and 3, the temperature
dependences of the permittivity measured for dyed
pyramidal sectors exhibit neither a clear maximum nor
an anomalous plateau. For the prismatic growth sectors,
the temperature dependences of the dielectric proper-
ties show a different behavior. In this case, the permit-
tivity εC at the Curie point reaches larger values and
anomalous permittivities are observed over a wide
range below the Curie temperature. Moreover, there is
a temperature range characterized by a rapid decrease
in the permittivity ε and a maximum of the dielectric
loss tangent . This range corresponds to freezing
of the domain structure.

For prismatic growth sectors in the KDP crystal
doped with the Amaranth organic dye (Fig. 3), the per-
mittivity in the temperature range of the plateau is sub-
stantially higher than that for all the other crystals under
investigation, the temperature dependence of 
exhibits a clearly defined maximum corresponding to
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Fig. 3. Temperature dependences of (a) the permittivity and
(b) the dielectric loss tangent for (1) pyramidal and (2) pris-
matic growth sectors in KDP crystals doped with the Ama-
ranth dye.
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the temperature TF of freezing of the domain structure,
and this temperature is approximately 10 K higher than
that for the other crystals.

Figure 4 shows the portions of the temperature
dependences of the dielectric loss tangent in the vicin-
ity of room temperature for the pyramidal and prismatic
growth sectors. From analyzing these portions, we can
judge the electrical conductivity of the crystals and the
structure imperfection.

3. DISCUSSION

Earlier [8], we compared the experimental data on
the dielectric properties of the pyramidal growth sec-
tors in pure and dyed KDP crystals and drew the tenta-
tive inference that the decrease in the domain contribu-
tion to the permittivity is caused by organic dopants,
which, even at very low concentrations, suppress the
motion of domain walls. In [8], the pure (undoped)
crystals were grown by the traditional method. How-
ever, our further investigations demonstrated that the
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Fig. 4. Temperature dependences of the dielectric loss tan-
gent for (a) pyramidal and (b) prismatic growth sectors in
pure and doped KDP crystals in the vicinity of room tem-
perature: (1) pure KDP crystal grown by the rapid method,
(2) KDP crystal doped with the Chicago Sky Blue dye, (3)
KDP crystal doped with the Amaranth dye, and (4) pure
KDP crystal grown by the traditional method.
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dielectric properties of pyramidal sectors in the pure
crystal grown by the rapid method substantially differ
from those in the pure crystal grown by the traditional
method [15]. It had become evident that a comparison
of the dielectric properties should be performed using a
pure crystal also grown by the rapid method. Further-
more, it is necessary to compare the data obtained for
growth sectors of the same type, because the properties
of different-type sectors also differ significantly. The
results of the dielectric measurements of pure and dyed
KDP crystals grown by the rapid method are compared
in Figs. 5 and 6. As follows from the comparison of the
data obtained for pyramidal growth sectors in pure and
dyed crystals (Fig. 5a), the dye molecules virtually do
not affect the domain contribution to the permittivity.
This means that the organic dyes are not responsible for
the decrease in the permittivity of the crystals in the
temperature range of the plateau. The observed
decrease in the permittivity can be associated with the
initial structure imperfection of the pyramidal sectors in
the crystal grown by the rapid method.

5000

4000

3000

2000

1000

0

(a)

1

2

3

1

2

(b)

1

2

3

0.20

0.15

0.10

0.05

0

70 90 110 130
T, K

ε'
ta

n
δ

70 90 110 130
T, K

Fig. 5. Temperature dependences of (a) the permittivity and
(b) the dielectric loss tangent for pyramidal sectors in pure
and doped KDP crystals at low temperatures: (1) pure KDP
crystal, (2) KDP crystal doped with the Chicago Sky Blue
dye, and (3) KDP crystal doped with the Amaranth dye.
PH
In the case of pyramidal growth sectors, the organic
dye molecules incorporated into the lattice of KDP
crystals affect their properties in the following way: the
maximum in the permittivity slightly decreases
(Fig. 5a), and the freezing temperature TF shifts to the
low-temperature range (Fig. 5b). The latter observation
is in good agreement with the available data on the
influence of inorganic impurities (CR3+ and KOH) on
the freezing temperature [4, 16].

For prismatic growth sectors, the plateaulike por-
tions in the temperature dependences of the permittivity
of KDP crystals doped with organic dyes appear to be
considerably larger than those of pure crystals (Fig. 6a).
This can be explained in terms of the mechanism of
incorporation of organic impurities into the growth sec-
tors of the crystal under investigation and the results
obtained by Barsukova et al. [17], who studied the
growth of KDP crystals in the presence of organic
impurities. In [17], it was found that the presence of
organic additives (such as glycerol, ethylene glycol,
and sodium ethylenediaminetetraacetate) in the initial
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Fig. 6. Temperature dependences of (a) the permittivity and
(b) the dielectric loss tangent for prismatic sectors in pure
and doped KDP crystals at low temperatures: (1) pure KDP
crystal, (2) KDP crystal doped with the Chicago Sky Blue
dye, and (3) KDP crystal doped with the Amaranth dye.
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solution used for growing KDP crystals leads to an
increase in the growth rate of the prismatic sector and a
noticeable decrease in the concentration of background
impurities in it. These findings were explained by the
formation of stable complexes between organic addi-
tives and background impurities, which, in turn, par-
tially suppresses their effect on the prismatic sector
and, at the same time, does not affect the pyramidal sec-
tor. It was noted that the complex formation plays an
important role at low concentrations of organic addi-
tives, which is actually observed for our crystals.

A comparison of the permittivities εC for prismatic
growth sectors in pure and dyed crystals allows us to
draw the following inference about the role played by
organic dye impurities. The organic dye molecules con-
tained in the initial solution impede the incorporation of
background impurity ions into the prismatic sectors of
the growing crystal and, thus, weaken their effect. As a
result, the prismatic sector of the dyed crystal is
affected by background impurities to a smaller extent;
i.e., the concentration of background impurities in this
sector decreases. In turn, this leads to changes in the
dielectric properties of the prismatic sector (Fig. 6a). In
particular, an appreciable increase in the permittivity is
observed in the temperature range of the plateau. This
can be explained by the increase in the contribution of
the domain-wall motion to the permittivity of a purer
crystal due to depinning of domain walls at background
impurities.

Analysis of the experimental results obtained also
demonstrates that the two organic dyes have different
effects on the dielectric properties of the crystals. It can
be seen from Fig. 6a that, for prismatic growth sectors,
the domain contribution to the permittivity upon intro-
duction of the Amaranth organic dye increases to a con-
siderably larger extent than upon introduction of the
Chicago Sky Blue dye. This means that the content of
background impurities in the prismatic growth sector of
the KDP crystal doped with the Amaranth dye is less
than that of the KDP crystal containing the Chicago
Sky Blue dye. Therefore, the Amaranth dye more
strongly impedes the incorporation of background
impurities into the crystal. This is especially true in
regard to the background impurities responsible for the
interaction with domain walls.

The above explanation is confirmed by visual obser-
vations of the grown crystals. The prismatic growth
sector in the KDP crystal doped with the Amaranth dye
is more developed than that in the KDP crystal with the
Chicago Sky Blue dye. This implies that the growth rate
of the prismatic sector in the KDP crystal containing
the Amaranth dye is substantially higher; i.e., the
blocking effect of background impurities on domain
walls in the prismatic sector of the KDP crystal contain-
ing the Amaranth dye is weaker than that in the KDP
crystal doped with the Chicago Sky Blue dye.

In the prismatic sector of the KDP crystal containing
the Amaranth dye, the content of background impuri-
PHYSICS OF THE SOLID STATE      Vol. 45      No. 3      200
ties becomes so low that the domain contribution to the
permittivity increases to values corresponding to classi-
cal KDP crystals. Consequently, the temperature hys-
teresis of the permittivity εC in the vicinity of the Curie
temperature TC coincides with that observed for the
classical crystal. In other words, the addition of the
Amaranth dye to the solution used for growing the crys-
tal leads to improvement of the quality of the prismatic
sector in the crystal. As a result, the properties of this
crystal become similar to the properties of the pure
KDP crystal grown by the traditional method.

The data presented in Fig. 4 also agree in part with the
above inferences. As room temperature is approached,
the increase in the dielectric loss tangent  is due pri-
marily to an increase in the electrical conductivity, which
is governed by proton hopping diffusion in the crystals.
It is known that an increase in the concentration of impu-
rities in the KDP crystals results in an increase in the pro-
ton conductivity [5, 18]. However, in our case, we cannot
expect there to be a direct correlation between the effect
of structural defects on the domain contribution to the
permittivity and their effect on the electrical conductiv-
ity. Actually, the electrical conductivity should be ana-
lyzed with due regard for the effects of background poly-
valent impurities and dye molecules. It can be seen from
Fig. 6 that the aforementioned correlation is observed for
the Amaranth organic dye. As regards the KDP crystals
doped with the Chicago Sky Blue organic dye, the appre-
ciable increase in the dielectric loss tangent  for the
prismatic sector (Fig. 4b) suggests that the background
impurities can reach considerably higher concentrations
than those in the crystals doped with the Amaranth dye.

4. CONCLUSIONS

Thus, it was revealed that, despite the low content
(approximately 10–4 mol %), the organic dyes have a
noticeable effect on the dielectric properties of the KDP
crystals. In particular, it was shown that the organic dye
molecules incorporated into the crystal lattice of KDP
have no direct effect on the dielectric properties of the
pyramidal growth sector but indirectly affect the dielec-
tric properties of the prismatic sector due to efficient
interaction with the background impurities responsible
for the defect structure of this sector in the KDP crystal.

The results obtained in the dielectric measurements
demonstrated that, upon doping of KDP crystals with
organic dyes, the dye molecules are incorporated into
the pyramidal growth sector of the crystal and leave the
prismatic sector colorless. These molecules virtually do
not affect the degree of structural imperfection of the
pyramidal sector and are responsible for the decrease in
the concentration of background impurities in the pris-
matic sector. As a consequence, the permittivity of the
prismatic sector of the crystal in the polar phase
increases significantly and the temperature dependence
of the permittivity exhibits a plateau typical of high-
quality KDP crystals.
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LATTICE DYNAMICS 
AND PHASE TRANSITIONS
The Formation of Surface Electroacoustic Shear Wave 
in a Piezoelectric Crystal
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Abstract—It is illustrated by specific example that, near a dipole-active intrinsic ferroelastic phase transition
characterized by a single-component order parameter, a surface electroacoustic shear wave can arise, if spatial
dispersion is included, even in the case of the surface of a piezoelectric crystal being rigidly fixed. © 2003 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

As is well known, a electroacoustic shear wave is
the result of hybridization between a transverse phonon
of the SH type and an electric-dipole (ED)-active exci-
tation of the medium [1] and, therefore, can be used as
a very sensitive acoustooptic tool in studying ED-active
phase transitions (i.e., transitions for which the order
parameter is a linear combination of components of the
electric polarization vector P [1, 2]). In studying the
critical dynamics of such transitions, the acoustooptic
spectroscopic methods become far more efficient if the
ED-active phase transition is of the soft-mode type and
the acoustic shear wave in question involves the ED-
active soft mode [3]. In the case of opaque media, the
spectroscopic study of surface electroacoustic excita-
tions is of importance; these excitations are the result of
hybridization between a phonon and an ED-active exci-
tation in the presence of a quasi-two-dimensional
defect, such as the surface of the crystal. Analysis of the
spectrum of surface acoustic waves can be helpful not
only in the case of phase transitions of the surface-
reconstruction type but also in the case of ED-active
phase transitions in the bulk. In the latter case, it is nec-
essary that the surface acoustic waves be hybridized
with the ED-active soft mode, because the dynamic
characteristics of such waves might be expected to
change significantly in the vicinity of the phase transi-
tion point. An example of the transitions mentioned
above is a single-component, ED-active phase transi-
tion of the soft-mode type, which occurs from a
paraelectric phase (T > TC, where TC is the Curie tem-
perature) to a ferroelectric phase (T < TC) in a uniaxial
(along the z axis) piezoelectric crystal with symmetry
D2d (such as KDP) [4].

It was shown in [5] that with the electroacoustic-cou-
pling tensor  of such a crystal (g14 = g25 ≠ 0, g36 ≠ 0), in
the case with a mechanically free surface (σik = 0) with
n || [100] (n is a normal to the surface of the crystal), the
surface acoustic shear wave cannot arise, irrespective of
whether the crystal surface is electrically open (Dn = 0,
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where D is the electric induction vector) or electrically
closed (ψ = 0, E ≡ –∇ψ ). For the rigidly fixed surface
of a piezoelectric crystal (u = 0, where u is the atomic
displacement vector), as shown in [6], surface
ED-active waves of the SH type also cannot arise in
both cases of Dn = 0 and ψ = 0 regardless of the struc-
ture of the electroacoustic-coupling tensor.

In [7, 8], it was pointed out that the surface electroa-
coustic SH wave can propagate along the rigidly fixed
surface of a piezoelectric crystal if the crystal possesses
not only piezoelectric but also piezomagnetic proper-
ties.

However, one should take into account that, near the
phase transition point, the dynamic properties of a crys-
tal are characterized not only by a sharp decrease in the
activation energy for the ED-active soft mode but also
by a simultaneous sharp increase in the correlation
length of homogeneous fluctuations. Hence, spatial dis-
persion increases in importance in this case and the crit-
ical dynamics of the crystal is affected by defects,
including the surface of the sample. Therefore, a con-
sistent theoretical analysis of the spectrum of acoustic
waves hybridized with the soft mode in the vicinity of
the ED-active phase transition of the soft-mode type
should be performed with allowance for both the finite
size of the actual crystal and spatial dispersion.

For a single-component, intrinsic ferroelastic phase
transition (for which the order parameter is a linear
combination of components of the elastic strain tensor
uik [1, 2]), it was shown in [9] that if spatial dispersion
and electroacoustic coupling gikl Piukl (  is the elec-
troacoustic coupling tensor) are both taken into
account, then the surface electroacoustic SH wave with
k ⊥  z, n || x can propagate near the mechanically free
surface of the crystal even in the case where the bulk
and surface properties of the medium in question are
identical, i.e., where the additional boundary conditions
for the z component of the electric polarization vector

ĝ
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P at the surface of the ferroelectric crystal (x = 0) have
the form

 (1)

The electroacoustic SH wave will be localized near the
surface of the crystal under study (x = 0) if the follow-
ing conditions are satisfied [9] (rz is a small deviation
of Pz from its equilibrium value):

rz(x  –∞)  0, |u(x  –∞)|  0. (2)

If the surface of the crystal is rigidly fixed and condi-
tion (1) is met, then, as shown in [9], this type of sur-
face SH wave cannot exist in the paraelectric phase at
any temperature T above the phase transition point TC
regardless of the value of the wave number k⊥ . In this
case, with boundary conditions (1) and (2), a uniform
bulk wave with polarization Pz ≠ 0 and kz || z can prop-
agate along the surface of the ferroelectric crystal at
hand in the paraelectric phase (T > TC).

However, all calculations in [9] were performed
without regard for electric-dipole interaction in spite of
the fact that, as is well known [10], the single-compo-
nent, intrinsic ferroelastic soft-mode phase transition is
ED-active.

In this paper, we find the necessary conditions under
which the surface electroacoustic shear wave can prop-
agate in a semi-infinite crystal undergoing an ED-
active, intrinsic ferroelastic phase transition in the case
where the crystal surface is rigidly fixed and spatial dis-
persion, as well as electric dipole and electroacoustic
interactions, is taken into account. The paper is orga-
nized as follows. Section 2 is a description of the model
of the phase transition under study and the formulation
of the boundary-value problem. In Section 3, we find
the types of surface electroacoustic shear waves that
consist of three partial waves and can propagate, in the
geometry chosen, along the surface of a crystal under-
going a single-component, ED-active ferroelastic phase
transition. The spectrum of surface electroacoustic SH
waves propagating along the rigidly fixed surface of the
crystal is investigated in the case where all three mech-
anisms responsible for the formation of these waves
through hybridization with the soft mode (electric-
dipole and electroacoustic interactions and spatial dis-
persion) are taken into account. In Section 4, the rela-
tion is analyzed between the conditions of existence of
these surface waves and the local geometry of the
wave-vector surface of the corresponding normal elec-
troacoustic modes in an unbounded crystal.

2. BASIC RELATIONS

In order to compare our calculations with the results
obtained in [9], we take a piezoelectric crystal belong-
ing to group D2d as an example and assume its proper-
ties to be isotropic for the sake of simplicity. For a sin-
gle-component phase transition (Pz ≠ 0), the corre-

∂Pz/∂x 0, x 0.= =
P

sponding thermodynamic-potential density can be
written as

 (3)

Here, ∇ =  (∂/∂x, ∂/∂y, ∂/∂z), P is the polarization vector,
κ is a parameter characterizing the gradient term in the
thermodynamic potential, a = a1(T – TC) [9–11], K is
the bulk modulus, µ is the shear modulus, E is the elec-
tric field, and δik is the unit tensor.

As in [9, 11], for the sake of simplicity, Eq. (3) is
derived under the assumption that |Pz | @ |P⊥ |; that is,
the longitudinal susceptibility is assumed to be much
larger than the transverse one in the vicinity of the
phase transition point (single-component ferroelectric
phase transition). In this case, in the Coulomb approxi-
mation, the electroacoustic dynamics of the piezoelec-
tric crystal under study is described by a closed set of
equations consisting of the equation of motion for the z
component of the polarization vector P, electrostatics
equations, and elasticity-theory equations:

 (4)

where  f is a coefficient which can be treated as an
effective mass [11], ρ is the density of the crystal, ψ is
the electrostatic potential, and εik is the high-frequency
permittivity tensor. Since we will study the spectrum of
natural electroacoustic surface vibrations of a semi-
infinite crystal (x < 0), the set of dynamic equations
should be supplemented with the corresponding bound-
ary conditions. As in [7], we assume that the bulk and
surface properties of the crystal are identical as far as
the order parameter is concerned. Therefore, the bound-
ary condition for the z component of the electric polar-
ization P at the surface (x = 0) of the ferroelectric crys-
tal has the form of Eq. (1). For the rigidly fixed surface,
we have

u = 0. (5)

The dielectric medium at x > 0 has permittivity ε0 and
is assumed to be nonpiezoelectric. In this case, the elec-
trodynamic boundary condition can be taken in the
form

 (6)

where β = ε0k⊥ /εxx and k⊥  is the wave number. Thus, for
a crystal described by Eq. (3), the surface is electrically
open (in the nomenclature introduced in [7]) if β  0
and electrically closed if β  ∞. The electroacoustic
wave under study will be localized near the crystal sur-
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face x = 0 if the following conditions are met simulta-
neously:

 (7)

A calculation shows that, for the unbounded piezoelec-
tric crystal described by Eq. (3), the dispersion relation
of normal electroacoustic SH waves resulting from
hybridization with the soft optical mode has the follow-
ing form at T > TC (k ∈  xz; u || y):

 (8)

where k2 =  + ,  = a/f;  = 4π/f;  =

/(µf ), c2 = κ/f; ε = εzz/εxx ,  = µ/ρ. Therefore, in the
semi-infinite (x < 0) ferroelectric crystal described by
Eqs. (3) and (4), the spatially dependent displacement
uy can be represented as a combination of three partial
waves:

 (9)

where k⊥  = kz, Aj are arbitrary constants (j = 1, 2, 3) and
qj are the roots of the bicubic equation

 

 

 (10)

 

 

On the basis of Eqs. (9) and (10), considering the fre-
quency ω and the wave-vector component k⊥  parallel to
the crystal surface as given parameters, we can deter-
mine possible types of propagating electroacoustic SH
waves with k ∈  xy and u || y, depending on the character
of their spatial localization near the crystal surface at
x = 0. A calculation shows that, in the case of n || x, the
piezoelectric crystal under study can support propagat-

ing surface electroacoustic SH waves (  > 0) if the
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frequency ω and the wave number k⊥  satisfy one of the
following sets of inequalities:

 

 

 

(11)

Here, (k⊥ ) are the real, positive roots of the equation
D(ω, k⊥ ) = 0, where D(ω, k⊥ ) is the discriminant of bicu-
bic equation (10) and k0 is the root of the equation

(k0) = 0. In the elastostatic limit (ω2 ! ) and for

ε = 1, the quantities ω±(k⊥ ) and  in Eqs. (11) are
given by

 (12)

The crystal described by Eq. (3) will support a general-
ized surface electroacoustic wave consisting of three

partial waves (  > 0, Re  ≠ 0; Im  ≠ 0) with
k ∈  xz if the following necessary condition is met:

(13)

Thus, it follows from Eqs. (9) and (10) that the crystal
under study will support an ED-active shear wave
forming through hybridization with the ferroelectric
soft mode and localized near the surface x = 0 if both
the frequency ω and wave number k⊥  (k || z) satisfy
Eqs. (11) or (13). However, this condition is necessary
but not sufficient for surface waves (9) and (10) to exist,
because the dispersion relation for the surface electroa-
coustic wave under study is also a condition of exist-
ence for nontrivial solutions to the equations that follow
from the set of boundary conditions (1) and (5)–(7) for
the partial-wave amplitudes Aj involved in Eq. (9).
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3. THE FORMATION OF A SURFACE 
ELECTROACOUSTIC SH WAVE 

ON THE RIGIDLY FIXED SURFACE
OF A PIEZOELECTRIC CRYSTAL

The dispersion relation of surface ED-active shear
waves propagating along the surface of the piezoelec-
tric crystal described by Eq. (3) is a nontrivial solution
to the boundary-value problem (1) and (5)–(7) for the
unknown amplitudes A1, 2, 3 in the case where the spatial
dependence of the y component of the atomic displace-
ment vector u (k ∈  xz) is described by Eqs. (9) and (10).
In this case, for an arbitrary value of β, the dispersion
relation determines (in an implicit form) the spectrum
of surface electroacoustic SH waves as

 (14)

It follows from Eqs. (14) that, at β = 0, we have a uni-
form bulk polarization wave with Pz ≠ 0 and with the
dispersion law

 (15)

For arbitrary values of ε and β, dispersion equation (14)
has a root ω = stk∗  and k⊥  = k∗ . An analysis of Eqs. (10)
and (14) shows that this root is an end point of the spec-
trum of the surface electroacoustic SH wave (14); at
this point, two of the three partial waves involved in the
surface wave described by Eq. (10) transform into a
uniform bulk wave. In general, the set of equations (10)
and (14) can be solved only using numerical methods.

For q3 ! q1, 2, the spectrum of the surface electroa-
coustic shear wave in the short-wavelength limit (ω !
stk⊥ ) can be found in an explicit form for any value of β:

 (16)

By comparing this solution with Eqs. (11) and (12), it
is easy to verify that Eq. (16) corresponds to a surface
electroacoustic SH wave consisting of three partial

waves with  > 0. In the case of β = 0, Eq. (16)
reduces to Eq. (15) for the spectrum of uniform bulk
polarization waves. It follows from Eq. (16) that the
surface wave under study can propagate along the rig-
idly fixed surface of a piezoelectric crystal character-
ized by boundary conditions (1) and (5)–(7) only if
βωd ≠ 0.

In essence, the surface electroacoustic SH wave
under study can be thought of as a surface Coulomb
phonon polariton of the TM type forming through
hybridization between the soft ferroelectric mode and
an acoustic SH phonon in the vicinity of an ED-active
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ferroelastic phase transition. In order to clarify the
question of whether the condition β ≠ 0 is always nec-
essary for the existence of a surface electroacoustic
wave consisting of three partial waves or if this condi-
tion is associated with the elastic boundary condition,
we calculate the spectrum of this surface wave with k ∈
xz (u || y) in the same short-wavelength limit as that in
which Eq. (16) was derived, but for more general
boundary conditions at the surface of the crystal (x = 0):

 (17)

The localization conditions for the electroacoustic
SH wave under study are taken in the form of Eqs. (7)
as before.

In this case, with allowance for Eqs. (9) and (10), the
dispersion relation can be represented in the form

 (18)

We solve Eq. (18) in the particular case of α ! 1 and
β ! 1, where the terms proportional to αβ (αβ ! α,
β ! 1) can be neglected. The calculated spectrum of the
surface electroacoustic SH wave consisting of three
partial waves can be represented in this case in the form

 (19)

By comparing Eq. (18) with Eqs. (9)–(12), it is easy to
verify that if α ≠ 0, then the dispersion relation in the
case under consideration corresponds to the surface
electroacoustic SH wave consisting of three partial

waves with  > 0 and forming through hybridiza-
tion with the soft mode not only for β ≠ 0 but also for
β = 0.

A calculation shows that if boundary conditions (17)
at the surface of a piezoelectric crystal described by
Eq. (3) are such that 1/α = 0 and 1/β = 0 (a mechani-
cally free interface between a piezoelectric crystal and
an ideal metal), then, in the elastostatic limit (ω ! stk⊥ ),
the spectrum of the electroacoustic SH wave with three
partial waves with k ∈  xz can be found in an explicit
form from Eqs. (10) and (18) in a wider range of wave
numbers and frequencies. In particular, for ε ! 1, the
dispersion relation has the form

 (20)
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In terms of the classification of the possible types (for
the given geometry of the boundary-value problem) of
surface electroacoustic SH waves consisting of three
partial waves based on Eqs. (9) and (11)–(13), the spec-
trum described by Eq. (20) for k⊥  < kc corresponds to
the generalized surface electroacoustic SH wave with

three partial waves (  > 0, Re  ≠ 0; Im  ≠ 0),
while, in the case of k⊥  > kc, the surface electroacoustic

SH wave with three partial waves  > 0 arises near
the interface between a piezoelectric crystal described by
Eq. (3) and an ideal metal (e.g., superconductor). In the
same approximation as that in which Eq. (20) was
derived, the wave number kc is found from Eq. (12) to be

 (21)

4. RELATION BETWEEN THE LOCALIZATION 
CONDITION AND THE SHAPE 

OF A CONSTANT-FREQUENCY SURFACE

As shown in [12], the formation of a generalized
surface electroacoustic shear wave near the mechani-
cally free surface of a piezoelectric (piezomagnetic)
crystal of the symmetry in question is closely related to
the local geometry of a cross section of the constant-
frequency surface of the proper SH wave of the corre-
sponding type in an unbounded crystal.

An analysis shows that, in the case of an electroa-
coustic SH wave consisting of three partial waves, the
condition for localization of this wave near the surface
of the crystal is related to the local geometry of the
refraction (slowness) surface (calculated in the electro-
static approximation) of the corresponding proper elec-
troacoustic shear wave in an unbounded crystal.

If the normal n to the surface of the piezoelectric
crystal under study and the propagation direction
k⊥ / |k⊥ | of the electroacoustic SH wave lie in the xz
plane, then it follows from Eq. (8) that, in the case
where acoustic retardation is neglected (ω/st  0,
elastostatic approximation), the intersection of the con-
stant-frequency surface (ω = const) of the proper elec-
troacoustic SH wave in an unbounded crystal described
by Eq. (3) and the kxkz plane in the k space is described
by the equation

 (22)

where  = kx/kz. Using Eq. (20), it can be shown
that if the inequalities

 (23)

are satisfied, the curve described by Eq. (22) has por-
tions with a negative Gaussian curvature, its maximum
being reached at ϑ  = 0. By comparing this result with
the spectra of surface electroacoustic SH waves given
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by Eqs. (16) and (19), one can conclude that the pres-
ence of a portion with negative Gaussian curvature on
the curve described by Eq. (22) is a necessary condition
for conversion of this type of proper waves in the
unbounded crystal into the corresponding surface
wave. In addition, the normal n to the surface of the
piezoelectric crystal must be perpendicular to the direc-
tion along which the magnitude of the negative Gauss-
ian curvature is maximum; otherwise, the surface wave
will be a leaky wave. In the latter case, the partial waves
responsible for nondissipative relaxation of the leaky
wave are those normal modes for which the corre-
sponding hollows in the refraction surface in the k
space contain the hollow corresponding to the leaky
wave in question. As shown above, only if spatial dis-
persion is taken into account can the electroacoustic
and electric-dipole interactions together bring about the
formation of a surface electric-dipole SH wave consist-
ing of three partial waves near the interface between a
piezoelectric and a nonpolar dielectric crystal. In this
case, the minimum phase velocity of the soft (ferroelec-
tric) mode in an unbounded crystal must be less than
the minimum phase velocity of the acoustic shear
mode.

5. CONCLUSIONS

The results of our study are as follows.
(1) For a single-component, ED-active intrinsic fer-

roelectric bulk phase transition, taken as an example,
the conditions were determined under which, depend-
ing on the external parameters (frequency ω, wave
number k⊥ ), spatial dispersion and the electroacoustic
and electric-dipole interactions together can bring
about the formation of a surface electroacoustic SH
wave hybridized with the soft mode and consisting of
three partial waves even in the case of the surface of the
crystal being rigidly fixed.

(2) In the elastostatic limit, a solution to the corre-
sponding boundary-value problem was found and it
was shown that the character of the electroacoustic
shear wave localized near the surface of a piezoelectric
crystal depends on the value of the wave number. If
k⊥  < kc, the dispersion curve found corresponds to a
generalized surface shear wave consisting of three par-

tial waves (  > 0, Re  ≠ 0; Im  ≠ 0). At kc ≠ 0,
this dispersion curve passes smoothly into that for the

surface electroacoustic SH wave with  > 0.

(3) The effect of the electrodynamic and elastic
boundary conditions on the formation of surface waves
of this type was studied, and it was shown that this type
of local excitation can be thought of as a Coulomb
phonon polariton of the TM type forming through
hybridization between the shear acoustic mode and the
soft ferroelectric mode.

(4) The formation of the surface wave studied was
shown to be dictated by the local geometry of the con-
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stant-frequency surface for the corresponding normal
vibrational mode in an unbounded crystal. The surface
wave can arise if (a) in an unbounded crystal the mini-
mum phase velocity of the soft mode is less than the
minimum phase velocity of the shear acoustic mode
and (b) the direction of the normal n to the surface of
the polarized crystal and the wave propagation direc-
tion along the interface (k⊥ / |k⊥ |) coincide with mutu-
ally perpendicular directions along which critical fluc-
tuations increase anomalously near the ferroelastic
phase transition of the soft-mode type in the absence of
dipole–dipole interaction. The normal n must also be
parallel to the direction along which anomalously large
fluctuations near the ED-active intrinsic ferroelastic
phase transition under study are not suppressed in the
unbounded crystal when both the linear striction and
dipole–dipole interaction are included [2, 11].
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Abstract—The nature of negative differential conductivity (NDC) of a semiconductor superlattice was studied.
It is shown that the presence of regions with a negative effective mass in a Brillouin miniband is not necessary
for NDC to set in. NDC exists even in superlattices with parabolic and superquadratic miniband dispersion rela-
tions, where the electron effective mass is positive everywhere and, in this case, is fully determined by Bragg
reflections of the electron. When the electron Bragg reflections are suppressed by optical phonons, NDC can
disappear completely. NDC is retained only if there is a sizable region with a negative effective mass in the
miniband. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The semiconductor superlattice (SL) is a single-
crystal structure with a chemical composition that var-
ies periodically in space at distances (1–10 nm) which
exceed the periods of the crystal lattices of the materials
it is made of. An additional periodic (superlattice)
potential forms in such a structure, which gives rise to
a breakup of the quasi-momentum Brillouin zones and of
the allowed electron energy bands of a uniform starting
material into a set of relatively narrow (105–107 cm−1)
Brillouin minibands and narrow (10–3–10–1 eV)
allowed and forbidden energy minibands [1–3].
Because of the smallness of these minibands, electron
Bloch oscillations (BOs) occur [4] and Wannier–Stark
levels [5] arise in an SL even in relatively weak static
electric fields (102–104 V/cm). These oscillations and
levels originate from electron Bragg reflections in the
superlattice potential, which has a comparatively large
spatial period. The BOs are characterized by a fre-
quency Ωc = eEcd/" and a quasi-classical amplitude of
spatial oscillations Zc = ∆/2eEc, where Ec is the electric
field directed along the SL axis with a period d and
energy miniband width ∆. Significantly, Ωc does not
depend on the miniband dispersion relation and is deter-
mined only by the period of the SL and the magnitude of
the electric field in it. The miniband dispersion relation
manifests itself in the anharmonicity of the spatial (but
not momentum) oscillations of the electron. For the con-
ventionally assumed sine dispersion law of a one-dimen-
sional SL miniband, oscillations are harmonic. The exist-
ence of BOs in an SL has been convincingly confirmed
in a number of experiments [6–11].

Another important feature of the SL is the presence
of regions with negative effective mass in a Brillouin
miniband [2]. These regions may be of considerable
size. For instance, for a sine dispersion law, the effec-
tive mass is negative in one half of a Brillouin mini-
1063-7834/03/4503- $24.00 © 20559
band. Minibands of two- and three-dimensional SLs
contain regions with a negative longitudinal and/or
transverse effective mass [12].

Both the negative effective mass [2, 13] and BOs [1,
14] of the electron may give rise to the onset of negative
differential conductivity (NDC) in a solid. In natural
crystals, BOs do not occur and NDC does not arise
because of the large size of the Brillouin zones. In an
SL, both factors operate. The actual part they play in the
onset of NDC is, however, still unclear. The statement
[2] that NDC in an SL is due primarily to the existence
of regions with a negative effective mass in an elec-
tronic miniband is erroneous. Unfortunately, this wrong
point of view is widely accepted (see, e.g., [15, 16] and
references therein).

This study deals with the origin of NDC in semicon-
ductor SLs. Section 2 discusses the I–V characteristics
of SLs with an arbitrary miniband dispersion relation
and how the static NDC is connected with the electron
BOs and with the presence of regions with negative
effective mass in a miniband. In Section 3, the same
aspects are studied for SLs in which Bragg reflection of
the electron is replaced, partially or completely, by an
instantaneous drop of the electron to the bottom of the
miniband after it has reached the top of the miniband,
for instance, through emission of an optical phonon
(two- or one-sided streaming).

2. I–V CURVE OF A SUPERLATTICE 
WITH AN ARBITRARY MINIBAND DISPERSION 

RELATION

To reveal the part played by the BOs and negative
electron effective mass in the onset of NDC, we com-
pare I–V curves of the following four SL types.
003 MAIK “Nauka/Interperiodica”
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(1) An SL with a sine miniband dispersion law, used
conventionally in calculations,

 (1)

where ε3(k3) and k3 are the electron energy and quasi-
wave vector along the SL axis, respectively. In this
case, the region of negative effective mass takes up
exactly one half of the Brillouin miniband.

(2) An SL whose miniband does not at all contain a
region of negative effective mass. The most revealing
(and, naturally, idealized) case here is an SL with a
“parabolic” dispersion law:

 (2)

In this case, we have only Bragg reflection points k3 =
±π/d.

(3) SLs with various relative dimensions of the
region of negative electron effective mass in the Bril-
louin miniband. This case is well illustrated by the dis-
persion relation

 (3)

which is made up of a direct and an inverted parabola
joined at points ±ki (continuous function and its first
derivative). The width of the miniband in this disper-
sion relation (used in [2])

 (4)

does not depend on the position of the inflection point
ki and is a given quantity. The electron effective mass is
positive in the lower region of the miniband (0 < |k3 | <
ki) and negative in its upper part (ki < |k3 | < π/d). For
ki = π/d, Eq. (3) transforms into the above parabolic
dispersion relation with positive effective mass m3, and
for ki = 0, into a parabolic relation with negative effec-
tive mass –m3. The quantity β ≡ kid/π is the relative vol-
ume of electronic states with negative effective mass in
the Brillouin miniband.

(4) An SL in which the electron BOs are partially or
completely suppressed, e.g., because of the electron
emitting an optical phonon at the top of the miniband.

Let us find first the I–V curve of an SL with an arbi-
trary dispersion law of the one-dimensional miniband,
taking into account the transient process following
instantaneous switching of a static electric field. For the
sake of simplicity, we start with the Boltzmann equa-
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tion with the collision integral taken in the τ approxi-
mation:

(5)

where ε ≡ ε(k) is the energy of an electron, k is its three-
dimensional quasi-wave vector; f(k, t) and f0(ε, T) are
the field-perturbed and equilibrium (at the lattice tem-
perature T) electron distribution functions, respec-
tively; and τ is the electron distribution relaxation time,
with the field E(t) directed along the SL axis. Using the
periodicity of the k space, we expand the functions of
interest to us here in Fourier series:

 (6)

 (7)

 (8)

where

 (9)

and k⊥  is the electron quasi-wave vector component
orthogonal to the SL axis. Substituting Eq. (8) into
Eq. (5), we obtain a rate equation for the multicompo-
nent function Φν(t)

 (10)

subject to the boundary conditions

 (11)

The functions introduced here can be used to find
the mean quantities (energy, velocities, current, etc.);
for example,

 (12)

 (13)

∂f k t,( )
∂t

-------------------
eE t( )

"
-------------∂f k t,( )

∂k
-------------------+

f k t,( ) f 0 ε T,( )–
τ

------------------------------------------,–=

ε k( ) ε ν k ⊥,( ) iνk3d( ),exp
ν ∞–=

∞

∑=

f 0 ε T,( ) Fν k ⊥( ) iνk3d( ),exp
ν ∞–=

∞

∑=

f k t,( ) Fν k ⊥( ) iνk3d( )Φν t( ),exp
ν ∞–=

∞

∑=

Fν k ⊥( ) d
2π
------ f 0 k( ) iνk3d–( ) k3,dexp

π/d–

π/d

∫=

Fν F ν–* ,=

τ
dΦnu t( )

dt
------------------- 1 iντΩ t( )+[ ]Φ ν t( ) 1,= =

Ω t( ) edE t( )
"

----------------=

Φν 0( ) 1.=

ε t( ) ε ν–( )Φν t( ),
ν ∞–=

∞

∑=

j t( ) 1
2
--- j0νΦν t( ) c.c.,+

ν 1=

∞

∑=
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where

 (14)

 (15)

Substituting now dispersion relations (1) and (2)
into Eq. (15) yields

 (16)

for the sine dispersion law and

 (17)

for the parabolic dispersion relation. Here, 〈ε3〉0 is the
average equilibrium longitudinal energy of the electron
and Iν(x) are modified Bessel functions. The second
equality in Eq. (16) is written for Maxwellian statistics
at an arbitrary T, and Eq. (17) is written for Maxwellian
statistics at T < ∆. In the τ approximation, considered
by us here, electron motion perpendicular to the SL axis
does not affect the SL longitudinal conductivity (except
the j0ν coefficients); therefore, we shall drop the argu-
ment k⊥  in the expressions for the electron energy and
distribution function in what follows.

In the case of a static electric field switched on
instantaneously at time t = 0, a solution to Eq. (10), sub-
ject to boundary condition (11), can be written as

 (18)

Substituting Eq. (18) into Eqs. (12) and (13) and taking
into account that (ν) and j0ν are real, we obtain the fol-
lowing expressions for the current and average electron
energy (with inclusion of the transient process):

 (19)

ε ν( ) 2 ε ν k ⊥,( )Fν k ⊥( )
d

2
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2π( )2
-------------,∫=
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4ed
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3
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end
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T

4∆
---------ν2
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  ,exp=

∆ "
2π2

2md
2

-------------=

Φν t( )

=  
1

1 iνΩcτ+
------------------------ 1 iνΩcτ iνΩc τ 1–

+( )t–[ ]exp+{ } .

ε

j t( ) j0ν
νΩcτ

1 νΩcτ( )2
+

----------------------------- 1 t/τ–( )exp–{
ν 1=

∞

∑=

× νΩcτ( )cos νΩcτ νΩ cτ( )sin–[ ] } ,
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Equations (19) and (20) are valid for a one-dimensional
SL model with an arbitrary miniband dispersion rela-
tion. Substituting the partial current amplitudes (16)
and (17) for T  0 into Eq. (19) and performing sum-
mation over ν, we find steady-state I–V curve for an SL
with a sine and a parabolic miniband dispersion law,
respectively,

 (21)

 (22)

where j0 = ne∆d/",  = (2/π)2j0, n is the electron con-
centration, and the miniband width ∆ was chosen, for
the sake of convenience, to be the same for both disper-
sion laws. The I–V curves described by Eqs. (21) and
(22) are plotted in Fig. 1. We readily see a clearly pro-
nounced NDC, with the position and amplitude of the
current maximum being similar in both cases: (Ωcτ)m =
1 and 1.174 and ( jc/j0)m = 0.5 and 0.3, respectively. As
is evident from Eq. (17), the contribution from the first
harmonic (ν = 1) to the current becomes dominant with
increasing lattice temperature; therefore, the above-
mentioned quantitative difference between the I–V
characteristics wanes. Thus, the existence of regions
with negative effective mass in a miniband is not a nec-
essary condition for the onset of static NDC in an SL.
The presence of such regions can only reduce the criti-

ε t( ) 2
ε ν( )

1 νΩcτ( )2
+

----------------------------- 1 νΩcτ t/τ–( )exp+{
ν 1=

∞

∑=

× νΩcτ νΩ cτ( )cos νΩcτ( )sin+[ ] } ε 0( ).+

jc j0

Ωcτ

1 Ωcτ( )2
+

-------------------------,=

jc j̃0 Ωcτ
π
π/Ωcτ( )sinh

------------------------------– ,=

j̃0
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Fig. 1. I–V curves of an SL with (1) a sine miniband and par-
abolic minibands with (2) ki = π/d, (3) π/2d, and (4) 0. Inset
shows the position of the current maximum plotted vs. rel-
ative extent of the region of negative effective mass in a
miniband, β = kiπ/d.
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cal fields at which NDC arises. The negative effective
mass can become a dominant factor for the formation of
NDC only if the effective mass is negative in a sizable
part of the Brillouin miniband.

To illustrate the last statement, let us find the I–V
curve of an SL with the miniband dispersion relation
given by Eq. (3). For simplicity, we neglect thermal
spread in the equilibrium electron distribution function
and set f0(k3) = 2πnδ(k3). In this case, the steady-state
solution to Eq. (5) can be written as

 (23)

The distribution function (23), which was found in the
τ approximation (and this is its shortcoming), does not
depend on the miniband dispersion law, thus making it
easier to reveal the part played by the latter in the onset
of NDC (and this is the merit of this approximation).
Substituting Eqs. (3) and (23) into the expression for
the current

 (24)

we find the I–V curve for an SL with various relative
dimensions of the region of negative effective mass in
its miniband:

 (25)

For ki = π/d, Eq. (25) transforms to Eq. (22), and for ki =
0, we have

 (26)

Relation (25) is plotted in Fig. 1 for ki = 0, π/2d, and
π/d. In the first case, the SL differential conductivity is
naturally negative even in infinitely low fields because
of the effective mass being negative throughout the
miniband. The I–V curve calculated for ki = π/2d (the
region of negative effective mass occupies one half of
the miniband) practically coincides with that of an SL
with a sine miniband dispersion law.

Anharmonicity in the dispersion relation induces BO
harmonics [see Eqs. (19), (20)] with comparatively large
amplitudes in the transient current and average electron
energy. Hence, investigation of transient processes (trig-
gered by a fast field switching on or off) permits one to
reconstruct the SL miniband dispersion law. Direct
observations of electron Bloch oscillations in an SL [6–
11] support the possibility of such a reconstruction.
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2π
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j j̃0 π/kid( )Ωcτ 1
π kid–( )/Ωcτ[ ]sinh

1 kid/π–( ) π/Ωcτ( )sinh
----------------------------------------------------------–

 
 
 

.=

j j̃0 πcoth π/Ωcτ( ) Ωcτ–[ ] .=
PH
3. I–V CURVE OF A SUPERLATTICE
WITH NO BLOCH OSCILLATIONS PRESENT

Let us find now the I–V curve of an SL in which the
Bragg reflection of an electron is replaced, partially or
completely, by its return to the bottom of the miniband
immediately after it has reached the miniband top (for
instance, through emission of an optical phonon). For
the sake of simplicity, we shall assume that the mini-
band width ∆ is equal to or slightly larger than the opti-
cal phonon energy ("ω0) and that the time (and dura-
tion) of the optical phonon emission by an electron is
shorter than the other relaxation times, i.e., τ0 ! τ. If
there is no electron scattering in the passive energy
region (ε < "ω0) and the BOs are completely sup-
pressed by optical phonons, then electrons perform
periodic motion with a frequency 2Ωc in the quasi-
momentum space, while in the coordinate space, elec-
tron perform periodic motion with the same frequency
2Ωc and translational motion with a velocity

 

In these conditions, the electron distribution function in
quasi-momentum in strong fields becomes sharp-
peaked, with the problem actually reducing (and not
only in terms of the model) to a nearly one-dimensional
case. This distribution is usually referred to in the liter-
ature as streaming. It is essential that the penetration
depth of an electron into the active region (with ener-
gies ε > "ω0), i.e., the “phonon roof rigidity,” is deter-
mined by the miniband top rather than by the time τ0.
Therefore, streaming in an SL may be substantially nar-
rower than that in bulk materials. Furthermore, if τ0 is
not short enough, there is a probability 1 – α of an elec-
tron in a strong field being reflected from the miniband
boundary without emitting an optical phonon. In this
case, the electron oscillations will be characterized by
two frequencies, Ωc and 2Ωc, and the electron distribu-
tion function, while being also sharp-peaked, will not
vanish for both positive and negative values of k3. Let
us find this distribution function (for a one-dimensional
model).

To simplify the subsequent analysis, we shall
assume the probability of optical-phonon emission α to
be a constant independent of the electric field. [The
expressions to be derived here (but not the graphs) will
also remain valid in the case where α is field-depen-
dent.] The electron behavior in the passive region will
be described by kinetic equation (5) with f0(k3) =
2πnδ(k3) and the boundary condition

 (27)

In this approximation, a solution to Eq. (5) for the elec-
tron distribution function in a static field Ec can be writ-
ten as

V〈 〉 d/π"( )
∂ε k3( )

∂k3
---------------- k3.d

0

π/d

∫=

f π/d–( ) 1 α–( ) f π/d( ).=
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 (28)

Substituting Eqs. (28), (1), and (3) into Eq. (24), we
obtain the I–V curve of the SL with inclusion of the

f c k3( ) 2πnd
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---------------------------------------------------------------------------------------------------------------

×
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1 α–( ) 2π/Ωcτ–( ), –π/dexp k3 0.< <
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optical-phonon emission probability at the miniband
boundary:

 (29)

for a sine dispersion law, and

jc j0

Ωcτ

1 Ωcτ( )2
+

-------------------------=

×
1 1 α–( ) π/Ωcτ–( )exp–
1 1 α–( ) π/Ωcτ–( )exp+
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--------------------------------------------------------------------------------------------------------------------------------–

 
 
 

=

for dispersion law (3). In particular, for parabolic dis-
persion law (2), Eq. (30) yields

 (31)

Equations (29)–(31) generalize Eqs. (21), (22), (25),
and (26) to the case of an arbitrary probability of opti-
cal-phonon emission at the miniband boundary and
coincide with the latter equations for α = 0. The I–V
curves (29) and (30) are plotted in Fig. 2 for ki = 0,
0.1π/d, and π/d with α = 1. The I–V curve described by
Eq. (30) with ki = π/2d practically coincides with that of
Eq. (29) and, therefore, is not shown in Fig. 2. As fol-
lows from an analysis of Eq. (30) and the graphs plot-
ted, NDC can arise in an SL in the absence of Bragg
reflections only if kid < π/2. NDC becomes significant
for substantially smaller values of ki. Figure 3 presents
I–V curves for SLs with (1) sine and (2) parabolic dis-
persion laws, which are plotted for different values of
the optical-phonon emission probability at the mini-
band boundary.

Thus, the negative effective mass can be a dominant
factor in the onset of NDC in an SL only if the effective
mass is negative in a sizable part of the Brillouin mini-
band. Otherwise (i.e., as a rule), the Bragg reflection of
electrons is the major cause of the NDC in SLs. At the
same time, the presence of regions of negative effective
mass in a miniband may directly account for the recent
experimental observation of the self-induced Shapiro
effect in an SL [15], as well as for other phenomena
caused by inversion in hot electron distributions.

The existence of static NDC in SLs gives rise to
nucleation of moving strong and weak field domains
(the Gunn effect), which has already been used to
develop a microwave generator (up to 150 GHz) [17].
On the other hand, the development of a terahertz-range
Bloch generator [2] requires suppression of the low-fre-
quency (static) NDC (see, e.g., [18]), which accounts

jc

=  j̃0 Ωcτ
2 α–( )π

2 π/Ωcτ( )sinh α 1 π/Ωcτ–( )exp–[ ]–
------------------------------------------------------------------------------------------ .
for the onset of a competing comparatively low-fre-
quency domain instability. The reason for this lies in
that, for BOs to exist, the obvious condition Ωcτ > 1 has
to be met; this is the condition (for an SL with a sine
miniband dispersion law) for the onset of static NDC.
As we have just seen, static NDC can be suppressed by
optical phonons throughout the field range covered.
This is possible with the dispersion laws considered by
us, provided that the probability of optical phonon
emission at the miniband boundary is α = 1 (Fig. 3). In
this case, however, the BOs disappear, thus putting an
end to the discussion of a Bloch generator. However, if
BOs are essentially anharmonic, then one may hope to
achieve generation at frequencies ω ≈ νΩc > τ –1 (ν = 2,
3, …) in fields with Ωcτ < 1, i.e., within the part of the
I–V curve that has a positive differential but negative
dynamic conductivity. (This possibility was studied for
an SL with two tunneling-coupled minibands [19].)
Thus, we can point out the following factors favoring
realization of a Bloch generator: (i) shift of the static
NDC region toward higher static fields (Ωcτ > 1), (ii)
BO anharmonicity, and (iii) suppression of static NDC
for α < 1. The first two factors do exist, to some extent,
in an SL with a parabolic miniband. The third factor can
be realized in an SL with a superquadratic dispersion
law, for instance, of the form

 (32)

which consists of two parabolas (m1, 2 > 0) joining at the
points k3 = ±π/2d, i.e., at the miniband center. In the
region 0 < |k3 | < π/2d, the electron has a positive effec-
tive mass equal to m1, and in the region π/2d < |k3 | <
π/d, a positive mass m2. The case of m1 @ m2 is of the
most interest from the standpoint of application. A dis-
persion relation qualitatively similar to Eq. (32) oper-
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ates in hole quantum layers [20] and, hence, can be
realized in planar SLs based on such layers. Figure 4
presents I–V curves for an SL with dispersion law (32)
and η ≡ m1/m2 = 10, which were calculated using
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Fig. 2. I–V curves of an SL with (1) a sine miniband and par-
abolic minibands with (2) ki = π/d, (3) 0.1π/d, and (4) 0 cal-
culated for the one-sided streaming case (α = 1).
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Fig. 4. I–V curves of an SL with superquadratic dispersion
calculated for η = 10 and (1) α = 0, (2) 0.5, (3) 0.7, and (4)
1.
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Eqs. (21) and (28). Here, j0 = ne"/m1d. These relations
suggest a possibility of suppression of the static SL
NDC while retaining the BOs and, particularly, their
harmonics. The high-frequency negative conductivity
of SLs characterized by various dispersion relations of
their minibands will be discussed in a separate publica-
tion.

4. CONCLUSIONS

Thus, we have shown that static NDC originates in
an SL primarily from electron Bragg reflections and
electron BOs. The presence of regions of negative
effective mass in a miniband is not a prerequisite for
this effect. NDC exists even in SLs with parabolic and
superquadratic dispersion in the minibands that do not
contain such regions. Static NDC can be absent in SLs
in which BOs are strongly suppressed by optical
phonons (the one-sided streaming mode). In SLs with
other than sine minibands, NDC regions may be either
absent or shifted toward strong fields with the BOs
retained, thus giving one grounds to hope for the devel-
opment of a Bloch generator operating under condi-
tions of suppressed domain instability. Because pur-
poseful tailoring of the electron energy spectrum in het-
erostructures is presently a solvable problem, a
theoretical search for systems with optimal dispersion
laws, which would provide suitable conditions for the
existence of coherent BOs in the ranges where I–V
curves exhibit a positive differential conductivity, is in
no case an abstract idea.

The results of the present study were obtained using
the Boltzmann equation in the τ approximation and,
thus, require a more comprehensive inclusion of elec-
tron scattering mechanisms. It is, however, the simplic-
ity itself of the approximations employed that permit-
ted us to reveal certain qualitative features in the elec-
tron transport in an SL (and, possibly, in other systems
as well); these features will undergo only quantitative
modifications when subjected to a more rigorous con-
sideration.
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Abstract—Samples of the opal + HgSe nanocomposite with 100% filling of the first-order opal pores by mer-
cury selenide were prepared. The effective thermal conductivity κeff and electrical resistivity ρeff were measured
in the temperature range T = 5–200 K, and the thermopower coefficient α was measured in the interval 80–300 K.
The coefficient α of HgSe in opal was shown to remain the same as that in bulk mercury selenide samples with
similar carrier concentrations. The mechanism of carrier scattering in the HgSe loaded in opal also did not

change. The total thermal conductivity  and electrical resistivity ρ0 were isolated from κeff and ρeff, and the

electronic ( ) and lattice ( ) components of thermal conductivity of HgSe in opal were determined. The

magnitude of  was found to be considerably smaller than κph of bulk HgSe with the same carrier concentra-

tion throughout the temperature interval studied (5–200 K). For T > 20 K, this behavior of (T) is accounted
for by the presence of specific impurities and defects forming in HgSe, and for T < 20 K, by the onset of bound-
ary scattering of phonons in the bottlenecks of the horn-shaped channels connecting first-order octahedral and
tetrahedral opal pores loaded by mercury selenide. © 2003 MAIK “Nauka/Interperiodica”.
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1. INTRODUCTION

This investigation is a continuation of the study into
the thermal conductivity of single-crystal synthetic
opals and related nanocomposites, started by the
present authors in 1995 [1–7], and deals with the opal +
HgSe nanocomposite.

The crystal structure of opals is described in consid-
erable detail in [1–9]. To facilitate understanding of the
experimental data reported in this communication, the
main features of the specific structure of opals should
be recalled.

The crystal structure of opal is made up essentially
of closely packed spheres of amorphous SiO2 typically
~2000–2500 Å in diameter (first-order spheres). These
spheres contain a set of densely packed spheres of
smaller diameter, ~300–400 Å (second-order spheres),
which, in turn, are formed from densely packed parti-
cles of the of the order of 100 Å in size (third-order
spheres).

An array of densely packed spheres has pores of
octahedral and tetrahedral types, interconnected by
horn-shaped channels. Depending on the actual sphere
order, the pores can also be divided into pores of first,
second, and third order. The diameters of the first-order
octahedral and tetrahedral pores and channels are 800,
400, and 300 Å, respectively.1 
1063-7834/03/4503- $24.00 © 20566
The total theoretical opal porosity is 59% (The first-,
second-, and third-order pores occupy 26, 19, and 14%
of the volume, respectively). The real total porosity of
the single-crystal opals grown by us was, however,
~46–50% because of partial sintering of the second-
and third-order spheres of amorphous SiO2 [10]. The
volume of the first-order pores remained ~26%.

The first-order amorphous SiO2 spheres and pores
form closely packed face-centered cubic lattices with
the parameter a ~ 3000–4000 Å.

The thermal conductivity of synthetic opal single
crystals depends substantially on the method of their
preparation and the degree of structural perfection [6].

First-order opal pores can be loaded, using various
methods (chemical, melt injection under pressure, or
impregnation of the sample by a filler material), by
metals, semiconductors, or insulators and form in this
way regular three-dimensional composites with a cubic
lattice of the filler with the parameter a ~ 3000–4000 Å
[8]. Depending on the actual technique employed to
load the opal pores by fillers and on the quality of the
opal single crystals into which they are incorporated,
one can obtain at least two types of nanocomposites [7],
i.e., in which (i) the opal pores are filled to 100% or (ii)

1 Octahedral and tetrahedral pores can be conveniently visualized
as spheres interconnected by cylindrical channels [8].
003 MAIK “Nauka/Interperiodica”
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the pores are not completely filled, so that the opal crys-
tal consists of “islands” of regular filling separated by a
filler-free opal matrix.

Thus, to correctly interpret the experimental data
obtained on a nanocomposite, one needs to know the
actual pattern of opal-pore loading by the filler.

The goal of this study was to measure the effective
thermal conductivity κeff(T) of the opal + HgSe nano-
composite and, most importantly, to investigate the spe-
cific features in the behavior of the total thermal con-

ductivity (T) and of the lattice thermal conductivity

(T) of HgSe embedded in the opal pores.

2. PREPARATION OF THE SAMPLES, 
THEIR CHARACTERIZATION, 

AND EXPERIMENTAL TECHNIQUES

The opal pores in the opal + HgSe nanocomposite
were filled by HgSe sublimation under a large temper-
ature gradient. The HgSe used for this purpose was syn-
thesized from the elements via a gas-phase reaction
performed in a two-zone furnace. The mercury used
was ChDA grade, and the selenium was OSCh 16-5. To
obtain HgSe of stoichiometric composition, an opal +
HgSe sample was annealed under isothermal condi-
tions in mercury vapor at T ~ 280°C in a sealed evacu-
ated quartz ampule. This method was used successfully
to fill the opal first-order pores by mercury selenide
close to 100%. The degree of opal-pore loading could
be judged from measurements of the sample density.
The density of an opal + HgSe sample with first-order
pores filled to 100% by mercury selenide should be
3.14 g/cm3. The density of the opal + HgSe nanocom-
posite prepared by us was 3.0 g/cm3.

The opal + HgSe nanocomposite sample studied
measured 1.5 × 0.72 × 7 mm.

The phase analysis of the nanocomposite thus
obtained and the determination of the HgSe unit-cell
parameter in the opal were performed using diffraction
patterns made in CuKα radiation (with an Ni filter) on a
DRON-2 diffractometer (Fig. 1).

As follows from the diffraction pattern in Fig. 1a, the
starting opal is an amorphous material. Moreover, the
diffraction pattern in Fig. 1b attests to the formation of
single-phase crystalline HgSe in the opal. The unit-cell
parameter of bulk HgSe (sphalerite) is 6.087 Å [11],
while that of HgSe loaded into the opal is 6.09(1) Å.

The opal + HgSe nanocomposite was also studied
with a JEOL 4000 EXII electron microscope. The
nanocomposite sample intended for these studies was
first ground with a fine-grained emery cloth
(1200 grains/mm2) down to a thickness of ~50–60 µm
and then ion-beam thinned (Ar+) to make it transparent
to electrons.

An electron micrograph of the opal clearly reveals
an ordered array of monodisperse silicate spheres. The

κ tot
0

κph
0
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opal pores (both octahedral and tetrahedral) were found
to be filled completely, such that the cluster took up the
whole pore volume. Thus, a cluster structure formed.
The clusters in the image have a dark contrast, which
shows them to consist of a material that strongly
absorbs electrons. Microdiffraction patterns of suffi-
ciently thin parts of the clusters made it possible to
identify them with the cubic lattice of mercury
selenide. Inspection of large areas of the sample (10 ×
10 µm) permitted the conclusion that the pore filling
was close to 100% of the total volume.

It should be pointed out that, in some pores, mercury
selenide crystallized in the form of a single-crystal
cluster. Figure 2 presents an image of such a cluster
obtained in the high-resolution mode. The microdif-
fraction pattern (inset to Fig. 2) consists of points,
which is characteristic of a single crystal. An analysis
of this diffraction pattern shows that the material crys-
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Fig. 1. Diffractometric intensity curves of (a) opal, (b) HgSe
loaded in the opal, and (c) bulk HgSe.
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tallizing in the opal pores is indeed mercury selenide
with a cubic lattice and the unit-cell parameter ~6.09 Å.

The effective thermal conductivity and electrical
resistivity ρeff of the opal + HgSe nanocomposite were
measured in the interval 5–200 K in a vacuum of

0.3 nm

0.18 nm

(310)

Fig. 2. Electron-microscopical image of a single-crystal
HgSe cluster in the opal, Inset shows a point diffraction pat-
tern for the cluster.
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Fig. 3. (a) Curves 1–3 are calculated concentration depen-
dences of thermopower for various carrier scattering mecha-
nisms: (1) r = 1.5, (2) 0.5, and (3) –0.5; (4) experimental val-
ues of thermopower for bulk HgSe samples at 300 K taken
from [14]; and (5) thermopower at 300 K for the opal + HgSe
nanocomposite. (b) Temperature dependences of ther-
mopower (1) of the opal + HgSe nanocomposite (for HgSe in
the opal, n ~ 1 × 1018 cm–3), and of bulk HgSe crystals [14]
with various electron concentrations n: (2) 3.7 × 1017 and
(3) 1 × 1018 cm–3.
PH
10−5 mm Hg on a setup similar to that employed in [12],
and the thermopower coefficient α was studied in the
interval 100–300 K on the setup used in [13].

3. EXPERIMENTAL RESULTS

The data obtained on α(T) are shown graphically in
Figs. 3b (curve 1) and 3a (point 5). It was found that the
opal matrix does not affect the magnitude of α of HgSe
loaded in the opal pores, as had already been pointed
out by us when measuring α of the opal + PbSe nano-
composite [3]. The thermopower turned out to be the
same as in bulk HgSe crystals [14] with similar carrier
concentrations. The carrier scattering mechanism cor-
responding to r = 0.5 retained its character in HgSe
embedded in the opal.2 In theory, r = 0.5 relates to two
carrier scattering mechanisms [14, 15], namely, those
with involvement of optical (for T > Θ, where Θ is the
Debye temperature) and piezoelectric acoustic lattice
vibrations (Fig. 3a).

The data on α permitted us to estimate the carrier
concentration in the HgSe loaded in the opal. It was
found to be ~1 × 1018 cm–3.

Figures 4a, 4b (curve 2), and 5 (curve 1) present
experimental data for ρeff(T) and κeff(T) obtained for the
opal + HgSe nanocomposite. For comparison, Fig. 4b
(curve 1) also displays the values of ρ for bulk HgSe
with n ~ 1 × 1018 cm–3 taken from [16], and Fig. 5
(curve 2) shows data for κph of a single crystal of syn-
thetic opal whose pores were also loaded by HgSe.3 

4. DISCUSSION

As already mentioned, the goal of this study was to
investigate the specific features in the behavior of the
lattice thermal conductivity of HgSe embedded in opal
pores.4 To do this, one has, first, to isolate the total ther-

mal conductivity  of HgSe embedded in the opal
pores from the experimental data on κeff of the opal +
HgSe nanocomposite.

There is a wealth of relations expressing the thermal
conductivity of composite materials [5, 20–24]. We
chose the relations presented in [24], which were
quoted as providing satisfactory agreement with exper-

2 The parameter r is the exponent in the energy dependence of the
carrier relaxation time τ ~ τ0εr. The values r = –0.5 and 1.5 relate
to carrier scattering from acoustic lattice vibrations and impurity
ions, respectively (Fig. 3a).

3 As shown by us in [6], the value of κph of single crystals of syn-
thetic opals depends substantially on both the method of crystal
preparation and the degree of their perfection. Therefore, when
analyzing results on the thermal conductivity of a nanocomposite,
it is necessary to know the thermal conductivity of the specific
opal whose pores were loaded by the filler in the given experi-
ment.

4 Our conference reports [17–19] quoted preliminary data on κeff
of the opal + HgSe nanocomposite. No analysis of the experi-
mental results was, however, offered.
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0
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imental values for a sufficiently large number of com-
posites. According to [24],

 (1)

where κcomp and κmat are the thermal conductivities of
the composite and of the matrix, respectively; P is the
material porosity;

 (2)

and κpor is the thermal conductivity of the filler loaded
in the matrix pores.

The matrix in the opal + HgSe nanocomposite con-
sists of amorphous SiO2 opal spheres. As already men-
tioned, their porosity P' (second- and third-order poros-
ity) for our single-crystal opal samples is ~20%. The
matrix thermal conductivity was calculated as [24]

 (3)

The values of κpor =  for HgSe in the opal pores cal-
culated from Eqs. (1)–(3) are displayed graphically in
Fig. 6 (curve 1).

HgSe is a semiconductor. The total thermal conduc-
tivity of bulk mercury selenide samples is the sum of
the lattice and electronic components [13, 16, 25–29].
The same relation holds for the HgSe embedded in the
opal pores:

 (4)

κ comp/κmat 1 P–( ) 1 P– P4 ν ,+=

ν κ por/κmat;=

κmat κ am.SiO2
1 P'–( ) 1 P'–[ ] .=

κ tot
0
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0
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Fig. 4. (a) Temperature dependence of effective electrical
resistivity ρeff of the opal + HgSe nanocomposite. (b) Tem-
perature dependences (1) of the electrical resistivity of bulk
HgSe (n = 1 × 1018 cm–3) [16], (2) of ρeff of the opal + HgSe

nanocomposite, and (3) of ρ0 of HgSe embedded in opal
first-order pores.
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where  and  are the lattice and electronic compo-
nents, respectively, of the thermal conductivity of HgSe
in opal pores and  is derived from the Wiedemann–
Franz law

 (5)
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Fig. 5. Temperature dependences (1) of κeff of the opal +
HgSe nanocomposite and (2) of κph of a synthetic opal sin-
gle crystal with the first-order pores filled by HgSe.
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where L is the Lorenz number and ρ0 is the electrical
resistivity of HgSe in the opal pores. To estimate , we
have to separate ρ0 out of the experimental values of ρeff

(Fig. 4a). To do this, we used calculated graphs that
allow one to isolate the electrical resistivity of the filler
loaded in porous objects [21]. The results of this calcu-
lation are displayed in Fig. 4b (curve 3).

The resistivity ρ0 of HgSe embedded in opal pores
varies in the interval 10–200 K from 1.85 × 10–3 to
1.97 × 10–3 Ω cm. In bulk HgSe (with n ~ 1 × 1018 cm–3),
ρ77 K ~ 1 × 10–4 Ω cm [26], which is a factor of approx-
imately 18 smaller than ρ0 of HgSe embedded in first-
order opal pores.

The calculation of ρ0 in the opal made by us using
the graphs from [21] is supported by data from [8] and
unpublished results of the present authors on measure-
ments of the Hall constant, ρeff, and of its variation in a
magnetic field for the opal + HgSe nanocomposite.
Interesting and unexpected results were obtained. The
value of ρeff at 77 K for the nanocomposite under study
was found to be, as in our case, ~1.9 × 10–2 Ω cm. An
analysis of the experimental data on the above three
effects made with due account of the real parameters of
the first-order opal pore array [8] yielded very unusual
results.
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Fig. 7. Temperature dependences (1–5) of κph of bulk HgSe
samples with different carrier concentrations, and (6) of
HgSe embedded in opal first-order pores, n ~ 1 × 1018 cm−3.
n (cm–3): (1) ~0.5 × 1018 [13], (2) ~3 × 1018 [25, 26],
(3) ~3 × 1019 [27], (4) ~1 × 1018 [16], and (5) ~4 × 1020 (Fe
impurity) [29].
P

It was found that the 77-K carrier concentrations in
HgSe embedded in the octahedral pores and channels of
the opal are different. In the former case, the concentra-
tion is ~1.75 × 1018 cm–3, and in the latter, ~8 × 1018 cm−3

(the corresponding values of ρ0 are also different). It
appears as though the mercury selenide “drops” in the
pores were interconnected through higher conductivity
“wires” of HgSe in the channels. The average value of ρ0

of the HgSe embedded in the opal is ~1.96 × 10–3 Ω cm.
The calculated carrier mobilities µ77 K (R/ρ0) for HgSe
loaded in the opal pores and channels were found to be
similar and equal to ~690 cm2/V s (for bulk HgSe with
n ~ 1 × 1018 cm–3µ, the mobility is 36800 cm2/V s [13]).

Now, using the obtained values of ρ0 one can calcu-
late  from Eq. (5). Equation (5) also contains, how-
ever, the Lorenz number L. According to [13, 16, 25–28],
at moderate temperatures (80–400 K), the value of L in
bulk HgSe becomes smaller (because of the inelastic
carrier scattering) than the Sommerfeld value L0 (L0 =
2.45 × 10–8 W Ω/K2) characteristic of degenerate semi-
conductors (as well as of semimetals and metals). In bulk
samples with a carrier concentration ~1 × 1018 cm–3κe
contributes noticeably for T > 80 K to the total thermal
conductivity (~9–17% for T = 90–200 K [13]) but the
contribution drops sharply with decreasing temperature
(~1% for T & 10 K [26]).

For the sake of simplicity (and because of the lack
of information on the behavior of L(T) for HgSe in
opal), we shall assume in our calculations that L = L0
within the temperature interval covered. It was found

that even for these values of the Lorenz number  is

much smaller than  and cannot noticeably affect the

general conclusions as to the character of (T) for the
HgSe embedded in the opal pores.

The (T) relation is shown graphically in Fig. 6
(curve 2). It should be pointed out that, within the tem-

perature region T > 50 K,  ~ T –0.3, which is charac-
teristic of heavily defected materials.

Let us turn now to an analysis of the data obtained

for . Figure 7 presents, together with the data for ,
the values of κph for bulk HgSe samples taken from [13,

16, 25–27, 29]. Two features in the behavior of (T)
should be pointed out.

(1) Throughout the temperature region covered, the

value of  is by far smaller than κph of bulk samples.

(2) For T < 20 K,  decreases strongly. For

instance, the ratio κph/  (where κph corresponds to the
values for bulk HgSe samples [26], curve 2 in Fig. 7) is
equal to 3, 37, 92, and 500 at 200, 20, 10, and 5 K,
respectively.
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The decrease in  compared with κph of bulk sam-
ples for T > 20 K can be accounted for by the fact that,
in HgSe embedded in the opal pores, there are specific
defects, such as vacancies and breaks in the filler array,
surface defects, dislocations, and defects associated
with stresses in the filler material. The presence of
defects that strongly scatter phonons in the filler mate-
rial is also indicated, as already mentioned, by the tem-
perature dependence of the experimentally measured

 at T > 50 K (  ~ T –0.3).

The strong decrease in  for T < 20 K can be due
to the onset of boundary phonon scattering in the bot-
tlenecks of the horn-shaped channels connecting the
octahedral and tetrahedral first-order opal pores filled
by mercury selenide. Let us consider this point in more
detail.

Note an interesting feature associated with heat
transport in opal-based nanocomposites in which first-
order pores are loaded to 100% by the filler. The heat
flux in a nanocomposite occurs over two parallel chan-
nels: (i) the amorphous SiO2 spheres making up the
opal and (ii) the filler material chains [8], such as a
filled tetrahedral (octahedral) pore to a filled horn-
shaped channel to a filled tetrahedral (octahedral) pore
to a filled horn-shaped channel and so on.

In this case, knowledge of the matrix-to-filler ther-
mal-conductivity ratio is essential. One may conceive
of the following possibilities: (1) κ of the matrix is less
than κ of the filler; in this case, the heat flux will prop-
agate predominantly over the filler-material chains; and
(2) κ of the matrix is larger than κ of the filler; here, the
heat will propagate primarily over the matrix.

The opal + HgSe nanocomposite should be assigned
to the first of the above versions.

Let us consider the behavior of (T) of HgSe
embedded in the opal pores for T < 20 K (curve 6 in
Fig. 7) based on the proposed scheme of heat transport
in this nanocomposite and the standard relation for the
thermal conductivity of solids

 (6)

where l is the phonon mean free path, CV is the specific
heat at constant volume,  = (2v ⊥  + v ||)/3 is the average
sonic speed, and v ⊥  and v || are the transverse and longi-
tudinal sound velocities, respectively.

The heat flux in the opal + HgSe nanocomposite, as
already mentioned, propagates predominantly over
HgSe chains. At certain temperatures, the phonon mean
free path may become comparable to the dimensions of
the bottlenecks in the horn-shaped channels connecting
the octahedral (and tetrahedral) opal pores filled by
mercury selenide.

As the temperature is further lowered, l becomes
constant under these conditions and, because  is only

weakly temperature-dependent,  will start to
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decrease with temperature as CV(T) in accordance with

Eq. (6) [ (T) ~ CV(T)].

To check this conjecture, we calculated the mean
free path of phonons in a bulk HgSe crystal for the tem-
perature interval 10–300 K using Eq. (6). In the calcu-
lations, we used the data on κph of HgSe (with n ~ 3 ×
1018 cm–3) [25, 26], CV  [30–32],  [11, 25, 33], and the
density of the crystal [25, 26, 33, 34].

The l(T) relation permitted us to determine the tem-
peratures at which l becomes comparable to the size of
the bottleneck (for two possible versions of l = 100 and
300 Å) and to calculate, from Eq. (6), the values of
κph(T) corresponding to these conditions (curves 3, 4 in
Fig. 8). It was found that, for T < 20 K, (T) practi-
cally coincides with κph calculated from Eq. (6) assum-
ing l = const = 100 Å.

Therefore, one can assume that, at low temperatures
(T < 20 K), the thermal conductivity of the filler loaded
in the opal pores is governed by boundary phonon scat-
tering in the bottlenecks of the horn-shaped channels
connecting the filled first-order octahedral (and tetrahe-
dral) pores of the opal. The regular arrangement of
these bottlenecks in the opal filler array plays an impor-
tant role in this process.
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Fig. 8. Temperature dependence of κph of (1) a bulk HgSe

sample (n = 3 × 1018 cm–3 [25, 26]) and (2) HgSe loaded in
the opal first-order pores (n = 1 × 1018 cm–3). Dashed curves
represent κph calculated from Eq. (6) for values of l equal to
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5. CONCLUSIONS
Thus, the results reported in [6] and the data

obtained in the present experiment permit a general
conclusion as to the behavior of the thermal conductiv-
ity of opals and related nanocomposites.

The thermal conductivity of opals over a broad tem-
perature range is determined primarily by the quality of
contacts between the amorphous SiO2 spheres, and the
thermal conductivity of the filler at low temperatures
(assuming the opal pores to be filled to 100%, the case
where κ of the matrix is less than κ of the filler) is deter-
mined by boundary phonon scattering in the bottle-
necks of the horn-shaped channels connecting the filled
opal octahedral (and tetrahedral) pores.

ACKNOWLEDGMENTS
This study was supported by the Russian Founda-

tion for Basic Research (project nos. 00-02-16883,
02-02-17657) within bilateral agreements between the
Russian and Polish Academies of Sciences.

REFERENCES
1. V. N. Bogomolov, L. S. Parfen’eva, A. V. Prokof’ev,

et al., Fiz. Tverd. Tela (St. Petersburg) 37 (11), 3411
(1995) [Phys. Solid State 37, 1874 (1995)].

2. V. N. Bogomolov, D. A. Kurdyukov, L. S. Parfen’eva,
et al., Fiz. Tverd. Tela (St. Petersburg) 39 (2), 392 (1997)
[Phys. Solid State 39, 341 (1997)].

3. L. I. Arutyunyan, V. N. Bogomolov, N. F. Kartenko,
et al., Fiz. Tverd. Tela (St. Petersburg) 39 (3), 586 (1997)
[Phys. Solid State 39, 510 (1997)].

4. L. I. Arutyunyan, V. N. Bogomolov, N. F. Kartenko,
et al., Fiz. Tverd. Tela (St. Petersburg) 40 (2), 379 (1998)
[Phys. Solid State 40, 348 (1998)].

5. V. N. Bogomolov, N. F. Kartenko, D. A. Kurdyukov,
et al., Fiz. Tverd. Tela (St. Petersburg) 41 (2), 348 (1999)
[Phys. Solid State 41, 313 (1999)].

6. V. N. Bogomolov, L. S. Parfen’eva, I. A. Smirnov, et al.,
Fiz. Tverd. Tela (St. Petersburg) 44 (1), 170 (2002)
[Phys. Solid State 44, 176 (2002)].

7. V. N. Bogomolov, L. S. Parfen’eva, L. M. Sorokin, et al.,
Fiz. Tverd. Tela (St. Petersburg) 44 (6), 1017 (2002)
[Phys. Solid State 44, 1061 (2002)].

8. V. N. Bogomolov and T. M. Pavlova, Fiz. Tekh. Polupro-
vodn. (St. Petersburg) 29 (5–6), 826 (1995) [Semicon-
ductors 29, 428 (1995)].

9. V. G. Balakirev, V. N. Bogomolov, V. V. Zhuravlev, et al.,
Kristallografiya 38 (3), 111 (1993) [Crystallogr. Rep. 38,
348 (1993)].

10. V. V. Ratnikov, Fiz. Tverd. Tela (St. Petersburg) 39 (5),
956 (1997) [Phys. Solid State 39, 856 (1997)].

11. T. Dietl and W. Szymanska, J. Phys. Chem. Solids 39,
1041 (1978).

12. A. Jezowski, J. Mucha, and G. Pompe, J. Phys. D: Appl.
Phys. 20, 1500 (1987).

13. S. A. Aliev, L. L. Korenblit, and S. S. Shalyt, Fiz. Tverd.
Tela (Leningrad) 8 (3), 705 (1966) [Sov. Phys. Solid
State 8, 565 (1966)].
P

14. S. A. Aliev, L. L. Korenblit, and S. S. Shalyt, Fiz. Tverd.
Tela (Leningrad) 7 (6), 1673 (1965) [Sov. Phys. Solid
State 7, 1357 (1965)].

15. S. S. Shalyt and S. A. Aliev, Fiz. Tverd. Tela (Leningrad)
6 (7), 1979 (1964) [Sov. Phys. Solid State 6, 1563
(1965)].

16. I. A. Smirnov and S. A. Aliev, Fiz. Tverd. Tela (Lenin-
grad) 10 (9), 2643 (1968) [Sov. Phys. Solid State 10,
2080 (1968)].

17. V. N. Bogomolov, L. S. Parfeneva, A. V. Prokofiev, et al.,
in Abstracts of 14th International Conference on Ther-
moelectrics (Russ. Acad. Sci., St. Petersburg, 1995),
p. 83.

18. V. N. Bogomolov, D. A. Kurdyukov, L. S. Parfeneva,
et al., in Abstracts of International Symposium on Nano-
structures: Physics and Technology-96 (Russ. Acad.
Sci., St. Petersburg, 1996), p. 298.

19. V. N. Bogomolov, L. S. Parfeneva, A. V. Prokofiev, et al.,
in Abstracts of 3rd Bilateral Symposium on Physics of
Novel Materials (Cologne, Germany, 1997), p. 18.

20. G. N. Dul’nev, Inzh.–Fiz. Zh. 9 (3), 399 (1965).
21. G. N. Dul’nev and Yu. P. Zarichnyak, Thermal Conduc-

tivity of Mixtures and Composition Materials (Énergiya,
Leningrad, 1974).

22. R. E. Meredith and C. W. Tobias, J. Appl. Phys. 31, 1270
(1960).

23. K. W. Garrett and H. M. Rosenberg, J. Phys. D: Appl.
Phys. 7, 1247 (1974).

24. E. Ya. Litovskiœ, Izv. Akad. Nauk SSSR, Neorg. Mater.
16 (3), 559 (1980).

25. D. A. Nelson, J. G. Broerman, E. C. Poxia, and
C. R. Whitsett, Phys. Rev. Lett. 22 (17), 884 (1969).

26. C. R. Whitsett, D. A. Nelson, J. G. Broerman, and
E. C. Paxhia, Phys. Rev. B 7 (10), 4625 (1973).

27. S. A. Aliev and D. G. Arasly, Fiz. Tekh. Poluprovodn.
(Leningrad) 7 (10), 2000 (1973) [Sov. Phys. Semicond.
7, 1334 (1973)].

28. S. M. Wasim, B. Fernández, and R. Aldana, Phys. Status
Solidi A 76, 743 (1983).

29. I. G. Kuleev, A. T. Lonchakov, and I. Yu. Arapova, Fiz.
Tekh. Poluprovodn. (St. Petersburg) 34 (4), 402 (2000)
[Semiconductors 34, 389 (2000)].

30. P. V. Gul’tyaev and A. V. Petrov, Fiz. Tverd. Tela (Lenin-
grad) 1 (3), 368 (1959) [Sov. Phys. Solid State 1, 330
(1959)].

31. V. I. Bogdanov, Yu. Kh. Vekilov, A. E. Kadyshevich, and
A. D. Levin, Fiz. Tverd. Tela (Leningrad) 12 (10), 3001
(1970) [Sov. Phys. Solid State 12, 2422 (1970)].

32. N. N. Sirota, N. P. Gavaleshko, V. V. Novikova, et al.,
Fiz. Tverd. Tela (Leningrad) 30 (4), 1237 (1988) [Sov.
Phys. Solid State 30, 719 (1988)].

33. A. Lehoczky, D. A. Nelson, and C. R. Witsett, Phys Rev.
188 (3), 1069 (1969).

34. O. M. Krasil’nikov, Yu. Kh. Vekilov, V. M. Bezborodova,
and A. V. Yushin, Fiz. Tekh. Poluprovodn. (Leningrad) 4
(11), 2122 (1970) [Sov. Phys. Semicond. 11, 1821
(1970)].

Translated by G. Skrebtsov
HYSICS OF THE SOLID STATE      Vol. 45      No. 3      2003



  

Physics of the Solid State, Vol. 45, No. 3, 2003, pp. 573–578. Translated from Fizika Tverdogo Tela, Vol. 45, No. 3, 2003, pp. 542–547.
Original Russian Text Copyright © 2003 by Lagunov, Sinani.

                          

LOW-DIMENSIONAL SYSTEMS
AND SURFACE PHYSICS

      
Simulation of Interstitial Atoms
in Two-Dimensional Nanocrystals

V. A. Lagunov† and A. B. Sinani
Ioffe Physicotechnical Institute, Russian Academy of Sciences, Politekhnicheskaya ul. 26, St. Petersburg, 194021 Russia

e-mail: alfred@mdlab.ioffe.rssi.ru
Received April 19, 2002; in final form, August 15, 2002

Abstract—The molecular-dynamics method is used to study the emergence of interstitial atoms at a free face
of a 2D nanocrystal. Two new types of coordination of the interstitial defect are discovered: a symmetric trifo-
lium coordination and a linear coordination of compressed atoms. It is shown that, in the case of linear coordi-
nation, a dislocation dipole is formed in the 2D crystal lattice; the dipole is characterized by a high mobility
facilitating the arrival of an interstitial atom at a free face of the crystal. The cases of transition of an interstitial
atom from one type of coordination to another, depending on the crystal temperature, are studied in a computer
experiment. © 2003 MAIK “Nauka/Interperiodica”.
† Point defects (vacancies and interstitial atoms)
noticeably affect the mechanical behavior of a crystal
[1–2]. However, theoretical investigations have been
confined so far to the development of plausible models
of defects, which form the basis of calculation of the
energy of formation and motion of these defects in the
crystal lattice. Publications on the simulation of such
defects and variation of their configuration in time at
various temperatures are scarce in number.

Here, we model interstitial atoms in crystals in
which Lennard-Jones forces of pair interaction operate
between particles. The computer program from [3]
makes it possible to calculate, with a high degree of
accuracy, the potential energy of the crystal and, hence,
the energy of formation of interstitial atoms, which is a
small fraction of the total energy of the crystal. This
program also makes it possible to trace the time varia-
tion of defects. The method of deep cooling of samples
in the quasi-isothermal regime (QIR) [4], such that the
kinetic energy of atoms is removed from the crystal
every time it attains its maximum value, makes it pos-
sible to carry out computer experiments at close-to-zero
temperatures.

Computer simulation of a solitary interstitial atom
in a two-dimensional crystal is worked out as follows.
First, the atom being implanted is placed at an intersti-
tial position of the crystal lattice, and then its relaxed
state, i.e., the state in which the motion of atoms in the
crystal ceases with a preset accuracy and their positions
are stabilized, is determined in the QIR. In view of a
large value of the Lennard-Jones force acting between
the interstitial atom and lattice atoms at the first stage of
implantation and a nonzero probability of emergence of
the atom from the crystal lattice, calculations were car-

† Deceased.
1063-7834/03/4503- $24.00 © 0573
ried out, in accordance with [5], with an order of mag-
nitude smaller integration step ∆t. This step was taken
equal to 0.002T, where T is the period of natural lattice
vibrations in the 2D crystal.

The time variation of the minimal atomic spacing
between the interstitial atom and atoms of the matrix at
the initial phase of formation of the interstitial-type
defect is shown in Fig. 1. In the relaxed state of the
defect, this distance is close to 0.9 of the equilibrium
atomic spacing a. Figure 1 shows rapid relaxation of
the defect over a time interval on the order of a fraction
of T; it is seen that the QIR method used here effectively
suppresses wave processes in the crystal.

The relaxed configuration of the defect obtained in
this way is shown in Fig. 2a. For the sake of visualiza-
tion, we show only the surroundings of the interstitial

1.2
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1.0

0.9

0.8
0 0.25 0.50 0.75 1.00

t

R
/a

Fig. 1. Time variation of atomic spacing between the inter-
stitial atom and matrix atoms during the creation of the
interstitial defect.
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atom in a small neighborhood in the crystal at instant
t = 4 (time t is measured in periods of natural lattice
vibrations). It can be seen that the interstitial atom and
three atoms of close-packed lattice the form a starlike
complex with third-order symmetry, viz., a trifolium
(shown by dark circles in the figure). The central atom
of the complex is three-coordinated, its three nearest
neighbor atoms are five-coordinated, and its three near-
est neighbor atoms of the perfect crystal are seven-
coordinated.

The defect with such a configuration has a low
mobility in the low-temperature range; this was con-
firmed in computer experiments performed for an inter-
stitial atom in the central region of the crystal. How-
ever, in the case of a noticeably asymmetric position of
the interstitial atom relative to the free edges of the
sample, the defect was transformed into another (lin-
ear) configuration under the action of an uncompen-
sated strong elastic impulse, which was reflected from

(a) (b) (c)

Fig. 2. Types of coordination of the interstitial defect: (a)
trifolium coordination, (b) linear coordination, and (c)
dumbbell coordination.

1

2

3

4

t = 20

t = 30 t = 40

t = 36

Fig. 3. Cinema frames depicting the motion of the intersti-
tial defect at a low temperature.
PH
the surface and arrived at the neighborhood of the inter-
stitial atom.

The linear type of coordination of the interstitial
atom emerging spontaneously in computer experiments
is shown in Fig. 2b. The configuration of the defect at
the beginning of its motion is depicted. In this case, a
cooperative structure is formed in which an extended
group of close-packed atoms appears in one of three
intersecting rows of atoms in the 2D crystal. In terms of
dislocations, such a defect can be treated as a disloca-
tion dipole consisting of two dislocations of opposite
sign moving in the same direction. The slip lines of
these dislocations are displaced relative to each other
by an atomic spacing. This defect is distinguished by a
very high mobility. Even at a low temperature, the
defect starts moving towards the nearest edge of the
crystal, which ultimately results in quick “transporta-
tion” of the interstitial atom to the free boundary of the
crystal.

The frames in Fig. 3 demonstrate the motion of the
interstitial defect to the free edge of the sample at a low
temperature; the entire kinetic energy of atoms was
removed from the crystal, according to the QIR
method, at the instants when this energy attained its
maximum value. The values of time (in lattice vibration
periods) elapsed from the beginning of the experiments
are indicated; the interstitial atom is shown by a light
circle. Figure 4 shows the atomic-spacing distribution
in three neighboring rows of atoms. Light and dark
symbols on the curves depict atoms in the compression
and expansion regions, respectively.

It can be seen from Fig. 4 that the compression
region includes eight to nine atoms within its half-
width, while the expansion region is much narrower
and constitutes approximately two or three atomic
spacings. In the case of a stationary defect, the strain
distribution in the compression zone has a triangular
shape. It can be seen that dislocations diverge during
their motion. It is worth noting that the expansion
regions of two dislocations propagate at different veloc-
ities, which follows from the time variation of the dis-
tance between the peaks in the atomic-spacing distribu-
tions over the rows of atoms in the expansion regions.
The velocity of propagation of the compression zone is
close to half the sum of the velocities of the expansion
regions.

In computer experiments, the potential energy of the
entire crystal was recorded with a high degree of accu-
racy. Figure 5 shows the time variation of potential
energy, except in the short time interval corresponding
to implantation of the interstitial atom. The figure
shows the decrease in the potential energy of the crystal
over a time interval from t = 20 to 40, which is synchro-
nized with the emergence of the interstitial atom from
the crystal observed in Figs. 3 and 4. According to the
data presented in Fig. 5, the energy of formation of an
YSICS OF THE SOLID STATE      Vol. 45      No. 3      2003



 

PHYSI

       

SIMULATION OF INTERSTITIAL ATOMS 575

                                                   
1.2

1

0.8

1

2

3

4

t = 20

X/a

R
/a

10 15 20 25 30 10 15 20 25 30

t = 30 t = 40

t = 36

1.2

1

0.8

R
/a

Fig. 4. Curves describing the distribution of atomic spacing in three adjacent rows of atoms at a low temperature.
interstitial atom in the 2D crystal amounts to 11.9 of the
dissociation energy D.

It would be interesting to study the effect of temper-
ature on the kinetics of motion of the interstitial atom.
For such experiments, we prepared the configuration of
an interstitial atom, relaxed over time t = 4 and obtained
for the defect position remaining stationary under deep
cooling of the crystal. Then, a preset kinetic energy was
supplied to the entire crystal and was randomly distrib-
uted among the atoms. Computer experiments were
carried out in isolation from the external medium, and
the deep cooling regime (QIR) was put in operation at
the final stage.

After the kinetic energy was supplied to the sample,
its average value, due to anharmonicity of pair interac-
tion, amounted to approximately 0.47 of the initial
kinetic energy and not to 0.5, as in the case of a har-
monic crystal. The cinema frames in Fig. 6 show the
motion of the interstitial defect to the free edge of the
sample for the average initial kinetic energy K0 of
atoms amounting to 0.1 of the dissociation energy D.
The figure shows only part of the crystal; the interstitial
atom is marked by a cross.

When the crystal is heated, the interstitial defect can
experience, in addition to directed motion towards the
nearest edge of the sample, a random diffusive jump.
Such events took place between frames 1 and 3, but
then a transition to the linear type of coordination of the
defect was observed followed by rapid athermal emer-
gence of the defect at the lateral surface of the crystal.

A search for the most compressed atom in the crys-
tal was carried out using a specially developed proce-
dure for detecting the location of the interstitial atom at
CS OF THE SOLID STATE      Vol. 45      No. 3      200
a considerable distance from the free surface of the
crystal in the case where the defect was located
between two dislocations. Figure 7 shows the time vari-
ation of the coordinate Y of the most compressed atom
with a step ∆t = 0.1T for three different initial tempera-
tures of the crystal.

In order to find the reason for the strong spread in
the curves (especially in the case of elevated experi-
mental temperatures), Fig. 7 also shows fragments of
curves obtained with a high time resolution for short
time intervals, which clearly illustrate typical features
of motion of the interstitial atom at three temperatures.
These fragments show that, in the case of zero initial
temperature (curve 1), the interstitial atom performs
approximately one jump during the lattice vibration

0
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–15
0 20 40 60

t

∆E
/D

Fig. 5. Variation of the potential energy of the nanocrystal
associated with motion of the interstitial atom.
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period and remains at rest for 0.6–0.8 of a period. How-
ever, at elevated temperatures (curves 2, 3) the position
of the most compressed atom in a group of 4–6 atoms
is displaced in two opposite directions, which is the
main reason for the observed spread.

The results presented in Fig. 7 show that, as the
crystal temperature increases, the emergence of the

23

18

13

8

23

18

13

8
–1 4 9 14 –1 4 9 14

t = 8 t = 54

t = 24 t = 64

1 3

2 4

Fig. 6. Cinema frames depicting the motion of the intersti-
tial defect for K0 = 0.1D.
PH
interstitial atom at the free surface of the crystal is
decelerated. At the last stage, the average velocity of the
defect, in accordance with Fig. 7, amounts to (0.5–0.8)a
per lattice vibration period. A higher velocity (of the
order of 1.0a/T) was observed at the last stage of the
emergence of the interstitial atom for zero initial tem-
perature in the crystal lattice undistorted by thermal
motion.

The procedure worked out here also enables us to
reconstruct the trajectory of the interstitial atom in the
crystal lattice by replacing the x(t) and y(t) dependences
in parametric form by an explicit y(x) dependence. Fig-
ure 8 shows such a trajectory in the case where the aver-
age initial kinetic energy of crystal atoms is equal to
0.2D. For the sake of convenience, time marks are used
in the form of light crosses against the shaded back-
ground with a step of five lattice vibration periods;
these marks provide information on the location of the
defect. The figure shows that, in the case of thermal
motion of atoms, the interstitial atom moves over the
lattice as a Brownian particle, which randomly changes
the direction and velocity of its motion. For t ≅  16 and
40, the motion of the defect becomes directional to a
certain extent, which can be attributed to the transfor-
mation of the interstitial atom into a dislocation dipole
observed at low temperatures (Fig. 3).

The motion of the interstitial defect and its transfor-
mation upon a change in the direction of motion in the
case of linear coordination of the defect is shown in
Fig. 9 (frames 1–3, 4–6). The frames were obtained at
selected instants as a result of a special tracing proce-
30
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Fig. 7. Curves describing the time variation of coordinate Y of the most compressed atom at various temperatures: (1) K0 = 0, the
curve is recorded using the QIR method; (2) K0 = 0.1D; and (3) K0 = 0.2D.
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dure revealing a simply connected group of atoms with
a preset degree of compression. Light dots indicate the
pair of atoms that is the most compressed, dark circles
correspond to atoms whose neighbors experience com-
pression to an atomic spacing exceeding half the maxi-
mum distance between atoms, and crosses mark the ini-
tial position of the implanted atom.

Analysis of the results proved that, in the regions of
rectilinear motion of the defect (Fig. 8), the interstitial
atom is in the linear coordination in a strongly com-

t = 35
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t = 40

t = 45

t = 0

t = 10
t = 5

t = 15

t = 20, 25, 30

10 146
x/a
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13
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t = 65
21
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y/
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Border of
the crystal

Fig. 8. Trajectory of motion of the interstitial defect for
K0 = 0.2D.
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pressed linear row of atoms together with an accompa-
nying dislocation dipole. The frames in Fig. 9 indicate,
first, that the distortion field caused by the interstitial
atom has a large range, which is mainly confined to one
row of atoms in the case of linear motion of the defect;
second, a rapid (over one or two lattice vibration
period) transformation of the linear coordination (dislo-
cation dipole) into a point defect and its reverse conver-
sion upon a change in the direction of motion; and,
third, that the lifetime of another point configuration of
the interstitial atom described in the literature [1], viz.,
the dumbbell configuration, is short (Fig. 2c). It can be
seen from Figs. 2c and 9 (frame 5) that such a configu-
ration is a sort of superposition of two strongly com-
pressed trifoliums with a common ray. The configura-
tion is extremely unstable and exists for less than a lat-
tice vibration period at the moment of transition of the
interstitial atom from one row of atoms to another.

Thus, the interstitial atom in the 2D lattice has a low
mobility and resembles a Brownian particle only at
high temperatures. However, its configuration can eas-
ily be transformed into a dislocation dipole, which may
ensure directional motion of the defect to the crystal
boundary even at low temperatures. As the temperature
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Fig. 9. Cinema frames depicting the motion of the intersti-
tial defect for K0 = 0.2D.
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increases, the probability of direct and inverse transi-
tions between the point-defect and dislocation-dipole
states, leading to a change in the slip direction of the
linear defect, becomes appreciable. It is important to
emphasize that, although the thermal motion increases
the mobility of the defect, the time of its emergence at
the free surface of the crystal increases due to the
Brownian component of its trajectory.
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Abstract—Low-energy electron diffraction, thermodesorption spectroscopy, and contact potential difference
techniques were used in a first study on the coadsorption of Sm and Yb atoms on the Si(111) surface. At com-
paratively low coverages, in both one-component adsorption systems of the rare-earth metal–Si(111) type and
the two-component system (Sm + Yb)–Si(111), the same sequence of diffraction patterns of the (n × 1) type,
where n = 3, 5, and 7, was observed. This indicates that Sm and Yb atoms occupy the same adsorption centers

in a mixed film. At higher coverages, at which the (  × )R30° reconstruction forms in the case of the Sm–
Si(111) system and the surface undergoes the 2 × 1 reconstruction in the Yb–Si(111) system, the structure of
the mixed film is governed by the ytterbium coverage θ(Yb). At low ytterbium coverages, θ(Yb) < 0.15, super-

position of the (  × )R30° and (2 × 1) diffraction patterns is observed. For θ(Yb) > 0.15, however, the
former pattern disappears, whereas the latter persists. A comparison of this evolution of a binary adsorbed layer
with the properties of the Sm–Si(111) and Yb–Si(111) systems indicates its anomalous character. © 2003 MAIK
“Nauka/Interperiodica”.

3 3

3 3
1. INTRODUCTION

In the literature a wealth of data on the metal–
Si(111) adsorption systems has been accumulated (see,
e.g., [1, 2]). It has been shown, in particular, that the
atomic structure of a two-dimensional (2D) adsorbed
metal film forming on the silicon surface is determined
primarily by the electronic structure of the adsorbate
atoms and that adsorption of metals having a similar
electronic structure produces, as a rule, similar recon-
structions. For instance, metals of Group III (e.g., B [3],
Al [4], Ga [5, 6], In [7]) form a hexagonal structure with

a (  × )R30° unit cell on Si(111), whereas Group-
II metals (for example, Mg [8], Ca [9–11], Ba [12]), as
well as divalent rare-earth metals (REMs) Yb [13, 14]
and Eu [15], exhibit a trend to forming n × 1 reconstruc-
tions consisting of atomic chains.

However, despite the considerable interest
expressed in the phenomenon of metal adsorption on
the (111) surface of silicon, as well as in the physical
and chemical properties of the 2D surface layers form-
ing in the process, there are comparatively few studies
dealing with (M1 + M2)–Si(111) adsorption systems in
which two different metals, M1 and M2, are codepos-
ited on Si. Before the present study, information on
coadsorption of REM atoms on the surface of a semi-
conductor was totally lacking. Incidentally, the two-
component adsorbed films forming in such systems
may be of considerable interest, both from a scientific
standpoint and as having application potential. This
interest stems from the possibility of preparing

3 3
1063-7834/03/4503- $24.00 © 20579
ultrathin surface layers with unusual properties that
cannot be realized in the simpler, one-component
metal–silicon adsorption systems. Indeed, in ultrathin
binary adsorbed layers, lateral interaction couples not
only like atoms (as in the case of one-component adlay-
ers) but also atoms of different chemical natures, which
may give rise, in principle, to the formation of novel
surface alloys and reconstructions.

The present study deals with one (M1 + M2)–
Si(111) adsorption system, namely, a thin-film (Yb +
Sm)–Si(111) structure obtained by codeposition of two
REMs, ytterbium and samarium, on the silicon surface.
When deposited at low, submonolayer coverages, each
of these REMs forms 3 × 2, 5 × 1, and 7 × 1 2D recon-
structions on Si(111); by contrast, at high coverages,
the corresponding structures are substantially different
[13, 16–19]. The energies required to remove atoms of
Yb [16] and Sm [18] from one-component adsorbed
layers deposited on Si(111) into vacuum also differ
markedly. It thus appeared reasonable to expect that
this difference would make it possible to expel atoms of
one adsorbate in a two-component Sm + Yb film
adsorbed onto the Si(111) surface by using atoms of
another adsorbate, with the subsequent formation of
novel binary adsorption structures.1 Guided by these
intuitive notions, we focused our attention on investi-
gating the formation and properties of a binary
adsorbed layer in the (Yb + Sm)–Si(111) film system.

1 The formation of new reconstructions in the transition layer at the
REM–Si(111) interface is a topical problem in the preparation of
high-quality REM silicide epitaxial films.
003 MAIK “Nauka/Interperiodica”
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2. EXPERIMENTAL TECHNIQUE

The experiments were performed in situ in an ultra-
high-vacuum (UHV) setup providing a base pressure of
6 × 10–11 Torr, which was described in considerable
detail in our earlier publications [15, 16]. The Si sam-
ples were phosphorus-doped n-type substrates with an
electrical resistivity of 7.5 Ω cm, and were cut in thin
40 × 2 × 0.3-mm ribbons from polished plates with a
predominantly (111) oriented surface. The cleanness
and atomic structure of the surfaces of these samples
and of the adsorbate films deposited on them were
checked using Auger electron spectroscopy and low-
energy electron diffraction (LEED). The substrates
were heated by a direct flow of dc or ac electric current
through the substrates. The sample temperature in the
region T ≤ 1000 K was measured with an IRCON
(infrared) pyrometer and at T ≥ 1000 K, with a PYRO
optical pyrometer.

Yb and Sm were deposited on the surfaces to be
studied from tantalum ampules. During the experi-
ments, the pressure in the UHV chamber was main-
tained in the interval 4 × 10–10–2 × 10–9 Torr, depending
on the evaporator temperature. One monolayer of each
of the adsorbates, θ(Sm) = θ(Yb) = 1, was nominally
identified with the adsorbed atom concentration 7.84 ×
1014 cm–2 equal to the Si atom concentration on a non-
reconstructed Si(111) 1 × 1 surface. The rate of metal
deposition on the substrate was about 0.01 monolayer
per second. The crystal surface was cleaned completely
of adsorbates by high-temperature annealing to 1500 K.

(‡)

(b)

(c)

(d)

Fig. 1. Diffraction patterns for the (Sm + Yb)–Si(111) sys-

tem: (a) 3 × 1, (b) , (c) 2 × 1, and (d) (  × )R30° +
(3 × 1).

3 3 3
P

The rate of desorption of Yb or Sm atoms from the sur-
face was measured with a mass spectrometer. After
complete removal of REM atoms from the substrate
and cooling to room temperature, the diffractometer
screen quickly displayed the (7 × 7) diffraction pattern
characteristic of an atomically clean, ordered (111) sur-
face of this semiconductor. The quality of this electron
diffraction pattern did not deteriorate following multi-
ple depositions of adsorbed layers on the substrate and
their subsequent evaporation into vacuum.

The experimental data presented in Section 3 of this
communication were obtained using LEED, contact-
potential difference (CPD), and thermodesorption
spectroscopy (TDS). The TDS was employed to obtain
spectra of two types, ν(Sm) = f(T) and ν(Yb) = f(T),
where ν(Sm) is the desorption rate of Sm atoms from
the surface, ν(Yb) is the same for the Yb atoms, and T
is the sample temperature. The ν(Sm) = f(T) spectra
were obtained for (Sm + Yb)–Si(111) film structures
with the same samarium coverages, θ(Sm), but differ-
ent ytterbium coverages, θ(Yb), before the increase in
sample temperature and the start of TD measurements.
The ν(Yb) = f(T) spectra were measured in the same
manner, but in this case, θ(Sm) was varied at a fixed
θ(Yb).

3. RESULTS AND DISCUSSION

3.1. LEED

We obtained diffraction patterns from an Si surface
coated by a binary Yb + Sm adsorbed film for a number
of θ(Sm) and θ(Yb) values. Below, we consider three
series of such patterns measured for the three values of
θ(Yb): 0.07, 0.22, and 0.44. During the REM deposi-
tion, the substrate temperature was maintained, unless
otherwise specified, at 800 K. The temperature was
maintained high in order for ordered two-dimensional
structures of REM atoms to form in adsorption on the
silicon surface. The LEED patterns were studied both at
room and higher temperatures, up to T = 900 K, at
which ytterbium, the more easily vaporizable adsor-
bate, starts to desorb from the surface of the system.
The LEED pattern symmetry did not change within the
above temperature interval.

3.1.1. qqqq(Yb) = 0.07. Deposition of this amount of
ytterbium atoms on Si(111) 7 × 7 produced a (3 × 1) dif-
fraction pattern with an enhanced background. The (7 ×
7) reflections became very weak. Deposition of Sm
improved the observed diffraction pattern. The (3 × 1)
reflections grew stronger, the background decreased, and
the (7 × 7) reflections disappeared completely already at
θ(Sm) = 0.03. This diffraction pattern is shown in
Fig. 1a. It practically did not change up to coverages
θ(Sm) = 0.12.

Attempts at deciphering the (3 × 1) diffraction pat-
tern, which was also observed earlier in the Yb–Si(111)
and Sm–Si(111) system were made in [13, 14]. Accord-
ing to those studies, this pattern can be identified in
HYSICS OF THE SOLID STATE      Vol. 45      No. 3      2003
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direct space with a 2D chain structure with a 3 × 2 unit
cell. Therefore, these results give one grounds to con-
clude that, at low coverages, the ytterbium and samar-
ium atoms in the (Sm + Yb)–Si(111) system cooperate
in forming the 3 × 2 reconstruction. Note that the dif-
fraction pattern corresponding to this reconstruction
was the best, as already mentioned, within the coverage
interval 0.10 ≤ θ(Yb) + θ(Sm) ≤ 0.19. The upper bound-
ary of this interval is close to the theoretical value of θ
at which the 3 × 2 structure is formed completely (1/6
monolayer, θ = 0.17). One may thus conclude that Sm
and Yb atoms occupy the same adsorption centers in the
cell of the 3 × 2 structure.

Increasing the samarium coverage in the interval
θ(Sm) = 0.12–0.15 was accompanied by an increase in
the background. After the coverage reached θ(Sm) =
0.18, fractional-order reflections in the (3 × 1) diffraction
pattern acquired the shape of an ellipse extended toward
the nearest integer reflections. Finally, at θ(Sm) = 0.22
(total coverage θ(Yb) + θ(Sm) = 0.29), the (3 × 1) pattern
was replaced by a (5 × 1) structure, which persisted up to
θ(Sm) = 0.25.

As the coverage was increased still more, to the
interval 0.28 ≤ θ(Sm) ≤ 0.48, the patterns observed
could not be identified reliably because of their poor
quality. Finally, at θ(Sm) = 0.48, the characteristic pat-
tern shown in Fig. 1b appeared. This pattern represents

a combination of (  × )R30° reflections with
additional broad spots. The latter are located close to

the superstructural reflections of the (  × )R30°
pattern. This pattern persists as θ(Sm) is increased.
Note that the same diffraction pattern was observed
with the one-component Sm–Si(111) adsorption sys-
tem [14, 18–20]. For the sake of brevity, the diffraction

pattern of Fig. 1b will be denoted by ( ) and the cor-

responding structure, by  or –Sm.

Thus, at low ytterbium concentrations in the two-
component (Sm + Yb)–Si(111) adsorption system, the
sequence of the LEED patterns and of the correspond-
ing 2D structures in direct space, which change with
increasing silicon coverage by samarium atoms, is, on
the whole, similar to the sequence observed in the case
of the simpler, one-component Sm–Si(111) adsystem.

3.1.2. qqqq(Yb) = 0.22 and 0.44. At θ(Yb) = 0.22 and
θ(Sm) = 0, (3 × 1) patterns could be discriminated
against an enhanced background. Deposition of a 0.05
Sm monolayer on this surface transferred this pattern to
(5 × 1). At θ(Sm) = 0.10, the background in the micro-
graph increased, and for θ(Sm) = 0.15–0.20, the image
could no longer be identified. Finally, at θ(Sm) = 0.25
(total coverage, θ(Yb) + θ(Sm) = 0.47), the (2 × 1)
structure shown in Fig. 1c appeared on the diffractome-
ter screen. This pattern did not exhibit any changes with
further deposition of samarium.

In the θ(Yb) = 0.44 case, the (2 × 1) pattern was seen
before the Sm deposition. The brightness of the frac-

3 3

3 3

3

3 3
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tional reflections observed in this pattern was relatively
weak. For the samarium coverage close to θ(Sm) =
0.05, the (2 × 1) superstructural reflections became
more distinct and bright and the diffuse background
waned. A further increase in Sm coverage did not pro-
duce any noticeable changes in the (2 × 1) diffraction
pattern.

In summary, we should stress the important differ-
ence between ytterbium-poor two-component adsys-
tems (the case of θ(Yb) = 0.07), on the one hand, and
systems enriched with this metal (the cases θ(Yb) =
0.22, 0.44), on the other. This difference consists, first,
in that, at high total coverages θ(Yb) + θ(Sm), the struc-
ture forming in the former case is  and in the latter,
2 × 1, which comes as a surprise. Indeed, according to
earlier studies [16, 18], the chemisorption bonding of
Sm atoms with the substrate is stronger than that of the
Yb atoms. One could thus expect that the geometry of
two-dimensional structures in the (Yb + Sm)–Si(111)
system would be determined primarily by Sm atoms
and, hence, that the reconstructions produced by
adsorption of these atoms together with Yb atoms on
the Si(111) surface would follow the same sequence as
that in the Sm–Si(111) system. As seen from the above
data, however, this expectation fails for the  recon-
struction. For θ(Yb) = 0.22 and 0.44, the 2 × 1 structure
forms instead in the two-component adsystem. This
should be apparently attributed to the –Sm structure
being fairly unstable and to its formation being energet-
ically unfavorable for a sufficient amount of Yb atoms.
Note that, in the Sm–Si(111) system, this structure is
also not very stable and, as shown in our earlier study
[18], transforms irreversibly to the 7 × 1 structure when
the substrate is heated to 1100 K; this transition is not
accompanied by any change in the surface concentra-
tion of Sm atoms.

We used LEED in this study to determine the cover-

age θ(Yb) at which the   2 × 1 transition occurs
in the (Yb + Sm)–Si(111) system. This was done by
depositing various amounts of Yb atoms on the –Sm
structure at a silicon crystal temperature of 800 K. It
was established that the   2 × 1 transition takes
place within the coverage interval θ(Yb) = 0.10–0.15,
in which both patterns are seen to coexist on the diffrac-
tometer screen. For θ(Yb) > 0.15, the ( ) diffraction
pattern disappears completely, leaving the (2 × 1) struc-
ture. The latter remains unchanged with increasing
θ(Sm) coverage. Thus, a relatively small addition of Yb
atoms (0.10–0.15 monolayers) to the surface concen-
tration of Sm atoms is enough to destroy the –Sm
structure. Comparing this figure with a similar value
θ = 0.43, at which 2 × 1 reconstruction also starts in the
Yb–Si(111) system, we come to the conclusion that the
2 × 1–(Sm + Yb) structure is formed with the participa-
tion not only of Yb atoms but also of Sm atoms. The lat-

3

3

3

3

3

3

3

3

3



582 KUZ’MIN et al.
ter gives us grounds to suggest that this structure is a
new, previously unobserved surface phase,.

The experimental data obtained in this study permit

a conclusion that the   2 × 1 transition is a ther-
mally activated process with a fairly high activation
energy. This conclusion follows, for instance, from the
observation that if Yb atoms are deposited on the

−Sm structure not at 800 K, as was done in the
above experiments, but at T = 300 K, the   2 × 1
transition does not occur. In this case, for θ(Yb) ≥ 0.1,
one observes on the diffractometer screen a superposi-

tion of the (  × )R30° and (3 × 1) diffraction pat-
terns, with part of the reflections lacking in the latter
(Fig. 1d). This implies that the mobility of Yb atoms on
the surface is high enough to produce an ordered
adsorbed layer even at room temperature. In spite of
this, however, the   2 × 1 transition does not take
place.

3.2. CPD

According to Subsection 3.1, the (Yb + Sm)–Si(111)
system undergoes a   2 × 1 structural rearrange-
ment in the coverage region θ(Yb) = 0.1–0.15. These
reconstructions differ considerably from each other in
geometric structure. Therefore, one could expect their
electronic properties to also differ considerably. In test-
ing this conjecture, we used the CPD method, which is
very sensitive to the electronic state of the surface. We
present below experimental data obtained by this
method. However, prior to turning to analyzing there

3

3
3
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∆ϕ
, e
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Fig. 2. Work function plotted vs. coverage for the systems
(1) Sm–Si(111) and (2, 3) (Sm + Yb)–Si(111). During Yb

deposition on the –Sm structure, the substrate tempera-
ture was maintained equal to (2) 300 and (3) 800 K.

3

P

data, a more detailed consideration of the atomic struc-
ture of the  reconstruction in the Sm–Si(111) system
would be expedient. According to current notions [14],
this structure is formed by two layers of samarium
atoms. The lower layer consists of trivalent atoms and
has a hexagonal structure. This layer accounts for the

(  × )R30° reflections in the observed ( ) dif-
fraction pattern. The top layer, which is visualized in
direct space using scanning tunneling microscopy, is
formed by divalent Sm atoms and is poorly ordered.
This layer produces broadened spots in the diffraction
pattern [14]. Obviously enough, the reconstruction in
question differs considerably in atomic structure from
the 2 × 1 chain structure [13, 14].

Figure 2 plots the work function ∆ϕ = ϕ – ϕ0 (ϕ0 and
ϕ are, respectively, the work functions of a clean
Si(111)–7 × 7 face and of the same face after deposition
on it of either Sm or Sm + Yb) versus coverage. Curve 1
was obtained for a Sm–Si(111) system heated to 900 K.
The minimum of this curve, lying at θ(Sm) = 0.62
(identified by an arrow), corresponds to the two-layer

–Sm reconstruction just discussed and is equal to
∆ϕ = –0.93 eV. This clearly pronounced feature indi-
cates that the work function of the Si(111) coated by the
above structure is substantially lower than the analo-
gous figures for n × 1 chain structures forming at lower
coverages. The reasons for this difference, as discussed
earlier in [19, 20], are the existence of an oriented elec-
tric dipole moment formed by Sm2+ and Sm3+ ions in
the double surface layer of the –Sm reconstruction
(Fig. 3a).

If one deposits Yb at room temperature on the –
Sm reconstruction, the value of ϕ will decrease even
further. Curve 2 in Fig. 2 illustrates the dependence of
the work function on coverage θ(Yb) for this case. The

value of θ(Sm) at which Yb was deposited on the 
reconstruction was 0.62. Plotted on the horizontal axis
for this dependence are the values of the total coverage,
θ(Yb) + θ(Sm). The decrease in the work function
occurring as a result of Yb deposition is due, in our
opinion, to the incorporation of electropositive atoms
of this REM into the top layer of the –Sm reconstruc-
tion (Sm2+ atoms) and to the formation of the corre-
sponding extra dipole moment between the atoms of
the first and second layers in the adsorbed film
(Fig. 3b). This interpretation fits the LEED data well.
According to these data (Subsection 3.1), the broad
spots in the diffraction pattern obtained for the –Sm
reconstruction (Fig. 1b) become replaced already at
low Yb coverages by (3 × 1) reflections from the top
layer of the adsorbate (Fig. 1d); at the same time, the

reflections due to the true (  × )R30° structure
(the bottom layer) remain unchanged.
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The situation changes radically in the case where
ytterbium is deposited on the –Sm reconstruction at
a high temperature or where the substrate, together with
the Yb layer deposited on its surface at room tempera-
ture, is heated at higher temperatures. Curve 3 in Fig. 2
illustrates the concentration dependence of the work
function obtained with Yb deposited on a sample heated
to 800 K. Deposition of ytterbium atoms is seen to
bring about a fast rise in the work function. At θ(Yb) =
0.3, ∆ϕ becomes equal to –0.63 eV and its growth
stops. The limiting value ∆ϕ = –0.63 eV coincides with
analogous values obtained for the 2 × 1 structure in the
Yb–Si(111) system and the ytterbium silicide and
exceeds the values of ∆ϕ for the samarium silicide by
0.17 eV in absolute magnitude. This indicates that not
only the structure but also the electronic properties of
the two-component (Sm + Yb)–Si(111) system formed
by depositing even a comparatively small amount of Yb
on the –Sm structure coincide with those of the Yb–
Si(111) system. We believe that clues to explaining
these observations should be looked for in the follow-
ing. One may conceive of the formation of more than
one two-dimensional reconstruction in each of the one-
component systems Sm–Si(111) and Yb–Si(111) at any
submonolayer coverage. The reconstruction to be real-
ized in an experiment, however, is that which is ener-
getically preferable. Adding a second component, even
in a small amount, may qualitatively change the situa-
tion, making reconstruction with another structure
energetically more favorable. The   2 × 1 phase
transition occurring when ytterbium is added to the
Sm–Si(111) system is apparently of this nature. Based
on this approach, it appears reasonable to conjecture
that the transition from the  structure to the 2 × 1
rather than to any other structure should be attributed to
2 × 1 being the energetically preferable structure in the
Yb–Si(111) one-component system.

3.3. TDS

As follows from the results presented in Subsec-
tion 3.1, Sm and Yb atoms can occupy the same adsorp-
tion centers in the 3 × 2, 5 × 1, and 7 × 1 chain struc-
tures. These data, however, do not provide an answer to
the question of how the adlayer will form in cases
where the total number of Sm and Yb atoms exceeds the
number of adsorption centers in any of the structures.
We employed the TDS method to obtain the relevant
information. The TDS experiments established, first of
all, that the TD spectra ν(Sm) = f(T) and ν(Yb) = f(T)
obtained for the (Yb + Sm)–Si(111) system do not
depend on its prehistory. It was found, first, that the
shape of these spectra does not depend on the sequence
in which the adsorbates were deposited on the sample
and, second, that neither is of this spectra affected by
the substrate temperature at which the deposition was
carried out (300–800 K).
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A characteristic feature of the ν(Sm) = f(T) spectra
(not presented in this communication) is that they do
not depend on the θ(Yb) coverage and are fully identi-
cal in shape, for all values of this coverage, to the TD
spectra obtained for the Sm–Si(111) system studied by
us earlier [18]. The reason for this is that, at the temper-
atures at which samarium starts to desorb [18], the sur-
face is already practically free of ytterbium [16, 21].

The situation with the ν(Yb) = f(T) spectra is radi-
cally different. Their shape and structure depended con-
siderably on the actual amount of Sm deposited on the
surface. This is particularly well illustrated in Fig. 4,
which shows two series of such spectra measured at
fixed coverages θ(Yb) = 0.22 and 0.44. For θ(Sm) = 0,
the TD spectra (spectra 1) contain either two “adsorp-
tion” peaks, A1 and A2, or four such peaks, A1, A2, A3,
and A4, depending on the concentration of adsorbed Yb
atoms. These spectra are identical to those obtained by
us earlier [16, 21]. As the θ(Sm) coverage increases, the
spectra start to transform. In the θ(Yb) = 0.22 case
(Fig. 4a), within the coverage interval θ(Sm) = 0–0.15
(spectra 1–4), peak A1 disappears gradually, peak A2
grows, and a new peak, A3, appears at θ(Sm) = 0.10.
Subsequently, peaks A2 and A3 merge and their position
on the temperature scale varies nonmonotonically with
θ(Sm).

The TD spectra of the other series, with θ(Yb) =
0.44 (Fig. 4b), evolve in a similar manner. In the cover-
age interval θ(Sm) = 0–0.15 (spectra 1–4), peaks A1 and
A2 decrease in amplitude, with the first of them leading,
while peaks A3 and A4 grow. At θ(Sm) = 0.15, peak A1
disappears and, at θ(Sm) = 0.2, it is followed by peak
A2; then, at θ(Sm) ≥ 0.4, peaks A3 and A4 merge and the
spectra become similar in shape to those obtained in the

Si

Si

Sm3+Sm2+Yb

(b)

(a)

Fig. 3. Arrangement of adsorbed atoms in the structures (a)

–Sm and (b) (Sm + Yb)–Si(111) (obtained at room tem-
perature).

3

3
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preceding series for θ(Sm) ≥ 0.25 (spectra 6–12 in
Fig. 4a).

An analysis of the above TD spectra measured for
θ(Sm) ≤ 0.15 and their comparison with the LEED data
permit the conclusion that Sm atoms substitute practi-
cally completely for the Yb atoms in the 3 × 2 structure
in this coverage interval. This result finds a natural
explanation if one draws on the data reported in [16,
18]. According to those data, the energy E0 required to
remove an Sm atom from the 3 × 2 structure into vac-
uum exceeds that for an Yb atom by about 0.5 eV. This
implies that the 3 × 2 reconstruction formed by Yb
atoms is energetically less favorable than the same
structure formed by Sm atoms.

The evolution of the ν(Yb) = f (T ) spectra for
θ(Sm) > 0.15 (Fig. 4) can be interpreted along the same
lines. The redistribution of the peaks in these spectra
(the decrease of peaks A2 and the growth of peaks A3
and A4 in amplitude) gives one grounds to assume that
substitution of samarium atoms for ytterbium also
occurs at higher coverages θ(Sm).2 This conclusion

2 A case in point is the coverages at which the –Sm structure
does not yet form.
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Fig. 4. TD spectra ν(Yb) = f(T). (a) θ(Yb) = 0.22 and θ(Sm)
is equal to (1) 0, (2) 0.05, (3) 0.1, (4) 0.15, (5) 0.2, (6) 0.25,
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likewise appears reasonable, because, in order to draw
it, one has only to compare the temperature regions
within which Sm and Yb atoms desorb (see above).

4. CONCLUSIONS

Thus, the results of our present study suggest that,
within the low-coverage region, in which Sm and Yb
atoms form n × 1 and n × 2 chain structures, the former
atoms substitute for the latter. At higher coverages,
where only adsorption of Yb atoms on the silicon sur-
face is accompanied by the formation of a 2 × 1 chain
reconstruction, while adsorption of Sm atoms leads to

the formation of a more complicated structure ,
coadsorbing ytterbium gives rise to the   2 × 1
phase transition.
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Abstract—The vibrational spectra of the Cu(100) surface covered with one or two Ni monolayers are calcu-
lated using the embedded-atom method. The surface relaxation, the dispersion of surface phonons, and the
polarization of vibrational modes of the adsorbate and the substrate are discussed in detail. The theoretical
results are in good agreement with experimental data and can be used for their interpretation. The changes
observed in the interatomic interactions upon application of nickel adsorbates to the copper substrate are con-
sidered. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The dynamic properties of metal surfaces covered
with adsorbates have attracted the particular attention
of many researchers, because an adsorbed layer modi-
fies the spectrum of surface phonons and encourages
the generation of new localized or resonant modes.
Moreover, investigation of the vibrational spectra can
provide a better insight into the mechanisms of interac-
tion between substrates and adlayers [1, 2].

Phonon modes of clean Cu and Ni surfaces and sur-
faces of these metals covered with adsorbates, for the
most part, have been experimentally studied using
high-resolution electron energy loss spectroscopy [3]
and inelastic helium-atom scattering [1]. In particular,
Stuhlmann and Ibach [3] examined the dispersion of
the Rayleigh mode and surface resonance along the

[(100)] direction for a Cu(100) surface covered
with one (1 ML) or two (2 ML) Ni monolayers. As a
rule, the experimental results have been theoretically
interpreted in the framework of the models of force
constants fitted to the experimental behavior of the
Rayleigh mode [3].

In the present work, the vibrational spectra of n ML
Ni/Cu(100) (n = 1, 2) relaxed surfaces were calculated
using the embedded-atom method. Within this
approach, the total energy contains a contribution deter-
mined by the electron density and characterizing the
multiparticle interactions [4, 5]. The embedded-atom
method has been successfully employed to analyze the
surface properties of pure metals, alloys, and materials
covered with adsorbates [5–8].

ΓM
1063-7834/03/4503- $24.00 © 20586
2. COMPUTATIONAL TECHNIQUE

In the framework of the embedded-atom method [4,
5], the potential energy has the form

 (1)

In this relationship, the first term describes the multi-
particle effects and the second term represents the pair
atomic potential. Here, Fi is the energy of the embedded
atom, which is determined by the electron density ρi at
the ith site, and rij is the distance between the ith and jth
atoms. The electron density ρi is defined as a superpo-
sition of atomic electron densities:

 (2)

where the densities  are found from the solution of
the problem for a free atom in the local-density func-
tional approximation [9]. We took into account the
interatomic interactions up to and including the fourth
coordination shell. The parameters of the method were
determined by fitting to the experimental data on the
sublimation energies, equilibrium volumes, energies of
vacancy formation, bulk moduli, and elastic moduli for
copper and nickel, as well as on the energy of formation
of a nickel–copper alloy [5].

3. RESULTS AND DISCUSSION

The equilibrium location of the surface layers (the
relaxed geometry) was determined using the molecular
dynamics technique at zero temperature. According to

E Fi ρi( ) 1/2 ϕ rij( ).
ij

∑+
i

∑=

ρi ρ j
a

rij( ),
i j≠
∑=

ρ j
a
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Fig. 1. Calculated phonon dispersion curves for a 2 ML Ni/Cu(100) relaxed 30-layer film. Closed circles indicate the surface states.
the molecular dynamics calculations for the 1 ML
Ni/Cu(100) surface, the distance  between the
surface layers is 9.6% shorter than the interlayer dis-
tance in bulk copper. For the 2 ML Ni/Cu(100) surface,
the first interlayer distance  (the subscripts s
and i refer to the surface and interface, respectively) is
3.7% shorter than the interlayer distance in bulk nickel.
The distance  between the substrate and the
nickel interfacial adlayer also decreases by 2% and
actually corresponds to the interlayer distance in nickel.
Note that, in both cases, the surface layer of the sub-
strate relaxes toward the adlayers. As a result, the first
interlayer distance  increases by 0.4–1.2%.
This behavior is not characteristic of clean surfaces of
face-centered cubic metals with (100) and (111) close
packings, in which the change in the interlayer distance
near the surface, as a rule, does not exceed a few per-
cent. In particular, the relaxation of the upper atomic
layer for Cu(100) and Ni(100) is approximately equal
to 1.4–2.0%, which agrees well with the calculations
performed in [10, 11]. Therefore, the results obtained
indicate that, on the one hand, the application of nickel
adlayers to the substrate brings about an increase in the
surface relaxation. On the other hand, an increase in the
thickness of the nickel coating and the distance from
the nickel surface layer to the copper substrate leads to
a decrease in the relaxation of the surface layer.

The vibrational spectra were calculated in the
framework of the thin film model. For this purpose, we
used a Cu(100) 30-layer film covered with one or two
p(1 × 1) monolayers of nickel on both sides. The disper-

dNi–Cu1

dNi s( )–Ni i( )

dCu1–Ni i( )

dCu1–Cu2
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sion curves were calculated for the 1 ML Ni/Cu(100)
and 2 ML Ni/Cu(100) relaxed surfaces along all the
directions of the two-dimensional Brillouin zone. The
spectrum of surface states for 1 ML Ni/Cu(100) was
described in detail in our earlier work [8]. The main
feature revealed in this system resides in the fact that
there occurs a strong hybridization of the vertically
polarized mode of the nickel adlayer with the Rayleigh
mode of the substrate as the magnitude of the wave vec-
tor k decreases. The frequency of the vibrational state
of the Cu(100) surface decreases considerably more
rapidly than that of the Ni(100) surface [3, 8]. The
smaller the magnitude of the wave vector k, the deeper
the penetration of the Rayleigh mode into the substrate
and the weaker the effect of the adsorbate. As a conse-
quence, this mode for small magnitudes of k behaves
like a Rayleigh mode of the Cu(100) surface. Another
feature is the appearance of high-frequency surface
states above the bulk phonon spectrum.

Figure 1 shows the dispersion curves for the 2 ML

Ni/Cu(100) surface along the  and  directions
of the two-dimensional Brillouin zone. In this paper, we
will restrict our consideration to the special case of the
aforementioned two directions, because the experimen-
tal data for these directions are available in the litera-
ture [3]. As can be seen from Fig. 1, there exist two sur-
face states below the projection of the bulk modes along

the  direction. The lower surface state with a fre-
quency of 4.72 THz at the M point represents the Ray-
leigh mode of the substrate and can be associated with
vibrations of the substrate atoms in the direction per-
pendicular to the surface. The upper surface state man-
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ifests itself only in the vicinity of the M point (at a fre-
quency of 4.93 THz), is completely localized at the Ni
surface layer, and exhibits a polarization identical to
that of the former state. Therefore, the application of
the second Ni adlayer to the Cu(100) surface brings
about the generation of the Rayleigh mode of the
adlayer. The analogous state is absent in the case of one
Ni monolayer. According to the experimental data
obtained by Stuhlmann and Ibach [3], the frequency of
the lower surface state for the 2 ML Ni/Cu(100) system
is equal to 4.95 THz at the M point, which is in good
agreement with our results. It should be noted that,
above the bulk phonon spectrum, there exists a doubly
degenerate surface state (along each direction of the
two-dimensional Brillouin zone) which is 100% local-

ized in the adlayers. In the  and  directions, this
mode is split into two modes attributed to longitudinal
and vertical vibrations of atoms (the lower and upper
modes, respectively). In this situation, the vibrational
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Fig. 2. Local densities of states for the (a) 1 ML Ni/Cu(100)
and (b) 2 ML Ni/Cu(100) surfaces (solid lines) and for the
central layer of the copper film (dashed lines).
PH
modes are predominantly (~80%) localized at the Ni

interfacial layer. A similar state is observed in the 
direction but is associated with transverse vibrations of
atoms in the plane of the interfacial layer.

It should be emphasized that only the lower mode in

the  direction is completely localized at the sub-
strate. All the other surface states either are associated
with atomic vibrations of the nickel adlayers or corre-
spond to mixed modes, i.e., when both the substrate and
adsorbate atoms participate in vibrations. This suggests
a strong hybridization of the vibrational states of the
substrate and the adlayers. Another feature is the
appearance of high-frequency surface modes at the Γ
point. These states are characteristic of vicinal
(stepped) metal surfaces [12] and are not observed for
the (100) and (111) surfaces of face-centered cubic
metals.

The local densities of states for the 1 ML
Ni/Cu(100) and 2 ML Ni/Cu(100) surfaces are depicted
by solid lines in Fig. 2. In addition, the dashed lines in
this figure represent the local densities of states for the
central layer of the copper film (the densities of states
are normalized to unity). It can be seen from Fig. 2 that
the local density of states for the surface layer exhibits
three peaks. The main contribution to the first peak is
made by the low-frequency modes located below the
bulk states. The second peak is determined by the states
at the Brillouin zone boundary in the band gaps. All
these states are characterized by mixed vibrations. The
third (high-frequency) peak is associated with longitu-
dinal and transverse vibrations of the adlayer atoms. As
is clearly seen from Fig. 2b, the surface states are pre-
dominantly (~70%) localized at the Ni interfacial layer.
Furthermore, the phonon modes are softened as com-
pared to the bulk states. However, this softening is sub-
stantially less pronounced than that for the Cu(100) and
Ni(100) clean surfaces [10, 11]. Analysis of the local
densities of states shows that even the second layer of
the substrate is virtually identical to the central layer of
the film.

A change in the interatomic interactions upon appli-
cation of adsorbates to the substrate noticeably affects
the vibrational spectra. In this respect, we calculated
the force constants for the 1 ML Ni/Cu(100) and 2 ML
Ni/Cu(100) surfaces. The results of our calculations
indicate that the interatomic interactions in the plane of
the Ni interfacial layer are significantly weaker (by
~50%) than those in bulk nickel. Such a weakening is
not typical of the Cu(100) and Ni(100) clean surfaces
and could be caused by the substrate. The change
observed in the interatomic interaction has defied
explanation in terms of surface relaxation alone. In this
case, consideration must also be given to the change in
the electronic structure of the nickel film. The theoreti-
cal calculations performed by Wang Ding-Sheng et al.
[13] demonstrated that, in these systems, the electron
orbitals of copper and nickel atoms undergo a strong

ΓX

ΓM
YSICS OF THE SOLID STATE      Vol. 45      No. 3      2003



        

VIBRATIONAL STATES OF THE Cu(100)

 

 

 

SURFACES 589

                                   
hybridization and charge transfer occurs from the sub-
strate to the Ni interfacial layer. The force constants of
interaction between the first two layers in the 1 ML
Ni/Cu(100) and 2 ML Ni/Cu(100) systems are 20–30%
larger than those in bulk metals. This situation is char-
acteristic of the (100) surface of face-centered cubic
metals and has been observed for the Cu(100) and
Ni(100) clean surfaces [3]. The interatomic interactions
in the Cu1 surface layer of the substrate are somewhat
stronger (by ~3.5%) than those in the bulk of the copper
film. A comparison shows that our data on the force
constants are in good agreement with the results
obtained in [3].

4. CONCLUSIONS
Thus, the above calculations of the equilibrium sur-

face geometry allowed us to make the inference that the
surface covered with an Ni monolayer undergoes a
relaxation. An increase in the thickness of the nickel
coating and the distance from the nickel surface layer to
the copper substrate leads a decrease in the relaxation
of the surface layer. The vibrational states were calcu-
lated for the 1 ML Ni/Cu(100) and 2 ML Ni/Cu(100)
surfaces. It was demonstrated that, in the former sys-
tem, strong hybridization of the vertically polarized
vibrational mode of the nickel adlayer with the Ray-
leigh mode of the substrate is observed at small magni-
tudes of the wave vector k. The Rayleigh mode of the
adsorbate is absent and appears only after the applica-
tion of the second Ni adlayer to the substrate. For the
2 ML Ni/Cu(100) system, virtually all the surface
states are localized at the nickel adlayers. The specific
feature of this system is the generation of high-fre-
quency surface modes at the Γ point. Similar modes are
characteristic of only vicinal surfaces of face-centered
cubic metals. Analysis of the force constants for the
1 ML Ni/Cu(100) and 2 ML Ni/Cu(100) surfaces
revealed that the interatomic interactions in the nickel
interfacial layer are substantially weaker than those in
PHYSICS OF THE SOLID STATE      Vol. 45      No. 3      200
bulk nickel. Moreover, it was found that the force con-
stants of interaction between the first two layers in these
systems exceed the constants for bulk metals.
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Abstract—The pseudopotential augmented-plane-wave method was used to study the surface structure of thin
copper films with monolayers of Co, Ni, and Cs. Local densities of electron states, distributions of charge den-
sities in the layers, and electron energy spectra are analyzed. The effect of adsorbates on the electronic proper-
ties of the Cu(001) surface and work function are discussed. Satisfactory agreement with available experimental
data has been obtained. © 2003 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The electron structure and two-dimensional magne-
tism of thin films of transition metals and their inter-
faces have remained an object of intense theoretical
research for the last two decades. The interest in these
properties primarily stems from their possible techno-
logical applications. It is known that if a surface layer is
formed by magnetic metals, then, with a decrease in the
dimensionality of the system, the magnetic moment at
the surface is enhanced as compared to the bulk [1–5].
Numerous works (see, e.g., [6–10] and references
therein) have been devoted to investigation of the mag-
netic properties of transition-metal layers on nonmag-
netic substrates, making it possible to control the film-
growth conditions [6–12]. It was shown that the surface
layers of Fe, Co, and Ni were ferromagnetic and their
magnetic moments were comparable with those of bulk
materials, whereas Cr and Mn form antiferromagnetic
layers. Processes that occur at the surface (especially,
upon interaction with various adsorbates) have a rather
complex nature. Usually, the surface is reconstructed,
and the mechanisms of reconstruction remain unclear
even in well-studied systems, such as copper or gold.
For example, on the surface of copper, the ordered sur-
face alloys MnCu/Cu(001) or NiCu/Cu(001) can form
[7, 11–13]; similar processes are observed on substrates
of transition metals (NiMn/Ni(001), MnCo/Co(001),
etc. [14–16]). Ab initio electron-structure calculations
permit not only obtaining sufficiently correct informa-
tion on the structural, magnetic, and electronic proper-
ties of such systems, but also making conclusions on
the most probable configuration of a reconstructed sur-
face. Changes in the work function ϕ in multilayer sys-
tems consisting of layers of transition metals or of tran-
sition-metal layers on an inert substrate are usually no
1063-7834/03/4503- $24.00 © 20590
more than a few electron volts; more substantial
changes occur if the substrate is coated with layers of
alkali metals, which are adsorbed layer-by-layer and
possess a high mobility on the surface.

The investigation of the electronic properties of
such systems continues to attract attention from
researchers [17–24]. To establish the factors that cause
a significant decrease in the work function, we first
should study the distribution of adsorbate electrons and
their interaction with surface states of the substrate. It
is known that at low concentrations of cesium (up to
approximately 0.3 monolayer (ML)), the work function
first decreases sharply, then reaches a minimum,
increases insignificantly, and goes onto a fixed level
[24]. In addition, no more than 1 ML of Cs can be
deposited on the surface of metals or semiconductors at
room temperature, since the heat of adsorption is very
small and the atoms of the second layer have only a
small lifetime at the surface. In this connection, it is
precisely the investigation of surface processes at low
coverages that is of the greatest interest. Such calcula-
tions, as a rule, are conducted in terms of the “jellium”
model for the adsorbates [22, 23]. In another approach,
the adsorbate, like the substrate, is simulated by atomic
layers [20, 21, 24, 25]. In this case, it is more difficult
to simulate the ranges of low adsorbate concentrations,
since huge supercells have to be calculated, which
requires large computing resources. On the other hand,
it is precisely this approach that can separate the inter-
actions responsible for the formation of the adsorbate–
substrate bonds and the preference for various positions
of the adsorbate atoms on the substrate [24, 25]. In this
work, we study the interaction of surface states of cop-
per with adlayers of cobalt, nickel, and cesium.
003 MAIK “Nauka/Interperiodica”
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Fig. 1. Local densities of states for relaxed seven-layer Cu(001) films and a monolayer of Ni on Cu(001). C and S denote a central
and a surface atom, respectively; S-1 and S-2 show the position of a layer relative to the surface. The dashed lines show the densities
of states for unrelaxed films.
2. COMPUTATION TECHNIQUE

The electron structure of copper thin films with
monolayers of Ni, Co, and Cs was calculated using the
spin-polarized full-potential linearized augmented-
plane-wave (FP LAPW) method [26] in the local-spin-
density approximation (LSDA) for the exchange-corre-
lation potential. The (001) surface was simulated by
five-layer to nine-layer films that were periodically
repeated in the direction perpendicular to the surface
and separated by vacuum spaces. The thickness of vac-
uum spaces was selected so as to exclude the interac-
tion of atoms at the film surfaces. As calculations show,
the thickness of a vacuum layer should be no less than
two lattice parameters of the bulk material in the case
of Co and Ni layers on the surface and three or four lat-
tice parameters for Cs. The expansions of the crystal
potential and charge density inside muffin-tin spheres
into series were restricted to lmax = 10. The nonspherical
contributions to the charge density and the potential
inside the spheres were taken into account to lmax = 4.
In the interstices (spaces between spheres), plane waves
with vectors of up to Kmax = 4 au–1 were used. The
potential in the interstices was represented in the form
of a Fourier expansion; summation over reciprocal-lat-
tice vectors was restricted to Gmax = 12. The self-consis-
tency procedure was conducted over 15 and 21k points
and stopped when the change in the total energy
became less than 10–4 Ry. The theoretically calculated
parameter of the fcc lattice of copper equal to 3.55 Å is
PHYSICS OF THE SOLID STATE      Vol. 45      No. 3      200
in good agreement with the data of [6], but is somewhat
smaller than the experimental value (3.61 Å). Two inner
layers were assumed to be separated by a fixed inter-
layer spacing d0 equal to that in the bulk material. The
spacings between other layers were optimized in terms
of Newton’s dynamics. The work function of the sur-
face was determined as the difference between the val-
ues of the potential in the middle of the vacuum region
and the Fermi energy.

3. RESULTS AND DISCUSSION

The results of calculations of the local density of elec-
tron states (LDOS) for a relaxed seven-layer copper film
and Ni/Cu(001) are displayed in Fig. 1. Similar to [6], we
obtained that even a five-layer film satisfactorily repro-
duces the surface structure and electron characteristics of
copper. The small negative relaxation (∆dij/d0 = –3.3%,
where ∆dij is the spacing between the ith and jth layers)
for the first interlayer spacing (i.e., for the distance
between the surface and subsurface layers) satisfactorily
agrees with the value –3.1% obtained in [6] but exceeds
the experimental value –2.4% [27]. The work function is
equal to 4.75 eV (4.83 eV in [6]), which satisfactorily
agrees with experiment (ϕ = 4.59–4.77 eV [28–30]). In
the case of the five-layer copper film with 1 ML of Ni,
an additional peak appears near the Fermi level EF,
which is caused by contributions from nickel, whereas,
in the presence of a Co layer, EF falls precisely onto the
3
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peak of the density of states (DOS) (Fig. 2a), which
may serve as evidence of structural instability in such a
system. For 1 ML of Ni on Cu(001), we obtained a suf-
ficiently large negative relaxation: ∆d12/d0 = –12.5%,
which satisfactorily agrees with the value –9.6% found
in calculations for a 30-layer system and with the value
–10% obtained in [31]. Note that the relaxation is very
sensitive to the lattice parameter in the plane of the film.
As was shown by our calculations, in the case of para-
magnetic monolayers of nickel and cobalt on a copper
substrate, the work function changes insignificantly
and reaches 5.13 and 5.30 eV in Ni/Cu and Co/Cu,
respectively. The last result is also in agreement with
the value 5.31 eV given in [6]. Spin-polarized calcula-
tions for Co/Cu(001) show the preferable formation of
a ferromagnetic Co layer on the surface with a magnetic
moment equal to 1.77 µB (1.71 µB calculated in [6] and
1.77 ± 0.1 µB experimentally determined in [32]). In
this case, the surface magnetic moment only insignifi-
cantly exceeds that for bulk hcp cobalt (1.56 µB).
Adsorption of cobalt leads to a small polarization of the
substrate, which decays very quickly with depth in the
film. The value of the magnetic moment for copper at
the interface is positive and equals 0.019 µB (0.024 µB
given in [6]). The magnetic moment oscillates, but the
oscillations are pronounced to a much smaller extent
than, e.g., those found in [33, 34] in titanium alloys
with cobalt or iron. The LDOSs for the magnetic layer
Co/Cu(001) are given in Fig. 2b. The splitting of states
with different spins leads to a shift of the sharp maximum
in the N(E) curve toward lower energies (to –1.4 eV) in
the case of spins directed along the magnetization
(these states are completely filled), whereas the states
with opposite spins are partly unoccupied and shifted
to above the Fermi energy, so that the center of gravity
of the d band is located at 0.3 eV. The states of the sub-
surface layer virtually do not change as compared to
those obtained in the paramagnetic case. The gain in the
total energy for the magnetic state is only 0.67 eV. The
work function decreases by 0.13 eV and agrees well
with the value 5.16 eV obtained in [6]. The magnetic
moment of nickel is known to be 0.3–0.6 µB [11]. In
this case, the electron structure and the work function
differ only insignificantly from the results obtained in
the paramagnetic calculation.

Figure 3 displays dispersion curves for the three
above systems calculated for the symmetry directions
of the two-dimensional Brillouin zone (BZ). The
results indicate the appearance of surface states caused
by cobalt and nickel, whereas the concentration of sur-
face states of copper becomes smaller; moreover, their
energy decreases. The classification of surface states is
frequently performed using the Shockley–Tamm
scheme, but this classification is too simplified and does
not describe all states, since it is based on simple, one-
dimensional models. For each surface state, we deter-
mined the degree of localization and the orbital compo-
sition—the characteristics that are useful for analyzing
PHYSICS OF THE SOLID STATE      Vol. 45      No. 3      200
interactions of these states of the substrate with adsor-
bates. The tables of these characteristics require a large
amount of space and, therefore, are not given here. Note
that, in general, all surface states have symmetry of the
d type and only few of them contain an admixture of s
and p orbitals. In addition, strong d–d hybridization of
the states occurs when monolayers of transition metals
are formed at the copper substrate.

In the case where CuNi/Cu(001), CuMn/Cu(001),
or NiMn/Ni(001) surface alloys were formed, which
were found to be preferable over monolayers of metals
on copper or nickel substrates [7, 11, 14, 15]; the work
function also changed only by fractions of an electron
volt. When studying titanium alloys with Fe, Co, and Ni
[34], we showed that the values of the work function
were close to those of the corresponding surfaces of
pure metals; i.e., the work function depends to a greater
degree on the characteristics of the surface layer than
on the composition of other layers. A similar picture
was obtained in terms of the jellium model [23] for the
adsorption of alkali metals, e.g., cesium, on substrates
of transition and noble metals.

In this work, we tried to describe the behavior of Cs
in the same manner as in the case of Ni and Co (see
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above), namely, as an additional atomic layer. Several
calculations were performed for both the p(1 × 1) and
c(2 × 2) structures in order to reduce the concentration
of the adsorbate. The use of the c(2 × 2) and p(1 × 1)
structures for analyzing adsorption does not lead to
substantial changes in electron characteristics but sig-
nificantly reduces the required computational capabil-
ity in the latter case. The evolution of the total and local
densities of states for this case is displayed in Fig. 4.
Although the DOS of Cs is sufficiently uniformly dis-
tributed over the entire energy range, the greatest con-
tribution comes from cesium only near the bottom of
the d band of copper and near the Fermi level. In fact,
the states from –8 eV to approximately –25 eV (they
are not given in full in Fig. 4) are caused by the contri-
butions from Cs. Changes in the LDOS of the surface
copper atom are pronounced more strongly than in the
jellium model [23], in particular, the center of gravity is
shifted from the Fermi level, but on the whole the
results are in good agreement with those obtained in
[23]. An analysis of partial densities of states of cesium
and of the surface and subsurface copper atoms shows
that the interaction of the adsorbate with the substrate
has a local character and depends on the geometry of
the adsorbate [24, 25], i.e., on its position with respect
to the substrate atoms. It is evident that the changes will
be most significant for the surface states of copper
located near the Fermi energy. We recall that the d band
of copper is occupied almost completely. To the surface
states, we refer only those states whose wave functions
are localized in the surface and subsurface layers and in
vacuum spaces for which the probability of localization
of the wave function is greater than 80%. The existence
P

of a sharp peak shifted toward the top of the d band as
compared to the DOS of the bulk material may be
related to strongly localized Tamm states lying in the
interval from –2.0 to –3.0 eV. The photoemission spec-
tra exhibit a substantial weakening of the sharp maxi-
mum near the upper boundary of the d band upon
chemisorption of various adsorbates on the Cu(001)
surface [35]; note that this weakening is independent of
the photon energy and the adsorbate nature and that this
effect is explained by the properties of only the sub-
strate itself. The surface states are shifted upon chemi-
sorption because of the formation of bonds with hemi-
sorbed particles. For example, at the  point of the BZ
near the Fermi level, there is a state with an almost par-
abolic band (Fig. 5b). In [23], this state is considered to
be surface-related; in our calculation, this state will be
surface if we use a weaker criterion (a less than 75%
probability of localization). Figure 6a displays a con-
tour map of distribution of the charge density for this
state. As the authors of [23] assert, it is precisely this
state (with a dz2 symmetry) that is predominant upon
the interaction with cesium. In our scheme, this state is
not a pure dz2 state but does contain admixtures of s and
pz orbitals. Upon chemisorption, cesium electrons
gradually begin interacting with surface states located
near the Fermi energy, which leads to their occupation
and shift from EF, as well as to the appearance of other
cesium-related states with a parabolic dispersion law
below the Fermi energy. At the same time, we should
note surface states lying near point , which are not
shown in [23]. These states are located much closer to
the Fermi level than the above state at the  point of the
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(‡) (b) (c)

(d) (e) (f)

Fig. 6. Contour maps of the distribution of charge densities for surface states located near the Fermi level at the points (a, b)  and
(d, e)  in Cu(001) and Cs/Cu(001), respectively. (c, f) The differences in the concentrations of the valence electrons at the same
point of the BZ for the above two systems, respectively.

Γ
X

BZ. The charge density of the state at the point  is
shown in Fig. 6d. This state has a more complex orbital
composition (dx2 and px + py) and is shifted upon the
interaction with cesium away from the Fermi level. In the
same energy range, a series of cesium-related surface
states appears near –17 eV (Fig. 5a). The states lying
near the  point of the BZ may be responsible for a
small peak in the DOS curve in the immediate vicinity
of EF (Fig. 4). In addition, in copper with a single
cesium monolayer, surface states lying above the Fermi
level are completely absent.

Some of the above features can be due to the differ-
ent approaches used in our work and in [23]. It is evi-
dent that in our model the interactions are local and

X

X
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depend on the position of the adsorbate at the substrate.
In the jellium model, substantial changes are only
related to a redistribution of charge in the region of the
jellium–vacuum contact, whereas we also take into
account changes that are observed below the bottom of
the d band, in the range from –10 to –26 eV, where
states caused by cesium appear. In part, these states are
shown in Fig. 4, which also displays the total DOS of
copper with a coating of 0.5 ML of Cs. The bonding of
cesium and copper is determined by strongly hybrid-
ized s–s and s–d states. We should also note the appear-
ance of localized p-type Cs states near the Fermi
energy. Figures 6c and 6f show positive values of the
differences in the charge densities of valence electrons
3
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of pure copper and copper coated with cesium at the 
and  points. As is seen from the figure, the cesium–
copper interaction is pronounced more strongly for the

 rather than for the  point, in contrast to [23]. An
analysis of the results obtained shows that the potential
barrier decreases upon cesium adsorption and the elec-
trons of the adsorbate sufficiently uniformly fill the
substrate. With increasing cesium concentration, the
fraction of the transferred charge decreases and part of
the charge remains on the cesium-adlayer side (see
Figs. 6c, 6f).

The estimation of the work function ϕ for 1-ML
Cs/Cu(001) yields a very sharp decrease in ϕ as com-
pared to its value for pure copper. At the same time, the
value obtained (ϕ = 2.83 eV) is somewhat overestimated;
the experimentally obtained value is 2.07 eV, while the
jellium model gives ϕ = 1.7 eV [23]. The calculations
for the c(2 × 2) structure yield even greater values, 3.39
and 3.16 eV for 0.5 and 1 ML of cesium, respectively,
but satisfactorily reproduce the result for pure copper
(4.76 eV). A further decrease in Cs concentration to
0.25 ML for Cs/Cu(001) did not lead to a substantial
change in ϕ. The estimations performed for Cs
adsorbed on a nine-layer Au(001) film indicate a
decrease in the work function from 5.48 to 2.19 eV. The
work function for Au(001) is in good agreement with
both experiment (5.1–5.5 eV) and with the value
5.39 eV found in [36]. The authors of [23] obtained a
value of 6.4 eV for Au(001), which exceeds the experi-
mental value by 1 eV. This is explained in [23] by the
unsatisfactory description of the substrate as a three-
layer film. However, as was shown in our investigations
for the three-layer film Cu(001) c(2 × 2) and in [6], the
work function only slightly changes beginning precisely
from this thickness. At the same time, we believe that this
film thickness cannot be used to correctly describe the
dependence of the work function on the cesium concen-
tration. In addition, the equilibrium position of the adsor-
bate should be correctly determined. In our calculation,
the location of Cs was considered to be fixed on a relaxed
substrate. Unfortunately, such a calculation requires
large computational resources. Note that the work func-
tion estimated in our work for Cs/Au(001) (2.19 eV) is in
satisfactory agreement with the result of [23] (1.9 eV)
and with experimental values (1.81–2.0 eV [23, 37]). In
this case, the lighter cesium atoms appear not to cause
any strong changes in the interlayer spacings.

4. CONCLUSIONS

Thus, the results obtained permit us to conclude that
the film model satisfactorily describes the interaction
between an adsorbate and a metal and can be applied
even for such adsorbates as cesium. The calculations
show a significant decrease in the work function due to
the chemisorption of cesium (in contrast to cobalt and
nickel) on a copper substrate, although the value of ϕ
itself is overestimated as compared to the experimental

Γ
X

X Γ
PH
value. Knowledge of the distributions of local electron
densities and charge densities is very useful for analyz-
ing the magnitude of reactivity of a surface. We distin-
guished magnitude of states responsible for the adsor-
bate–metal interaction. If the adsorbate is a transition
metal, then strong d–d hybridization of the states of the
adsorbate and the copper substrate (or the transition-
metal substrate) is observed. At the same time, the
interaction of the copper surface with cesium is deter-
mined by s–s and s–d hybridization. The reactivity of
the surface is primarily determined by local interac-
tions, although in the case of cesium its states almost
uniformly cover the substrate; therefore, the depen-
dence on the location of the adsorbate is less significant
in this case than, e.g., in the case of hydrogen–metal
interactions. Unfortunately, it is very difficult to inves-
tigate the sufficiently low concentrations of adsorbates
within the film model. It is commonly assumed at
present that it is the ionic component of bonding, pre-
dominant in the case of low concentrations of cesium,
that is responsible for the sharp decrease in the work
function. This problem requires additional investigation;
however, it is evident that, beginning from 0.25 ML of Cs
on Cu(001) or Au(001) surfaces, the work function is
almost completely determined by the characteristics of
cesium, as in the case of multilayer structures of transi-
tion metals or in alloys, in which the work function
mainly depends on the characteristics of the surface layer
rather than on the composition of the substrate.
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Abstract—The frequency dependences of the longitudinal and transverse permittivities of oriented nematic
liquid crystals belonging to the alkylcyanobiphenyl group nCB (n = 5–8) are measured in the relaxation region
in the meter and decimeter wavelength ranges. It is established that the dispersion of the longitudinal permit-
tivity is well approximated by the sum of two Debye processes with different relaxation times. The frequency
dependence of the transverse permittivity is represented by the dispersion relation with a continuous distribution
of relaxation times in a specified time range. It is demonstrated that, in the high-frequency range (f > 200 MHz),
in which the dielectric spectra exhibit a number of weakly pronounced dispersion features, the total dispersion
of the permittivity is adequately described by the sum of relaxation and resonance processes. © 2003 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

As a rule, the observed dependence of the permittiv-
ity of liquid crystals on the frequency f has been ana-
lyzed in terms of the orientational (dipole) mechanisms
of dielectric polarization of rigid anisotropic molecules
[1–3]. Within this approach, the dispersion of the longi-
tudinal (parallel) ε||( f ) and transverse (perpendicular)
ε⊥ ( f ) permittivities of an oriented liquid crystal is asso-
ciated with rotations of molecules about the long and
short molecular axes. It is well known that, for liquid
crystals with a large positive anisotropy (for example,
liquid crystals belonging to the alkylcyanobiphenyl
group nCB), the low-frequency (f = 0.1–10 MHz) part
of the dispersion of the longitudinal permittivity ( f )
is well approximated by a simple Debye equation with
one relaxation time [4–6]. The frequency dependences
of the transverse permittivity ( f ) are characterized by
noticeable deviations from the Debye behavior in the
low-frequency and microwave ranges. A more correct
approximation of the dependence ( f ) can be
obtained using the Cole–Davidson or Havriliak–
Negami relations [7, 8]. However, the assessment of the
accuracy of the above approximations is complicated
by the lack of experimental information. Traditionally,
the permittivity in the microwave frequency range has
been measured at several fixed frequencies with the use
of measuring cells of different designs. The errors in
these dielectric measurements differ significantly. In
the majority of works dealing with the permittivity, the
dielectric dispersion was determined only up to fre-
quencies f ~ 10–15 MHz.

In our recent work [9], we carefully measured the
dielectric spectra of liquid crystals of the nCB group in
the decimeter wavelength range. It was found that, for

ε||

ε⊥

ε⊥
1063-7834/03/4503- $24.00 © 20598
all the liquid crystals studied, an increase in the fre-
quency is accompanied by the appearance of several
low-intensity narrow-band dispersion regions of the
resonance nature, which are clearly distinguished
against the background of the slowly descending orien-
tational part of the dispersion of the real permittivities

( f ) and ( f ). It should be noted that similar disper-
sion regions were revealed earlier for a 5CB crystal
[10]. The resonances were observed in the frequency
range 200 MHz < f < 1000 MHz. As was shown in our
previous work [11], the real part of the dielectric spectra
ε'( f ) can be approximated by the sum of two processes
described in terms of the Debye equation for dipole
relaxation and the appropriate equations for dielectric
resonances. However, such a simple approximation leads
not only to disagreement between theory and experiment
in certain spectral ranges but also to a considerable dif-
ference between the longitudinal (τ||) and transverse (τ⊥ )
relaxation times calculated in our earlier work [11] and
determined by other authors [4–8].

In this work, we measured the dielectric spectra of
liquid crystals of the alkylcyanobiphenyl group nCB
(n = 5–8) over a wide range of frequencies (from 1 to
1000 MHz) and analyzed the possible numerical
approximations of these spectra in a more correct form.

2. EXPERIMENTAL TECHNIQUE

Since the dispersion dependences ε( f ) of alkyl-
cyanobiphenyl liquid crystals in the frequency range
1–10 MHz were well known, the low-frequency data
on the dielectric spectra were taken from [4–6]. These
data were complemented by the results of check mea-
surements performed by the resonance method at sev-
eral frequencies with the use of a Tesla BM560 stan-

ε⊥' ε||'
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dard Q-meter and a measuring cell in the form of a par-
allel-plate capacitor.

As is known, dielectric measurements of materials
with the use of resonance methods in the decimeter
wavelength range 100–1000 MHz involve considerable
difficulties. In our measurements of liquid crystals, this
problem was solved using specially devised sensors
based on microstrip resonators. The sensor design and
the technique used in resonance measurements [11]
made it possible to determine the dielectric characteris-
tics of liquid crystals in the aforementioned frequency
range with absolute errors no larger than δε' ~ 0.05 and
δε'' ~ 0.01.

The longitudinal and transverse permittivities of liq-
uid-crystal samples were measured in the nematic
phase in the orienting magnetic field H = 2.5 kOe. Dur-
ing measurements of the high-frequency dielectric
spectra, the temperature T in a thermostat was main-
tained accurate to within ±0.1 K. For each sample, the
temperature of high-frequency dielectric measurements
was chosen equal to the temperature for which the most
comprehensive data on the dielectric dispersion in the
low-frequency range were available in the literature. As
a rule, these temperatures fall in the range (Tni − 5 K) <
T < (Tni – 3 K), where Tni is the temperature of transition
from the nematic state to the isotropic state.

3. RESULTS AND DISCUSSION
Figure 1 shows the frequency dependences of the

real permittivities ( f ) and ( f ) of the 5CB liquid
crystal in the frequency range 1–1000 MHz at the tem-
perature T = 35°C. The data on the permittivity in the
low-frequency spectral range 1–10 MHz were taken
from [4, 5]. The frequency dependences of the permit-
tivities ( f ) and ( f ) in the Debye approximation
with relaxation times τ|| = 28 ns and τ⊥  = 3 ns are depicted
by solid and dashed lines, respectively. The approxi-
mated dependences correspond to the best agreement
between the Debye theory and the experiment in the
frequency range 1–10 MHz; however, they cannot be
considered a satisfactory approximation over the entire
range of measurements. Actually, the experimental
points substantially deviate from the curve ( f ) in the
range 15 MHz < f < 500 MHz and from the curve ( f )
at f > 80 MHz.

The frequency dependence of the longitudinal per-
mittivity ( f ) can be more accurately approximated
using the sum of two Debye relaxation processes [12];
that is,

 (1)

where ne is the extraordinary refractive index,  is the
static permittivity, g1 and g2 are the weighting factors of
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two processes (g1 + g2 = 1), and τ||1 and τ||2 are the relax-
ation times corresponding to these processes. This
approximation is based on the results obtained by Buka
et al. [13], who demonstrated that the frequency depen-
dence of the imaginary part of the permittivity ( f )
for 7CB and 7OCB liquid crystals can exhibit two
absorption maxima.

The dispersion curve obtained by approximating the
experimental data on ( f ) for the 5CB liquid crystal
with the use of formula (1) is represented by the solid
line in Fig. 2. This curve was constructed for the fol-
lowing parameters of the liquid crystal:  = 16.4,
τ||1 = 24 × 10–9 s, τ||2 = 7.0 × 10–10 s, ne = 1.72, g1 = 0.92,
and g2 = 0.08. As can be seen from Fig. 2, the frequency
dependence of the longitudinal permittivity, which is cal-
culated within the proposed approximation based on the
sum of two relaxation processes, almost completely
coincides with the experimental curve over the entire fre-
quency range covered. Dashed line 1 in Fig. 2 corre-
sponds to the frequency dependence calculated at
weighting factors g1 = 1 and g2 = 0 and fits the experi-
mental data well only in the low-frequency dispersion
region. Dashed line 2 represents the dispersion depen-
dence obtained at g1 = 0.92 and g2 = 0.08, which, by con-
trast, agrees reasonably with the experimental data only
in the high-frequency dispersion region. Dot-dashed line

3 shows the refractive index . As in the case of 5CB
liquid crystals, close agreement between the calculated
and experimental frequency dependences of the longitu-
dinal permittivity ( f ) is observed for all the alkylcy-
anobiphenyl liquid crystals under investigation. The
parameters of the Debye approximation for these com-
pounds are listed in Table 1.
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Fig. 1. Frequency dependences of the longitudinal and trans-
verse permittivities of the 5CB liquid crystal and their
approximation according to the Debye formulas with (1, 2, 4)
data taken from [4, 5, 7] and (3, 5) data obtained in this
work.
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According to the universally accepted concepts
regarding the possible mechanisms of dielectric polar-
ization in liquid crystals, the occurrence of two relax-
ation processes can be explained, in particular, by the
misalignment of the dipole moment µ and the long axis
of the liquid-crystal molecule. In this case, the longitu-
dinal permittivity contains a contribution from the
transverse permittivity and vice versa. This contribu-
tion is governed by the transverse component of the
dipole moment of molecules. In turn, the transverse
component is determined by the deviation of the dipole
moment from the long axis of the molecule. As a con-
sequence, the computational formulas for the static per-
mittivities  and  include not only the magnitude
of the dipole moment of the molecule µ but also the
angle β between the dipole moment and the long axis of
the molecule [1–3]. The angle β can be estimated from
the following condition: the tangent β is equal to the
ratio g2/g1. The angles β thus calculated are also given
in Table 1. Note that, for the liquid crystals studied,
these angles do not exceed 5°.

It is of interest that, according to the results obtained
in [14, 15], the β angles for 6CB and 7CB liquid crys-
tals are equal to zero. In our opinion, the disagreement

ε||0' ε⊥ 0'
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16
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Fig. 2. Frequency dependence of the longitudinal permittiv-
ity of the 5CB liquid crystal (points), the approximation by
the sum of two Debye processes with different relaxation
times (solid line), and the approximations according to the
Debye formulas with (1) the longest relaxation time and (2)

the shortest relaxation time. Line 3 indicates the  level.ne
2

ε||'
P

with the β angles presented in Table 1 stems from the
fact that, in [14, 15], the permittivities were measured
in the frequency range up to 10 MHz and the experi-
mental data on ( f ) were approximated by the Debye
dependence with one relaxation time. As is known, this
approximation adequately describes experimental data
in a narrow frequency range.

Analysis showed that the approximation of the
transverse permittivity ( f ) by the sum of two Debye
processes with different relaxation times offers poor
agreement with the experimental data. The best agree-
ment between the calculated and experimental results
for all the samples can be achieved using the equation
with a continuous distribution of relaxation times [12]:

 (2)

where n0 is the ordinary refractive index and G(τ) is the
distribution function of relaxation times. This approxi-
mation can be justified by the fact that the observed con-
siderable deviation of the calculated spectrum ( f )
from the experimental points in the high-frequency range
(Fig. 1) is most likely due to small-scale motions of
mobile molecular fragments, for example, alkyl groups.
Intramolecular motions can substantially affect the per-
mittivity starting from the orientational dispersion region
up to frequencies in the infrared region. Since intramo-
lecular motions exhibit a wide variety of types, the
dielectric relaxation times can be conveniently repre-
sented in the form of a continuous distribution in a spec-
ified time range. On this basis, the permittivity ( f ) can
be approximated by the following asymmetric distribu-
tion function of relaxation times [12]:

 (3)

where p is a nonvanishing number (less than unity) and
A is the weighting factor, which is defined by the
expression

 (4)

As a result, the frequency dependences thus numeri-
cally approximated for all the nCB liquid crystals under
investigation agree well with the measured spectra
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Table 1.  Parameters of the Debye approximation for the longitudinal permittivity of nCB liquid crystals

n  g1 g2 τ||1 × 109, s τ||2 × 1010, s β, deg ne

5 16.4 0.92 0.08 24 7.0 5.0 1.72

6 16.1 0.95 0.05 38 7.6 3.0 1.68

7 15.2 0.94 0.06 25 8.0 3.7 1.74

8 13.8 0.94 0.06 30 3.9 3.7 1.65

ε||0'
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( f ) over the entire frequency range covered. The suf-
ficiently high accuracy of the proposed approximation
is illustrated in Fig. 3. In this figure, the solid line rep-
resents the results of calculations and points refer to
experimental data on the real part of the transverse per-
mittivity for the 7CB liquid crystal. Table 2 lists the
static permittivities , the refractive indices n0, and
the boundary relaxation times τ⊥ 1 and τ⊥ 2 determined
for all the studied liquid crystals. This table also pre-
sents the relaxation times obtained by approximating
the dielectric spectra with the use of the Debye equation
with one relaxation time τ⊥  (as is shown for the 5CB
sample in Fig. 1). These relaxation times characterize
the rotation of molecules about the long axes and are
close in magnitude to the relaxation times determined
in [7, 8]. As can be seen, the relaxation times τ⊥  fall in
the range between τ⊥ 1 and τ⊥ 2. It follows from Table 2
that, as the number of alkyl groups in the liquid-crystal
molecule increases, the relaxation time τ⊥ 1 decreases
by approximately one order of magnitude, whereas the
relaxation time τ⊥ 2 decreases by more than two orders
of magnitude. This indicates that the mobility of alkyl
groups increases with increasing n and that their motion
makes a considerable contribution to the high-fre-
quency transverse permittivity.

It seems likely that the alkyl tails are also responsi-
ble for the resonance dispersion regions observed for all
liquid crystals of the alkylcyanobiphenyl group at fre-
quencies f > 200 MHz [9, 10]. Although these reso-
nances are characterized by low intensities, they are
clearly distinguished in the high-frequency range of the
dielectric spectra ( f ) and ( f ) (Figs. 1–3). The
high-frequency portions of the dispersion curves of the
longitudinal (open circles) and transverse (closed cir-
cles) permittivities for the 7CB liquid crystal are
depicted on an enlarged scale in Fig. 4. The dashed line
represents the result of the numerical approximation
performed for the spectrum ( f ) according to the
above technique, and the dot-dashed line indicates the

 level to which the permittivity  tends when f 
∞. The origin of these resonances remains unclear.
Most likely, they are associated with the excitation of
collective vibrations of the molecular core and one or
several nearest methylene fragments of the alkyl tail
whose frequencies fall in the decimeter wavelength
range.

As can be seen from Fig. 4, the experimental points
in the region of the dielectric resonances substantially
deviate from the Debye relaxation spectrum for both
the longitudinal ( f ) and transverse ( f ) permittivi-
ties. Therefore, in order to approximate more correctly
the dielectric spectra of liquids crystals of the alkylcy-
anobiphenyl group in the microwave range, it is neces-
sary to use equations that describe both relaxation and
resonance processes. The frequency dependence of the

ε⊥'

ε⊥ 0'

ε||' ε⊥'

ε||'

ne
2 ε||'

ε||' ε⊥'
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real part of the permittivity ε'(ω) in the portion involv-
ing m resonances can be written in the form [16]

 (5)ε' ω( ) ε∞– ∆εi'
ω0i

2 ω0i
2 ω2

–( )

ω0i
2 ω2

–( )
2

ri
2ω2

+
-------------------------------------------- ,

i 1=

m

∑=

1 10 100 1000
f, MHz

8

6

4

2

Fig. 3. Frequency dependence of the transverse permittivity
of the 7CB liquid crystal (points) and the approximation in
terms of according to the Debye relaxation processes with a
continuous distribution of relaxation times (solid line). The

dot-dashed line indicates the  level.n0
2

Table 2.  Parameters of the approximation for the transverse
permittivity of nCB liquid crystals

n τ⊥ 1 × 108, s τ⊥ 2 × 1012, s τ⊥  × 109, s n0

5 6.8 9 60 2.3 1.55
6 6.5 2 98 4.2 1.54
7 6.2 1.2 3 3.4 1.52
8 6.2 1.2 0.15 3.8 1.53

ε⊥ 0'

f, MHz

ε'
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3.0
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Fig. 4. Frequency dependences of the (1) longitudinal and
(2) transverse permittivities of the 7CB liquid crystal and the
approximations of the longitudinal permittivity ε||(f) accord-
ing to (3) the Debye formulas and (4) the sum of the Debye

and resonance processes. Line 5 indicates the  level.ne
2

ε⊥'
3
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where ω0i = 2πf0i is the frequency of the ith resonance,
 is the amplitude of the ith resonance, and ri is the

relaxation frequency of the ith resonance. In Fig. 4,
only the first four most intense resonances are clearly
seen in the frequency dependences of the permittivities

 and  in the range up to 800 MHz. For this reason,

the experimental dependence ( f ) was approximated
using the sum of Debye relaxation processes (1) and res-
onance processes (5) at m = 4. The approximating depen-
dence is shown by the solid line in Fig. 4. In the course
of the approximation, we determined all the resonance
parameters: the natural frequencies f01 = 310 MHz,
f02 = 475 MHz, f03 = 630 MHz, and f04 = 780 MHz; the

resonance amplitudes  = 1.77,  = 1.33,  =

1.51, and  = 1.97; and the relaxation frequencies
r1 = 400 MHz, r2 = 550 MHz, r3 = 700 MHz, and r4 =
600 MHz. It should be noted that the approximation of
the transverse permittivity by the sum of Debye relax-
ation and resonance processes [expressions (2) and (5),
respectively] also offers better agreement between the
calculated and experimental data.

4. CONCLUSIONS

Thus, the main results obtained in the present work
can be summarized as follows: the specific features in
the dielectric spectra of liquid crystals of the alkylcy-
anobiphenyl group were revealed, and the methods of
approximating these spectra were proposed and justi-
fied. It was demonstrated that the frequency depen-
dence of the longitudinal permittivity ( f ) is well
approximated by the sum of two Debye processes with
different relaxation times. The transverse permittivity is
characterized by a continuous distribution of relaxation
times in a specified time range. This distribution is well
represented by an asymmetric function. It was shown
that the dielectric spectra in the high-frequency range
can be adequately described by the sum of the relax-
ation and resonance processes. The basic parameters of
the approximations of the dielectric spectra were deter-
mined for all the liquid crystals studied in the nCB
series.

∆εi'

ε||' ε⊥'

ε||'

∆ε1' ∆ε2' ∆ε3'

∆ε4'

ε⊥'
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