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Results are presented of investigations of a field- and temperature-controlled thermofield-effect
transistor. It is shown experimentally that compared with thermistors, a thermofield-effect
transistor has greater scope for controlling its operating point and output characteristics. ©1999
American Institute of Physics.@S1063-7850~99!00802-2#
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The use of thermoelectric effects to convert weak sign
has been the subject of numerous original studies.1,2 The
functional capabilities of thermistors, posistors, and pha
transition elements have been extensively studied.3,4 How-
ever, due consideration has not been given to aspects
volved in developing new thermoelectric devices for t
growing field of thermoelectronics.

Here we report results of an investigation of a th
mosensitive element based on a thermofield-effect trans
which we have fabricated for the first time.

In contrast to resistor structures, the operating point
well as the temperature of this thermofield-effect transis
can be controlled by a cutoff voltage. This is achieved
assigning a particular sign to the temperature dependenc
the channel resistance.

This thermoconversion structure is based on a galli
arsenidep1 –n junction with two Ohmic contacts provide
to then-type region between which a channel is formed. O
of the contacts acts as a drain and the other as the sourc
continuous contact is applied to thep1 region which serves
as a gate. It is connected to the power supply so that thep–n
junction is always closed. In our case, a positive work
voltage is applied to the drain and a control voltage to
gate–source junction, negative with respect to the gate.
increase in the cutoff voltage reduces the current flow
through the channel~Fig. 1a!.

A thermotransistor effect is achieved in this field-effe
transistor under conditions close to channel cutoff, in p
ticular at gate voltages higher than 0.5V1 where V is the
cutoff voltage. For example, increasing the drain voltage
1 V and the fixed temperatures to 100° C produces a fam
of characteristics similar to a triode~Fig. 1b!.

It can be seen that at constant temperature the cur
between the drain and the source increases exponentially
function of the drain voltage. Here the temperature fulfi
the function of the input signal.

The ratio of the change in drain current to the tempe
ture increment (DI /DT) is the thermal sensitivity, which is
given by

Su5
]I

]T
,

or the specific thermal sensitivity is given by
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The thermal sensitivity depends on the operating point

FIG. 1. Drain current as a function of cutoff voltage~a! and also as a
function of temperature~b! at a cutoff voltage of 0.8 V.
© 1999 American Institute of Physics
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increases as the drain voltage increases. For an oper
voltage of 1.8 V this sensitivity is (7 – 8)31025 A/deg.

The resistance of the conducting section is a linear fu
tion of temperatureR; f (T) for Vc52kT/q at voltages be-
low V1 . At room temperature (20 °C) at a cutoff voltage
0.8 V the channel resistance is 2.323105 V and decreases t
1.353105 V at 100 °C. The dependence of the resistance
the cutoff voltage V2 ~Fig 2! is approximated by the
function5

R5R0 /~12~V2 /V1!2/3!,

whereR0 is the channel resistance at zero bias, andV1 is the
cutoff voltage. The calculated~1! and experimental curve
~2! of R;V show satisfactory agreement.

If the output characteristics~Fig. 1b! are compared with
the dependence of the gate current on the cutoff voltage~Fig.
3!, we observe that the gate current initially varies negligib
and then increases abruptly. Investigations showed that
breakdown voltage of the gatep–n junction varies linearly
as a function of temperature:6

V3~T!5V3~T0!1bV3~T0!DT.

Here T0 is room temperature,DT5T2T0 , and b is the
temperature coefficient of the breakdown voltage:

b5
V3~T!2V3~T0!

V3~T0!DT
.

The temperature coefficient of the breakdown voltage de
mined using the data plotted in Fig. 3 was 3.5331023 deg21,
which agrees with the valuesb52(2 – 8)31023 deg21 ob-
tained for thermal breakdown.7 The observed steep rise i
the gate current is caused by electrical breakdown wh
leads to overheating of thep–n junction.

FIG. 2. Resistance of conducting section as a function of cutoff volt
~1 — calculated curve,2 — experimental curve!.
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Note that at all temperatures~20–100 °C! the behavior
of the drain current as a function of voltage is the same
there is no breakdown of the drain–gate junction. T
mechanism responsible for the increase in the drain cur
with temperature may be attributed to an increase in
thickness of the conducting part of the channel as a resu
a reduction in the contact potential difference of thep–n
junction as a function of temperature.

To conclude, these investigations have shown tha
thermofield-effect transistor has considerable scope for c
trolling its operating point and may be of interest for pr
cessing electrical and thermal signals.
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eFIG. 3. Dependence of the return current of the gatep–n junction at various
temperatures.
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A theoretical analysis is made of the photosensitivity of the component of the microwave surface
impedance of high-temperature superconducting films exposed to intensity-modulated
optical excitation. The results agree with the experimental data. ©1999 American Institute of
Physics.@S1063-7850~99!00902-7#
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The discovery of high-temperature superconductors
the development of the technology for fabricating these
thin films has resulted in the development of sensitive mic
wave devices in the millimeter and submillimeter rang
operating at liquid-nitrogen temperatures.1,2 Recently, con-
siderable interest has been shown in studying the prope
of a superconductor exposed to radiant energy~such as laser
radiation, infrared excitation, sound, and so on!. Laser-
induced decay of Cooper pairs, additional to the therm
damage in ordinary superconducting thin films, was inve
gated at the beginning of the seventies.3–7 It was concluded
that the formation of additional unpaired electrons in pr
ciple reduces the width of the energy gap in the superc
ductor, but the superconducting state itself is not destro
up to quite specific densities of additional electrons a
hence optical excitation energies. This phenomenon of p
ton interaction with the energy gap in high-temperature
perconducting~HTSC! films and the nonbolometric decay o
a pair of superconducting electrons may be used to de
weak short-wave signals, i.e., to fabricate highly sensit
detectors. The high sensitivity of HTSC YBCO films to o
tical excitation which has been achieved in practice~see
Refs. 8–13! has opened up the possibility of developing o
tical switches,14 mixers,15 delay lines,16 quasioptic filters,17

and other optically controlled microwave devices.
The aim of the present paper is to analyze the dep

dence of the photosensitivity of the surface component of
microwave impedance of HTSC films when these are
posed to intensity-modulated optical excitation.

THEORETICAL ANALYSIS

Clearly, if a modulated optical signalF5F0

3(11sinvSt)/2 is incident on a HTSC film, whereF0 is the
1031063-7850/99/25(2)/3/$15.00
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radiation intensity (W/cm2), vS is the signal modulation fre-
quency, andt is the time, the active and reactive compone
of the surface impedance of the film are modulated accord
to the pump law. We assume that as a result of optical ra
tion of intensityF0 being absorbed by the HTSC film, som
nonbolometric dumping of electrons takes place via the
perconducting gap~see, for example, Refs. 4, 7, and 9!. The
temperature of the film does not change significantly and
the limits of the two-fluid model the total electron densi
n5nS1nN5nSF1nNF and the superconducting state a
conserved. Then the density of electronsnS bound in pairs in
the superconducting state decreases and the density of
mal unbound electronsnN increases by the same amou
DnF . On this basis, we write the corresponding expressi
for the density in the presence of irradiation denoted by
subscript ‘‘F ’’ in the form

nSF5nS2DnF , nNF5nN1DnF . ~1!

For the density of nonequilibrium~additional! quasipar-
ticles normalized to 4N(0)D0, whereN(0) is the density of
spin-1 states near the Fermi level andD0 is the energy gap a
T50, Owenet al.4 and Rothwarfet al.7 obtained the expres
sion

DnF5hpteff @dD~T,DnF!#21, ~2!

wherep is the optical power incident per unit area (W/cm2),
h is the dimensionless ‘‘effective quantum yield’’ which in
dicates the fraction of the power absorbed by the film wh
is directly dissipated in producing additional quasiparticl
andd is the film thickness.

Using the results of Ref. 10, the expression forDnF can
also be expressed directly in terms of the photon densityNF

(cm-3
• photons/s) absorbed by the HTSC film:
4

TABLE I.

n1 T, K tC g(tC) D, eV SRF3104 SXF3104 SRF
M 3104 SXF

M 3104 SRF /SXF SRF
M /SXF

M

0.02 80 0.869 4.28 0.0139 1422 637 150 318.5 2.23 0.5
0.06 60 0.652 0.98 0.02 308 102 104 51 3.02 2.0
0.12 40 0.432 0.4 0.018 208 46 115 23 4.5 5
0.16 20 0.21 0.106 0.016 158 14 130 7 11.4 18.8
© 1999 American Institute of Physics
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FIG. 1. Behavior ofSRF and SXF (SRF
M and SXF

M ) as func-
tions of the densityn1 of additional quasiparticles at variou
temperatures.
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DnF>ht eff NF , ~3!

where teff is the effective quasiparticle lifetime. It follow
from expressions~2! and ~3! that DnF;F or DnF;NF ,
and thus to a first approximation we haveDnF>CF
>C1NF . Then we have C>hteff @dD(T,DnF)#21,
C1>hteff . After expressingDnF in terms ofnN andnS , we
haveDnF5nNf 15nSf 2, where

f 1>CFnN
21>C1NFnN

21 ,

f 2>CFnS
21>C1NFnS

21 . ~3a!

We know that if the inequalityd!lL is satisfied in
HTSC films, wherelL is the London penetration depth, an
lytic expressions for the active and reactive components
the surface microwave impedance calculated using the t
fluid model for tc5T/Tc,1 are written in the form2,8

RS~ tC!5~vm0!2lL
4~ tC!sN~ tC!/d,

XS~ tC!5vm0lL
2~ tC!/d, ~4!

where

lL
2~ tC!5mS~nSq2m0!21, sN~ tC!5nNq2tNmN

21 , ~5!

T is the sample temperature,TC is the critical temperature,v
is the microwave field frequency,m0 is the magnetic con-
stant of vacuum,sN is the conductivity,mS , mN , nS , and
nN are the effective masses and electron densities in the
of
o-

u-

perconducting and normal~nonsuperconducting! states, re-
spectively,tN is the lifetime of the normal electrons, andq is
the electron charge.

Using expressions~1!–~4!, we obtain the following ex-
pressions for the impedance componentsRSF(tC) and
XSF(tC):

RSF'RS~ tC!$112 f 21 f 112 f 1f 2%,

XSF'XS~ tC!$11 f 2%. ~6!

We introduce the concept of the optical sensitivity of t
components of the surface impedanceSRF andSXF . Expres-
sions~4! and ~6! readily yield expressions for these comp
nents

SRF>
1

RS~ tC!

]RSF~ tC!

]F
>

c

nS
H 21

nS

nN
1

4CF

nN
J ,

SXF>
1

XS~ tC!

]XSF~ tC!

]F
>

c

nS
. ~7!

It follows from expression~7! that the rate of increase inSRF

with radiation intensity~the optical sensitivity with respect to
R) is higher than that forSXF ~the sensitivity with respect to
X). Similarly, in the opposite cased.lL , which is typical
of a solid HTSC material such that2,18
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RSM~ tC!5~vm0!2lL
3~ tC!sN~ tC!/2,

XSM~ tC!5vm0lL~ tC!, ~8!

we obtain

RSF'RS~ tC!~11 f 113 f 1f 2/2!,

XSF'XS~ tC!~11 f 2/2!, ~9!

andSRF
M andSXF

M are given by

SRF
M >

c

nS
H nS13CF

nN
J , SXF

M >
c

2nS
. ~10!

Since

nS

nN
5

12tC
3/2

tC
3/2

5
f 1

f 2
5

1

g~ tC!
,

f 2>g~ tC! f 1 , g~ tC!5
tC
3/2

12tC
3/2

,

we obtain from expressions~7! and ~10!

SRF>
c

nN
H 112g~ tC!1

4CFg~ tC!

nN
J , SXF>

cg~ tC!

nN
,

SRF

SXF
>

112g~ tC!

g~ tC!
~11!

for a thin film (d!lL), and

SRF
M >

cg~ tC!

nN
H 1

g~ tC!
1

3CF

nN
J , SXF

M >
SXF

2
,

SRF
M

SXF
M

>
2

g

~12!

for a solid material.
Expression~12! also indicates that for fixedg(tC), we

find SRF
M .SXF

M at lower temperatures. For smallDnF ~Ref.
4! the change in the gap is described byD/D0>122DnF .
For various temperatures~below TC), using the results of
Ref. 7, in particular the dependence ofD/D0 on tC for vari-
ous values of n15DnF@4N(0)D0#21 and F0>0.08
mW/cm2, teff>10213s, sinvSt51, h>0.1, d>0.3mm, we
can calculate the values forSXF and SRF , as given by ex-
pressions~7! and~12!. These values are given in Table I an
the dependences ofSXF and SRF ~in arbitrary units! on n1

are plotted in Fig. 1. As was to be expected, Fig. 1 sho
that asn1 and therefore the radiation intensity increase
reduction in the optical sensitivity is observed. A relative
high sensitivity is observed for smalln1 ~or DnF), i.e., for
small deviations ofT from TC andnS!nN .

Note that the predicted faster increase inRS with illumi-
nation relative toXS was observed in Ref. 8 for YBCO films
This relationship is also found for the temperature dep
dence and is clearly general because of the obvious ineq
ties SRF.SXF for thin films and solid samples.

This work was carried out under the grant INTAS-9
268.
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An analysis is made of the problem of waveguides coupled via small apertures. A method of
matching the asymptotic expansions of solutions is used to find the asymptotic form of
the eigenvalue which tends to the lower limit of the continuous spectrum for a small parameter,
i.e., the aperture diameter. A similar asymptotic form is obtained for several coupling
apertures. ©1999 American Institute of Physics.@S1063-7850~99!01002-2#
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The problem of studying the properties of the spectr
of coupled waveguides has attracted the attention of ph
cists and mathematicians for some time. Recently there
been a resurgence of interest following the developmen
nanoelectronics. In fact, the description of many mesosco
quantum systems has been reduced to analyzing the tran
properties of an electron wave in a quantum waveguide.1–4 A
system of two waveguides coupled via one or several a
tures is considered here. Exneret al.5 showed that there is a
eigenvalue which tends to the lower limit of the continuo
spectrum as the aperture narrows and obtained variati
estimates for this. The problem of its asymptotic form, wh
was left open, is considered here.

Let us assume thatV6 are two-dimensional waveguide
with the boundaries$(x1 ,x2):x250,x256d6%, connected
by the window$(x1 ,x2):x250,2a,x1,a%. We shall con-
sider the cased1>d2 and we shall assume thatla5ka

2 is
the unknown eigenvalue. To search for its asymptotic fo
we use the system of matching asymptotic expansions
posed in Refs. 6 and 7, but we seek the asymptotic serie
a slightly different form:

Ap2/d1
2 2ka

25(
j 52

`

(
i 50

`

kji a
j lnia.

The asymptotic series for the corresponding eigenfunc
are then

ca~x!

55
7Ap2

d1
2

2ka
2 (

j 50

`

aj Pj 11~Dy , ln a!G6~x,y,k!uy50 ,

xPV6/SAa ,

(
j 51

`

(
i 50

[ ~ j 21!/2]

v j i S x

aDaj lnia,

xPS2Aa ,

whereSt is a sphere of radiust with its center at the center o
the aperture,v j i PW2,loc

1 (V1øV2), and Pm are various
polynomials ofDy (Dy is a derivative with respect to th
1061063-7850/99/25(2)/2/$15.00
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variabley). The functionsG6 are the Green’s functions o
the waveguidesV6, whose derivatives have the asympto
forms ~for d1.d2)

Dy
j G1~x,0,k!5sin

px2

d1
Dx

i S sin
px2

d1
D U

x250
S p2

d1
2

2ka
2D 21/2

1F j~x,k!ln r 1gj
1~x,k!

1(
i 50

F j
2G

(
t50

j 22i 21

bit
~ j !~k!r 2 j 12~ i 1t !

3sin~ j 22i !Q,

Dy
j G2~x,0,k!5F j~x,k!ln r 1gj

2~x,k!1 (
i 50

[ j /2]

(
t50

j 22i 21

bit
~ j !

3~k!r 2 j 12~ i 1t !sin~ j 22i !Q,

where (r ,Q) are the polar coordinates; the termsbit
( j )(k),

F j (x,k), andgj
6(x,k) are analytic with respect tok in some

region near the pointp/d1 ; F jPC`(R2) is odd with re-
spect to the variablex2; andgj

6PC`(V6).
Performing a procedure for matching the asymptotic

pansions, we obtain the principal term of the asympto
form la with respect toa in the form

la55
p2

d1
2

2S p3

2d1
2 D 2

a41o~a4!, d1.d2 ,

p2

d2
2S p3

d2 D 2

a41o~a4!, d15d25d.

Similarly, we can consider the case ofn coupling aper-
tures of width 2av i , i 51,2,. . . ,n. Here the asymptotic
form of the ground state close to the boundary of the c
tinuous spectrum has the form

la55
p2

d1
2

2S p3

nd1
2 (

i 51

n

cv i D 2

a41o~a4!, d1.d2 ,

p2

d2
2S 2p3

nd2 (
i 51

n

cv i D 2

a41o~a4!, d15d25d.
© 1999 American Institute of Physics
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Herecv i
is the harmonic capacitance of the segmentv i ( i th

coupling window! in R2. Note that this result explains wh
the sum of the squares of the aperture lengths appears
measure of smallness of the coupling apertures in the va
tional estimates.8
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Efficient laser systems for plasma probing have been developed using stable cavity configurations
with low diffraction losses to improve the sensitivity of photoionization diagnostics. These
probing systems were tested in demonstration experiments using the FT-1 tokamak. The results
indicate that reliable measurements of the neutral hydrogen density may be made in the
range 108– 109 cm3 in a tokamak plasma. ©1999 American Institute of Physics.
@S1063-7850~99!01102-7#
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Previous publications1,2 have reported a new diagnost
method based on laser photoionization of excited hydro
atoms in a tokamak plasma. Further development of this
agnostic technique involves increasing the accuracy w
which the weak optical signal produced by photoionizat
can be measured in the presence of the noise of the pla
self-emission, which can be achieved by increasing the p
ing energy. It is also advisable to increase the energy un
saturation conditions2 when the recorded photoionizatio
signal ceases to depend on the probe beam power. In
case, increasing the sensitivity of the diagnostics invol
increasing the lasing duration and the number of gener
pulses. To meet these requirements, laser systems have
developed using cavities with low diffraction losses whi
are suitable for intracavity multipass plasma probing in to
maks.

These developments are based on two principles. T
first is multipass plasma probing using a pair of mirrors p
sitioned on either side of the tokamak discharge chambe
this case, the probing energy is increased by increasing
number of passes of the laser beam through the plasma.
second principle is based on positioning the plasma insid
closed laser cavity. This allows a low lasing threshold b
cause of the low end losses, thus increasing the lasing
ergy. Both principles can be implemented individually b
the maximum effect is achieved by using them in combi
tion. It has been suggested that at least two coupled ca
sections should be used, one designed to accommodat
active medium and the other to accommodate the pla
undergoing diagnostics. This configuration with a match
lens can provide lasing with the lowest losses.

The main requirements for intracavity multipass plas
probing systems are that the cavity length can be increase
match the large dimensions of the tokamak discharge ch
ber, and a low lasing threshold. These two contradictory
quirements may be satisfied by using the most stable ca
configurations close to confocal.3 A semiconfocal cavity of
total length;10 m which satisfies the requirements for mu
tipass plasma probing is displayed schematically in Fig.
which shows six complete passes of the beam through
1081063-7850/99/25(2)/3/$15.00
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volume occupied by the plasma~three in each direction!. In
this configuration the role of the spherical mirror is play
by a mirror-lens system consisting of a plane mirror1 and a
variable-focus matching objective4, between which are in-
serted aB453300 Nd phosphate glass active element3 and
a phototropic switch2 with an initial transmission of around
90%. The objective4 is aligned to achieve confocal require
ments such that the focus of the mirror-lens system~1, 4! is
matched with the plane mirror6. With this cavity configura-
tion, the cross sections of the active element and the toka
ports can easily be matched and the cavity length can
varied using the same optical elements.

Under confocal conditions multipulse lasing is achiev
with more then ten pulses per train during pumping and
single-pulse energy of up to 6.5 J. The total number of be
passes inside the cavity was 30, for a total pulse duratio
;2 ms, which shows the low level of divergence losses. T
low level of losses is also indicated by the low lasing thre
old. Compared with the planar-configuration cavity used
the first experiments,1,2 the threshold pump energy was r
duced from 15 to 2.7 kJ. Some deterioration in the ene
confinement was also noted when the cavity length was
creased above 10 m, which corresponds to more than
passes of the probe beam through the plasma. This effe
more characteristic of regimes with high pump powers
cause of the thermal distortions and thus the impaired c
focal conditions. An increase in the selective losses cau
by thermal aberrations means that any increase in the num
of probe beam passes above six cannot be used effecti
Nevertheless, despite the limited number of passes,
semiconfocal cavity system has obvious advantages ov
planar cavity configuration1,2 in terms of threshold pump en
ergy and plasma probe energy.

An alternative system shown in Fig. 1b uses the pr
ciple of a composite cavity formed by confocal sectionsA,
B, and C. The confocal condition is satisfied by matchin
the foci of lens4 with the focus of the spherical mirror6 and
mirror 1. In addition, the plane mirror5 designed for multi-
pass plasma probing is situated in the focal plane of
spherical mirror. Unlike the cavity configuration shown
© 1999 American Institute of Physics
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Fig. 1a, multipass probing in a sectional system does
imply increasing the cavity length and the associated diffr
tion losses. The losses only increase as a result of reflec
at the surfaces of the optical elements and may be minim
by selecting highly reflecting coatings and antireflectio
coated lens optics. The presence of a multipass system g
an increase in the plasma probing energy proportional to
number of passes.

This system demonstrated the lowest selective losse
corded so far, giving a low threshold pump energy
;1.9 kJ and allowing multipulse operation with a large nu
ber of lasing pulses. For a given cavity length the beam cr

FIG. 2. Schematic of FT-1 tokamak experiment using semiconfocal ca
1 — plane mirror,2 — phototropic switch,3 — active element,4 — ob-
jective, 5 — rotating prism,6, 7 — plane mirrors,8 — plasma, and9 —
light-gathering system.A–A — beam cross section for six passes.

FIG. 1. Optical diagrams of stable cavity configurations: a — semiconfocal
cavity, b — sectional confocal cavity.1 — plane mirror,2 — phototropic
switch, 3 — active element,4 — objective,5, 6 — mirrors in multipass
system, and7 — plasma under diagnosis.
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section at the optical elements can be varied widely with
reducing the lasing energy. Thus, the radiation filling of t
active medium and the tokamak ports can optimized.

Demonstration experiments were carried out on the F
tokamak plasma (R562.5 cm, a515 cm) under standard
discharge conditions using the system for recording theb

luminescence line discussed earlier.1,2 Figure 2 shows an in-
tracavity multipass probing system using a semiconfo
cavity with a total length;10 m. Despite the additional non
selective losses caused by the tokamak chamber being in
cavity, high probe radiation parameters were achieved. A
moderate pump energy of 15 kJ, the number of pulses in
train wasN>10 and the pulse energy per pass was 5–
The peak power density of the probe beam and the t
plasma probing energy for the series of pulses in the train
plotted as a function of the pump energy in Fig. 3. The pe
power density is 6.5 MW/cm2, which is appreciably higher
than the saturation value of;2 MW/cm2 under the dis-
charge conditions in the FT-1 tokamak.

For comparison we note that in previous measu
ments1,2 the pulse energy per pass was 3–5 J with a ma
mum pump energy of;40 kJ. In addition, the duration o
the probe pulses was more than doubled, reaching va
;1 ms at half-maximum. The longer probing duration is
significant factor in increasing the sensitivity of the diagno
tics. Thus, it was possible to record signals for each of t

y:

FIG. 3. Power density of probe radiationW ~1! and probe energyJ ~2! as a
function of pump energyE.

FIG. 4. Oscilloscope traces of photoionization signals.
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series of laser pulses in the train in the presence of
plasma noise. This can be seen from the oscilloscope tra
Fig. 4, which gives the individual photoionization signa
recorded for a series of lasing pulses during pumping. T
results of the measurements shown in the trace correspo
a plasma region with a concentration of unexcited hydro
atoms of less than 1010cm23. Averaging the signals over th
series of pulses in the train can provide reliable meas
e
in

e
to
n

e-

ments in the range of concentrations between 108 and
109 cm23 typical of the central part of the plasma.

1V. K. Gusev, A. V. Dech, D. V. Kuprienkoet al., Pis’ma Zh. Tekh. Fiz.
21, 32 ~1995! @sic#.

2V. I. Gladuschak, V. K. Gusev, M. Yu. Kantoret al., Nucl. Fusion35,
1385 ~1995!.

3Yu. A. Anan’ev, Laser Cavities and the Beam Divergence Proble
~Adam Hilger, Philadelphia, 1992!.

Translated by R. M. Durham
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Influence of electron bombardment on recombination and attachment in II–VI—IV–VI
film photoconductors

V. É. Bukharov, A. G. Rokakh, and S. V. Stetsyura

N. G. Chernyshevski� State University, Saratov
~Submitted April 28, 1998!
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An investigation is made of the action of electron bombardment on wide-gap photosensitive
films of II–VI compounds with submicron IV–VI inclusions which form bounded solid solutions
with these compounds. It is shown that the radiation resistance of II–VI compounds is
enhanced by adding IV–VI compounds. It is observed that the radiation acts differently on shallow
and deep levels in the wide-gap semiconductor. An explanation is proposed for the
experimental data using a heterophase semiconductor model. ©1999 American Institute of
Physics.@S1063-7850~99!01202-1#
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Our recent investigations have shown that the addition
submicron inclusions of a IV–VI narrow-gap phase to
II–VI wide-gap photosensitive matrix substantially enhanc
the degradation resistance of the photoconductor, with l
influence on the position of the natural spectral sensitiv
maximum of the initial material. Studies of this effect a
vital, since the rapid photofatigue and degradation of II–
compounds exposed to external influences severely res
their range of application.

The aim of the present paper is to make a compara
analysis of the action of electron bombardment on the l
time and photoresponse time of CdS~Se! photoconducting
films and bounded CdS~Se!–PbS solid solutions containin
less than fractions of a percent of a narrow-gap compon

To solve this problem we measured the characteristic
film samples before and after electron bombardment
below-threshold energies~the samples were irradiated in
vacuum of 1025–1024 Torr using an electron gun, the radia
tion dose was 4.43109 rad, and the anode voltage wa
10 kV.!

We know that the electron-induced conductivi
~cathodoconductivity! Y of a monopolar, fairly thin~the elec-
trode gapa and the electrode lengthl are much greater tha
the film lengthd) n-type sample under a fairly high level o
excitation is given by1

Y~E0!5E
0

d ls

a
dx5

le

a E
0

d

mn~x,E0! dx

5
le

a E
0

d

mt~x! G~x,E0! dx, ~1!

whereE0 is the initial electron energy,s is the conductivity,
e is the elementary charge,m andt are the electron mobility
and lifetime, respectively,n is the free electron density,G is
the electron-beam-induced carrier generation function1

G~x,E0!5
J

eEg8
UdE

dxU, ~2!
1111063-7850/99/25(2)/3/$15.00
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where J is the beam current density,Eg8 is the formation
energy of an electron–hole pair, which is1 approximately
three times the band gapEg of the material being bom-
barded, and the energy loss functionudE/dxu may be written
as1

UdE

dxU5 2E0~120.5h20.4h2!

ApDRm~11erfx!
expF2S x

DRm
2x D 2G , ~3!

whereh is the backscattering coefficient,x5Rm /DRm , Rm

is the position of the energy loss maximum, andDRm is its
half-width.2

Experimental studies of the cathodoconductivity
CdS~Se! samples as a function of the electron ener
~cathodoconductivity spectra! for a direct beam curren
showed that the rate of change in the current through
sample decreased with increasing radiation dose~Fig. 1!,
whereas for samples with added PbS the spectrum rema
almost unchanged up to the maximum dose.

The degradation of the CdS~Se! samples can naturally b
attributed to changes int during irradiation, since in Eq.~1!
G does not depend on the absorbed dose and a substa
radiation-induced change inm is doubtful. Since the
cathodoconductivity spectra are measured in vacuum dire
during irradiation, the lifetimet calculated for these only
changes as a result of electron bombardment and does
depend on the influence of atmospheric gases, moisture,
other factors.

Equations~1!–~3! can be used to determinet in the
surface and bulk layers from the cathodoconductivity spe
or the average lifetimet over the entire volume of the
sample. Our calculations using the experimental data~Fig. 1!
and formulas~1!–~3! gave a reduction in the average lifetim
t under irradiation from 1.6331024 s (D50) to 3.45
31025 s (D54.473109 rad! for CdS~Se! samples. For
CdS~Se!–PbS samples the change int at the maximum dose
was less than 7% from 1.9631024 s (D50) to 1.8431024 s
(D54.473109 rad!.

In addition to the static characteristics, we also inves
gated the influence of electron bombardment on the ph
© 1999 American Institute of Physics
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FIG. 1. Dependence of the electron-beam-induced current on the energy of the bombarding electrons:1, 2 — CdS~Se!–PbS sample~1 — before irradiation,
2 — after irradiation with the doseD54.43109 rad!, 3–6 — CdS~Se! sample~3 — before irradiation,4 — D58.73108 rad,5 — D52.63109 rad,
6 — D54.43109 rad!. The spectra were recorded at low beam currents (1029 A! in intervals between series of bombardments using the same appa
where the dose was received at high current (1026 A.!
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current kinetics from the change in the photocurrent respo
time tph. The measurements were made under illuminat
by white light whose intensity was modulated sinusoida
by a mechanical modulator at frequencies between 0
2 kHz ~Fig. 2!. The frequency characteristics were used
determine the photoresponse times.3

When comparing the photoresponse timetph, we should
note the following facts: 1! tph for samples with PbS wa
always less than or equal to that for samples without P
~between 3.331024 and 1.1731023 s!; 2! after electron
bombardment at below-threshold energiestph was reduced
by a factor of three for samples with PbS~from 1.131023 to
3.3531024 s!. For samples without PbS more stable valu
se
n

nd
o

S

s

of tph were obtained: 1.2531023 s before irradiation and
8.6531024 s after irradiation, i.e., the change was less th
25%.

The reduction in the lifetimet observed in CdS~Se! is
naturally attributed to a radiation-induced increase in
number of defects~deep levels! forming recombination cen-
ters. The fact thatt remains constant in samples with Pb
implies that defect formation in these samples does not
fluence the photoconductivity, i.e., defects either do not fo
at all or they form in narrow-band inclusions, which do n
participate in the photoconduction, or they accumulate
these inclusions~or at the phase interfaces!, forming in the
FIG. 2. Dependence of the photoresponse on the optical modulation frequency for films having two compositions:1, 2 — ‘‘pure’’ CdS~Se!, 3, 4 — CdS with
added PbS. Curves1 and3 were obtained after electron beam bombardment and curves2 and4 were obtained before bombardment.
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entire volume of the semiconductor. In our view the seco
scenario is more likely and the enhanced sensitivity obser
after bombardment~low-dose effect! in some batches o
samples with added PbS may be explained as the narrow
phase forming a sink for defects formed during preparat
of the sample. This sink may be caused by radiati
stimulated diffusion. For instance, exposure of CdS tog ra-
diation at a dose rate of 250 rad/s~which is considerably
lower than that used here! produces a defect diffusion coe
ficient D510212–10211cm2/s ~Ref. 4!. Then, the average
crystallite ~distance 0.2–0.4mm! passes through a defe
within times on the order of 102 s, which is considerably
shorter than the irradiation time.

In our view, one of the most probable mechanisms
radiation-stimulated diffusion in wide-gap semiconductors
theQ burst mechanism,5 since recombination takes place v
local levels and the energy released per recombination e
is fairly high. In narrow-gap inclusions, however,Q-bursts
are ineffective~interband recombination with low release
energy! and thus it should be predicted that the rate
radiation-stimulated diffusion in the narrow-gap compon
is considerably lower than that for the wide-gap compone
As a result, diffusing defects ‘‘stick’’ in narrow-gap inclu
sions and the wide-gap matrix is cleared of these. The
gration of defects toward inclusions may also be promo
by the directional motion of carriers toward then~‘‘electron
wind’’ 6! observed when a heterophase photoconducto
illuminated.7

The concentration of shallow traps in CdS~Se! is almost
unchanged after bombardment, since a slight reduction in
photoresponse time

tph5t~11nt /n!5t1Cnt , ~4!

wherent is the electron density at traps,C5t/n5t/(tG)
d
d

ap
n
-

r
s

nt

f
t
t.

i-
d

is

he

5const at constant beam current@see Eq.~1!#, can only be
caused by a reduction in the lifetimet, andtph will vary less
thant ~sincent usually exceedsn). This is observed experi
mentally for CdS~Se! samples. A reduction in the photore
sponse timetph in CdS~Se!–PbS for constantt implies a
reduction innt , which may also be caused by the narro
gap phase forming a sink for attachment centers.

To sum up, these investigations indicate that the addit
of PbS to the initial mixture substantially improves the de
radation resistance of the static characteristics, while hav
no stabilizing influence on the photoresponse kinetics.
analysis of the changes in the lifetime and the photorespo
times shows that these experimental data can be explaine
terms of the model of a heterophase semiconductor7 whose
narrow-gap phase forms a sink for radiation-induced defe
although, as follows from Ref. 7, the role of the submicr
PbS inclusions does not merely involve a getter function

1Photoconducting Films (CdS Type), edited by Z. I. Kir’yashkina and A.G.
Rokakh@in Russian#, Saratov University Press, Saratov,~1979!, 192 pp.

2I. A. Abroyan, A. N. Andronov, and A. I. Titov,Physical Principles of
Electron and Ion Technology@in Russian#, Vysshaya Shkola, Moscow
~1984!, 320 pp.

3S. M. Ryvkin, Photoelectric Effects in Semiconductors~Consultants Bu-
reau, New York, 1964; Fizmatgiz, Moscow, 1963, 494 pp.!.

4V. S. Vavilov, A. E. Kiv, and O. R. Niyazova,Mechanisms for Defect
Formation and Migration in Semiconductors@in Russian#, Nauka, Mos-
cow ~1981!, 368 pp.

5B. I. Boltaks,Diffusion and Point Defects in Semiconductors@in Russian#,
Nauka, Leningrad~1972!, 384 pp.

6V. B. Fiks, Ionic Conductivity in Metals and Semiconductors@in Russian#,
Nauka, Moscow~1969!, 295 pp.

7A. G. Rokakh, Pis’ma Zh. Tekh. Fiz.10, 820 ~1984! @Sov. Tech. Phys.
Lett. 10, 344 ~1984!#.

Translated by R. M. Durham
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Determination of the parameters of gas formations in the atmosphere by reconstructing
a radar image of the underlying surface

V. A. Ivanchenko and V. V. Nikolaev

N. G. Chernyshevski� State University, Saratov
~Submitted July 17, 1998!
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It is shown that the distribution function of the pollutant concentration in the atmosphere can be
reconstructed by analyzing the radar pattern of the underlying surface. ©1999 American
Institute of Physics.@S1063-7850~99!01302-6#
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One of the major problems in ecological monitoring i
volves determining the parameters of gaseous pollution
the atmosphere. In many cases, an active radar method i
best way of solving this problem. For example, if the pollu
ant gas is capable of resonantly absorbing microwave
ergy, the signal power received from a reference reflectorPA

is related to the radiation power of the stationP0 as follows:

PA~v!5P0~v!
GAs

~4pD2!2

3expS 22xa~D2d!22a~v!E
0

d

n~x!dxD ,

~1!

wherev is the frequency,G, A are the coefficient of direc
tionality and the effective area of the antenna,s is the effec-
tive scattering area of the reference reflector,D is the dis-
tance between the radar station and the reflector,d is the
distance covered by the radiation in the pollutant gas,xa is
the absorption coefficient of the atmosphere,a is the absorp-
tion coefficient of the pollutant gas per unit concentratio
andn is the gas concentration. By measuringPA at various
distances, we can determine the average gas concentra

n̄5
1

dE0

d

n~x!dx,

and also the size and position of gas formations which
symmetric with respect to an axis perpendicular to
Earth’s surface.1 However, the axial symmetry is only pre
served in the first few moments if the gas is ejected at h
pressure. Then, depending on a number of factors~such as
wind, rate of gas escape, and so on!, the polluted zone may
have a complicated profile with a complicated distributi
function of pollutant concentration.

The parameters of a complex gas formation capable
resonantly absorbing microwave energy can be determ
by using the reflecting property of the surface in the a
being monitored. If dispersion has no significant influence
the change in the time profile of the probe signal, it follow
from Eq. ~1! that in the absence of pollution
1141063-7850/99/25(2)/2/$15.00
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xA~ t !5x0S t2
2D

v DAGAs

4pD2
exp~2xaD !,

wherexA is the signal at the radar station receiver,x0 is the
emitted signal,t is the time, andv is the radiation propaga
tion velocity in the atmosphere. We shall assume that
area being monitored is a plane surface and the radar sta
antenna is mounted at a heighth above this surface. In this
case, the signal received from the surface elementdSwill be

dxA~r ,r 8,w,w8,t !5x0S t2
2R

v DAG0A0

4pR2
g~c1 ,c2!

3exp~2xaR! f ~r 8,w8!dS,

where r ,w are the polar coordinates,R5(r 821h2)1/2, the
function g(c1 ,c2) characterizes the angular distributio
c15w2w8 ~see Fig. 1!,

c25c202arccosS h21rr 8

A~h21r 2!~h21r 82!
D ,

f ~r ,w!5
d

dS
As~r ,w!.

Thus, the entire irradiated surface generates the follow
signal in the radar station receiver:

xA~r ,w,t !5
AG0A0

4p E
r

r̃
x0S t2

2R

v Dexp~2xaR!

R2

3E
w2c10

w1c10
g~c1 ,c2! f ~r 8,w8!dw8dr8. ~2!

We shall assume that the functiong has the form

g~c1 ,c2!

5H u~c2!, c1P@2c10,c10# and c2P@2c20,c20#,

0, c1¹@2c10,c10# or c2¹@2c20,c20#,

the anglec10 is fairly small and is determined by the re
quired resolutionh!r , and thus,c2(r ,r 8)'c20, R'r 8,
and Eq.~2! is simplified
© 1999 American Institute of Physics
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FIG. 1. Projection of angular distribution on underlyin
surface.
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xA~r ,w,t !5CE
r

`

x0S t2
2r 8

v Dexp~2xar 8!

r 82
f ~r 8,w!dr8,

~3!

where C5c10AG0A0u(c20)/(2p). Thus the function
f (r ,w) can be determined from Eq.~3!:

f ~r ,w!52
r 2

C
exp~xar !

]xA~r ,w,t !

]r
/x0S t2

2r

v D .

When pollution appears whose concentration has the
tribution functionn(r ,w) near the Earth’s surface, the sign
at the radar receiver is

xA~r ,w,t !5CE
r

`

x0S t2
2r 8

v D f ~r 8,w!

r 82

3expS 2E
0

r 8
x~j,w!dj D dr8, ~4!

where

x~r ,w!5H an~r ,w!, n~r ,w!Þ0,

xa , n~r ,w!50
is-

~it is also assumed that radiation propagates at the same
locity in the pollutant gas and in the atmosphere!.

Using Eq.~4!, we can easily determinex(r ,w):

x~r ,w!5
]

]r
lnS 2C

f ~r ,w!

r 2
x0~r ,w,t !/

]xA~r ,w,t !

]r D ,

and thusn(r ,w).
To conclude, the radar pattern from the underlying s

face can be used to reconstruct the distribution function
the concentration of any type of pollutant gas and also
position of gas formations in the atmosphere which are
pable of resonantly absorbing microwave energy.

1V. A. Ivanchenko and V. V. Nikolaev, Pis’ma Zh. Tekh. Fiz.23~24!, 1
~1997! @Tech. Phys. Lett.23, 943 ~1997!#.

Translated by R. M. Durham
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Analysis of quasielastic neutron scattering in condensed media by periodic spatial
filters

V. T. Lebedev and D. Torok

B. P. Konstantinov Institute of Nuclear Physics, St. Petersburg; Institute of Solid-State Physics, Budapest,
Hungary
~Submitted July 2, 1998!
Pis’ma Zh. Tekh. Fiz.25, 77–81~February 12, 1999!

A method is proposed for Fourier analysis of quasielastic neutron scattering in condensed media
using moving spatial filters with a periodic neutron transmission function, allowing the
time correlation function of the object to be measured. ©1999 American Institute of Physics.
@S1063-7850~99!01402-0#
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Neutron studies of condensed media come up agains
problem of maximizing the neutron flux density on th
sample while maintaining~increasing! the resolution in terms
of the imparted energies\v and momenta\q. Resolution is
usually achieved by monochromatizing and collimating
beams, i.e., by using a small part of the angular and wa
length spectrum. However, Fourier methods,1–7 determining
not the initial and final neutron states~momenta, energies!
but their changes, which carry information on the object, c
be used to measure energies\v;(1028– 1029) eV several
orders of magnitude smaller than the initial line width~neu-
tron spin echo1–5! and to achieve an angular resolutio
higher than that permitted by the initial divergence by spa
modulation of the neutron intensity.6 Here the principle of
analyzing inelastic scattering using periodic filters is dev
oped for the first time.6,7

A neutron beam~Fig. 1! having the characteristic wave
length l0 , spectral widthdl/l0!1, and the spectral flux
density distributioni 0l(X,Y), passes through modulator fi
ters each having the transmissionT(Y)5@11cos(2pY/
L)/2#, whereL is the period along theY coordinate. When
the filters are fixed, thel spectrum remains unchanged b
the intensity is modulated in terms of the flux dens
i l(X,Y)5 i 0l(X,Y) T2(Y). We shall show that the beam d
vergence in the directions of the axes isDwX,Y!L/L. When
the beam passes through a modulator moving at the velo
U along theY axis, the neutron spectrum changes since
phase of the transmission function depends on t
C52p(Y01U t)/L, and the resultant spectral densityI l is
determined by the timet5mLl/(2p\) taken for a neutron
of massm at wavelengthl to cover the baseL:

I l5F11
1

2
cosS m

\

LU

L
l D G F~l!

4
, ~1!

where the integrated intensity over the beam cross sectio
F(l)5* i l0(X0 ,Y0)dX0dY0 .

The time-averaged intensity is the spectral dens
F(l), modulated at the ‘‘frequency’’Vm5mLU/(\L).

Scattering changes the wavelength and the direction
the neutron momentum. The scattering cross sec
d2s/dVdv}S(v,q) in the solid angle intervaldV and the
1161063-7850/99/25(2)/3/$15.00
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frequency intervaldv is proportional to the scattering func
tion of the sampleS(v,q) and depends on the imparted e
ergy \v52(2p\)2Dl/ml3 and the scattering vectorq.
The scattered beam passes through an analyzer. The inte
is measured in two cases:I 1 ~filters in phase! andI 2 ~filters
shifted by L/2). This implies that the spectral density o
the scattered neutrons is multiplied by the fac
$16(1/2)cos@mLU(l1Dl)/\L#%/4. Integration overl andv
for constantq gives the sum of the contributions of th
energy-integrated cross section and the Fourier transform
the scattering function:

I 6~q,tm!}
I F

16F16
1

8E S~v,q!cos~ tmv!dv G ,
I F~q!5E F~q,l!dl, ~2!

where tm5m2l0
3UL/(2p\)2L has the dimensions of time

From this we determine theq-dependence of the cross se
tion ds/dV}(I 11I 2)5(1/8)I F(q) and the time-dependen
scattering function

S~ tm ,q!}
~ I 12I 2!

~ I 11I 2!
5

1

4E S~v,q!cos~v tm!dv. ~3!

The function~3! is the Fourier transform of the correla
tion function of the systemG(tm ,R) with respect to the co-
ordinates, S(tm ,q)}*G(tm ,R)exp(2iq•R)dR. The time
and frequency scattering functions are equivalent in term
the information contained in them. We need to determine
resolution and the experimental range for theS(tm ,q) mea-
surements. The results~1!–~3! are valid for a narrow line
dl/l0!1 with an angular spreadDwX,Y!L/L and the same
detector aperture for analyses of scattering with small
parted energies\v/E0!dl/l0 , whereE0 is the energy of a
neutron of wavelengthl0 . The scattering analysis involve
measuring the functionS(tm ,q) as a function of the timetm

by varying the velocityU, the transit baseL, and the period
L. The variable tm conjugate with the frequency has
upper limit tm5tmax, which determines the resolutio
© 1999 American Institute of Physics
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FIG. 1. Schematic of experiment:n — neutron beam,M andA —
modulator and analyzer formed by filters at the distanceL, moving
at the velocityU; S— sample scattering neutrons through an ang
u in the (X,Z) plane; D — detector. The transmission functio
T(X,Y) is shown.
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\vmin;\/tmax. The upper frequency limit is not determine
by the time, which may be zero, but by the conditi
\v/E0!dl/l0 .

We shall estimate the resolution of the method for ty
cal parameters of a small-angle neutron experiment. Ass
ing that the divergence isDwX,Y;131023 rad, we obtain
the permissible ratioL/L<1/4DwX,Y and the maximum
L/L;250. Forl052 nm neutrons passing through rotatin
filters on a rotor of diameter 50 cm at frequencyf ;100 Hz
~6000 rpm! with the linear velocityU51.63104 cm/s, we
obtain tmax;231029 s and the resolution \vmin;3
31027 eV. The resolution\vmin /E0;1.531023 is not an
extreme value and was estimated for normal~not excep-
-
-

tional! parameters. It can be obtained for a small transit ba
For example forL;1 mm we haveL;25 cm. We define
the spectrumF(l)5exp@2(l/l021)2/2s2# of width s/l0

50.1 and the relative line broadeningG\/E051023 for
scattering with the functionS(v)}1/(v21G2), which cor-
responds to the time functionS(tm)5exp(2tmG). An ex-
ample of the modulation of the spectrum as given by Eq.~1!
is shown in Fig. 2a. A numerical simulation of the expe
ment ~Fig. 2b! for these parameters in the range 0<(tm G)
<1 yields values of the scattering function close to the
curate functionS(tm)5exp(2tmG). The relative difference is
in the rangedS<1.4% and is only caused by the finite spe
tral width.
-
nt
FIG. 2. Conversion of the spectrum~a! by moving modulator fil-
ters~with the parametertm G50.05) and resultant scattering func
tion ~b! obtained by a numerical simulation of the experime
~circles! compared with the accurate functionS5exp(2tm G)
shown by the curve.
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The proposed principle can be used to analyze inela
scattering with a resolution appreciably exceeding that p
mitted by the initial line width~in this example, two orders
of magnitude higher!. It can be compared with the resolutio
of the spin echo method, although it does not require po
ized light. This removes the constraints of the polarized n
tron technique and extends the range of application of
Fourier method~cold, thermal, and hot neutrons!. It can also
be applied to molecular beams in general.
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with preparing this work.
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Application of fractals to the analysis of friction processes
S. Yu. Tarasov, A. V. Kolubaev, and A. G. Lipnitski 

Institute of Strength Physics and Materials Science, Siberian Branch of the Russian Academy of Sciences,
Tomsk
~Submitted May 15, 1998!
Pis’ma Zh. Tekh. Fiz.25, 82–88~February 12, 1999!

An attempt is made to estimate the fractal dimension of the lateral surface of a steel sample
formed as a result of friction by analyzing an image obtained using a scanning electron
microscope. ©1999 American Institute of Physics.@S1063-7850~99!01502-5#
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The deformation of a solid~under tension or compres
sion! is accompanied by the formation of a relief on t
surface whose form reflects the degree of deformation in
the material. Since the deformation process is self-consis
a surface relief having scaling properties may form. An e
mate of the upper limit of the dimensions of the scali
structures can be used to assess the degree of spatial c
lation of the deformation process. An estimate of the frac
dimension also indicates the actual surface area1 and to some
extent the nature of the energy dissipation accompanying
deformation.2

Under friction conditions, in addition to the volum
strain, other factors caused by the specific loading charac
istics also influence the formation of the surface relief
solids. In this case, the deformation is initially localized
the surface layer and then extends into the material. Un
steady-state friction the deformed layer of material ha
fragmented structure with fragment sizes of;0.01mm ~Ref.
3!. The reliefs formed during friction and wear at the frictio
surface and at the lateral surface of the sample cause
deformation of the material in the friction zone are very d
ferent and depend on the test conditions. It is naturally
sirable to relate the geometric characteristics of the sur
~such as the fractal dimension! to the nature of the surfac
layer deformation. Moreover, scanning electron microsco
can easily be used to determine the fractal dimension
rough surface by analyzing the secondary elect
intensities.4

Here we attempt to estimate the fractal dimension of
lateral surface of alloyed 36NKhTYu steel after friction
various regimes by analyzing SEM images of the lateral s
face, which had been previously polished to a high deg
This indirect method of studying the self-similarity of fric
tion structures is used because the friction surface itse
severely distorted as a result of wear and smearing of pr
ously removed wear particles. Friction tests were carried
using a standard UMT-1 system without lubricant using
‘‘finger–disk’’ system. The structure of the worn sampl
was studied using an RE´ M-200 scanning electron micro
scope. The image was fed to a computer via an interf
card.

To quantify the fractal properties of the sample surfa
a numerical analysis was made of the SEM images usin
technique which assumes that the grating line may be c
1191063-7850/99/25(2)/3/$15.00
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sidered to be the surface profile along the scanning lin
allowance is made for the brightness of the image at e
point on this line.5 The change in brightness is proportion
to the slope of the curve at each point on this line. T
approach to the interpretation of the SEM images can
used to calculate the fractal dimension (dsem) of the surface.
In our case,dsemwas determined from the linear section of
graph of log10(^uJ2J8u&) as a function of log10(x), wherex
is the distance between two elements of the scanned sur
andJ andJ8 are the number of secondary electrons collec
from these elements at the collector, expressed in term
the pixel brightness of the SEM image. The angular brack
denote averaging over all the surface elements correspon
to this distancex. The direction of the rectilinear sections o
the logarithmic plot indicates some self-similarity of the su
face relief on specific scales. It was noted by Ivanovaet al.2

that the fractal dimension of the fracture surface calcula
using this technique correlates quite clearly with the fract
energy. An investigation of the fractal dimension of the s
face of a deformed solid also revealed consistency betw
the fractal dimension calculated from the SEM images a
the degree of deformation of the solid.5

Figure 1 shows the friction surface of a 36NKhTYu ste
sample~a! and the lateral surfaces~b, c! of the same sample
after tests in various regimes. The lateral surface clea
shows a relief caused by plastic deformation during frictio
With increasing distance from the friction surface, the deg
of deformation of the material decreases.

An analysis of the electron images of the lateral surfa
in the deformation zone using the method described ab
yielded the results plotted in Fig. 2. Each figure shows d
ferent friction regimes: Fig 2a shows oxidizing wear whe
the wear is uniform and steady-state, while Fig. 2b sho
intensive adhesive wear with mixing and transport of ma
rial in the friction zone. The calculated points are appro
mated by straight lines whose slope with respect to the
scissa gives the fractal dimension of the surface for
particular scale of the SEM images. The figures clearly sh
an interval on the abscissa given by the linear sectio
which indicates the region of existence of self-similarity
the surface relief. Outside this interval no self-similarity e
ists.

This result evidently indicates that at any given time t
friction process is accompanied by deformation, which do
© 1999 American Institute of Physics
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FIG. 1. Friction surface of 36NKhTYu steel sample~a! and lateral surfaces of the same sample after testing under different degrees of loading~b, c!.
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not embrace the entire friction surface but is localized
regions associated with the points of contact. Subseque
other sections of the sliding surface undergo deformat
and after some time the entire surface layer participate
the deformation process. However, this deformation cons
of isolated deformed regions whose relief is intercorrela
only within the limits corresponding to the size of the conta
spot. This type of deformation under friction may expla
why the relief exhibits self-similarity in a bounded range
scales. In addition, the region of existence of the sca
gives an idea of the dominant structural mesolevel of
plastic deformation process of the surface layer under f
tion. In our case, the elementary structural volume resp
sible for the deformation and formation of a self-similar su
face relief is a 0.01mm fragment of the crystal structure
This is indicated by the lower limit for the existence of sc
ing. The upper limit of self-similarity of the surface relie
sections depends on external factors, i.e., the load and s
rate, and is evidently determined by the size of the deform
region associated with the contact spot.

An analysis of the experimental results revealed t
within the limits of action of a single dominant wear mech
nism the surface relief and its characteristics are relativ
constant, whereas the wear is proportional to the pres
and strain rate. This indicates that the wear intensity can
be characterized by the fractal properties of the surface
change in the wear regime, such as a transition from oxi
ing to adhesive wear, is accompanied by a change in
fractal properties of the friction surface and the lateral s
face of the sample. In this case, the wear is characterize
a fragmented layer of appreciable thickness3 ~up to 30–40
mm! and highly active transport processes, oxidation, a
dynamic recrystallization at high temperatures. In our vie
saturation due to defects and small structural elements
motes these processes. The possibility of the layer diss
ing energy by forming new surfaces leads to a change in
fractal characteristics. The increase in the degree of diss
tion of the fracture energy under these conditions may
compared with an increase in the SEM fractal dimension
the friction surface, as in studies of fracture surfaces.
change in the scaling correlation scale of the surface sect
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corresponds to an increase in the structural level respons
for the energy dissipation.

Figure 3 gives results of calculations of the SEM frac
dimension of the lateral surface obtained for different ma

FIG. 2. Dependence of log10(^uJ2J8u&) on x obtained by scanning SEM
images of the lateral surface: a — oxidizing wear, b — adhesive wear.
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FIG. 3. Results of calculation SEM images for tw
magnifications:1 — first mesolevel,2 — second me-
solevel, and3 — region with no correlation.
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nifications. A comparison between the experimental po
and the straight lines approximating these calculated for v
ous magnifications reveals two structure scales with inte
ties correlating according to a power law. At 1500 magn
cation the relief of the lateral surface exhibits scali
behavior for image sections from 1mm and smaller~as was
noted above!. In the range between 1 and;40mm no scal-
ing behavior is observed. From 40mm an intensity correla-
tion is observed~on both curves!!. This factor may sugges
that a self-similar relief formed on the surface with a min
mum structural element of 40mm. The agreement betwee
this scale and the thickness of the fragmented layer is
markable. The appearance of this scale is clearly cause
the evolution of deformation on a higher mesoscopic leve
a result of the migration of elements of the surface layer a
whole. This motion is promoted by vortex structures whi
are observed during deformation of this layer and also
large wear particles whose size is comparable with the th
ness of the fragmented layer. We also note that the defor
tion on this mesoscopic level extends to large depths
100mm or more.

To conclude, the application of this method to study t
deformation of surface layers of materials under friction
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extremely interesting, since it provides information on t
mass transfer kinetics. A correlation can also be establis
between the relief of the deformed surface and the frict
regimes. Of particular note in this context is that the def
mation caused by friction takes place on different scale l
els, which may be identified from measurements of the
gions of existence of self-similar structures. We establish
that the transition to intensive adhesive wear is accompa
by the appearance of a higher mesoscale level for which
size of the deformation structural element is the same as
fragmented layer thickness.
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Spiral wave self-organization in a coupled-map lattice: hydrodynamic scaling
V. I. Sbitnev
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The dimensions of spiral waves reveal a scaling correspondence with the diffusion length, which
is a fundamental unit of length in a coupled map lattice. ©1999 American Institute of
Physics.@S1063-7850~99!01602-X#
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Coupled-map lattices supporting space–time chaos1,2 are
of extremely great interest for various reasons. Perhaps
most important of these is the possibility of applying the
maps to solve the problem of synthesizing information wh
dynamic chaos may play a constructive role.3,4 A ‘‘cellular
neural network’’ in which the working elements are Ch
circuits5 is an excellent example of a technical realization
these maps. This net can reproduce a wide range of sp
time patterns, which makes it fairly popular.

Among all the patterns formed as a result of space–t
chaotic activity, only a few are attracting attention in r
search into the self-organization of dynamic structures6,7

Spiral waves~Fig. 1! are among these patterns. The arm o
spiral wave can extend over large distances, although
interaction between its constituent active elements is usu
short-range. In order to describe this effect, it is sufficient
allow only for diffusion between neighboring elements of t
active medium.8 In this type of interaction the formation o
patterns with long-range spiral-wave ordering comes a
surprise. For this reason, these dynamic structures are a
tive objects for studying the self-organization mechanis
which form the basis of information synthesis.

Spiral-wave self-organization was observed in a tw
dimensional coupled-map lattice.9 There is a wide range o
variations of the control parameters for which this se
organization is a generic property of this lattice. The pres
paper describes the scaling characteristics of these s
waves. They are homologous to the similar characteristic
the hydrodynamics of turbulent flows.10

The coupled-map lattice has the following form:11

xn,m
t115~12e!un,m

t 1
qe

11exp~2b~un,m
t 2ve!!

2qiu~xn,m
t 2v i !,

un,m
t 5xn,m

t 1zDn,m
t . ~1!

The subscriptsn,m51, 2, . . . ,N determine the position o
the points on a lattice of dimensionsN2 and t is the discrete
time. The key parameters areqe andqi ~Ref. 9!. Here they
are fixed,qe540 andqi580. The thresholdsve and v i are
dependent parameters12 and are expressed in terms ofqe and
qi as follows:

vn5 ln~qn1exp~2qn!!, n5e,i . ~2!
1221063-7850/99/25(2)/2/$15.00
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The parameterb in the sigmoid function is an analog of th
reciprocal temperature. For simplicity this parameter is tak
to be unity.

The lattice points are interrelated by means of diffusio

Dn,m
t 5

(
j ,k

v̄n1 j ,m1k xn1 j ,m1k
t

(
j ,k

v̄n1 j ,m1k

2xn,m
t . ~3!

Here the subscriptsj and k have the values21, 0, 1. The
term v̄n1 j ,m1k is unity, provided thatn1 j and m1k are
within the range@1,N#, andu j u1uku51. Otherwise, this term
is zero. Analytically this term is expressed in the form

v̄n1 j ,m1k5d u j u1uku,1 u~n1 j ! u~m1k!u~N11

2~n1 j !! u~N112~m1k!!. ~4!

The step functionu(x) is zero for x<0 and unity for x
.0; d u j u1uku,1 is the Kronecker delta function. The diffusio
term defined in the form~3! introduces closed boundar
conditions.9

The diffusion coupling force is regulated by the para
eter z. To within the factor 1/4 this is a dimensionless d
fusion coefficient with its range of variation lying in th
interval @0,1#. The parametere characterizes the reciproca
time for linear relaxation of the variablexn,m

t to the rest
state.4 On the basis of these two parameters, we can in
duce the length unit

l D5Az e21, ~5!

which quite clearly is the diffusion length. This length re
resents the short-range scales, whereas the dimensions o
spiral waves~Fig. 1! are an order of magnitude larger.

We shall estimate the size of the spiral from its pitc
which is the shortest distance between neighboring turn
the spiral,

l S5A~n12n2!21~m12m2!2. ~6!

Here (n1 ,m1) and (n2 ,m2) are the coordinates selected f
from the center of the spiral on the inner or outer gene
trices of its arm, between neighboring turns. Figure 2 giv
the results of measuring the distancesl S for variouse, with z
being set near the saddle-node bifurcation pointzb;12e
© 1999 American Institute of Physics
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~Refs. 4 and 9!. Also plotted isl D with a preselected scal
factor x, which ensures that this is matched withl S . It can
be seen that the two behave similarly:

l S} l D . ~7!

The scale factorx5 l S / l D@1 indicates the succession of th
kinetic and hydrodynamic approaches in the description
the activity in the coupled-map lattice~1!. In hydrodynamic
problems there is a small parameter known as the Knud
numberKn , which indicates a similar relationship.10 In our
case, this parameter isx21.

It is possible to isolate various characteristic lengthsl D

within which a qualitative difference is observed in the se
organization of the spiral waves: a! l D,1: the lattice does
not exhibit any characteristics indicative of the spontane
creation of spiral tips; b! 1, l D,2: spontaneous creation o
such tips may be observed over these lengths; c! l D>2: in
this case there is sufficient room for spiral arms to form~Fig.

FIG. 1. Spiral waves formed as a result of setting random initial conditi
in a coupled-map lattice~1! of dimensionsN251283128. The variable
yn,m

t 5u(xn,m
t 2v i) is mapped, this being zero forxn,m

t <v i ~white map! and
unity for xn,m

t .v i ~black map!. The lattice parameters areqe540, qi580,
e50.2, z50.866 (l D'2.08).
f

en

-

s

1!; d! l D@2: as the parameterl D increases, the curvature o
the spiral arm decreases. As a result, the spiral arm is
unstable object and decays. The range 1, l D,2 is given
separately, since it has the center of the spiral as its sig
cant component.13
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FIG. 2. Pitch of spiral arml S for variouse ~squares!. The solid line gives
the functionl D , preliminarily multiplied by the scale factorx ~in this case
x510.0). The graph is a log–log plot.
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Universal nature of the instability of the thermodynamic parameters of transient
processes accompanying the melting of crystalline substances in quasistatic regimes

L. A. Bityutskaya and E. S. Mashkina
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A numerical method of differential thermal analysis was used to study transient processes
accompanying the melting of germanium and antimony in quasistatic regimes at heating rates of
;1 K/min. It is shown that the premelting initiation temperature and the melting initiation
point are unstable and depend on the initial conditions. ©1999 American Institute of Physics.
@S1063-7850~99!01702-4#
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We have shown1–4 that the melting of crystalline sub
stances with different types of chemical bonds in dynam
heating regimes at heating ratesv55 and 10 K/min is ac-
companied by the formation of excited pre- and postmelt
regions and is characterized by a system of nonequilibr
thermodynamic parameters. In Ref. 5 we showed that un
quasistatic heating regimes at ratesv<1 K/min the thermo-
dynamic premelting and melting parameters of ionic K
crystals such as the premelting initiation temperatureTpre-m8
and the melting initiation pointTbm are unstable. We also
showed that the values of these parameters depend on
initial conditions.

The aim of the present study is to identify the instabil
of the thermodynamic premelting parameters and the mel
initiation point in quasistatic heating regimes for substan
with a different type of chemical bond.

The samples were covalent crystals of germanium
antimony semimetal. Thermographic measurements w
made in evacuated quartz Stepanov vessels at heating
v<1 K/min using a technique described by us earlier.1–5 In
order to determine the influence of the initial conditio

FIG. 1. Dependence ofTpre-m8 for Sb on the heating rate:1 — heating from
room temperature to 1000 K,2 — heating from 820 to 1000 K.
1241063-7850/99/25(2)/2/$15.00
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~sample prehistory! on the transient processes accompany
the melting of Ge and Sb the samples were heated in
regimes: for Ge~1! from room temperature to 1250 K and~2!
from 1000 to 1250 K; for Sb~1! from room temperature to
1000 K and~2! from 820 to 1000 K.

The premelting exothermics change from stable cycle
v55—10 K/min ~Refs. 2 and 3! to noisy ones atv
<1 K/min. However, the type of chemical bond imposes
own characteristics. As for KCl, for Sb at low heating rat
the regions of instability are separated for heating regime1
and 2 ~Fig. 1!. Moreover, the transient premelting states
low heating rates correspond to a high dispersions(Tpre-m8 ),
which also differs for different heating regimes. The disp
sion was calculated for ten points and was found to
s1(Tpre-m8 )515.6 for regime1 and s2(Tpre-m8 )59.5 for re-
gime2 ~Ref. 6!. However, whereass1(Tpre-m8 ) is of the same

FIG. 2. Dependence ofTpre-m8 for Ge on the heating rate.
© 1999 American Institute of Physics
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order of magnitude ass2(Tpre-m8 ) for ionic crystals, for Sb
s1(Tpre-m8 ) is higher thans2(Tpre-m8 ).

Unlike KCl and Sb, covalent Ge crystals revealed
separation of the regions of instability of the premelting p
rameters for heating regimes1 and2 ~Fig. 2!. Moreover, the
transient state corresponds to an anomalous value of the
persions(Tpre-m8 ), 208.2. The average range of instability
s(Tpre-m8 ) when extrapolated to zero rate is 65 K.

As for KCl, in anisotropic Sb crystals the instability o
s(Tpre-m8 ) at low heating rates produces instability of th
melting pointTbm ~Fig. 3!. Whereas for KCl the regions o
instability for heating regimes1 and2 lie above the tabular
values ofTm , for Sb the region of instability lies in and
above the zone of tabular values6 of Tm . The instability zone
of Tbm for Sb when extrapolated to zero rate is 7 K. For
the overheating relative to the tabular values was 4 K. Ho
ever, unlike the case of ionic crystals atv<1 K/min the re-

FIG. 3. Instability of the melting initiation point of Sb (Tm
tabl gives the range

of tabular values of the melting point!.
-

is-

-

gions of instability ofTbm are not separated. The dispersio
of Tbm was 3.96, calculated for ten points.

For Ge in the range of heating rates 1–10 K min t
melting initiation pointTbm is a stable parameter.

These results can be interpreted using the Frenkel–K
model,7,8 which is based on correlations in the phonon su
systems under conditions of crystal lattice anharmonic
caused by an abrupt increase in point defects. At hea
ratesv;1 K/min a weakly correlated state is established
the phonon subsystem, characterized by an exten
temperature–time interval, noisy cycles, sensitivity of t
transient process parameters to the initial experimental c
ditions, and local clustering.

To sum up, a quasistatic regime with continuous heat
creates instability of the thermodynamic premelting a
melting parameters, which is a universal property of t
melting process of crystalline materials and explains the
ture of the overheating effects.

This work was supported by the Russian Fund for Fu
damental Research~Grant No. 98-03-32406!.

1L. A. Bityutskaya and E. S. Mashkina, Pis’ma Zh. Tekh. Fiz.21~18!, 8
~1995! @Tech. Phys. Lett.21, 728 ~1995!#.

2L. A. Bityutskaya and E. S. Mashkina, Pis’ma Zh. Tekh. Fiz.21~18!, 85
~1995! @Tech. Phys. Lett.21, 763 ~1995!#.

3L. A. Bityutskaya and E. S. Mashkina, Pis’ma Zh. Tekh. Fiz.21~20!, 30
~1995! @Tech. Phys. Lett.21, 828 ~1995!#.

4L. A. Bityutskaya and E. S. Mashkina, Pis’ma Zh. Tekh. Fiz.21~24!, 90
~1995! @Tech. Phys. Lett.21, 1032~1995!#.

5L. A. Bityutskaya, and E. S. Mashkina, Pis’ma Zh. Tekh. Fiz.22~21!, 1
~1996! @Tech. Phys. Lett.22, 863 ~1996!#.

6Handbook of Chemistry and Physics, 33rd ed., edited by Ch. D. Hodgma
~Chemical Rubber Publishing Co., Cleveland, Ohio, 1951–1952!, pp
1925–1926.

7J. Frenkel,Kinetic Theory of Liquids~Clarendon Press, Oxford, 1946!
@Russ. original, later ed., Nauka, Leningrad, 1975, 592 pp.#.

8Yu. L. Khait, Phys. Status Solidi B131, K19 ~1985!.

Translated by R. M. Durham



TECHNICAL PHYSICS LETTERS VOLUME 25, NUMBER 2 FEBRUARY 1999
Investigation of the harmonic composition of the periodic solution of the Korteweg–de
Vries equation
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An investigation is made of the behavior of thenth harmonic of the periodic solution of the
Korteweg–de Vries equation as a function of the indexn in the intermediate region which is not
usually investigated by soliton theory. The asymptotic forms obtained allow the harmonic
behavior to be determined more accurately. ©1999 American Institute of Physics.
@S1063-7850~99!01802-9#
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The topic considered here is not absolutely new. W
recall that studies have been made of the properties of p
odic solutions of the equation

v t1vvx1Bvxxx50, ~1!

where t and x are the time and the coordinate, andB is a
coefficient whose form depends on the specific proble
Zaslavski� and Sagdeev1 showed that for solutions of Eq.~1!
of the formv(u), u5x2ct with the periodl,

v~u!5 (
n52`

`

an expS 2p in

l
u D ; v~u1l!5v~u!, ~2!

the asymptotic dependence of the harmonic amplitudesan on
the indexn is given by (c.0)

an;H 3c

N
, n<N,

exp~2n/N!, n@N,
~3!

whereN;(6c/B)1/2l. These authors also note that this d
pendence is typical for periodic solutions of other nonline
equations. The aim of the present study is to refine exp
sion ~3!.

For solutionsv(u) of ~1! a single integration yields the
nonlinear oscillator equationvxx2(c/B)v52(1/2B)v2.
The theory of nonlinear operators in Banach spaces2 states
that for6c/B5n2 (6B.0) the 2p periodic solution of the
initial Korteweg–de Vries equation has a bifurcation in t
creation of thenth harmonic. This can be shown strictly b
reducing the nonlinear oscillator equation to the Hamm
stein integral equation,2 as was done in Ref. 3. This conclu
sion is based on the continuity, positive definiteness,
symmetry of the kernel of the corresponding Hammerst
equation.3

This case has been little studied because of the e
multiplicity of the characteristic values of the Hammerste
equation and the form of the eigenfunctions of its lineariz
part. For this reason it is difficult to make any addition
general statements about the way bifurcation occurs in
creation of the next harmonic of the periodic solution of t
1261063-7850/99/25(2)/2/$15.00
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Korteweg–de Vries equation. However, this aspect can
investigated directly by using the known cnoidal solution
the Korteweg–de Vries equation:4

v~u!5
2b

s2
dn2~z,s!1b3 ; s25

b12b2

b12b3
,

z5A b

6B

u

s
, b5

b12b2

2
. ~4!

Here dn(z,s) is a Jacobi elliptic function with moduluss.
The wave amplitude isb; the valuesb1,2,3 are constants
which depend on the wave velocityc, whereb1.b2>b3 ,
b2<v<b1 . The wave period isl52p52A6B/b sK(s),

FIG. 1. Amplitude of thenth harmonic of the periodic solution of the
Korteweg–De Vries equation~1! as a function of the parametersc andB.
© 1999 American Institute of Physics
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FIG. 2. The derivativedan /dn of the nth harmonic as a
function of n for various values ofc/B: 1 — (c/B)1/2

54; 2 — (c/B)1/255; 3 — (c/B)1/256.
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whereK(s) is a complete elliptic integral of the first kind
The theory of elliptic functions is used to derive expressio
for an :

a053BF 4

p2
E~s!K~s!21G ,

an56B (
m50

`
1

cosh~mu!cosh~~m2n!u!
, n>1,

u5
pK8

K
; K5K~s!; K85K~A12s2!, ~5!

whereE(s) is a complete elliptic integral of the second kin
Figure 1 gives the results of calculating the first fe

harmonics as a function of the parameterc/B54p2(2
2s2)K2(s)22, for which the expressions and also those
the parameterb3523B are obtained from the natural con
straint that in the weak nonlinearity limit (s→0) the zeroth
harmonic should coincide with the pointsv50 or v52c for
which the corresponding potential functionU(v)
52(c/2B)v21(1/6B)v3 has a minimum. The left-hand
boundary of the rangec/B50 corresponds to the harmon
solutions of Eq.~1! wheres→0 and the right-hand boundar
corresponds to the strongly nonlinear solutions wheres→1.

On the basis of these calculations, we can state tha
the bifurcations are bilateral, i.e., nontrivial solutions of E
~1! exist on both sides of the bifurcation point. In this r
spect, this problem resembles the well-known Nekra
problem of waves on the surface of water.5 In addition, as the
parameterc/B passes through zero, the zeroth harmonic
dergoes a finite change of 2c as a result of a change in th
equilibrium position defined by the potential functionU(v).

A more detailed study of the behavior of the harmon
may be made by using the asymptotic expression foran ,
which can be obtained by replacing the sum in Eq.~5! by an
integral for moderately smalln:
s

r

all
.

v

-

s

an;
6B

cosh~nu!H 12
1

tanh~nu!
lnF cosh~1!

cosh~nu21!G J , n@1.

~6!

Expression~6! yields various asymptotic forms foran :

an;H 6B, nu!1,

12Bnu exp~2nu!, nu@1,,

an55 2
n

16n
s2n24 ln~s2!, s!1,

p2

ln2~12s2!
, s→1.

~7!

Figure 2 gives the derivativedan /dn as a function ofn
for various values ofc/B, from which it can be concluded
that at the bifurcation pointc/B5n2 thenth harmonic shows
the maximum rate of change. Asn increases, the error cause
by the finite accuracy of the program for calculation of t
elliptic integral increases (231028; see Ref. 6!.
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Mechanism for antiphase synchronization in neuron models
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Antiphase synchronization with weak diffusive coupling is a characteristic feature of the
dynamics of coupled neuron oscillators. We show that this effect is caused by a saddle equilibrium
state in the vicinity of an attractor and appears in the immediate vicinity of a homoclinic
bifurcation point. The mechanism discussed is a fairly general one which goes outside the scope
of neuron models. ©1999 American Institute of Physics.@S1063-7850~99!01902-3#
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One of the most rapidly developing lines of resear
involves studying the dynamics of neuron systems. Depe
ing on the specific problems, the neuron models used ra
from the detailed four-dimensional Hodgkin–Huxley mod1

to extremely simplified one-dimensional models.2

One of the most important trends is the study of sm
ensembles, where each neuron together with the coup
between them is described by a relatively realistic ma
ematical model based on experimental data and concep
the nature of the processes in nerve cells~see the review
presented by Abarbanelet al.3!.

The main properties of an isolated neuron are reason
well described by two-dimensional models, the best kno
being the Morris–Lecar model4 and the Hindmarsh–Ros
model.5 The most important characteristic of a neuron is t
it has two functioning regimes: a state with a constant pot
tial level ~resting state! and one in which short positive
pulses are generated~spikes!. A transition from one state to
another is caused by the action of other neurons, by elect
~synaptic current! or chemical coupling. As a result, the dy
namics of these neuron models is characterized by two
existing attractors on the phase plane, i.e., an equilibr
state and a limit cycle whose basins of attraction are se
rated by the stable manifold of the saddle equilibrium sta
When the control parameter is varied~the synaptic curren
decreases!, the limit cycle‘‘gets caught’’ in the saddle an
disappears. In terms of oscillation theory this correspond
a nonlocal bifurcation, i.e. a saddle separatrix loop.6 Here we
show that the functioning of a neuron near this bifurcat
point determines the existence of antipha
synchronization7,8 and the unique features of the interacti
of these systems.

As we know, any oscillator with a single degree of fre
dom may be represented in the form

ẍ1F1~x,ẋ,p!ẋ1F2~x,p!50, ~1!

wherep is the generalized vector of the control paramet
andF1 andF2 are generally nonlinear functions. The corr
sponding transformations for neuron models~the explicit
form of the functions is not given here because of their
volved nature! can demonstrate the following properties:
1281063-7850/99/25(2)/3/$15.00
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1! F2 has the form of a cubic parabola and determin
the existence of three equilibrium statesP1, P2, andP3, of
which the middle is a saddle (]F2 /]xuP2

,0);
2! F1 ensures negative dissipation in the vicinity ofP1

FIG. 1. a — Contours of the phase velocity magnitude showing two qu
tatively different zones in the configuration of the limit cycles shown f
m51.0, «50.2, d53. b — Illustration showing how diffusive coupling in
terms of a single variable can increase the initial phase shift of the s
systems.S — equilibrium saddle state with stableWs

s and unstableWs
u

manifolds. HereG, Gs , andG f denote the unperturbed, slow, and fast tr
jectories, respectively.
© 1999 American Institute of Physics
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FIG. 2. a — Scattering or focusing force of subsyste
trajectories near the saddleScharacterized by the value ofq
as a function of the parameterm for various forces and
coupling configurations. Curves1 and 2 — Ky50, Kx

50.001 and 0.01, respectively. Curves3 and4 — Kx50,
Ky50.001 and 0.01. In all cases the value ofp was p
'0.996. The lineH corresponds to a homoclinic bifurca
tion, m'1.255. b — bifurcation diagram of the system~3!
in the weak coupling limit. The outer boundary correspon
to the homoclinic bifurcation pointm'1.255. The letters
indicate qualitatively different regions of behavior of th
system:I — uniquely stable cophasal system~the oscilla-
tions of both subsystems are identical!; A — uniquely
stable antiphase regime~the oscillations of the subsystem
are identical apart from the phase shiftp); R — a pair of
mirror-symmetric cycles is stable;C — regimesI and A
coexist, separated by a pair of symmetric unstable cyc
SBi , i 51 . . . 4 —bifurcation curves on which symmetry is
lost.
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e
e
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or P2, making it possible for a limit cycle to exist.
This information can be used to formulate a simplifi

model which gives the principal properties of a neuron in
general form. In particular, conditions~1! and ~2! are satis-
fied by taking

F15«~x22m!, F25
~x1d!3

d2
2~x1d!, ~2!

where «, m, and d are control parameters. By varying th
parameterm, it is possible to vary the properties of the mod
from those close to a classical van der Pol generatorm
!1) to neuron-like behavior near the homoclinic bifurcati
point m'1.255. . . .
a

l

The object of our analysis below is a system of tw
coupled oscillators of the form~1! with allowance for~2!:

ẋ15y11Kx~x22x1!, ẏ152F1y12F21Ky~y22y1!,

ẋ25y21Kx~x12x2!, ẏ252F1y22F21Ky~y12y2!,
~3!

where coupling in terms of both variables allows the ex
tence of a delay~phase shift! typical of the finite speed of
coupling via the neuron synapse. Quite clearly, by tak
Kx50 or Ky50, we can convert to the more usual diffusiv
coupling in terms of a single variable.
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By assuming weak couplingKx,Ky→0, we can make a
qualitative analysis of the system behavior by projecting
oscillations of both coupled subsystems onto the phase p
of a single model8 ~Fig. 1a!. For smallm the limit cycle is
positioned nearF, where the structure of the vector field
similar to the case of a van der Pol generator. For fairly la
m the trajectory visits the zone to the left of the lineAB near
the equilibrium saddle stateS which is of particular interest
Figure 1b shows a qualitative mapping of the projection
the trajectories in both subsystems onto the phase p
(xi ,yi) nearS. Quite clearly, the singular point correspon
to the minimum of the absolute value of the phase veloc
uvphaseu50, which is shown by the concentric contou
uvphaseu. Introducing the unperturbed~in the absence of cou
pling! trajectoryG and considering the action of coupling
be a weak shift in the direction defined byKx ,Ky , we can
conclude that

1! the action of coupling ‘‘shifts’’ the subsystem sta
point either in the direction of the ‘‘slow’’ trajectoryGs or in
the direction of the fast trajectoryG f ;

2! the direction of the shift is determined by the relati
position of the state points of the interacting subsystems
by the direction of action of the coupling.

Figure 1b shows the case where coupling shifts the
jectory of the lagging subsystem into a region of even slow
motion, thereby increasing the phase shift. For the system~3!
this situation is found whenKx.0, Ky50. Obviously the
caseKx50, Ky.0 corresponds to the opposite situation.

Although the effect described above is local, it may
fluence the stability of the synchronous regime as a wh
Having divided the limit cycle into two zones by the lineAB,
we set these in correspondence with two mappingsP andQ
which convert some initial time shift of the subsystem
DtA,B into its transform by intersecting this line. Confinin
ourselves to small initial shiftsDt→0, we can reduce thes
~generally nonlinear! mappings to the coefficients

DtB5pDtA , DtA5qDtB . ~4!

Clearly the value ofpq characterizes the stability (pq,1) or
instability (pq.1) of the cophasal oscillation regime.

As was to be expected, the value ofq depends strongly
on the closeness of the trajectory to the saddle point, i.e.
the value of the parameterm ~Fig. 2a!. An abrupt increase
~curves1 and2! or an equally abrupt decrease~curves3 and
4! in the value ofq from the levelq51 reflects the action o
this mechanism.

Curves3 and 4 were obtained for coupling an order o
magnitude stronger and thus show the structural stability
this effect.

In fact, the region in the vicinity of the equilibrium
saddle stateSacts a kind of ‘‘lens’’ which, depending on th
coupling characteristics, ‘‘diverges’’ or ‘‘focuses’’ the ini
tially phase-shifted states of the two subsystems.

It is clear that the direction of interaction, defined by t
relationship between and signs ofKx andKy , plays an im-
portant role in these effects. For this reason it is conven
to represent the degree of coupling as a vector with the
ordinates
e
ne

e
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ne
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Kx5K cosC, Ky5K sinC, ~5!

whereK is the magnitude of the coupling coefficient andC
is its angle. Clearly, with a suitable choice ofC we obtain
particular cases of coupling in terms of a single variable.

The existence of various types of synchronous regim
of the system~3! and their stability were investigated b
calculating the so-called ‘‘effective coupling’’~see Ref. 9!
assuming thatK→0. The results are plotted in Fig. 2b.

For smallm this system behaves as two coupled van
Pol oscillators, i.e., it has regions of cophasal (I ) and an-
tiphase (A) oscillations, which is determined by the value
C ~i.e., by the combination of signs ofKx andKy).

An increase in the parameterm leads to a shift of the
sectors occupied by these regimes with respect toC and also
leads to the appearance of an additional pair of symme
cally positioned stable~in zoneR) or unstable~in zoneC)
oscillation regimes. Thus, the influence of the equilibriu
saddle state described above is observed as a change i
type of synchronization~from cophasal to antiphase or con
versely! as the control parameterm is varied.

In addition to neuron models, the mechanism describ
here is also relevant to various problems involving the s
chronization of systems with a saddle~saddle-focus! equilib-
rium state near an attractor.10,11An example may be the well
known ‘‘Chua circuit’’12 for which coupling along different
coordinates leads to cophasal or antiphase synchronizatio
regular and chaotic oscillations.
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Characteristics of phase transitions in inhomogeneous silicon monoxide/chromium thin
films exposed to pulsed laser irradiation

P. E. Shepelyavy , V. P. Kunets, E. V. Mikha lovskaya, and I. Z. Indutny 

Institute of Semiconductor Physics, National Academy of Sciences of Ukraine, Kiev
~Submitted July 6, 1998!
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An investigation was made of the behavior of SiO/Cr cermet films of nonuniform composition
exposed to pulsed laser irradiation. It is shown that radiation-stimulated surface segregation
of chromium may be observed in these films and can be used for the optical recording of
information. © 1999 American Institute of Physics.@S1063-7850~99!02002-9#
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Homogeneous cermet films of silicon monoxide a
chromium ~SiO–Cr! have been extensively studied and a
widely used in microelectronics1 and optical technology.2

Preliminary investigations of inhomogeneous SiO/Cr films
which the composition of the components varies conti
ously transversely from the insulator to the metal, ha
shown that these may also be of serious practical inter
For example, using these inhomogeneous films as lig
absorbing matrices on screens of color picture tubes can
prove the optical engineering and operating characterist3

At present increasing scientific interest is being directed
ward film structures with a spatially inhomogeneous com
sition, which reveal effects not observed in homogene
films of the same composition.4

Here we describe an effect, which we are the first
observe, involving the surface segregation of metal~Cr! in
inhomogeneous SiO/Cr films exposed to pulsed laser ra
tion.

The films were prepared by thermal evaporation o
mixture of finely dispersed chromium powder and silic
monoxide on quartz substrates in a vacuum of 1023 Pa. As a
result of the difference in the rates of evaporation of
mixture components, we obtained layers whose composi
varied smoothly as a function of depth: the SiO content
the deposited layer decreased with increasing thickness w
the Cr content increased. The distribution of the concen
tion of SiO and Cr components over the film thickness w
given in Ref. 3. After deposition the layers were treated w
a 15% aqueous solution of HCl to remove metallic Cr fro
1311063-7850/99/25(2)/3/$15.00
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their surface. The thickness of the films was 100–200 n
The films were irradiated by nitrogen laser pulsesl
5337.1 nm! of 8 ns duration and;103 W output power. The
radiation was focused to a light spot of diameter 150–2
mm using an optical system which increased the power d
sity to 106–107 W/cm2. The power density was varied b
inserting calibrated glass attenuator plates into the unfocu
part of the light beam.

The action of unfocused radiation pulses on an inhom
geneous SiO/Cr film did not cause any visible changes o
surface. When the power density reached;43106 W/cm2,
distinct spots could be identified on the surface of the film
the irradiation sites and these exhibited a characteristic
tallic luster and sharp edges approximately correspondin
the size of the irradiated zone. Figure 1a shows a photo
crograph of these spots on the surface of SiO/Cr film
tained by moving the sample in the focal plane of the foc
ing system. The high contrast at the illuminated si
indicates a substantial change in the reflection coefficien
the layer. Unlike the inhomogeneous SiO/Cr layers, SiO–
layers of homogeneous composition obtained by coevapo
ing SiO and Cr and irradiated under similar conditio
showed negligible changes in the surface at the irradia
sites~Fig. 1b!. At intensities in excess of~6–8!3106 W/cm2

both the homogeneous and the inhomogeneous layers
tained thermal damage.

In order to obtain a quantitative estimate of the observ
changes in the reflection of these inhomogeneous SiO
et

n-
FIG. 1. Photomicrograph of the surface of cerm
SiO/Cr films of inhomogeneous~a! and homogeneous
~b! composition after exposure to laser pulses of inte
sity 43106 W/cm2.
© 1999 American Institute of Physics
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FIG. 2. Spectral dependence of the reflection coefficient
unirradiated~a! and irradiated~b! inhomogeneous SiO/Cr
structures and reflection spectrum of the deposited Cr la
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films exposed to nitrogen laser radiation, we measured t
reflection coefficientR before and after irradiation by singl
pulses of intensity;43106 W/cm2. The spectral curves
R(l) are plotted in Fig. 2. A comparison shows that af
pulsed laser irradiation, the values ofR measured at the fre
surface of the SiO/Cr film increase by almost an order
magnitude. For example, in the 620 nm range the reflec
from the unirradiated film is;0.04, whereas after exposu
to a single pulse it is approximately 0.37. The increase iR
is observed over the entire visible range and does not dep
on which side~substrate or layer! the laser pulse acts. Thi
substantial increase inR indicates that under the action of th
laser radiation, the free surface of the inhomogeneous SiO
layer becomes enriched in the Cr metal component. Thi
also evidenced by the visually observed metallization. Ir
diation on the substrate side does not alter the pattern: C
again released on the free surface side. The similarity
tween the reflection coefficientsR(l) of the irradiated
SiO/Cr film and a pure Cr film~Fig. 2, curves b and c!
confirms the conclusion that surface segregation of Cr
curs. In addition, the metallized parts of the SiO/Cr film c
be selectively removed using well-known etchants for ch
mium.

The action of high-intensity pulsed laser irradiation
an absorbing thin-film medium is an effective means
stimulating various chemical processes such as struc
conversions, phase transitions, surface chemical react
and diffusion processes. The nature of a particular proce
determined to a considerable extent by the structural cha
teristics of the absorbing layer. For instance, irradiation
homogeneous SiO/Cr layers by laser pulses of bel
threshold intensity causes thermally stimulated formation
chromium silicides.5 In contrast, it has been shown that f
our inhomogeneous SiO/Cr layers similar laser treatm
ir
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causes the phase separation of metallic chromium at the
surface of the film. In our view, this characteristic is attri
utable to the gradient of the component composition of
inhomogeneous layer, which may give rise to elastic stres
in the layer. We also know that pulsed laser heating of
absorbing layer is accompanied by the creation of large th
moelastic stress gradients.6 In our case, the irradiation
induced thermoelastic stresses increase the stresses al
present in the layer. After the total field of elastic stresses
reached a certain critical value, which is determined by
radiation power density (;43106 W/cm2), an avalanche-
like mass transfer of chromium is observed toward the f
surface of the layer. This assumption is confirmed by
observed release of chromium at the surfaces of these la
under the action of local mechanical loading, for exam
under the pressure from the tip of a metal needle. A sim
effect is not observed in homogeneous SiO–Cr layers.

To conclude, when inhomogeneous SiO/Cr layers wh
composition varies smoothly with depth, are exposed
single 337.1 nm nanosecond laser pulses, phase transi
occur and these are accompanied by the release of the
tallic component~Cr! at the free surface of the film. A simi
lar effect occurs when local mechanical loads are appl
The observed surface segregation of chromium may
caused by the action of elastic stress fields whose magni
increases appreciably under the action of pulsed laser ra
tion, local mechanical loading, and so on. Further studies
their thermophysical, electrophysical, and optical charac
istics are required before the observed mass transfer
cesses in these layers can be modeled. The observed l
radiation-stimulated phase separation of chromium
inhomogeneous SiO/Cr layers may have practical appl
tions, for example for the optical recording of information
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Observation of segregation deposits in iron–nickel–titanium alloy using scanning
tunneling microscopy

V. L. Arbuzov, K. V. Shal’nov, S. E. Danilov, A. É. Davletshin, N. L. Pecherkina,
and V. V. Sagaradze

Institute of Metal Physics, Urals Branch of the Russian Academy of Sciences, Ekaterinburg
~Submitted August 10, 1998!
Pis’ma Zh. Tekh. Fiz.25, 24–27~February 26, 1999!

Scanning tunneling microscopy and electron microscopy were used to study the aging process of
the fcc alloy Fe136.5%Ni12.5%Ti under annealing. The possibility of using scanning
tunneling microscopy to study new-phase deposits formed during aging is examined. The sizes
of the g8-phase particles was determined. ©1999 American Institute of Physics.
@S1063-7850~99!02102-3#
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Studies of the degradation characteristics of austen
stainless steels and alloys are an important topic becaus
shape and sizes of the incipient new-phase deposits d
mine many macroscopic characteristics such as the radia
resistance and strength. However, classical methods of
amination, i.e., x-ray and electron microscopy, cannot
ways be used to reliably study the process of formation o
new phase, especially in the initial stages. Thus, scann
electron microscopy~a method of examining the surfac
structure of samples with nanometer resolution! holds great
promise for studying aging processes.

FIG. 1. Typical STM images obtained at the surface of N36T2 alloy: a
after quenching in water at 1100 °C, b — after annealing at 750 °C for 1
1341063-7850/99/25(2)/2/$15.00
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In order to identify the capabilities and characteristics
using scanning tunneling microscopy~STM! to study ther-
mal and radiation-induced structural-phase transitions
metals and alloys, it was necessary to confirm that, in p
ciple, STM could be used since the literature contains
examples of STM being used for this purpose. Scanning t
neling microscopy is usually used in studies of surface ph
ics, nanostructures, and nanotechnology.1 In our case we
needed to monitor the formation of a new phase in the b
of the material.

The model alloy used for these investigations was

h.

FIG. 2. Light-field~a! and dark-field~b! electron-microscope images of th
g8 phase in aged N36T2 alloy. The inset to Fig. 2a shows an elec
diffraction pattern of N36T2 alloy.
© 1999 American Institute of Physics
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fcc alloy Fe1Ni~36.5 wt.%!1Ti~2.5 wt.%!. In the quenched
state this alloy is a supersaturated solid solution and, a
result of aging, an orderedg8 phase should be formed, sim
lar in composition to Ni3Ti. This phase has a lattice param
eter similar to that of the matrix and is coherently bound w
the matrix. These factors make it difficult to identify th
phase at the initial stages of aging using x-ray and elec
microscopic methods. However, after fairly long agi
times, when the size of the deposits is 8–20 mm, theseg8
phase deposits can be identified fairly easily by elect
microscopy.2

Samples of N36T2 alloy were annealed in a purified
lium stream for 30 min at 1100 °C and then quenched
water at a rate of;500 K/s to obtain a supersaturated so
solution with a homogeneous titanium distribution. T
samples were polished in a reagent containing H2SO4

1CrO3 to smooth the relief and remove any surface oxid
The surface of the samples was then examined by S
Figure 1a shows a typical image of the surface after quen
ing. It can be seen that the surface of the quenched samp
fairly smooth, without any characteristic features.

An electron-microscope examination of samples age
750 °C for 10 h showed that fccg8-phase Ni3Ti deposits
formed in N36T3 alloy after aging. Theseg8-phase particles
are ordered and give superstructure reflections~Fig. 2a!. A
dark-field image of theg8 particles in the (100)g8 super-
structure reflex is shown in Fig. 2b. The average size of
g8 phase particles determined from measurements u
dark-field photographs is 35 nm and their density is
31014cm23.

The aged sample was then electrically etched using
same reagent as the quenched one. The depth of etching
a

n

n

-
n

.
.

h-
is

at

e
ng

e
as

;1 mm. We assume that the rates of etching of these n
phases and the matrix will differ, which will create a surfa
relief during etching when these deposits are present in
bulk.

Figure 1b shows an STM image of the surface of
aged sample after electrical etching. This clearly sho
spherical irregularities with an average size of;17– 25 nm.
Bearing in mind that these irregularities were not observ
on the quenched sample after etching, we can postulate
the spherical irregularities observed on the surface of
aged sample are deposits of a new phase. The deposit
smaller than those obtained by electron microscopy for t
reasons: first, the STM examination is made at the surfac
the sample and the visible part of the deposit may be sma
than that in the bulk; second, theg8 particles may become
smaller as a result of the etching. It is also possible t
particles smaller than the average may be present in this
of the sample during the STM examination.

Thus, we have shown that: 1! intermetallide aging with
the formation ofg8-phase deposits whose sizes reach 35
is observed in the fcc alloy N36T2; 2! STM examinations
may be used to investigate deposits of a new phase in
bulk of the material.

This work was partially supported by the MNTT
~Project No. 467-97! and by the Program for State Support
Leading Scientific Schools in the Russian Federation~Project
No. 96-15-96515!.

1V. S. Édel’man, Prib. Tekh. E´ ksp. No. 1, 24~1991!.
2V. M. Alyab’ev, V. G. Volgin, and S. F. Dubinin, Fiz. Metall. Metalloved
No. 8, 142~1990!.
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Dynamics of a map lattice with threshold coupling
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~Submitted April 29, 1998!
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An analysis is made of the dynamics of a logistic map lattice with threshold coupling and it is
shown that, depending on the values of the control parameters, various types of spatial
structures are formed in these lattices. For these structures there is a set of numerical values
characterizing the type of structure which depends on the values of the control parameters. It is
shown that in the spatially steady-state structures formed in a coupled-map lattice, there are
small regions of nonstationary processes in which periodic oscillations occur. ©1999 American
Institute of Physics.@S1063-7850~99!02202-8#
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The logistic mapping has been extensively studied
may be described as a standard tool of nonlinear dynam
~see Ref. 1, for example!. This standard mapping is used
the basis to construct and study systems of coupled log
maps,2,3 as well as one-dimensional chains and tw
dimensional lattices of logistic maps with various types
coupling.4–6 In particular, analyses have been made of t
logistic maps with mutual threshold coupling7 and a chain of
logistic maps with unidirectional threshold coupling.8

Here an analysis is made of a lattice of logistic ma
coupled by means of threshold coupling:

ui j
k115ui j

k S a2s sgnS H (
l 5 i 21

i 11

(
s5 j 21

j 11

uls
k J 2ui j

k 2uthD 2ui j
k D ,

~1!

wherei and j are the discrete spatial coordinates of a latt
element andk is the discrete time. The parametersa ands are
assumed to be the same for all the lattice elements. It ca
seen from Eq.~1! that an arbitrary lattice element is influ
enced by elements in the immediate neighborhood of
element. The numerical values of the parametersa ands are
selected so that the behavior of this map corresponds
fixed point on the Lamere´ diagram if no oscillations occur in
the elements adjacent to that being considered, in o
words a1s,3. The parameteruth is the threshold above
which ($( l 5 i 21

i 11 (s5 j 21
j 11 uls

k %2ui j
k ), the stable fixed point in

the map with the discrete coordinatesi , j , undergoes an
abrupt change. Strictly speaking, this is why this type
coupling has been called ‘‘threshold.’’ The term2ui j

k after
the signum function is introduced to eliminate the influen
of coupling between an element with the discrete coordina
i , j and itself.

Thus, the dynamics of a lattice element with the discr
coordinatesi , j is influenced by its neighbors and this el
ment in turn influences them.

Since in the present paper we are considering boun
map lattices, we need to impose constraints on the boun
elements. We shall subsequently assume that for elem
with the discrete coordinatei 50 the following relation
holds:
1361063-7850/99/25(2)/3/$15.00
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u0 j
k115u0 j

k S a2s sgnS H (
l 50

1

(
s5 j 21

j 11

uls
k J 2u0 j

k 2uthD 2u0 j
k D .

~2!

Similar relations can also be written for the other bounda
elements of a map lattice with the coordinatesj 50,
i 5I max , and j 5Jmax. In other words, we can say that

FIG. 1. Dependences ofa1503150, b1503150, g1503150, anda50350 , b50350 ,
g50350 on the control parameteruth (a51.5, s50.45).
© 1999 American Institute of Physics
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FIG. 2. a — structure formed in a 35335 logistic map lattice with
threshold coupling for values of the control parametersa51.5, s
50.45 anduth54.4; b — fragment of the same structure showin
oscillatory behavior with an oscillation period of 2.
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lattice with free edges is being considered, since the bou
ary elements of the lattice are influenced only by their i
mediate neighbors located inside and along the boundarie
the lattice.

The results of numerical experiments show that a
a transition process has taken place, an equilibrium s
is established in a logistic map lattice with thresho
coupling whose form depends on the parameters of
d-
-
of

r
te

e

system and the initial conditions. An interesting point
that the established spatially steady-state structures con
‘‘islands’’ of several elements in which oscillation
exist. For the same values of the parameters but diffe
initial distributions different structures are established in
lattice map, but nevertheless we can introduce some ‘‘g
bal’’ characteristics which will be the same for the
structures.
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We shall analyze anm3n lattice with free edges de
scribed by relations~1! and ~2! with a random initial distri-
bution. Let us assume thatN1 is the number of map lattice
elements whose value after the completion of a transi
process is constant and greater thanU th ~it can be said that
these elements are in an excited state!, N2 is the number of
map lattice elements with a constant value lower thanuth

~unexcited state!, andN0 is the number of lattice elements i
which oscillations occur after a transition process~oscillating
state!. We then introduce the quantities

amn5
N1

m3n
, bmn5

N2

m3n
, gmn5

N0

m3n
,

which are in fact the relative number of elements in the
cited, unexcited, and oscillating states. The results of a
merical investigation of this type of lattice indicate that t
external form of the structures formed from different initi
distributions is different but the values ofamn , bmn , and
gmn for these structures remain almost the same.

Quite understandably, the size of this lattice influenc
the numerical values ofamn , bmn , andgmn : the smaller the
lattice, the greater the role played by the edge effects. T
it is worth also introducing the parametersa, b, andg for an
unbounded lattice of elements: DLB

a5 lim
m→`
n→`

amn ,

b5 lim
m→`
n→`

bmn ,

g5 lim
m→`
n→`

gmn .

It is quite clear that the larger them3n lattice being studied,
the closer are the values ofamn , bmn , andgmn to a,b, and
g. Figure 1 gives the values ofa1503150, b1503150,
g1503150, and a50350, b50350, g50350 as a function of the
control parameteruth . Some characteristic features of th
dynamics of a coupled logistic map lattice with thresho
coupling can be clearly identified: first, the figure clea
shows the difference in the values ofamn , bmn , andgmn for
lattices of different dimensions caused by the influence
edge effects. Second, it can be seen that the range of v
tion of the control parameteruth is divided into several char
acteristic sections within which the values ofamn , bmn , and
gmn vary little. Finally, it can be seen that the range of var
tion of the parameteruth has regions within which a larg
number of ‘‘islands’’ of oscillatory motion appear in the la
tice of threshold-coupled logistic maps. Figure 2a illustra
the structure formed in the map lattice and Fig. 2b shows
time behavior of an island of oscillatory motion within th
spatially uniform structure formed in the lattice.

It is also interesting to determine what happens to
n

-
u-

s

s,

f
ia-

-

s
e

e

structure established in the lattice after a transition proces
the control parameteruth begins to vary slowly. Initially, we
can envisage two possible modes of behavior of the stea
state structure: either the steady-state structure will not
dergo any changes with varyinguth ~the stationary regions
will remain stationary and oscillations will occur in the is
lands of oscillatory motion! until uth goes outside the rang
in which the values ofamn , bmn , andgmn vary weakly; or
the steady-state structure will undergo negligible change
the parameteruth varies, some of the previously stable ma
will be converted into islands of oscillations and, converse
in oscillatory regions the oscillations will cease and statio
ary states will be established. However, these small chan
should not affect the general structure formed in the latti
When uth goes outside the range of negligible changes
amn , bmn , andgmn , the structure established in the logist
map lattice with threshold coupling should undergo subst
tial rearrangement.

As a result of these investigations it was established
a second scenario can also occur in a logistic map lat
with threshold coupling as the parameteruth varies: if uth

does not go outside a certain range ofamn , bmn , andgmn as
it varies, the structure formed in the lattice will undergo ne
ligible changes with varyinguth ~islands of oscillations will
form and disappear, and individual elements may be tra
ferred from excited to unexcited states, and conversely!, but
when uth goes outside this range, the structure underg
major rearrangement.

To sum up, an analysis has been made of a logistic m
lattice with threshold coupling. It has been established tha
the lattice control parameters in these lattices are selecte
that in the absence of oscillations in neighboring elements
isolated logistic map exhibits no oscillatory dynamics, sp
tially steady-state structures appear with islands of osc
tions which depend on the control parameters.

This work supported by the Russian Fund for Fund
mental Research, Grant No. 96-02-16753.

1A. P. Kuznetsov and S. P. Kuznetsov, Izv. Vyssh. Uchebn. Zaved. P
Nelin. Dinam.1, No. 1, 2, 15~1993!.

2S. P. Kuznetsov, Izv. Vyssh. Uchebn. Zaved. Radiofiz.33, 788 ~1990!.
3S. P. Kuznetsov, Zh. Tekh. Fiz.55, 1830~1985! @Sov. Phys. Tech. Phys
30, 1071~1985!#.

4S. P. Kuznetsov, Pis’ma Zh. Tekh. Fiz.9~2!, 94 ~1983! @Sov. Tech. Phys.
Lett. 9, 41 ~1983!#.

5A. P. Kuznetsov and S. P. Kuznetsov, Izv. Vyssh. Uchebn. Zaved.
diofiz. 34, No. 10, 11, 12~1991!.

6A. P. Kuznetsov and S. P. Kuznetsov, Izv. Vyssh. Uchebn. Zaved.
diofiz. 34~2!, 142 ~1991!.

7A. A. Koronovski�, V. I. Ponomarenko, and D. I. Trubetskov, Izv. Vyss
Uchebn. Zaved. Prikl. Nelin. Dinam.5~2!, 63 ~1997!.

8A. A. Koronovski�, Pis’ma Zh. Tekh. Fiz.23~6!, 61 ~1997! @Tech. Phys.
Lett. 23, 236 ~1997!#.

Translated by by R. M. Durham



TECHNICAL PHYSICS LETTERS VOLUME 25, NUMBER 2 FEBRUARY 1999
Ferromagnetic circuit breaker
G. A. Shneerson, Yu. N. Bocharov, I. P. Efimov, and S. I. Krivosheev
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Current can be transferred to the load of an inductive energy storage device by rapidly increasing
the inductance of a circuit element connected in parallel with the load. The present paper
suggests using a coil with a ferromagnetic core for this purpose. In addition to the principal
~toroidal! field, an orthogonal~poloidal! control field is generated in the core. The results
presented here demonstrate that under certain conditions, the magnetization and therefore the
inductance can be changed abruptly by this orthogonal control field. It is also shown that
the switching process can be controlled by fairly small currents. Under favorable geometric
conditions, the inductance can vary by a factor between 3 and 10. The proposed system
is suitable for multiple use, since it contains no elements that are damaged during the switching
process, as is the case with exploding conductors, and is effective for a low-inductance
load. © 1999 American Institute of Physics.@S1063-7850~99!02302-2#
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1. We shall first discuss the operating principle of a f
romagnetic circuit breaker with transverse magnetizati
Current is transferred rapidly to inductive and inductiv
capacitive energy storage devices by using systems in w
the intermediate impedance of the circuit element increa
abruptly. This process can be accomplished by various m
ods, including a jump in the inductance of the circuit~Fig. 1!
from the initial valueL18 to a final levelL19 . In this case, the
current in the load and the currenti 1 will be given by1

i 295 i 08
K21

L2 /L181K~11L2 /L0!
,

i 195 i 08
11L2 /L181L2 /L0

L2 /L181K~11L2 /L0!
, ~1!

wherei 08 is the initial value of the currenti 0, i 29 is the current
in the inductive load, andK5L19/L18 is the change in induc
tance.

A megampere current pulse with a rise time of the or
of 1026 s or less is required to generate ultrastrong magn
fields in single-turn low-inductance solenoids. In this ca
an inductive-capacitive storage system can be used
shorten the pulse rise time.2 In these experiments the cond
tion L2!L0 is usually satisfied, whereL0 is the inductance
of the energy source.

Here we consider the possibility of using a jump in t
magnetization of the coil coreL1 as a result of some externa
influence for switching purposes. In the initial state, the c
should be deeply saturated and then, at the required time
core material should be transferred to an unsaturated s
accompanied by a sharp rise in the inductance toL19 and
transfer of current to the loadL2. The process should also b
controlled so that the inductance jump and when it occurs
determined by the external influence and not by the cur
in the storage circuit. Here we suggest using an orthogo
field system for this purpose.3
1391063-7850/99/25(2)/3/$15.00
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In the proposed device, the inductanceL1 is a coil with a
toroidal core with the currenti 1 flowing through its winding,
generating a toroidal field with the inductionBu ~Fig. 1!. A
circuit with the currenti u is located on the axis of the core
The induction of the toroidal field generated by the curreni 1

is orthogonal to the induction of the poloidal fieldBw gener-
ated by the currenti u . The inductanceL1 can be varied
widely by means of the control currenti u , as is shown, for
example, when the core material is isotropic and the dep
dence of the induction on the magnetic field strength has
form B̄5m(H)H̄. In this formula the magnetic permeabilit
depends on the strength modulusH5(Hw

21Hu
2)1/2. Let us

assume that in the initial state of the system we ha
Hw@Hs andHu>Hs ~point 1 on the curveB(H) plotted in
Fig. 1!. HereHs is the threshold strength, corresponding
the point of intersection of the two sections of the brok
curve which approximates the magnetization curve. In
initial state the core saturates rapidly as a result of the ac
of the poloidal fieldHw . When the currenti u is switched off,
the fieldHw becomes zero and the system is at point2. The
inductanceL1 increases sharply and the currentsi 0, i 1, and
i 2 in the circuit elements of the inductive storage device v
accordingly. Note that instead of switching off the curre
i u , a current2 i u could be switched on in the same circuit
in a nearby circuit inside the core.

We now give some estimates of the parameters of a
romagnetic circuit breaker, we consider its possible appli
tion for switching in low-inductance circuits, and also giv
some results of calculations.

2. We now present some approximate characteristics
ferromagnetic circuit breaker. For an approximate desc
tion of the magnetic circuit of a circuit breaker the magne
zation curve can be replaced by the broken line~Fig. 1!:

B~H !5H mH, B<BS ,

meffH, B>BS ,
~2!

where
© 1999 American Institute of Physics
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FIG. 1. Circuit for transferring current to an inductive load as
result of a change in the inductanceL1.
o
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ss,
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meff5
BS1~H2HS!m0

H
5m0F11

BS

m0H S 12
m0

m D G .
We take as the calculation model a system in the form

a hollow toroid in which the conditionb,a!R is satisfied
~Fig. 1!. In the saturation state we haveH'Hw5 i u /2pa.
Under the conditionsm@m0 and Hw@Hu we have in the
initial state

meff5meff8 'm0S 11
BS

m0Hw
D5m0S 11

l wBS

m0i u
D . ~3!

Herel w52pa is the length of a poloidal field line andHw is
its strength. For the following estimates we takeBS51.5 T,
which corresponds to magnetic materials such as perma
amorphous iron, etc., used in pulse transformers and m
netic flux compression devices.

If the currents i 1 and i u are the same, the ratio i
Hw /Hu' l u /a. If l u /a@1, the conditionHw /H u@1 can be
satisfied if the control currenti u is smaller thani 1. Thus, in a
system with orthogonal fields the switching process can
controlled externally using a relatively weak current.

If the conditionw1i 19,BSl u /m5 i 1s is satisfied, the core
will not be saturated after switching (w1 is the number of
f

y,
g-

e

turns!. The currenti 19 can be obtained by using formula~1!,
which can be conveniently expressed as follows:

i 195 i 08
a

K1b
, i 1s /w1 , ~4!

where a5(11L2 /L181L2 /L0)/(11L2 /L0) and b
5(L2 /L18)/(11L2 /L0) are dimensionless numbers dete
mined by the inductance ratios. In the particular ca
L2 /L0!1, we havea511L2 /L18 andb5L2 /L18 . Formula
~4! yields a constraint on the switchable current

w1i 08<
i 1s

a
~K1b!. ~5!

The magnetization current is relatively weak. Neverthele
condition ~5! can even be satisfied for a large switchab
current if the ratiom/meff8 5K is fairly large. Using formula
~2!, we obtain general expressions forK, the permissible
switchable current, and the current in the load:

K5
L19

L18
5

m0 /m

11~12m0 /m! p
, ~6!
FIG. 2. Dependence ofi 2 / i s and K on the parameter
kb5BS /(m0Hw). For L2 /L1

0: 1 — 0.01,2 — 0.1, 3 — 1,
and4 — 10.
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FIG. 3. Dependence of the permissible switching cu
rent i 08 on the ratiol w / l u . For i u : 1 — 104 A, 2 —
105 A, 3 — 106 A, and4 — 107 A.
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i 085
m S 11

m0
F11p1

m0S@11p#
1

m0S p11G D ,

~7!

i 295
l uBS

m0
F11p1

L2l u

m0S@11p#
1

L2l u

m0S

p

11pG21

. ~8!

Curves illustrating these dependences as a function of
dimensionless parameterp5BS /(m0Hw) are plotted in Fig.
2.

3. We shall now consider the weak saturation regim
which corresponds to the right-hand side of the curves p
ted in Fig. 2, where the conditionBS /(m0Hw).1 is satisfied.
Subject to this condition and in accordance with condit
~5!, the following estimates are valid for the currents andK:

K'Hw /HS , i 08'
i ul u

l w~11L2l ui u /~SBSl w!!
,

i 29'
l uHw

11L2l uHw /~BSS!
. ~9!

The formulas~9! can be used to optimize the parameters
an inductive storage device with a ferromagnetic switch. T
optimization problem may be posed as the choice of
parameterl w , the length of the poloidal field line for which
the maximum switchable currenti 08 can be achieved in a
solenoid of fixed length for a given control currenti u ~Fig.
3!. The results show that for a continuous solenoid of arou
1 m length, switchable currents of the order of 105 A can be
achieved while the amplitude of the control currents can
several times smaller. In order to achieve currents clos
106 A, it is necessary to increase the core length, which~for
a constant control currenti u) increases proportionately a
( i 08)

2. It should be noted that in this case, although the ra
K is lower than the limiting value ofm/m0, it is still high ~of
order tens or higher!.

4. We shall now consider strong saturation, which c
responds to the conditionBS /m0Hw!1 ~left-hand side of
Fig. 2!. Under the conditionsm/m0@1, K@1 the currents
andK have values of

K'
m

m0~11BS /m0Hw!
,

he

,
t-

f
e
e

d

e
to

o

-

i 29'
S u

m0~11L2 /L18!~11BS /m0Hw!
,

i 0'
BSl u

m
1

BSl u

m0@11~11BS /m0Hw!L2 /L18#
. ~10!

Strong saturation may be used to achieve megamp
currents in a low-inductance load. In this case the lengthl u

should be fairly large and the solenoid cross section sho
be selected so that the ratioL2 /L18 is not large. If the length
and the solenoid cross section are fairly large and the l
inductance is low, the ferromagnetic circuit breaker c
transfer a megampere current to the load of the induc
storage device in a controlled fashion. For example,
BS /m0Hw51, meff8 52m0 and BS51.26 T is assumed, the
for S51022 m2 and l u55 m, and inductancesL2 of 5 and
1 nH we obtain 1.25 and 2.08 MA, respectively.

5. The following conclusions can be drawn:
a. A controlled change in the inductance in a syst

with orthogonal fields can be used to transfer current to
load of an inductive storage device. In this case, the c
trolled inductance is an analog of a circuit breaker.

b. A ferromagnetic circuit breaker can switch mega
pere currents in systems with a low-inductance load~on the
order of 1029 H!.

c. The circuit breaker parameters can be optimized w
the core material is initially weakly saturated. In this regim
the circuit breaker is best used to switch currents of 104–
105 A.

This work was supported by the Federal Target Progr
‘‘Integration,’’ Project K0854.
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An investigation is made of the divergence of the higher moments of the field in conducting
structures with conical singular regions. Calculations are made of the critical values of the
parameters which determine the nonlinear anomalies of a medium. ©1999 American
Institute of Physics.@S1063-7850~99!02402-7#
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The effective nonlinear characteristics of inhomog
neous media are determined by the local values of the m
rial parameters and by the microgeometry of t
components.1 Geometric effects that enhance the nonline
ity of a medium have been studied in two-dimensional frac
media2,3 and periodic lattices.4,5 Here we shall show tha
similar anomalies also occur in three-dimensional media
medium with conical microconstrictions is taken as an
actly soluble model. Regions of this type may be formed,
example, in periodically packed cubes whose conductivi
s1 and s2 differ very significantly. We assume that in th
first packing layer the cubes form a ‘‘checkerboard’’ latti
and in the next layer, cubes of conductivitys2 are positioned
above cubes of conductivitys1, and so on. In other words
the two types of cubes are packed in a lattice with a sod
chloride structure.

In this case, the regions of contact between cubes
similar conductivitys1 are pyramids whose apices are
contact and are surrounded by a medium of conductivitys2.
Since an anomaly is caused by a concentration of cur
near the apices, the nature of the divergence may be dem
strated for simpler regions of contact. Since we are intere
in whether the type of anomaly changes qualitatively on tr
sition from the two-dimensional system consider
previously4,5 to a three-dimensional one and we require
exact solution, we replace the pyramidal regions of con
with conical ones. Note that the problem of two contiguo
cones is also of independent interest. First, these struct
may be produced by microtechnological methods and s
ond, this generalizes the well-known problem of conical d
fects ~depressions! in a metal surface.6,7 We shall present
results of an exact solution of this problem.

We shall study the flow of current along the axis of t
structure shown in Fig. 1. As in the well-known problem
a tip,8 we are interested in the behavior of the solution nea
singularity. We assume that the bases of highly conduc
cones are connected to Ohmic contacts at the characte
distanceL from the apices of the cones. In order to find t
effective linear conductivity of the structure, we need
solve the equations for the currentj and the fielde:

j5se,

div j50, curle50 ~1!
1421063-7850/99/25(2)/3/$15.00
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with the boundary conditions

s1~e•n!15s2~e•n!2 , ~e•t!15~e•t!2 , ~2!

wheren andt are the unit normal and tangential vectors
the phase interface. The effective linear conductivity can
determined from the condition for energy dissipation

^se2&5se^e&2, ~3!

where the notation̂( . . . )&5*( . . . )dV/V is used for aver-
aging over the volumeV. We then utilize the fact that for a
weakly nonlinear medium with local couplingj5se
52xe2e the effective nonlinear conductivityxe is deter-
mined by the fourth-order correlation function of the field
a linear medium~this is demonstrated in Refs. 9 and 10!

xe5
^xe4&

^e&4
. ~4!

It follows from Eq. ~3! that the effective linear conductivity
is determined by the quadratic moment of the field; the
fective nonlinear conductivity is expressed in terms of t
fourth moment of the field~4!. We are also interested in
higher moments of the field̂e2n&. According to Dudson
et al.,11 the amplitudes of the harmonics excited in a mediu
by an alternating field are given by

B3~n21!;^e2n&, n52,3,. . . , ~5!

where the field is also obtained from the linear equations~1!.
The aim of the present paper is to demonstrate the di
gence of the higher moments of the field for a finite~critical!
value of the system parameters, the conductivity ra
h5s2 /s1 or the cone expansion angleq0.

We shall seek a solution of the equations~1! in the form

j52s¹w, ~6!

where the potential isw5r l f (q) and the functionf (w) is
determined from

1

sinq

]

]q
sinq

]

]q
f 1l~l11! f 50. ~7!

The solution of Eq.~7! for q,q0 should be taken in the
form

f 15APl~cosq!, ~8!
© 1999 American Institute of Physics
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wherePx(x) is a Legendre function. For the anglesq0,q
,p/2 the solution has the form

f 25BF1

2
~12cospl!Pl~cosq!1

sinpl

p
Ql~cosq!G ,

~9!

whereQl(x) is a Legendre function of the second kind. T
functions f 1 and f 2 at the surface of the cone satisfy th
boundary conditions

f ~q0!15 f ~q0!2 , f 8~q0!15h f8~q0!2 , ~10!

wheref 85] f /]q. Note that a solution in the range of angl
(q.p/2) may obtained from Eqs.~8! and ~9! by continua-
tion, keeping the result odd in the angle~because of the
boundary conditions for the external field!.

Substituting Eqs.~8! and ~9! into the boundary condi-
tions ~10!, we can easily find that a general solution is o
tained if the following relation is satisfied

hPl~x!F1

2
~12cospl!Pl11~x!

1
sinpl

p
Ql11~x!2xFl~x!G

5Fl~x!@Pl11~x!2xPl~x!#, ~11!

where x5cosq0, and Fl(x)51/2(12cospl)Pl(x)
1(sinpl/p)Ql(x). Equation~11! can be used to determin
the dependence of the parameterl on h andq.

Substituting this solution for the field into Eq.~5!, we
can calculate the contribution to the correlation functi
caused by the current singularities in the conical region

^e2n&5
const

V E
0

L

drr 2r 2n~l21! E
0

p

dq sinq@~ f 8!21l2f 2#.

~12!

FIG. 1. Schematic of conical regions~linear conductivitys1) immersed in a
medium of~poor conductivitys2.!
-

It follows from Eq. ~12! that the integral diverges forlc

5123/2n. Knowing lc , we use Eq.~11! to find the critical
value of the parameterhc as a function of the angleq0.
Figure 2 gives the dependence ofhc on q0c obtained by
solving Eq.~11! numerically for various ordersn of harmon-
ics. The maximum critical values of the parameters (hc ,
q0e) depend onn. We shall give the value for several lowe
moments: forn52 we obtain (hc50.094,n0c555.50); for
n53 we have (hc50.253, q0c555.30), and forn54 we
have (hc50.369,q0c555.18). The critical values of the pa
rameters (hc , q0c) in the three-dimensional case differ su
stantially from the two-dimensional case~the problem of
sectors is discussed by Sataninet al.5!. For example, the
critical angle ~because of the dual symmetry! in a two-
dimensional system is the same for all moments and is e
to p/2, whereas in a three-dimensional system it depends
the orders of the harmonics.

The prediction of anomalies and calculations of the cr
cal values of the parameters of conical singularities con
tute the main result of the present study. Clearly, as a re
of geometric factors or thermal effects, the growth of h
monics stabilizes in a real system. We have not discussed
mechanisms for the elimination of anomalies since this w
be considered in a separate study.

In order to observe anomalies it is convenient to meas
the dependence of the harmonic amplitudes on the micro
rameters of the system. Existing micro- and nanotechnolo
cal methods can be used to produce media with a partic
microgeometry. A random medium with conical singulariti
may be obtained by specially forming the microparticles.12 A
model system can also be used to exhibit anomalies.
example, to obtain a medium with variableh it is convenient
to use an electrolyte in which a conical electrode position
above a metal surface is immersed.

This work was supported by a grant from the Russ
Fund for Fundamental Research~Project Code 97-02-

FIG. 2. Critical structure parameterhc as a function of the cone expansio
angleq0 for various moments: the dotted curve gives the dependence fo
fourth moment~nonlinear conductivity!; the dashed and solid curves giv
those forn53 andn54, respectively.
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The nonlinear Schro¨dinger equation is analyzed in order to theoretically investigate nonlinear
surface magnetostatic spin waves in a planar ferrite–insulator–metal structure. It is shown
that for specific distances between the metal screen and the ferromagnetic film, pulses of surface
magnetostatic spin waves may propagate as envelope solitons. ©1999 American Institute
of Physics.@S1063-7850~99!02502-1#
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Yttrium iron garnet films in an external magnetic fie
are the most suitable material for studying the nonlin
properties of surface magnetostatic spin waves. Rece
many experiments have been carried out aimed directl
observing magnetostatic spin wave~MSW! solitons.1–5

These studies confirmed the results of the first theoret
investigations of the MSW instability in thin ferromagnet
films and thus the possible propagation of MSWs in the fo
of envelope solitons. The basic principles of the theory
MSW propagation as solitons were put forward by Zvez
and Popkov.6 The method of analyzing MSWs used in Ref.
and known in the literature as the ‘‘envelope’’ method,7 was
developed subsequently and investigated in detail for sur
MSWs in Refs. 8–12. One of the results obtained
Karpman7 and then confirmed experimentally and theore
cally in later studies, was the conclusion that a surface m
1451063-7850/99/25(2)/3/$15.00
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netostatic spin wave is stable with respect to longitudi
perturbations, i.e., it is impossible for envelope solitons
surface MSWs to exist.

Theoretical studies of surface MSW instability are bas
on analyzing solutions of the nonlinear Schro¨dinger equation
in which the coefficients are determined using the MSW d
persion relations:5–12

i FdA

dt
1vg

dA

dyG1
1

2
b2

d2A

dy2
2guA2uA50. ~1!

Here vg5dv/dk is the MSW group velocity, b2

5d2v/dk2 is the group velocity dispersion, an
g5(dv/duAu2) uAu50 is the nonlinear coefficient, whereA is
the dimensionless amplitude of a MSW pulse andv and k
are its frequency and wave vector, respectively. Note thavg
a
en
FIG. 1. Dispersion of surface MSW group velocity as
function of the wave vector for various distances betwe
the metal screen and the ferromagnetic film.
© 1999 American Institute of Physics



a
en

146 Tech. Phys. Lett. 25 (2), February 1999 A. S. Kindyak
FIG. 2. Coefficient of nonlinearity of a surface MSW as
function of the wave vector for various distances betwe
the metal screen and the ferromagnetic film.
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andb2 are determined using a linear dispersion equation
the nonlinear coefficient is obtained using the nonlin
MSW dispersion relation. The condition for the onset
MSW instability known as the Lighthill condition,7 has the
form

b2g,0. ~2!

It can be seen from Eqs.~1! and ~2! that the onset of
MSW instability is determined by its dispersion law. Thu
by varying the MSW dispersion law, we can vary the con
tions for the onset of MSW instability relative to longitudin
perturbations and thereby control the region of existence
MSW solitons.

It is known13,14 that the existence of metal screens so
distance from a ferromagnetic film substantially changes
surface MSW dispersion law. Thus, from the scientific a
practical point of view, it is interesting to study the influen
of a metal screen on the conditions for the onset of long
dinal instability and soliton formation for a surface MSW
propagating in a planar ferrite–insulator–metal structure

Let us consider a surface MSW propagating in a pla
structure consisting of an yttrium iron garnet film of thic
nessd, an insulator of thicknesst, and a metal screen. A
surface magnetostatic wave propagates along theY axis and
an external magnetic field lies in the plane of the struct
and is directed along theZ axis. The dispersion equation fo
the surface MSW then has the form15

e22kd5
~m2ma11!@m1ma1tanh~kt!#

~m1ma21!@m2ma2tanh~kt!#
. ~3!

Herem andma are the diagonal and off-diagonal elements
the magnetic permeability tensor of the ferromagnet, ank
andv are the carrier frequency of the surface MSW.

Rewriting Eq.~3! in the form
d
r
f

,
-

of

e
e

d

-

r

e

f

v22vh
22vhvm2

vm
2

4
~12b!

5a~12b!F ~v1vh!
vm

2
1

vm
2

4 G , ~4!

we obtain

v5
vm

4
a~12b!1

1

4
$@2~vm12vh!

1vma~12b!#224vm
2 b%1/2. ~5!

Here we have vm54pgM0, vh5gH, a5exp(22kd),
b5exp(22kt), 4pM0 is the saturation magnetization of th
ferromagnet, andg is the gyromagnetic ratio. Equation~5!
readily yields an expression for the surface MSW gro
velocity:

vg52
vm

2
@ t2~ t1d!b#a2

vm

2
$@ t2~ t1d!b#aS

22vmdb%/$S224vm
2 b%1/2, ~6!

where

S52~vm12vh!1vma~12b!. ~7!

The group velocity dispersion then has the form

b25vm@ t22~ t1d!2b#a1vm~S224vm
2 b!23/2

3$~S224vm
2 b!@S@ t22~ t1d!2b#a1vm@ t2~ t

1d!b#2a224vmd2b#2vmQ2%, ~8!

where

Q5S@ t2~ t1d!b#a22vmdb.
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Since the nonlinearity is assumed to be weak, the de
tions of the magnetization from the equilibrium state will
small and thez-component of the magnetization may be e
pressed in the form

mz5M0@12~ umxu21umyu2!/2M0
2#. ~9!

Then, in the limit kd!1, we havemz'M02M0uAu2 and
vm'vm(12uAu2) ~Refs. 6–12!. Substituting the value o
vm into Eq.~5! and calculating the derivative with respect
uAu2, we obtain

dv

duA2U A5052
vm

4
a~12b!2H vmvh@21a~12b!#

1
vm

2

4
@~21a!22ba2#~12b!J Y 2

3H vm
2

4
@~21a!22ba2#~12b!

12vmvh@21a~12b!#J 1/2

. ~10!

A necessary condition for the formation of solitons fro
a surface MSW pulse is that inequality~2! hold. This condi-
tion was analyzed for values ofv andk which are solutions
of Eq. ~5! for various distancest between the metal scree
and the ferromagnet. Formulas~6!, ~8!, and~10! were tabu-
lated for 4pM051750 H, H51000 Oe,d50.001 cm, and
kP@1,1000# cm21.

Figure 1 gives calculated behavior of the group veloc
dispersion as a function of the wave vector. It can be s
that for t,0.1 cm the curves have a region of positive v
ues. As the distancet between the metal screen and the f
romagnetic film decreases, the region is shifted toward
short-wavelength part of the spectrum and disappears f
metallized ferromagnetic film. The position of the region
positive values ofb2 corresponds to the region of anomalo
behavior of the dispersion dependencev(k).

As can be seen from Fig. 2, the nonlinear coefficientg is
less than zero for anyt. Thus, the Lighthill criterion~2! is
a-

-

n
-
-
e
a

f

only satisfied for those frequencies for which the group
locity dispersion is positive.

To sum up, it has been shown theoretically for the fi
time that in principle, longitudinal instability may exist an
envelope solitons of a surface MSW may form in a plan
ferromagnetic–insulator–metal structure. It has been es
lished that by varying the position of the metal screen re
tive to the ferromagnetic film, it is possible to control th
frequency range of surface MSW soliton formation and
parameters.

This work was supported financially by the Fund f
Fundamental Research of the Belarus Republic, Grant
F96-142.
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An analysis is made of the diagnostics of chaotic oscillations generated by a dynamic system and
distorted by some linear inertial circuit. A method is developed to reconstruct the initial
signal and determine the characteristics of the distorting filter using a time series of the process
under study. ©1999 American Institute of Physics.@S1063-7850~99!02602-6#
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It is known that after passing through linear inertial sy
tems, chaotic oscillations are distorted, their reconstruc
attractors are more complex, and their dimens
increases.1,2

Depending on the properties of the filter, the dimens
is increased in two ways. For circuits possessing the pro
ties of recursive filters, the initial attractor of the chao
oscillations undergoes fractal separation~superfractaliza-
tion!, which causes an increase in the dimension in the i
nite resolution limit («→0) ~Ref. 3!. This is a real increase
in dimension. In the limit of advanced chaos and strong
tering this increase is equal to the order of the filter.6 Circuits
which possess only the properties of nonrecursive filt
should not increase the dimension,4 but the attractor should
undergo some rearrangement; in this case the attractor
comes ‘‘broken’’ but conserves its fine structure. As a res
on some range of spatial scales the dimension is estimate
higher. This is an observable increase in dimension. In
case, in the range of spatial scales@«min , «max# accessible to
the calculations an increase in dimension will be obser
with filtering and the initial dynamic system will be maske

The question then arises, is it possible to identify a
influence of these transmitting circuits without having a
concept of the system design and based exclusively on in
mation which can be gleaned from the time series of
‘‘black box.’’ Here we show that this is indeed possible, a
we also propose a procedure which can be used to ach
this in practice.

The fundamentals of the method were presented in R
5 and are based on the linearity of these inertial syste
which can be used to synthesize an additional filter wh
transmission characteristic is the reciprocal of that of
1481063-7850/99/25(2)/3/$15.00
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unknown filter. Then their total transmission characteris
will not depend on the frequency and oscillations will b
observed at the exit of the additional filter, which are iden
cal to the initial oscillations apart from a constant time sh

Let us assume that the unknown filter has the form

zn5b0xn1 (
k51

m

bkxn2k1 (
k51

p

akzn2k ,

wherexn is the input signal andzn is the output signal. The
transmission characteristic of this filter has the form

H~v!5S b01 (
k51

m

bke
2 jkvTD Y S 12 (

k51

p

ake
2 jkvTD .

Then, if the transmission characteristic of the additional fil
is denoted byH8(v), the identityH(v)H8(v)[1 should be
satisfied andH8(v) should have the form

H8~v!5S 12 (
k51

p

dke
2 jkvTD Y S g01 (

k51

m

gke
2 jkvTD ,

wheregk5bk , dk5ak . Assuming that there is no noise, th
filter gives the same signal as the initial dynamic system
the exit.

The problem now reduces to finding the coefficients
the ‘‘antifilter’’ gk and dk . The choice of antifilter coeffi-
cients is based on the hypothesis that if chaotic oscillati
were generated by a dynamic system, ifH(v)Ó1, a linear
filter can only increase the dimension of the attractor of th
oscillations. At the same time, the attractor dimension of
oscillations at the exit of a dynamic system plus filter syst
can be reduced to the level of the attractor dimension of
g

FIG. 1. Attractor reconstructed using the series$xn%, generated
by the logistic mapping~a! and attractor reconstructed usin
the series$zn,3% at the exit of the system~b!.
© 1999 American Institute of Physics
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FIG. 2. Graphs of the correlation dimension as a function of the observa
scale and antifilter coefficient plotted using the signal obtained at the ex
the first ~a!, second~b!, and third ~c! nonrecursive additional filters, an
graphs constructed using the signal after passing through nonrecursiv
ditional filters and through the first~d! and second~e! recursive additional
filters: Dc is the correlation dimension,E is the spatial observation scale
andg andd are the coefficients of the additional filters.
initial signal ~at the exit of the dynamic system! by selecting
an appropriate additional filter. Moreover, the dimension c
be used as the criterion for selecting the coefficients of
additional filter.5 We shall explain this using a simple ex
ample, considering a first-order recursive filterzn5a1zn21

1xn , where a1P@21,1#. It is easily established that th
nonrecursive filter wn5b1zn211zn , where b152a1,
should be taken as the additional filter~for which it is suffi-
cient to substitutezn into the expression forwn).

For b152a1 the attractor dimension of the signal$wn%
will be minimal and equal to the attractor dimension of t
initial signal $xn%. For all values ofb1 the dimension will be
higher, since the resultant filter will be a recursive filter wi
a nonzero coefficient. Thus, if the attractor dimension of
resultant oscillations is calculated for allb1P@21,1# and the
three-dimensional graphDc5Dc(E,b1) is plotted, whereDc

is the correlation dimension and@E520 log («/«0)] is the
scale of the observation in decibels, a minimum should
observed forb152a1.

We shall generalize this procedure to a higher-order
ter. We shall assume that the unknown filter can be rep
sented as a chain ofp recursive andm nonrecursive filters
~note that this is not always possible!. The additional filter
will then be represented as a chain ofm recursive andp
nonrecursive filters. The coefficients of the filters in the co
structed chain can be obtained systematically by building
a chain of additional filters using this procedure.

We shall consider the following example. The syste
consists of the logistic mappingxn512lxn21

2 , which gen-
erates the chaotic series$xn%, for l51.9 and chains of two
recursive and one nonrecursive filter

zn,15xn1a1zn21,1

zn,25zn,11a2zn21,2

zn,35zn,21b1zn21,2.

Here the first subscript indicates the discrete time and
second indicates the filter number in the chain. The value
a andb lie in the range@21,1#. The combined system with
a1520.7, a250.8, b1520.4 is a ‘‘black box’’ and only
the series$zn,3% is accessible to analysis. The attractors
constructed using the series$xn% and $zn,3% are plotted in
Figs. 1a and 1b, respectively. It can be seen that the attra
of the filtered signal differs appreciably from the initial on
and will not be identified as being generated by a logis
mapping by the usual methods.

We shall first attempt to determine the coefficients of t
recursive filters, for which we shall use a nonrecursive fil
of the form

wn5zn2gzn21 , ~1!

wherezn is the signal at the entrance to the antifilter andwn

is the signal at the exit. We shall vary the coefficientg be-
tween21 and11 with the stepDg50.1. For each value o
g from this range we shall calculate the correlation dime
sion Dc for the attractor of the signal$wn% using an algo-
rithm based on the method proposed by Grassberger
Procaccia.9 The parameters of the method are: number
realization points N5105, number of reduction points
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M5104, embedding space dimensiond55, and time delay
t51. The effective range of the spatial scalesE is between
260 and220 dB. The range of large scales (E.220 dB! is
cut off because of the influence of edge effects,7 while the
region of small spatial scales (E,260 dB! is cut off be-
cause there are insufficient points.8 We shall use these data t
plot a graph of Dc(E,g) for EP@260,220# and gP
@21,1# ~Fig. 2a!, which clearly shows a minimum atg5
20.7. We assume that we have found the first recursive
efficient of the antifiltera15g520.7 @a15g and not2g,
sinceg has a minus sign in Eq.~1!#. Now we pass the signa
$wn% obtained forg520.7 through the filter~1! and we
again plot the graphDc5Dc(E,g) ~Fig. 2b!. On this occa-
sion a clear minimum is observed forg50.8, from which we
conclude thata250.8. At the third step no minimum is ob
served~Fig. 2c!, so we assume that all the recursive coe
cients of the antifilter are obtained.

Following the proposed method, we shall seek the co
ficients of the nonrecursive links of the unknown filters usi
a recursive additional filter of the typewn5zn2dwn21. In
this case, the input signal will be the signal obtained from
last additional filter of the type~1! for which a minimum was
observed. The dependenceDc5Dc(E,d) is plotted in Fig.
2d, clearly showing a minimum atd520.4, i.e., b15
o-

-

f-

e

20.4. Repeating the procedure we note that no minimum
observed on the graph of the dimension and thus all
nonrecursive coefficients are obtained~Fig. 2e!.

Thus, we have foundg1, g2, andd1, which completely
determine the coefficients of the unknown filter and we ha
completely reconstructed the form of the time series of
initial dynamic system.

This work was partially financed by the Russian Fu
for Fundamental Research.
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Two-level control of chaos in nonlinear oscillators
B. P. Bezruchko, R. N. Ivanov, and V. I. Ponomarenko

Institute of Radio Engineering and Electronics, Russian Academy of Sciences (Saratov Branch)
~Submitted April 9, 1998!
Pis’ma Zh. Tekh. Fiz.25, 61–67~February 26, 1999!

Control of chaos was achieved experimentally for the first time in a nonautonomousRL-diode
circuit using a two-level system and modeled numerically using a multiparameter one-
dimensional mapping!. This system is a modification of the classical Ott–Grebogi–Yorke method
but is distinguished by its ease of implementation in real systems. ©1999 American
Institute of Physics.@S1063-7850~99!02702-0#
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1. The experimental implementation of methods of co
trolling chaos in nonlinear systems frequently comes
against the complexity of the algorithms for the variation
the control parameter and requires the development of s
pler variants. Such approaches may include the modifica
of the Ott–Grebogi–Yorke method1 proposed in Ref. 2, in
which the variation of the parameterp, which in the classical
variant is proportional to the deviation of the state of t
system from that being stabilized, is replaced by switch
between two fixed valuesp and p2, i.e., by the two-level
equation

p5p01k sgn~xn2x0!5H p1 , if xn<x0

p2 , if xn.x0 ,
~1!

wherek5(p22p1)/2, p05(p11p2)/2, p2.p1, andxn and
x0 are the instantaneous value of the variable and the v
on the stabilized unstable orbit in the Poincare´ cross section
~in general a vector!.

Here two-level stabilization is achieved in physical a
numerical experiments in two variants:~a! with the algo-
rithm ~1! ‘‘switched on’’ when the mapping point in the
phase space reaches a given vicinity of the stabilized o
~on entering a ‘‘window’’! and~b! in a simpler variant unde
the continuous action of the algorithm~1! without introduc-
ing a window. The objects of the investigation are a nonl
ear dissipative oscillator periodically excited by an exter
force, i.e., a nonautonomousRL diode circuit~shown by the
heavy line in Fig. 1! and a multiparameter one-dimension
mapping which accurately models the complex dynamics
the experimental system in the subharmonic resonance
quency range:

xn115A1xnexp~2d/N!cos~2p/~N~11bxn!!!, ~2!

whereA is the analog of the amplitude of the external actio
N5T0 /T is the normalized frequency of the action,d char-
acterizes the dissipation,b is the nonlinearity parameter, an
n51,2,3 . . . is thediscrete time.1!

We demonstrate the efficiency of this simplified cont
procedure and analyze its capabilities and shortcomings
motion takes place in a given range of the dynamic varia
1511063-7850/99/25(2)/3/$15.00
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near a selected orbit; an increase in the period of the st
lized motion is accompanied by a decrease in the rang
parameters in which stabilization is possible.

2. We shall first analyze the two-level control procedu
using the multiparameter mapping~2!, which we rewrite in
the formxn115A1 f (xn), whereA is the control parameter
In the immediate vicinity of the fixed pointx0, the dynamics
of the system are described by

x01 x̃n115A01 f ~x0!1
d f

dxn
U

x0

x̃n1Ãn , ~3!

wherex̃n11 andx̃n correspond to small perturbations and t
variation of the control parameterÃn is also introduced for
control purposes. We separate Eq.~3! into the equation for
the fixed point

x05A01 f ~x0! ~4!

and the equation for the variations

x̃n115Ãn1
d f

dxn
U

x0

x̃n . ~5!

We set ourselves the task of usingÃn to restrict the motion to
the immediate vicinity of the unstable fixed pointx0 ~an
unstable cycle of period 1! for values of the parametersA0,
b, d, and N corresponding to chaos. For this purpose
determine the value ofx0 from Eq.~4!, find the derivative of
the function f at this point, and define the windows. We
then iterate Eq.~3! beginning with various initial conditions
until xn is within s of the pointx0, i.e., ux̃nu,s. The param-
eter Ãn should then be varied in accordance with rule~1!

(Ãn5k for xn.0; Ãn52k for xn,0), so that the mapping
point does not leave the given vicinity of the fixed poin
ux̃n11u,s. This is possible if, in accordance with Eq.~5!, the
following inequality is satisfied:

2sS 11
d f

dxn
Ux0D,k,s. ~6!

Thus, the condition for findingxn near a fixed point of period
1 is (d f /dxn)x0

.22. This series of actions is easily tran
© 1999 American Institute of Physics
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FIG. 1. Schematic of experiment~the heavy line indicates the
system being studied!: 1 — oscillator, 2 — amplifier, 3 —
pulse shaper,4 — amplitude detector,5 — comparator,6 —
trigger, andI — control circuit.
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ferred to cycles of periodm52,4,8 . . . , if we useformulas
for the corresponding iterationsxn1m5 f m(xn) rather than
Eq. ~2!.

The results of numerical experiments to implement t
control procedure using the mapping~2! for values ofA0, b,
d, andN corresponding to chaos are plotted in Fig. 2. W
no control the steady-state motion of the system on the ph
plane takes place on a chaotic attractor occupying an
tended region of the parabola~Fig. 2a!, but when the control
is switched on it is confined to a given vicinity of the poi
x0. The degree of ‘‘compression’’ of the attractor and t
duration of the establishment process~between switching on
the control and stabilization! is determined by the choice o
k: for small k the values ofxn are positioned nearx0, ask
increases the spread ofxn increases and the duration of th
transition process decreases. This is illustrated by the t
series of the oscillations in the system shown in Figs. 2b
2c: for k50.05 stabilization occurs after 80 iteration
whereas fork50.1 it occurs after around 20. The calcul
tions show that two-level control can also stabilize the m
tion near unstable cycles of period 2 and 4. However,
higher the period of the unstable cycle, the larger the fac
multiplying the absolute value and the smaller the region
which stabilization can be achieved.

We shall simplify the control procedure by retaining tw
fixed valuesA01k andA02k after the parameterA but re-
moving the condition thatxn must lie withins of the fixed
point of period 1. In this case, the control parameterA does
not have values ofA0 as in the previous case. The calcul
tions show that the new procedure also stabilizes the mo
near the fixed point of period 1 but appreciably simplifies
experimental implementation of the control system.

3. In a physical experiment, the two-level contr
scheme~Fig. 1! was constructed in accordance with the s
ond~simplified! variant of those considered in Sec. 2. AnRL
circuit with a diode (L5100 mH, KD202 diode! was excited
by a pulsed signal from a generator via an amplifier. T
gain p could have two values:p151 andp2511D, where
D was varied between 0.00 and 0.07 during the experim
The control system was used to compare the voltageV at the
diode and at the reference voltage sourceV0 at times when
the external action has a certain phase. Depending on
sign of V2V0 the level of the exciting signal was set at o
of two values. The form of the stabilized motion was det
mined by defining the reference voltageV0, the value ofD,
and the time interval between the comparisons of the di
and reference voltage. Note that as in Ref. 2, there are
levels of the control parameterp1 andp2 in the experimental
s
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procedure, but the control parameter never has the v
p05(p21p1)/2.

The results of the experimental investigations show
that the simplified two-level control variant is effective an
revealed qualitative agreement with the results of the
merical modeling. Figure 2d illustrates the stabilization
the motion near an unstable cycle of the period of the ex
nal action for the case, where before control was switched
chaotic oscillations existed in the system, formed as a re
of a series of doubling bifurcations of this cycle.2! This figure

FIG. 2. a — Mapping on the planexn11–xn with control switched off~1!
and switched on~2!; b, c — time series of oscillations in the system~2! for
A057, d50.13, b50.205, N50.4 for the same initial conditions fork
50.05 andk50.10, respectively; d — mapping of the sequence of th
experimental system without control~1! and with control forD50.04(1)
andD50.07 ~2!.
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gives the dependenceVi 11(Vi), whereVi is the voltage at
the diode at discrete timesi after the period of action. The
main diagram shows the case where the control system
switched off and the magnified fragment gives the dep
dence after switching on the control for various values oD
~crosses denoteD50.04 and circlesD50.07). As in the nu-
merical experiment, when the control is switched on,
points in the stroboscopic cross section form piecewise lin
sets with a discontinuity near the reference value. AsD de-
creases, the vicinity of the unstable cycle visited by the m
ping point becomes shorter. AsD approaches zero, control i
abruptly terminated.

4. A two-level control system can organize the motion
the system in a given range of the phase space of nona
nomous oscillators in chaotic motion based on any of
subharmonic cycles. The method is fairly approximate an
stable with respect to the unavoidable perturbations i
physical experiment. An advantage of this control system
that the algorithm and thus the design of the control circu
is extremely simple. However, it can only confine the moti
in a given interval and is not suitable for prolonged moti
on an unstable orbit, as in the classical stabilization pro
dure.

This work was supported by the Russian Fund for F
damental Research, Grant No. 6-02-16755.
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1!An RL diode circuit is widely used as a selective element with electro
tuning, as a frequency divider and multiplier, and has been considered
memory cell with phase recording of information,5 but recently, following
the observation of chaotic dynamics3 in this circuit, it has become a tes
bed for studying various nonlinear oscillatory phenomena. The mo
mapping~2! was obtained for dissipative oscillators with ‘‘soft spring
nonlinearity, periodically excited by forcing pulses during which ad
tional losses are introduced into the system. For anRL diode circuit this is
achieved when the pulses are positive for the diode.4

2!The thickening of the lines of the experimental mapping and their sep
tion in Fig. 2d is caused by the real system not being one-dimensional
by technical factors~the unavoidable propagation of the control signal
the electronic switch into the excitation signal of the oscillator circuit.

1E. Ott, C. Grebogi, and J. A. Yorke, Phys. Rev. Lett.64, 1196~1990!.
2Z. Galias and M. J. Ogorzalek, inProceedings of the Third Internationa
Workshop on Nonlinear Dynamics of Electronic Systems, NDES’95, Dub-
lin, Ireland, 1995, pp. 229–232.

3P. S. Linsay, Phys. Rev. Lett.47, 1349~1981!.
4B. P. Bezruchko, M. D. Prokhorov, and E. P. Seleznev, Chaos Soli
Fractals5, 2095~1995!.

5A. E. Kaplan, Yu. A. Kravtsov, and V. A. Rylov,Parametric Oscillators
and Frequency Dividers@in Russian#, Sovet-skoe Radio, Moscow~1966!,
334 pp.
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Investigation of inhomogeneities in thin films of high-temperature superconductors by
scanning probe microscopy

A. K. Vorob’ev, N. V. Vostokov, S. V. Gaponov, E. B. Klyuenkov, and V. L. Mironov

Institute of Microstructure Physics, Russian Academy of Sciences, Nizhni� Novgorod
~Submitted August 18, 1998!
Pis’ma Zh. Tekh. Fiz.25, 68–73~February 26, 1999!

Scanning tunneling microscopy and atomic force microscopy were used to study inhomogeneities
in thin films of Y–Ba–Cu–O high-temperature superconductors caused by secondary-phase
precipitates. It was established that Y–Ba–Cu–O films with high global critical parameters may
constitute a complex heterogeneous system containing regions of different thickness and
electrical properties. It is shown that these inhomogeneities may strongly influence the parameters
of devices formed using these films. ©1999 American Institute of Physics.
@S1063-7850~99!02802-5#
lm

a
iv
Sq
vi

tie
c-
er
s
s

te

n
f
-

he
pe
p
he
-

te

o
film
th
si
o

ng
ar
an
e
of

o

of
nel-

r
s.
1 K

ase

n-

an

us-

p-
he
re-

ain
-
the

re-
ing

of
ave

nch

or-

i-
ons
l–
Various elements and devices fabricated using thin fi
of high-temperature superconductors~HTSCs! are now ex-
tensively used in electronics. These particularly include p
sive microwave elements such as antennas, filters, and d
ers and devices based on Josephson junctions such as
magnetometers and voltage standards. In addition to ha
high global values of the critical parameters~such as the zero
resistance temperature and critical current!, thin HTSC films
should possess the required local uniformity of the proper
for the reproducible fabrication of high-quality device stru
tures. The required degree of uniformity is mainly det
mined by the;1 – 10mm dimensions of the working region
and the;10 nm barrier thicknesses in multilayer structure

At present, variousin situ methods are used to fabrica
reproducible films with high critical parameters~for ex-
ample, the best Y–Ba–Cu–O films have a zero resista
temperature of;92 K and a critical current density o
;106– 107 A/cm2 at 77 K!. However, despite the high elec
trical characteristics, these films are generally a complex
erogeneous system containing both the stoichiometric su
conductor phase and various phases of the initial com
nents.1–3 The phases of the initial components exist in t
films in the form of isolated particles~so-called secondary
phase particles or precipitates! having dimensions of up to
1 mm and a surface density of up to 1010cm22 ~Refs. 3 and
4!. Thus, they may influence the properties of the fabrica
devices.

It is therefore important to investigate how the inhom
geneities caused by secondary-phase particles in HTSC
influence their electrophysical parameters. In addition to
conventional methods such as scanning and transmis
electron microscopy, and x-ray diffractometry, methods
scanning probe microscopy have recently been increasi
widely used to study inhomogeneities in HTSC films. In p
ticular, these techniques include tunneling microscopy
atomic force microscopy,5–7 which can reveal the surfac
relief and the distribution of the electrical properties
HTSC films with high spatial resolution.

Here we present results of an investigation of inhom
1541063-7850/99/25(2)/3/$15.00
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geneities in Y–Ba–Cu–O films caused by the presence
secondary-phase particles, carried out using scanning tun
ing microscopy and atomic force microscopy.

The Y–Ba–Cu–O films were depositedin situ in an in-
verted cylindrical magnetron sputtering system.8 Films
;50 nm thick were deposited on NdGaO3 substrates unde
conditions optimized in terms of the electrical propertie9

The zero resistance temperature of the films was 90–9
and the critical current density was;(2 – 5)3106 A/cm2 at
77 K. The films contained copper-enriched secondary-ph
particles~CuO! having dimensions of 0.1–0.5mm and a sur-
face density of up to 108 cm22, which were evidently formed
during thein situ growth process as a result of the conde
sate composition departing from stoichiometric.10

The surface relief of the films was investigated using
NT-MDT ~Zelenograd, Russia! atomic force microscope
~AFM! and the tunneling investigations were carried out
ing a scanning tunneling microscope~STM! of our own
design.11 This allowed us to study the electrophysical pro
erties of the films in addition to the relief characteristics. T
AFM examination of the surface relief showed that the p
cipitates are surrounded by;0.5mm areas of film whose
thickness is 3–5 nm less than the thickness of the m
Y–Ba–Cu–O layer~Fig. 1!. This is consistent with the re
sults of Ref. 12, where similar regions were observed at
early stages of film growth.

More detailed studies of the regions adjacent to the p
cipitates were made using the STM. A study of the tunnel
current–voltage characteristics obtained in different parts
the film showed that the secondary-phase CuO particles h
current–voltage characteristics typical of ap-type metal–
semiconductor Schottky barrier. Moreover, the return bra
of the characteristic~sample voltageU,0) obtained near a
CuO particle has a low-current section determined by min
ity carriers and a rising current section (U<22 –23 V de-
pending on the site! typical of avalanche breakdown in sem
conductors. The CuO particles are surrounded by regi
having current–voltage characteristics typical of a meta
metal tunnel junction~the STM tip was made of beryllium
© 1999 American Institute of Physics
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FIG. 1. AFM image of the surface relief of a Y–Ba–Cu–O film
The contrast of the image is selected so that the regions of
around the precipitates are more clearly visible.
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bronze!. The surface relief was recorded at a voltage acr
the tunnel gapU;11.5 V, which corresponded to the fo
ward branch of the current–voltage characteristic of a C
particle. At each point on the scan the feedback loop w
broken, the current–voltage characteristic was obtained,
the current was recorded at voltages across the tunnel
corresponding to the return branch of the semicondu
characteristic. Thus, an image of the current distribution
tween the tip and the sample was formed at the same tim
s

O
s

nd
ap
r
-
as

the relief. The contrast of this image is such that the se
conductor regions are sharply distinguished from the regi
of metallic conductivity.

A typical image of the relief and the corresponding cu
rent distribution are shown in Fig. 2. On the image of t
current distribution~Fig. 2b! the precipitates are far less lo
calized than on the image of the relief~Fig. 2a! as a result of
the overlap of regions with semiconducting properties. Mo
detailed information on the properties of the film near t
a
l

tri-

in
ark

ng
FIG. 2. a — STM image of the surface relief of
Y–Ba–Cu–O film obtained forj t5const, sample potentia
U51.5 V, and confinement currentj t5200 pA. The arrow
shows the cross section along which the conductivity dis
bution was recorded. b — current distribution ~for U
521.5 V) between the tip and the Y–Ba–Cu–O sample
the region corresponding to that shown in Fig. 2a. The d
areas on the image correspond to higher current. c — surface
relief along the arrow shown in Fig. 2a and correspondi
distribution of the relative differential conductivity forU
50 (l — coordinate,A — profile!.
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precipitate is provided by the profile of the differential co
ductivity shown in Fig. 2c. It can be seen that near the p
cipitates there are regions of film having dimensions
around 0.5mm with low tunnel conductivity. The reduction
in the conductivity of these regions may be attributed to
change in their electrophysical properties as a result of
diffusive depletion in Cu atoms during thein situ growth
process.4 On the basis of an analysis of changes in the d
fusion of Cu adatoms as a function of the condensation t
perature, Drozdovet al.4 suggested that precipitates may
surrounded by regions with a Cu atom deficiency. It w
shown that if the size of these regions becomes compar
with the distances between the precipitates, they can sub
tially influence the global properties of the condensate wh
determine the parameters of microwave devices. The res
presented here provide direct experimental confirmation
these assumptions. In addition, these results show that i
mogeneities in the form of precipitates with adjacent no
toichiometric regions of film may strongly influence the p
rameters of devices based on Josephson junctions, sinc
typical sizes of the inhomogeneities are comparable with
sizes of the working regions.

Thus, even Y–Ba–Cu–O films with high global critic
parameters are usually a complex heterogeneous system
taining secondary-phase particles and regions of film of
ferent thickness and electrical properties. The dimension
the inhomogeneities are comparable with the distances
tween the precipitates and with the characteristic sizes of
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working regions of the devices. Thus, these inhomogene
may have a substantial influence on the parameters of mi
wave devices and devices based on Josephson junction

This work was supported under the Programs of
State Committee for Science and Technology ‘‘Topic
Trends in the Physics of Condensed Media’’~Superconduc-
tivity, Project No. 98064! and ‘‘Fundamental Metrology’’
~Project No. 3.45!, and was also supported by the Russi
Fund for Fundamental Research~Grant No. 96-02-16990a!.
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Synchronization of the heartbeat rate of Daphnia by an external electric field
D. A. Usanov, Al. V. Skripal’, and An. V. Skripal’

N. G. Chernyshevski� State University, Saratov
~Submitted August 13, 1998!
Pis’ma Zh. Tekh. Fiz.25, 74–78~February 26, 1999!

Experimental investigations were made of the influence of an external alternating voltage on the
amplitude and heartbeat rate of Daphnia freshwater crayfish. It was observed that the
heartbeat rate of Daphnia was synchronized by an external electric field. ©1999 American
Institute of Physics.@S1063-7850~99!02902-X#
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The phenomenon of synchronization and locking of
oscillator frequency by an external signal is well-known a
extensively used in radioelectronics. It may be postula
that a similar mechanism for influence of an external sig
should also be observed for oscillators of a different ty
The heart of a biological specimen may be considered to
a particular type of oscillator~self-oscillatory system!. It is
most interesting to study the influence of an external sig
on biological objects used as test specimens for ecolog
research. These include, in particular, Daphnia, for which
method of studying the heart-beat amplitude and rate
described in detail in Ref. 1.

We investigated the influence of an external electric fi
on the heartbeat rate and amplitude of Daphnia at exte
field frequencies close to the heartbeat rate and under co
tions where the field frequency differed appreciably from
normal heartbeat rate.

The experimental investigations were carried out us
the system shown in Fig. 1. Radiation from a semiconduc
laser7 ~ILPN-206! stabilized by a current source8 was fo-
1571063-7850/99/25(2)/2/$15.00
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cused by a lens6 into the heart region of a specimen o
Daphnia3, which was inserted in a channel4 on a transpar-
ent stage5. The aqueous medium accommodating the Da
nia was contained in a glass receptacle13 and electrodes14
connected to a voltage sourceU were inserted in this me
dium. A night viewing device1 was used to observe th
infrared semiconductor laser radiation and its focusing i
the heart region. Some of the radiation reflected by the Da
nia heart was returned to the semiconductor laser cavity
the change in its output power was recorded by a photo
tector9 ~Ref. 2!. The photodetector signal was passed via
amplifier 10 and an analog-to-digital converter11 to a com-
puter 12. The Daphnia heartbeat rate and amplitude w
determined as described in Ref. 1.

Daphnia freshwater crayfish~Daphnia magna Straus!
were bred under standard laboratory conditions. For the
periments we used specimens measuring 0.7–1.5 mm
single Daphnia from the aquarium was placed in a cham
which restricted its movement. The chamber was attache
a microscope stage. The optical system was directed tow
an
nd
FIG. 1. Schematic of apparatus to study the influence of
external electric field on the Daphnia heartbeat rate a
amplitude.
© 1999 American Institute of Physics
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the heart and the apparatus tuned to the maximum signa
In the experiments, an ac electric field of different a

plitude and frequency was used as the external pertur
influence. The influence of this field on the operation of t
Daphnia heart was assessed from the change in the hea
amplitude and rate.

The experiments showed that the action of an ac elec
voltage synchronizes the heartbeats with the frequency
this voltage. Figure 2 gives the ratef and amplitudeA of the
Daphnia heartbeats as a function of the frequency of
periodic signal when the amplitude of the external voltage
U510 V. It can be seen from these results that synchron
tion is observed at external voltage frequencies betwee
and 10 Hz, for which the heartbeat rate exactly matches
increasing frequency of the external signal. Forf ex.11 Hz
the synchronization is destroyed, the Daphnia heartbeat
and amplitude decrease sharply and then begin to incr
again with increasingf ex. When the frequency of the exte
nal signal was decreased, the dependence off on f ex followed
a different trajectory as far asf ex57 Hz, i.e., this depen-
dence exhibited unique hysteresis behavior. From 7 Hz
ward the Daphnia heartbeat rate and the frequency of
external signal again coincided.

Figure 3 gives the Daphnia heartbeat rate and amplit
as a function of the amplitude of the external periodic sign
Under the experimental conditions, in the absence of
external signal the Daphnia heartbeat amplitude and
were 0.35mm and 3 Hz, respectively. The results plotted
Fig. 3 show that the action of an external ac voltage on
Daphnia heartbeat rate is a threshold process. At an exte
signal frequency of 6 Hz an increase in the voltage from z
to a threshold valueU58 V did not appreciably change th

FIG. 2. Daphnia heartbeat rate and amplitude as a function of the frequ
of an external periodic signal: the arrows indicate the direction of varia
of the signal frequency.
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heartbeat rate. A further increase toU.8 V caused a rapid
increase in the heartbeat rate until this coincided with
frequency of the external periodic signal atU.16 V. That is
to say, synchronization and locking of the Daphnia heartb
rate with the frequency of the external ac voltage were
served.

As the amplitude of the external signal decreased, s
chronization was sustained in the range 12 V,U,16 V. The
dependence off on Uex also exhibited hysteresis behavior.

The dependence of the Daphnia heartbeat rate sho
slightly different behavior under the action of an extern
signal at frequency 50 Hz. As the voltage amplitude
creased from 0 to 16 V, the Daphnia heartbeat rate increa
although the oscillations were not synchronized with the
ternal alternating voltage. At the maximum of the cur
f (U) the value off was 5 Hz. A further increase in the am
plitude of the external signalU.16 V caused the Daphnia
heartbeat rate to fall to values substantially lower than th
in the absence of an external voltage. When the alterna
voltage decreased from values higher than 40–48 V,
heartbeat rate increased monotonically from 1 to 3 Hz. T
dependence of the Daphnia heartbeat amplitude as a fun
of the alternating voltage had a maximum atU'8 V. A
further increase inU resulted in a monotonic decrease in t
Daphnia heartbeat amplitude. This dependence also ex
ited hysteresis behavior.

These investigations suggest that the Daphnia heart
rate is synchronized by an external electric field.

1D. A. Usanov, Al. V. Skripal’, A. Yu. Vagarin, An. V. Skripal’, V. V.
Potapov, T. T. Shmakova, and S. S. Mosiyash, Pis’ma Zh. Tekh.
24~5!, 39 ~1998! @Tech. Phys. Lett.24, 183 ~1998!#.

2D. A. Usanov, A. V. Skripal’, and M. Yu. Kalinkin, Izv. Vyssh. Uchebn
Zaved. Prikl. Nelin. Dinam.6~1!, 3 ~1998!.

Translated by R. M. Durham
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FIG. 3. Daphnia heartbeat rate and amplitude as a function of the ampli
of an external periodic signal: the arrows indicate the direction of variat
of the signal amplitude.
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Phase shift of surface magnetostatic waves propagating in nonuniformly magnetized
ferrite films and ferrite–metal structures

V. A. Zubkov and V. I. Shcheglov

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, Fryazino
~Submitted June 10, 1998!
Pis’ma Zh. Tekh. Fiz.25, 79–84~February 26, 1999!

It is shown that when surface magnetostatic waves propagate in a ferrite–metal structure
magnetized by a linearly nonuniform field, the phase shift of these waves is many times greater
than that accompanying propagation in a ferrite film and also in a ferrite–metal structure
magnetized by a uniform field, and may reach extremely high values of tens of thousands of
radians. This indicates that ferrite–metal structures magnetized by nonuniform fields are
potentially useful for developing microwave shifters. ©1999 American Institute of Physics.
@S1063-7850~99!03002-5#
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Surface magnetostatic waves~SMSWs! propagating in
tangentially magnetized ferrite films and in film structur
based on these are used to develop a wide variety of in
mation processing devices in the microwave band.1–4 By us-
ing nonuniform magnetizing fields, it is possible to redu
the geometric dimensions of known devices and also to
ricate devices based on completely new principles.5–9 The
trajectories of SMSWs and also the changes in the w
number and vectors of the phase and group velocities
wave propagating7–9 in a nonuniform magnetizing fieldHg

have now been studied, but the phase shift of these wa
has yet to be determined. However, a knowledge of
phase shift is needed to design phase shifters and va
multifunctional microwave devices. Here for the first tim
we calculate the phase shift for SMSWs propagating in
field Hg .

We investigated the phase shift accompanying
propagation of SMSWs in a ferrite film and in a ferrite fil
with a metallized surface, which we shall subsequently ca
ferrite–metal structure. The calculations were made usin
geometric-optics method.7–9 The ferrite film and the ferrite–
metal structure were magnetized by a linearly nonunifo
film Hg . We choose the coordinate system so that theyz
plane coincides with the plane of the ferrite film and thex
axis is perpendicular to it. A magnetizing, linearly nonun
form film Hg is applied in the plane of the film along thez
axis. Its direction remains constant and the strength depe
on thez coordinate as given by

Hg5Hz~z!54pM0~VH1za21!, ~1!

where 4pM0 is the saturation magnetization of the ferri
film, VH5H0(4pM0)21, andH0 is the uniform componen
of the fieldHg .

We shall assume that a surface magnetostatic wav
frequencyv i52p f i and wave numberki is excited at the
origin and the vector of its phase velocity forms the anglew
with the y axis ~at the excitation pointw5w0). The phase
1591063-7850/99/25(2)/3/$15.00
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shift F is defined as the integral of the product of the wa
vector and the distance along the SMSW trajectoryz(y):

F5E
yb

ye
k~y,z~y!!A11~dz/dy!2 dy, ~2!

whereyb andye are they coordinates of the initial and fina
points of the trajectory. The SMSW trajectoriesz(y) and the
dependences of the wave numberk(y) and the angles of
inclination of the vectors of the phasew(y) and groupc(y)
velocities were calculated using a method described in R
7–9.

We recall8,9 that for anglesw0.0, the SMSW trajecto-
ries are parabolic: the SMSW initially propagates in the
rection of decreasing fieldHg ~decreasingz) and then turns
toward increasingHg ~increasingz). An SMSW with con-
stant frequencyV i5v i(4pgM0)21 (g is the magnitude of
the electron gyromagnetic ratio! and anglew0 in the fieldHg

can only propagate in the range of variation of the fie
dH5Hgu2Hgi . The limits of the rangedH are determined
from the dispersion relation for an SMSW in ferrite film an
ferrite–metal structures forV i5const.

The upper limitVgu5Hgu(4pM0)21 is given by:8,9

Vgu50.5~A4V i
21121!. ~3!

The lower limit Vgl5Hgl(4pM0)21 is given by for a
ferrite film8

Vgl50.5~A4V i
21exp~22ky,id!21!, ~4!

for a ferrite–metal structure9

Vgl5
2~11¸11!1A~2¸11V i21!21¸11¸21

2¸11
, ~5!

where ¸215cothky,id21 and ¸115cothky,id11, ky,i is
the projection of the wave vector on they axis, andd is the
thickness of the ferrite film.

When the field in the ferrite film and the ferrite–met
structures reachesVgl the direction of propagation of the
SMSW rotates, and when the field in the ferrite film reach
© 1999 American Institute of Physics
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Vgu the SMSW undergoes specular reflection.7–9 This is re-
sponsible for the parabolic form of the SMSW trajector
z(y) and the functionsk(y).

The calculations were made for the following values
the parameters:VH50.25,a58 cm21, 4pM051750 Gs~yt-
trium iron garnet film!, d515mm, and the anglew0530°.
The results are plotted in Figs. 1 and 2.

Figure 1 gives the phase shiftF as a function of the
distancey for SMSWs with various frequencies in a ferri

FIG. 1. Phase shift of SMSWs at various frequencies in a ferrite film. T
solid curves are plotted for SMSWs in the fieldHg and the dashed curves i
the field H0. Curves: 1 — f 52.9 GHz, 2 — f 53.1 GHz, and3 —
f 53.3 GHz.

FIG. 2. Phase shift of SMSWs at various frequencies in a ferrite–m
structure. The solid curves are plotted for SMSWs in the fieldHg and the
dashed curves in the fieldH0. Curves:1 — f 52.8 GHz,2 — f 53.6 GHz,
3 — f 54.4 GHz, and4 — f 55.2 GHz.
f

film. It can be seen that the slope of the phase shift cur
increases as the SMSW frequencyf increases. The curves o
the phase shiftF for an SMSW propagating in the fieldHg

are truncated when the wave leaves the region of permiss
values of the fieldHg determined using Eqs.~3! and~4!. The
curves for the fieldHg differ little from those forH0 ~the
difference is'10%). For most of the trajectory the curves
the phase shiftF for an SMSW in the fieldHg are lower
than those for an SMSW in the fieldH0. In the lower part of
the frequency range for the existence of SMSWs at the
of the trajectory where the wave approaches the upper l
of the field Hgu , the curve for the SMSW in the fieldHg

intersects that for the wave in the fieldH0 and then continues
slightly above this curve.

Figure 2 gives the phase shiftF as a function ofy for
SMSWs of various frequencies in ferrite–metal structur
As in a ferrite film, the SMSW trajectories are parabolic9

However, it follows from a comparison of Eqs.~4! and ~5!
that the range of permissible values of the fieldHg for SM-
SWs of constant frequency is considerably larger and
trajectory is 5–10 times longer. The higher the SMSW f
quencyf , the greater the slope of the phase shift curvesF.
Unlike the SMSWs in a ferrite film, in ferrite–metal struc
tures the SMSW does not reach the upper limit of the fi
Vgu ; in the plane of the ferrite film its trajectory asymptot
cally approaches the boundary corresponding to the fi
Vgu and parallel to they axis, and goes to infinity withou
terminating. The group velocity vector tends asymptotica
in the direction of they axis, the phase velocity vector tend
in the direction of thez axis, and the anglew between them
tends toward 90°. Atq590° the SMSW ceases to carr
energy and its analysis becomes physically meaningl
Thus, in the calculations the trajectoryz(y) is bounded by
the value ofz* at which the angle isw589°. On the sections
of the trajectory approaching the upper limit of the fieldVgu

the curves of the phase shiftF for an SMSW in the fieldHg

differ substantially from those in the fieldH0 ~Fig. 2 and
Ref. 4!. In this case, the curves for an SMSW in the fieldHg

are considerably higher than those in the fieldH0 and would
go to infinity if the trajectories were not bounded by th
value ofz* . The higher the SMSW frequency, the greater t
upward slope of these curves. The phase shift reaches te
thousands of radians and for the same values of the coo
natey is hundreds of times greater than the phase shift i
uniform field ~see Refs. 4 and 10!.

It has thus been shown that when SMSWs propagate
ferrite–metal structure magnetized by a linearly nonunifo
field the phase shift of the SMSW is many times greater th
that in a ferrite film and also that in a ferrite–metal structu
with a uniform field, and may reach extremely high values
tens of thousands of radians. This indicates that the deve
ment of microwave phase shifters using ferrite–metal str
tures magnetized by nonuniform fields holds great prom
By selecting the nonuniform field, it is possible to produ
any type of curveF(y) that determines the desired tunin
slope of the phase shifters.
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Influence of the electron density in a gallium arsenide film on the cutoff frequency for
the amplification of space-charge waves in thin-film semiconductor structures
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A theoretical analysis is made of the cutoff frequency for the amplification of space-charge
waves in ann-GaAs thin-film semiconductor structure, taking into account the dependence of the
drift velocity and the differential electron mobility on the electron density. It is shown that
the dependence of the cutoff frequency on the electron density in the film has a maximum, which
indicates that there is an optimum level of doping of the film for the fabrication of higher-
frequency functional devices utilizing space-charge waves inn-GaAs. © 1999 American Institute
of Physics.@S1063-7850~99!03102-X#
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Thin-film semiconductor structures with negative diffe
ential conductivity caused by interline electronic transitio
in strong electric fields in semiconductors such asn-GaAs
andn-InP are of major practical interest because they form
the basis of devices utilizing space-charge waves in semi
ductors. These devices have extensive functional ca
bilities,1 similar to those of acoustoelectronic devices, b
unlike the latter they can operate effectively down to t
millimeter range.

The choice of optimum electrophysical parameters a
characteristics of the active layer ofn-GaAs orn-InP semi-
conducting film is of particular importance for the practic
design of functional devices using space-charge wave
semiconductors operating at frequencies close to the cu
f c for the amplified waves. The most important of these el
trophysical parameters is the electron densityn0 , which is
determined by the semiconductor doping level. It was es
lished theoretically2 that the cutoff frequencyf c increases
with increasingn0 and for n-GaAs thin-film semiconducto
structures reaches a maximum atn05(2 – 5)31015cm23 be-
fore saturating. Quite clearly, asn0 increases the drift veloc
ity v0 and the magnitude of the differential electron mobil
md should decrease as a result of intensified electron sca
ing at ionized impurities and interelectron scattering. Ex
ing experimental and theoretical data confirm this.4–7 How-
ever, the dependence ofv0 andmd on the electron densityn0

was neglected when determiningf c in Ref. 2, although it was
noted when analyzing the results that allowance for th
could give rise to a maximum on the dependence off c on n0

instead of the saturation section obtained.
Here we report results of a theoretical analysis of

influence of the electron densityn0 in ann-GaAs film on the
cutoff frequency for the amplification of space-charge wa
in thin-film semiconductor structures with negative differe
tial conductivity, allowing for the dependence of the electr
drift velocity v0 and the differential mobilitymd on n0 .

For the theoretical analysis we shall use the model
scribed in detail in Ref. 2, so we shall only briefly recall
main features. A highly asymmetric thin-film semicondu
1621063-7850/99/25(2)/2/$15.00
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ing structure is considered:3 the permittivity of the insulator
layer on which then-GaAs film is grown~in real structures
the substrate is a semiinsulatingn-GaAs layer! is appreciably
higher than that of the insulator bounding the other surf
of the film ~in practice this is air!. We also adopt the mos
widely used model of a rigid carrier flux boundary whic
coincides with the real physical boundary of the semicond
tor film.

If a strong static electric field, whose strengthE0 corre-
sponds to the descending section on theE0 dependence ofv0

for n-GaAs, is created in the film parallel to its plane, qu
sistatic space-charge waves may be excited in the film. Th
will be amplified or damped as they propagate, depending
the frequency. The propagation constant of the space-ch
waves and the cutoff frequency for their amplification we
determined by solving the dispersion equation for the th
film semiconductor structure described. The method of so
tion and the algorithm are described in detail in Refs. 2 a
3. Unlike in Ref. 2, the calculations allowed for the depe
dence ofv0 and md on n0 in the form of analytic approxi-
mations obtained using experimental and theoretical d
from Refs. 4 and 5, as well as from books.6,7 The values of
md were determined using the static dependence ofv0 on E0

given in Refs. 4–7 forE055.5 kV/cm, and thus the low-
frequency differential mobility is taken asmd . That is, un-
like Ref. 2, we neglected the frequency dispersion ofmd in
order to study the influence of the electron density onf c . We
also note that the values ofmd andv0 for the low densities
n0 used here differ negligibly from those used in Ref.
since the specific characteristics ofn-GaAs were taken from
data obtained in other studies which contain the depende
on n0 required for the investigation. All the other paramete
of n-GaAs were the same as those in Ref. 2.

In Fig. 1 the data from Refs. 4–7 are shown by t
symbols~1—Refs. 4 and 6 and2—Refs. 5 and 7! and the
approximating dependences are given by the curves.
analytic expressions corresponding to the dependence ov0

andmd on n0 plotted in Fig. 1 have the form

v05a01a1~ logn0!1a2~ logn0!21a3~ logn0!3, ~1!
© 1999 American Institute of Physics
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md5b01b1~ logn0!1b2~ logn0!2, ~2!

wherev0 is in meters per second,md is meters squared per
volt-second,n0 is in reciprocal cubic meters, anda0 , a1 ,
a2 , a3 , b0 , b1 , andb2 are the parameters of the correspon
ing approximations: a0521.932831026, a151.9946
3105, a2524164, a35223.872, b055.4971, b1

520.5662, andb250.01406.
During the calculations we checked that the followin

condition was satisfied

n0d5
v0

v00

md0

md
231014m22, ~3!

where d is the thickness of then-GaAs film, andv0052
3105 m/s andmd0520.2 m2/V • s are the drift velocity and
the differential electron mobility in the fieldE055.5 kV/cm
for the electron density in the filmn051014cm23. It is ac-
knowledged that condition~3! ensures the electrical stability
of thin-film semiconducting structures, dictated by the ne
to prevent the onset of absolute instability, which is not pe
missible for space-charge wave devices and is observed
the formation of traveling Gunn domains. The stability cr
terion ~3! used here differs from that used in Ref. 2, since
contains the factor (v0 /v00)3(md0 /md) which is introduced
to allow for the variation ofv0 andmd with varying n0 .

FIG. 1.
-

d
-
as

t

The results of calculations of the cutoff frequencyf c for
the dominant trigonometric space-charge wave mode a
plotted in Fig. 2. The dashed curve gives the dependence
f c on n0 obtained neglecting the dependence ofv0 andmd on
n0 , and the solid curve gives the same dependence allow
for these. It can be seen that the dashed curve is the sam
that from Ref. 2, whereas the solid curve has a maximu
when n0 is approximately (5 – 6)31015cm23, which con-
firms the assumption made in Ref. 2. A comparison betwe
these results and the data given in Ref. 2 suggests that w
allowance is made for the frequency dispersion of the diffe
ential electron mobility, the maximum cutoff frequency o
the amplified space-charge waves will be achieved when t
electron density in then-GaAs film is approximately
(1 – 2)31015cm23. This value may be considered to be th
maximum dopant concentration in the semiconductor fil
for the fabrication of thin-film superconducting structures fo
higher-frequency devices using space-charge waves
n-GaAs. An analysis of the results of Ref. 2 also indicate
that for n-InP the maximum concentration should be ap
proximately the same as forn-GaAs.
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A formalism is proposed to describe nonequilibrium phase transitions induced by external
multiplicative noise in distributed systems. This approach can reduce the problem to an
investigation of a regular differential equation whose roots correspond to possible phase
states in the system. By means of this theory the relative probability of the existence of one state
can be compared with another and the number of possible states identified, and the genesis
of the system under the action of fluctuations of the external medium can be traced. ©1999
American Institute of Physics.@S1063-7850~99!03202-4#
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The theory of self-organizing systems is success
mainly because thermodynamically nonequilibrium syste
in a steady state with detailed equilibrium differ formal
from equilibrium systems for which mathematical tools
analysis are well-developed.1,2 The kinetics of the phase
transitions of these systems is described by the Land
Khalatnikov equation with additive noise, which describ
the relaxation of the phase variable to a new, energetic
more favorable state:

]U

]t
52Ĝ

dS@U#

dU
1j~r ,t !, ~1!

whereĜ is generally an operator and the termj(r ,t) is sto-
chastic~fluctuational!. The deterministic term implies a the
modynamic force defined in accordance with the general
proach as a functional derivative of the functional of t
generalized thermodynamic potential with respect to the
cal value of the variable being studied. It is easy to show t
the probability density of the distribution of this quantity fo
the steady state has the form of an exponential function
the generalized thermodynamic potential~i.e., it is
irrotational!.3,4

However, additive external and internal noise does
lead to induced transitions. At the same time, it is known t
in highly nonequilibrium open systems, external multiplic
tive noise can not only induce a relaxation process betw
two existing phase states but can also result in the app
ance of new steady states, as well as nonequilibrium ph
transitions induced by the external noise.5 These problems
cannot be investigated within the limits of Eq.~1!.

The theory of nonequilibrium phase transitions induc
by external noise has only been developed fairly compreh
sively for point phenomenological equations of the evolut
type,6

]U

]t
5 f ~b t ,U !, ~2!

whereb t is an external parameter which depends on the s
of the medium. For systems of the form~2! where the func-
1641063-7850/99/25(2)/2/$15.00
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tion f (b t ,U) is linear with respect to the external parame
~a case covering a wide range of applications!, i.e.,

f ~b t ,U !5h~U !1b tg~U !, ~3!

whereb t is a steady-state random processb t5b1sj(t) and
j(t) is a steady-state centered normal white-noise proc
Eq. ~3! can be compared with the Fokker–Planck equat
having a steady-state potential solution.

We shall analyze a generalization of Eqs.~2! and ~3! of
the form

]U

]t
5N̂U1sg~U !j~ t !, ~4!

whereN̂ is an operator which includes a distributed comp
nent. The probability density of achievingU is

P~U,t !5^d~N̂U1sg~U !j~ t !!&. ~5!

For a nonsteady-state problem, averaging implies avera
over the external forcesj(t) and the initial fieldU(t50). In
fact, we are studying that steady-state regime which is es
lished under the action of temporally steady-state exte
forces if for t→2` we haveU(t→2`)50.

Using an integral representation of thed-function and
assuming thatj(t) has a Gaussian white noise distributio
we transform Eq.~5! to give

P~U,t !5E
2 i`

1 i` dV

2p i

3expS 2E S VN̂U2
1

2
@Vsg~U !#2DdtD . ~6!

The probability density ofŨ(t50) being transferred to the
stateŪ(t5t) is

P~Ū,t,Ũ,0!5E
Ū

Ū
D@U#E

2 i`

1 i` dV

2p i

3expS 2E
0

r S VN̂U2
1

2
@Vsg~U !#2DdtD .

~7!
© 1999 American Institute of Physics
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The continuous integral~7! is taken over all paths@U#
5$U(t)% leading from the initial point to the final one. I
also follows from expression~7! that the maxima and
minima of the transition probability are completely dete
mined by the variational principle

dS5dE
0

tS VN̂U2
1

2
@Vsg~U !#2Ddt

5dE
0

t

L~V,U !dt50. ~8!

Thus, each system of functions (V,U) realizing a maximum
or minimum ~7! should satisfy a system of Euler equation
If we are not interested in changes in the additional fieldV
introduced by us, the problem is simplified substantially a
reduces to the single equation

]

]U
~N̂U !2s2g2~U !

]

]U
~ ln g~U !!50, ~9!

which may be given a slightly different~potential! form

]

]UH EU N̂U

g2~U !
dU2s2 ln g~U !J 5

]

]U
F~U !50. ~10!

The potential maximaF(U) correspond to stable stead
states and the minima correspond to unstable steady st
This implies that if the steady-state probability density h
only one maximum, the system fluctuates around a sin
macroscopic state, i.e., exists in one phase. If the steady-
probability density has two or more maxima, the system m
exist in two phases for the same external conditions. T
investigation of the potentialF(U) is reduced to the phas
transition problem, described by a partial differential equ
tion for which methods of analysis are well-developed.7,8

As an example, we shall analyze the behavior of a s
tem described by the so-called reaction–diffusion equati

]U

]t
5DU1h~U !1bg~U !1sg~U !j~ t !, ~11!

typical of self-organization phenomena.1,2 The scheme pu
.

d

tes.
s
le
ate
y
e

-

s-

forward above yields an equation to analyze the action
high-speed external noise on the steady-state behavio
systems of the form~11!:

DU1h~U !1bg~U !2sg~U !g8~U !50. ~12!

The last term in this expression maps the action of
external noise and may give rise to additional phase tra
tion points not found in the completely deterministic cas
However, the observation of these transitions is by no me
trivial. First, the probability peaks of these states are fa
broadened because of noise. Second, they are maske
diffusion terms.

This theory cannot be used to calculate the probabi
density of a particular phase state because the integral~7! is
only determined formally. However, this formalism ca
identify the relative probability of the existence of one sta
compared with another, the number of possible states,
can also trace the genesis of the system under the actio
external multiplicative noise.

A different approach to going outside the limits of E
~1! in the theory of nonequilibrium phase transitions is d
scribed in Ref. 9. In this study perturbation theory is appl
systematically, which imposes well known constraints on
results.
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An analysis is made of the possibility of solving the inverse problem of reconstructing the
internal structure of an object using a set of experimental distributions measured in an x-ray beam
for various orientations of the object. ©1999 American Institute of Physics.
@S1063-7850~99!00102-0#
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The x-ray phase contrast method, based on the refrac
of x-rays, is intended to obtain the image of weakly abso
ing noncrystalline objects.1–3 Radiation passing through a
object is deflected from its initial direction through vario
anglesb(x) and is then incident on a single-crystal analyz
mounted near the Bragg reflection region. Since the ref
tive index n(x,z)512d(x,z) is very close to unity
(d;1026) for radiation of wavelengthl<1Å, the angles of
refractionb;d are between fractions and a few seconds
arc. Nevertheless, such small deflections may produce an
age of fairly high contrast on photographic film inserted
the beam reflected from the analyzer. This is because
angular width of the diffraction reflection curves is comp
rable withb(x).

The phase contrast method can improve the contras
an image by several orders of magnitude compared with
adsorption methods normally used. This is particularly i
portant for studying the internal structure of medical a
biological objects3–6 in which the absorption coefficien
m(x,z) in different parts of the object changes by only a fe
percent.

So far, only the direct problem has been analyzed in
theory of the phase contrast method, i.e., the image@the dif-
fraction reflection intensityI (x)] has been calculated usin
given distributionsd(x,z) andm(x,z) ~Refs. 7–10!. Here for
the first time we consider the possibility of solving the i
verse problem of reconstructing the internal structure of
object using a set of experimental distributionsI (x) mea-
sured for various orientations of the object in the x-ray bea
We show that for fairly large objects for which th
geometric-optics approximation is valid, a two-dimension
distribution d(x,z) can be uniquely reconstructed using
complete set ofI (x) data.

The intensity distribution in the diffracted beam is give
by the following integral relation:9,11,12

I ~x!5U E
0

`

G~j!A~x/g02j!exp~ ikg0Duj!djU2

, ~1!

where A(x)5exp(2s1iF) is the amplitude of the wave
passing through the object,

s~x!50.5E
2`

`

m~x,z!dz, F~x!52kE
2`

`

d~x,z!dz,
831063-7850/99/25(2)/3/$15.00
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G~j!5~kg0/2p!E
2`

`

R~a!exp~2 ikg0aj!da.

HereF(x) is the change in the phase of a wave propagat
along thez axis, k52p/l, G(j) is the Green’s function of
the Bragg diffraction problem for bounded wave packets11

R(a) is the amplitude reflection coefficient of a plane wa
incident on a single crystal with angular deviationa from the
Bragg angleuB , Du is the fixed angle of rotation of the
analyzer,g05sin(uB1c), andc is the angle of inclination of
the reflecting planes to the surface of the analyzer. The
pendence of the phaseF(x) on the transverse coordinat
leads to refraction at the anglesb(x)5(1/k)dF(x)/dx.

The characteristicsm andd of the object enter in a fairly
complicated way in the integral~1! and thus are generally
difficult to reconstruct using the measured intensityI (x).
The situation is simplified appreciably if the geometri
optics approximation of the Bragg diffraction problem is s
isfied. In this case, we can show9,12 that

I ~x!5I a~x!P~Du2b!, ~2!

whereI a(x)5exp@22s(x)# is the intensity of the absorption
image andP(a)5uR(a)u2 is the diffraction reflection curve
from the analyzer. Equation~2! holds if the transverse di
mension of the object isr @Dj5l/pg0DuB and the refrac-
tion angle gradient is db/dx!DuB /Dj, where
DuB52Cuxhu/b1/2sin2uB is the width of the diffraction re-
flection curve,C is the polarization factor,xh is the Fourier
component of the crystal polarizability,b5g0 /gh , and
gh5sin(uB2c). Typical values ofDj are 5–30mm. In this
approximation the image~2! is determined by the intensity o
the local~at the pointx) reflection of an x-ray incident on the
analyzer with the angular deviationDu2b(x).

The solution of the inverse problem can be divided in
three stages: 1! determining the refraction anglesb(x) using
the measured intensityI (x); 2! calculating the function
F(x,z)52]d(x,z)/]x in the linear integral

b~x!5E
2`

`

F~x,z!dz; ~3!

and 3! reconstructing the required distributiond(x,z) from
the functionF(x,z).

In the first stage we utilize the fact that silicon crysta
with a known structure are used as the analyzer. Thus,
© 1999 American Institute of Physics
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FIG. 1. Comparison between the results of solving the inve
problem of reconstructing the refraction anglesb(x) and the di-
rect calculations. Image intensities~a!: 1 — accurate solution,2
— geometric optics approximation,3 — absorption image; dis-
tributions b(x) ~b!: 1 — solution of the inverse problem,2 —
direct calculations. Parameters used: AgKa radiation, Si~220!
symmetric reflection,DuB51.79, Du50.959.
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can assume that both the amplitude and the phase of
reflectionR5uRuexp(ih) are known. Finally, we find that the
refraction anglesb(x) are related as follows to the exper
mentally measured functionJ(x)5I (x)/I a(x):

b~x!5Du2@2Y~x!Cxhb1/22 ix0i~11b!#/2b sin 2uB ,
~4!

where

Y~x!5@11J~x!exp~ i2h!#/@2J1/2~x!exp~ ih!#.

To illustrate the validity of this reconstruction, Fig.
gives the results of a numerical experiment to solve the
rect and inverse problems of finding the refraction ang
b(x). The object was a (C8H8)n polystyrene capillary of
radius 1 mm and wall thickness 0.3 mm, filled with eth
alcohol C2H6O. The coefficientsd andm at l50.559 Å are
0.47731026 and 0.38 cm21 for polystyrene and 0.376
31026 and 0.37 cm21 for alcohol~Ref. 7!. The thickness of
the transition layer at both interfaces is taken to be 10mm.
Figure 1a gives the results of direct calculations of the ph
contrast intensityI (x) using the rigorous wave theory~1!
~curve1! and the geometric-optics approximation~2! ~curve
2!. Also plotted for comparison is the absorption ima
curve 3. It can be seen that the absorption contrast is o
5%, which is much lower than the contrast for curves1 and
2. Moreover, unlike the phase contrast images1 and 2, the
alcohol–polyethylene interface cannot be identified on cu
3. The result of the accurate calculations~curve1! was then
used as the experimentally measured distributionI (x) from
which the functionb(x) given by Eq.~4! was determined. It
can be seen from Fig. 1b that the results of this reconst
tion of the refraction anglesb(x) ~curve1! differ negligibly
from the functionb(x) calculated directly from the given
distributionsd(x,z) andm(x,z) ~curve2!. It should be noted
that the results of solving the inverse problem forb(x) do
not depend on the deviation angleDu of the analyzer.

In the second stage we first calculate the Fourier tra
form b(k) of b(x) determined above:

b~k!5E
2`

`

b~x!exp~2 ikx!dx. ~5!
he
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Note that in general the functionsF(x) and b(x) also
depend on the angle of rotationw of the coordinate system
(x8, z8) rigidly bound to the object relative to the laborato
system (x,z). The equation for the path along which integr
tion is performed when calculatingF in Eq. ~1! then has the
form x5x8cosw1z8sinw. The functionb(k,w) is the two-
dimensional Fourier transform of the functionF(x,z) in Eq.
~3!. The functionS(x,w) is then calculated according to th
following rule:

S~x,w!5~1/4p2!E
2`

`

b~k,w!ukuexp~ ikx!coswdk. ~6!

We can easily show that the functionF(x,z) in the in-
tegral ~3! can be determined by integratingS(x,w) ~6! over
all anglesw between 0 andp:

F~x8,z8!5E
0

p

S~x8 cosw1z8 sinw,w!dw.

FIG. 2. Distributions of the capillary refraction decrementd(x,0): 1 —
result of solving the inverse problem,2 — initial model distribution.
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The third final stage involves accurately reconstruct
the required two-dimensional distribution:

d~x,z!52E
2`

x

F~x8,z!dx8. ~7!

In Fig. 2 the solid curve1 shows the distributiond(x,0)
reconstructed using Eqs.~5!–~7!, where curve1 in Fig. 1b
was taken asb(x). The dashed curve2 gives the initial
model distribution in the capillary cross sectionz50. It can
be seen that the agreement is fairly good. Small discrep
cies arise because in the immediate vicinity of the capill
boundaries the geometric-optics approximation~2! for I (x)
differs from the accurate result~1!.

Thus, we have found that the internal structure of
objectd(x,z) can be accurately reconstructed for a compl
set of dataI (x,w). In practice, the functionI (x,w) is only
known for a finite number of pointsx and w, so that more
complicated algorithms13 developed in computer tomogra
phy are required to reconstruct images using bounded d
g

n-
y

n
e

a.
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Angular dependence of the current–voltage characteristics and voltage fluctuation
spectrum in ceramic superconductors

O. V. Gerashchenko

B. P. Konstantinov Institute of Nuclear Physics, Russian Academy of Sciences, St. Petersburg
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Measurements were made of the current–voltage characteristics and voltage fluctuation spectrum
as functions of the angle between the magnetic field applied in the plane of the sample and
the direction of the transport current in a YBa2Cu3O72d ceramic superconductor. The angular
dependence of the fluctuation spectrum was measured first. It is shown that the
current–voltage characteristics are not described using the vortex line cutting model and the
voltage fluctuations are not caused by independent motion of vortices in the bulk of the sample.
The results are consistent with the model of a self-organized critical state. ©1999
American Institute of Physics.@S1063-7850~99!00202-5#
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It is known that in low-field electrodynamics~when the
magnetic field does not penetrate into the granules! granular
high-temperature superconductors are rigid type-II superc
ductors, provided that the effective Josephson penetra
depth satisfies the conditionleff5(F0/2pm0meffj ca)1/2@a,
wherea is the characteristic size of the granules and pore
the ceramic,F0 is the magnetic flux quantum, andj c is the
critical current density. The current–voltage characteristi
then formulated as the double critical-state model~see, for
example, Ref. 1! in which four phenomenological paramete
are introduced: the transverse critical current densityj c'

which determines the depinning threshold, the longitudi
critical current densityj ci

, which gives the threshold for vor
tex line cutting, and also the longitudinal and transverse
sistivities r i and r' . The current–voltage characteristic
highly anisotropic relative to the direction of the magne
field.

We assume

j5 j ez5 j in1 j'm, B5Bn, E5Ein1E'm,

n5ez cosa1ey sina, m5n3ex5ey cosa2ez sina.
~1!

Then for the electric field componentEz(a) we find

Ez5Ei cosa2E' sina, ~2!

Ei5H 0, u j cosau, j ci

r i~ j cosa2 j ci sign~ j cosa!, u j cosau. j ci

E'5H 0, u j sinau, j c'

2r'~ j sina2 j c' sign~ j sina!, u j sinau. j c' .

It was shown in Ref. 2 that the condition for validity o
the continuum approximationleff@a is equivalent to the
condition

b5a2/leff
2 !1. ~3!

The parameterb is proportional to the number of flux quan
F0 pinned by the elementary circuit. For typical values
861063-7850/99/25(2)/3/$15.00
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high-temperature superconductors j c5106 A/m2,
a51025 m, andmeff50.5 we obtainb'2, i.e., criterion~3!
cannot be satisfied.

In the limit b@1 the Josephson medium is described
equations in which discreteness is very important.2 These
equations are equivalent to those for a system with s
organized criticality.3 This case corresponds to the model
an isotropic current–voltage characteristic proposed
Bean4 and the model of a self-organized critical state dev
oped for ceramic superconductors in Refs. 2, 5, and 6. In
model, the local current–voltage characteristic is isotropi

E5E0j /u j u,

E0~ j !5H 0, u j u, j c

r~ j 2 j c sign j !, u j u. j c .
~4!

These two cases (b!1 andb@1) can be distinguished by
measuring the current–voltage characteristic versus the a
a between the current and the magnetic field,5 or by studying
the fluctuation spectra, since self-organized systems
strongly fluctuating.

Unfortunately, no detailed noise theory has yet been
veloped, although it may be predicted that the noise corr
tion functions should differ substantially for the anisotrop
(b!1) and isotropic (b@1) current–voltage characteristic
Nevertheless, it is interesting to compare our results w
those predicted by a simple model corresponding tob!1 in
which the voltage fluctuations occur in a superconductor a
result of the independent motion of vortices under the act
of the Lorentz force through the sample~see Ref. 7, for ex-
ample!. Then, in the low-frequency limit we obtain an ex
pression for the fluctuation spectrum similar to the shot no
spectrum:

SV~ f ! f c!52F0Vz52F0Ezd, ~5!

wheref c51/(2pt), t5wdB/Vz is the time a vortex takes to
pass through the sample,w is the sample thickness,d is the
© 1999 American Institute of Physics
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FIG. 1. Spectral density of voltage fluctuations fo
uB0u53.6 mT and j 51.13 A/cm2, a50(s), and
a5p/2(n).
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distance between the potential contacts,B is the magnetic
induction, andVz is the average voltage at the potential co
tacts.

Measurements were made of the current–voltage c
acteristicEz( j ) and the voltage fluctuation spectrumSV( f )
for samples of YBa2Cu3O72d high-temperature supercon
ducting ceramic (Tc591.5 K! fabricated in the form of thin
platelets having dimensions of 153430.3 mm along thez,
y, andx axes, respectively. The measurements were mad
liquid-nitrogen temperature using a four-contact method. T
sample was placed in an electromagnetic shield and coole
B050. The magnetic fieldB0 was generated parallel to th
broad plane of the sample (y,z) by means of permanen
magnets which could be rotated about thex axis perpendicu-
lar to this plane. The electric current, obtained from batte
via a limiting resistor, was directed along thez axis. The
magnitude of this current was such that the correspond
voltage dropVz was in the linear region of the current
voltage characteristic~flux flow regime!.

The voltageVz(t) from the potential contacts was pass
through a matching step-up transformer to a low-noise a
plifier, a low-pass filter with a cutoff frequency of 3 kHz, an
an L-1230 data acquisition array. The voltage fluctuat
spectrum was calculated numerically using a fast Fou
transformation. The value ofSV( f ) was obtained by averag
ing the measured spectrum over 50 realizations and subt
ing the noise of the device in the absence of current thro
the sample. The measurement error forSV( f ) was approxi-
mately 10220V2/Hz and increased slightly at lowf .

Since in this experimental setup, possible fluctuations
the resistance of the limiting resistor and the current cont
may cause current fluctuations which are converted into v
age fluctuations at the sample resistance, the effect of
was estimated by making measurements of the voltage
tuations at a 1V wire-wound resistance connected in ser
with the sample. It was found that the current fluctuatio
were negligible.

Figure 1 shows the voltage fluctuation spectrum. It c
be seen thatSV( f ); f 2g, whereg'1 which differs from the
-
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‘‘white-noise’’ spectrum~5!. For comparison we plotted th
intensity of the spectrum calculated from expression~5!. In
our experiment we have v50.3 mm, d53.5 mm,
Vz'0.2 mV, and B51.8 mT (meff'0.5), which gives
f c'17 kHz. It can be seen that in the range of validity
expression~5!, the intensity of the spectrum is many time
lower than the spectrum~5!. Thus, our results indicate tha
the voltage fluctuations in our high-temperature superc
ducting ceramic are not caused by independent motion
flux quanta through the sample.

Figure 2 shows typical angular dependences of
current–voltage characteristicEz(a) and the spectrum
SV(a). It can be seen that

Ez~a!5E01E1sin2~a!, E05Ez~0!,

E15Ez~p/2!2Ez~0!, ~6!

which follows from Eq.~2! for large currents. However, th
electric field satisfiesE1 /E0,0.3, and it was also found tha
j c(a50)' j c(a5p/2) holds, whereas in the double critica
state model these quantities differ parametrically. We assu
that the experimental current–voltage characteristic is clo
to the isotropic model~4!, which agrees with the results re
ported by Bean,4 and the deviations from isotropy arise b
cause the current–voltage characteristic in the equation
local, whereas that measured experimentally is an integr
characteristic. In addition, some of the vortices which pe
etrated into the granules for an external fieldB0.1 mT give
the current–voltage characteristic of vortex line cutting,
accordance with the results presented by Pe´rez-Rodrı´guez
et al.1

The observed angular dependenceSV(a) is also fairly
weak.

Thus, it has been shown experimentally that first,
current–voltage characteristic depends weakly on the a
a between the current and the magnetic field; second,
voltage fluctuation spectrum also depends weakly ona; and
third, the fluctuation spectrum behaves as 1/f , i.e., the system
is strongly fluctuating. All these factors indicate thatb@1
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FIG. 2. Angular dependences of the current–volta
characteristicEz(a) and the spectrum of voltage fluc
tuations SV(a) for uB0u53.6 mT and j 51.13 A/cm2.
Solid curve —Ez(a)50.23 sin2(a)10.43.
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holds in our system and suggest that the model of a s
organized critical state in granular superconductors is
most accurate.

The author is grateful to S. L. Ginzburg, A. I. Okoroko
I. D. Luzyanin, V. P. Khavronin, and M. A. Pustovo�t for
useful discussions and assistance with the work.

This work was supported by the Scientific Council ‘‘S
perconductivity,’’ Project No. 96021 ‘‘Profile,’’ by the Stat
Program ‘‘Neutron Investigations of Matter,’’ and by th
State Program ‘‘Physics of Quantum and Wave Process
Subprogram ‘‘Statistical Physics,’’ Project VIII-3.
lf-
e

,’’
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Charge coupling based on resonant surface photoionization
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A method is proposed for charge coupling based on resonant surface photoionization.
Possibilities for using resonant surface photoionization to convert optical signals into charge
packets and also for the storage and transfer of information are noted. ©1999 American Institute
of Physics.@S1063-7850~99!00302-X#
ac
e

fo

an

lo
on

e
e
nt
e

ica
st
th
tio
rr
f
a

i
ce
o

ho

st
a
th
a
u
u

a
s
la
e
ac

l o
de

e a
lt of

ce

yer
f the
de-

es
by a
to
tor.
lec-
nd
of

the
yer,
rom
f a
in-

era-
di-
rge
tion

led

ge
ed,
t sur-
and
ost

ap
lo-
eed

pec-
he
ns-
so-
lar
ges
Here we propose a method of using resonant surf
photoionization to convert optical signals into charge pack
and also for the storage and directional transfer of the in
mation represented by the charge packets.

Charge-coupled devices are usually controlled by me
of a series of synchronized timing voltage pulses.1,2 These
devices mainly operate on the principle of transferring a
calized charge by varying the electric potentials at the c
trol electrodes of an array of photosensitive elements.1,2 In
the method of controlling charge coupling described in R
3, the discrete photodetectors in an array have many m
electrodes, which are used to convert optical information i
electrical signals proportional to the intensity of the record
infrared radiation. The base semiconductor crystal used
fabricate the photosensitive array is affected by the fabr
tion processes, so that attachment of the electrode sy
gives rise to numerous periodic static irregularities in
array, which lead to inhomogeneities in the photogenera
and thermal generation processes and also in the ca
transfer characteristics. These factors severely limit the e
ciency of recording images by charge coupling at low sign
and low levels of illuminance.2 A simpler method of achiev-
ing charge coupling using planar technology proposed
Ref. 4 has the same shortcoming because of the presen
periodic static inhomogeneities at the surface of the semic
ductor wafer.

These inhomogeneities may be eliminated by a met
based on the principle of using dynamic inhomogeneities.5 In
this method of controlling charge coupling, surface acou
waves generated as a result of the piezoelectric effect
used to create potential wells. The rate of displacement of
potential wells in the semiconductor is the same as the w
propagation velocity. This method of controlling charge co
pling by surface acoustic waves is very fast and the prod
of the delay time and the frequency band is large~up to a few
thousand!. The main disadvantage of this method is th
charge-coupled devices combined with surface acou
waves can only operate at a fixed frequency band and de
Recent studies6,7 have examined photothermal effects caus
by the action of pulsed laser radiation on germanium surf
states6 and displacement of the boundary of thep–n junction
in direct-gap GaAsP structures.7

A possible method of achieving electrodeless contro
charge coupling without fixing the frequency band and
891063-7850/99/25(2)/2/$15.00
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lays may involve using electromagnetic radiation to creat
dipole layer at the surface of the semiconductor as a resu
the resonant photoionization of particles~atoms or mol-
ecules! adsorbed on the surface of the sample.

New technical properties of resonant surfa
photoionization8–12 appear in this method of controlling
charge coupling in which, instead of electrodes, a monola
of adsorbed particles must be deposited on the surface o
semiconductor used to fabricate normal charge-coupled
vices ~Fig. 1!. If necessary, this monolayer of adparticl
may be separated from the surface of the semiconductor
thin layer of dielectric whose thickness allows electrons
tunnel from the adsorbed monolayer to the semiconduc
The particles adsorbed on the surface are selected with e
tronic levels such that the ground state lies within the ba
gap and the excited state falls within the conduction band
the semiconductor. When radiation in resonance with
transition between these states is incident on the monola
the adsorbed particles are excited and electrons tunnel f
them into the semiconductor, resulting in the formation o
dipole layer on the irradiated section. When carriers are
jected into the charge-coupled device either by photogen
tion or electrically, charge packets build up beneath the
pole layer as a result of charge–dipole interaction. Cha
transfer can be achieved by moving the irradiated sec
over the surface~Fig. 1!.

Depending on the purpose for which the charge-coup
devices are designed, one or several resonant emitters~light-
emitting diodes, microlasers! may be used to illuminate the
adparticle monolayer. In this method of controlling char
coupling, the frequency band and delays are not rigidly fix
since these parameters are determined by the resonan
face irradiation regimes, which can be measured easily
rapidly. The topology of the irradiated region can be alm
arbitrary.

If the charge transfer channel is located in the wide-g
semiconductor and the carrier photogeneration region is
cated in the adsorbed monolayer, we can obtain a high-sp
photosensitive charge-coupled device with the desired s
tral characteristic, which is determined by the width of t
adparticle excited state and the low dark currents in the tra
fer channel. The semiconductor and the monolayer of re
nant particles adsorbed on its surface, forming a particu
type of heterostructure, can also give additional advanta
© 1999 American Institute of Physics
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from the point of view of optimizing the charge-coupled d
vice ~high speed and low noise level!.

This method of controlling charge coupling can
implemented by using silicon as the semiconductor and
dium atoms as the adsorbed particles. Figure 2 shows
configuration of the energy levelsE of the ground and ex-
cited states of sodium atoms relative to the energy band
silicon. HereEg5Ec2Ev is the band gap,Ev is the top of
the valence band, andEc is the bottom of the conduction
band. The 3S ground state of the sodium atom falls with
the band gap and its excited state within the conduc
band. Sodium atoms are excited to the 3P state by
l5589 nm resonant laser radiation. Electrons tunnel fr
excited sodium atoms to the silicon conduction band, res
ing in the formation of a dipole layer near the surface and

FIG. 1. Charge distribution at various times during transfer based on r
nant surface photoionization:1 — resonant laser irradiation,2 — adparticle
monolayer,3 — charge packets in semiconductor sample.

FIG. 2. Configuration of ground and excited electronic states of sod
atoms relative to silicon energy bands.
o-
he

of

n

lt-
e

buildup of carriers. Moving the region of resonant irradiati
over the monolayer of adsorbed sodium atoms causes ch
to be transferred near the surface of the silicon sample a
the required trajectory and in the required sequence, b
controlled by the resonant emitters.

We note that for simplicity, the energy level diagra
does not show any shifts and broadening of the sod
atomic levels or bending of the silicon bands, since these
not alter the fundamental effect. In addition, the perturb
tions of the adparticle levels are usually large when these
deposited on metal surfaces, whereas when they are de
ited on semiconductors, the level perturbations are comp
tively small because of the reduced concentration of f
electrons.

An infrared radiation detector may be fabricated by
jecting impurities into the silicon for which theE0 level is
the same as the adparticle ground state. The infrared ra
tion transfers the electrons from the valence band to the
purity level from which they tunnel to the 3S ground state of
the adatom which is then released by resonant radiation
two-stage transition via 3S–3P takes place to the conductio
band. This transition can take place in the semiconduc
itself. However, the use of an adsorbed monolayer allows
buildup and transfer of charge~i.e., the charge coupling to b
controlled! using resonant radiation.
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Modeling of positive streamers in liquid argon
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A numerical simulation is used to investigate the dynamics of positive streamers in liquid argon.
It is shown that as in gases, the nature of the streamer propagation depends on the field
strength in the discharge gap. It is established that electron–ion recombination in the streamer
channel plays a significant role compared with streamers in gases. ©1999 American
Institute of Physics.@S1063-7850~99!00402-4#
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Studies of prebreakdown effects in dielectric liquids a
of considerable interest in connection with applications
high-voltage insulation, charged particle detection, and o
fields. The range of prebreakdown effects in liquids is e
tremely extensive and depends on the type of liquid,
pulse length, and the applied field~see, for example, Ref. 1!.
A distinction is also made between the so-called ‘‘bubbl
and ‘‘electron’’ breakdown mechanisms. The first is caus
by a phase transition, i.e., the formation of gas–va
bubbles which form a conducting channel. The second
similar to the breakdown mechanism of gases which
caused by the electron impact ionization of particles. T
electron mechanism is typical of liquids with highly mobi
charged particles~such as liquefied argon, xenon, and me
ane! and takes place on a nanosecond time scale. It is na
to assume that the formation of thin plasma channels
streamers observed in liquids in this case is the same a
gases.

Unlike the situation in gases, for which the dynamics
streamers have been described fairly comprehensively,
qualitative models have been proposed for streamers
liquids.2,3 In this context, it is interesting to use a quantitati
approach similar to that used for gases to describe strea
in liquids. Here we present results of calculations of a po
tive streamer in liquid argon using a two-dimensional~axi-
symmetric! model.

We analyze the propagation of a streamer from a p
tive charged metal sphere of diameter 40mm inserted in a
gap between planar parallel electrodes which generate an
ditional uniform fieldE0. This geometry4 is convenient for
studying how the propagation is influenced by a unifo
field ~which is weak compared with the field near the sph
where the streamer forms!. The model of a streamer propa
gating along the axis of symmetry~passing through the cen
ter of the sphere perpendicular to the planes of the par
electrodes! is similar to that used in Refs. 4 and 5. Th
model includes the Poisson equation for the electric fi
potential

E52“F, “

2F524pe~ni2ne!/«, ~1!

whereni andne are the densities of positive ions and ele
trons, and« is the permittivity of the medium, and the tran
port equations for the charged particle densities
911063-7850/99/25(2)/4/$15.00
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]ni /]t1“~ni ,V i !5aVene2bneni . ~3!

Here Ve and Vi are the drift velocities of the electrons an
ions, anda andb are the coefficients of ionization and re
combination. It is assumed that the values ofVei , Vi , a, and
b are determined by the local electric field strength. Unli
the model of a streamer in a gas in which the density of s
electrons ahead of the streamer front was calculated by
cluding a term responsible for volume photoionization in t
transport equations, in this case the background value one

is assumed to be given~many orders of magnitude lowe
than the value ofne in the streamer channel!.

Information on the drift velocities and kinetic coeffi
cients in liquids is very incomplete. The electron drift velo
ity in liquid argon ~particle densityn52.131022cm23) has
been measured in fieldsE,100 kV/cm ~Ref. 6! and values
of the recombination coefficient are known in an even n
rower rangeE,1 kV/cm ~Ref. 7!. No direct measurement
have been made of the ionization coefficient in liquid arg
and only indirect data are available, obtained by analyz
the ignition voltage of a corona discharge8 and also the re-
sults of calculations.9–11 Here the electron drift velocity was
calculated using the expression

Ve5
~43105E0.0410.4E!3500E

43105E0.041500E
cm/s ~4!

~whereE is volts per second!, which approximates the ex
perimental data in relatively weak fields and agrees with
calculated results10 in strong fields~note that in strong fields
Ve increases linearly12 with increasingE and its dependence
on E/n is close to that for gaseous argon!. Data from Ref. 13
were used for the ion drift velocity:

Vi51023E cm/s ~5!

assuming that the ion mobility does not depend on the fie
The ionization coefficient was given by the standard expr
sion

a52.33105 expS 2
3.383106

E D cm21. ~6!
© 1999 American Institute of Physics
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FIG. 1. Electron density contours on the streamer ax
The numbers on the curves denote log10ne , cm23.
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The parameters in this expression were selected to ob
values ofa similar to the results given in Refs. 8 and 11. T
recombination coefficientb was taken to be proportional t
the value ofbD given by the Debye formula7

b5jbD5j
4peVe

«E
. ~7!

The value of the numerical coefficientj varied ~under ex-
perimental conditions7 in weak fields the value ofj varied
between 0.1 and 0.4 as a function ofE).

Figure 1 give the electron density contours~in the rz
plane, wherez is the streamer axis! 10 ns after the start of a
streamer from a sphere charged to the potentialU53 kV for
an applied fieldE05400 kV/cm~the value ofj is taken to be
0.1!. It can be seen that under these conditions, the strea
becomes thinner~and slower, see below! as it propagates
The characteristic streamer radius is;10mm. Figure 2
shows the distributions of the electric field and the elect

FIG. 2. Distributions of the electric field strength~a! and electron density
~b! on the streamer axis at 8 and 10 ns, respectively~curves1 and2!.
in

er

n

density on the streamer axis 8 and 10 ns after starting. It
be seen that the electron density reaches a maxim
neh;1017cm23 in the streamer head and decays rapidly b
hind the head to;1015cm23 as a result of electron–ion
recombination. The maximum field at the streamer headEh

is ;3 MW/cm. This field satisfies the known condition14 for
saturation of the ionization coefficienta as a function ofE.
Thus, the maximum electron density in the head agrees w
the estimate14

neh5
«

4pe E0

Eh
adE, ~8!

generalized to the case of a medium having a permittiv
differing from unity.

The structure of theE and ne distributions~relative to
the maxima! on the streamer axis near the head is shown
greater detail in Fig. 3. The electron density at the field ma
mum z5zh is approximately an order of magnitude low
thanneh and the recombination velocity is negligible at th
point compared with the ionization rate. In the region beyo
the field maximum, wherez,zh holds, the value ofE and
thus the ionization frequencyaVe decay rapidly. However,
the recombination frequencybni which is proportional to the
positive ion density, increases in the region behind the h
and becomes equal to the ionization frequency a short
tance from the field maximum substantially smaller than
streamer radius. This result can be understood if we bea

FIG. 3. Distributions of the relative electron density~1! and electric field
strength~2! on the streamer axis near the head.



m

am
o

na
i

t t
a
he
a

th

m
e

ga
he
n

t

m
a

on-

ives
-

ted

to
e

are

a-

e
lues
ude
own

ined
tic
re-

co-

a-
ne-
e

clu-
ole

.
to

the

n-

on

tr.

tr.

tr.

on

-

93Tech. Phys. Lett. 25 (2), February 1999 N. Yu. Babaeva and G. V. Na dis
mind the approximate relation between the maximum reco
bination (bni)h and ionization (aVe)h frequencies derived
from expressions~7! and ~8!:

~bni !h'j~aVe!h . ~9!

From this it can be seen that these values are of the s
order of magnitude, i.e., the recombination process is imp
tant even in the streamer head.

Note that the conclusion that electron–ion recombi
tion plays an important role in the dynamics of streamers
dense media is not unexpected. It was noted in Ref. 5 tha
ionization frequency in the head is proportional to the g
pressureP, whereas the charged particle density in t
streamer channel and thus the recombination frequency
proportional toP2. Thus, at some fairly high pressureP the
recombination process becomes important even in
streamer head.

The nonmonotonic distributions of the plasma para
eters in the streamer channel in liquid argon are reminisc
of the corresponding distributions in a strongly electrone
tive gas.15,16 Another common factor is that a balance of t
electron formation and loss processes in the streamer cha
must be maintained for the steady-state propagation~without
any reduction in velocity! of even comparatively shor
streamers.

The influence of recombination on the streamer para
eters is shown in Fig. 4a which gives the streamer velocity

FIG. 4. Streamer velocity versus length: a —U52 kV, E05500 kV/cm,
j50.1 ~1!, and 0.3~2!; b — U53 ~1–3! and 2~4! kV; E05500 ~1, 4!, 400
~2! and 300~3! kV/cm.
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a function of its length calculated for the same external c
ditions (U52 kV, E05500 kV/cm! and various values of the
coefficientj. It can be seen that any change inj substantially
alters the nature of the streamer propagation. Figure 4b g
the velocity (j50.1) for various external conditions. De
pending on the fieldE0 the streamer can either be accelera
or slowed. For the given choice ofj propagation of the
streamer at a constant velocity corresponds
E05500 kV/cm. Under these conditions, the field in th
streamer channel, which is approximately equal toE0, en-
sures that the ionization and recombination frequencies
the same.

Note that as in gases,4 the nature of the streamer prop
gation does not depend on its formation conditions~on the
potential of the sphereU). As U increases only the averag
velocity and thus the streamer radius increase. Typical va
of the streamer velocity are of the same order of magnit
as the measured propagation velocities of the breakd
wave in liquid argon in uniform fields of 300–400 kV/cm
~Ref. 17!.

To conclude, we stress that these results were obta
without complete information on the values of the kine
coefficients. As new data appear, these results will be
fined. In particular, using dependences of the ionization
efficient a on E which saturate in stronger fields~as calcu-
lated in Ref. 10! will increase Eh and neh and will also
increase the fieldE0 corresponding to steady-state propag
tion. However, there is reason to predict that these refi
ments will not substantially alter the distributions of th
streamer plasma parameters and will not affect the con
sion that electron–ion recombination plays an important r
in the dynamics of streamers in liquids.

The authors are grateful to V. M. Atrazhev and A. A
Belentsev for useful discussions. They would also like
thank the referee for drawing their attention to relation~9!
between the ionization and recombination frequencies in
streamer head.
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Acoustic emission in dislocation-containing silicon exposed to current and thermal
influences

A. M. Orlov, A. A. Skvortsov, and V. A. Frolov

Ulyanovsk State University
~Submitted July 3, 1998!
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An investigation was made of acoustic emission in silicon single crystals during passage of an
electric current. It was observed that in the temperature range studied~T5300–450 K!
acoustic emission signals whose intensity increases with increasing dislocation density are excited
in a static electric field. The acoustic emission of silicon single crystals with and without
dislocations is compared. It is assumed that the acoustic emission in silicon is caused by the
unpinning and migration of dislocations under the influence of the direct electric current
and thermoelastic stresses. The activation energy of this process is estimated asE50.5360.05 eV
during passage of a direct current of densityj 52.83105 A/m2. © 1999 American Institute
of Physics.@S1063-7850~99!00502-9#
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It is known that various external influences on cryst
containing linear defects are accompanied by the forma
of acoustic pulses~acoustic emission! in their bulk caused by
the migration of dislocations, crack formation, and mate
damage.1 This situation is typical of semiconductor crysta
operated under elevated current and thermal loads,1 as in
semiconductor devices. Despite this, the acoustic emissio
semiconductors under constant external influences
clearly not been sufficiently well studied. For example,
most no data are available on the acoustic emission of s
conductors with dislocations in steady-state thermal
electric fields. Thus, the present paper is devoted to
acoustic emission observed in dislocation-containing silic
wafers under current and thermal loads.

The samples were@111#-oriented, phosphorus-dope
silicon wafers, with or without dislocations, of lengt
l 540 mm, thicknessd50.35 mm, and widthh510 mm hav-
ing the resistivityr50.01V•cm. The dislocations were in
troduced by annealing the wafers under load using a th
point system at a temperature of 1000 °C for 10–30 min. T
dislocation density was 103 cm2.

Acoustic emission was excited by passing a curren
density j5~1.4–5.7!3105 A/m2 and by external therma
heating. The temperature~300–450 K! was monitored to
within 61 K by using a chromel–alumel thermocouple p
sitioned near the wafer. A liquid In–Ga eutectic was used
reduce the influence of acoustic emission from the curre
supply contacts. The ohmic character of the contacts
checked using the current–voltage characteristics.

The acoustic emission signals were recorded by a pie
electric detector positioned on the surface of the wafer, w
VM-6 vacuum oil being used to improve the acoustic co
tact. The detector was a TsTS-19 piezoceramic wafer
thickness 0.3 mm and diameter 10 mm whose natural
quencies (f i>4 MHz! were above the spectral compositio
of the response signal. The electrical response from the
tector U(t) was fed to an S9-8 storage oscilloscope co
951063-7850/99/25(2)/2/$15.00
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nected to a computer to record and store the information.
spectral composition of the response signalU(v) was ob-
tained using a standard fast Fourier transform algorithm.

The silicon wafer together with the detector were hea
by placing in an electrical furnace. A steady-state tempe
ture was established in the furnace 3.5–4 h after switching
the heating. The spectra obtained during the heating pro
were used to estimate the vibration energyW. In our case,
we find W;(nUn

2 , whereUn are the amplitudes of the har
monics of the experimental spectrum. This follows from t
directly proportional relationship betweenU(t) and the vi-
brational velocityv(t) ~Ref. 2!. It was established that fo
j 50 the electrical response decreases monotonically aft
steady-state temperature has been established and reac
certain background level after 1.5–2 h. This is at varian
with the data given by Kalitenkoet al.3 who first observed an
acoustic response under thermal perturbation. Our res
show that these studies3 were carried out under nonstead
state temperature conditions.

Passing a direct current through the wafer radica
changes the acoustic response pattern. The spectra obt
under the influence of current show a clearly defined ma
mum at f '0.25 Hz. The signal amplitude remains consta
even after thermostatic control for 36 h. Thus, most of
investigations were carried out after holding for 2 h at co
stant temperature.

Typical results plotted in Fig. 1 clearly demonstrate t
acoustic emission response of the semiconductor contai
dislocations. For instance, when a currentj 52.83105 A/m2

is passed through the samples under steady-state tempe
conditions, the acoustic emission signal from the samp
containing dislocations~curve 1 in Fig. 1! is appreciably
higher than the acoustic response of the dislocation-free
fers ~curve3 in Fig. 1!. Such striking differences can only b
caused by unpinning and migration of anchored dislocati
in the static electric field, which agrees with the observatio
made by Kalitenkoet al.3 ~thermoelastic stresses may al
© 1999 American Institute of Physics
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have some influence but further studies are needed to
mate their contribution and this is outside the scope of
present paper!. A dislocation, having charge and effectiv
mass, should respond to the action of an electric field~en-
trainment by the field and electron or hole wind! creating a
mechanical stress greater than the Peierls stresssp ~Ref. 6!.
In this case, the dislocation overcomes the potential bar
in the crystal and is shifted from the equilibrium position.
nonzero temperature the potential relief becomes blurred
result of incoherent thermal motion of the atoms, which
ducessp . The rate of transferv from one state to another4,5

may be estimated as

v5~12 f !v1 expS 2
Ed

kTD , ~1!

where f is the fraction of dislocations which have becom
unpinned with the activation energyEd , andv1 is the effec-
tive transition frequency which determines the maximum
the spectrum of the acoustic emission signals~0.25 Hz! ob-
tained for samples containing dislocations. It follows fro
Eq. ~1! that the temperature has a decisive influence onv.
This was confirmed by our investigations, which revealed
increase in the amplitude of the recorded signal by a facto
1.5 when the wafer temperature increased from 380 to 45
In order to obtain a more accurate estimate of the temp
ture changes of the acoustic emission signals, we calcul
their energyW and the results are plotted in Fig. 2. The val
obtainedEd50.5360.05 eV is typical of the displacement o
dislocations in elementary semiconductors. For instan
independent investigations for germanium yield
Ed'0.55 eV~Ref. 6!.

FIG. 1. Spectral power density of acoustic emission signal during passa
a currentj 52.83105 A/m2 and external heating to 380 K for samples wi
~1! and without~3! dislocations; under external heating to 380 K witho
current~2!.
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Note also that in the absence of a static electric field
acoustic emission response of the samples with dislocat
~curve 2 in Fig. 1! is always higher than that of th
dislocation-free wafers~curve3 in Fig. 1!. This result seems
unexpected if we bear in mind that the thermal energyEkT

50.025– 0.037 eV is clearly inadequate for a dislocation
overcome the potential barrierEd50.53 eV. We suppose tha
this apparent contradiction can only be explained by int
ducing a Boltzmann energy distribution.

To conclude, the acoustic emission observed in silic
wafers containing dislocations is caused by the unpinn
and migration of dislocations under the action of steady-s
thermal (T'400 K! and electric fields (j 52.83105 A/m2).
Any temperature deviations from the steady-state value
accompanied by an additional acoustic response, which
torts the true pattern of acoustic emission. The perturb
influence of this factor increases abruptly as the system
parts from the equilibrium state.

This work was supported financially by the State Co
mission for Higher Education.
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Modeling of the spectral, power–current, and threshold characteristics of an injection
laser

M. G. Noppe

Novosibirsk State Technical University
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A description is given of a method of modeling the spectral, power–current, and threshold
characteristics of an injection laser based on the dependence of the gain on the energy density. The
results of the modeling can be used to describe various experimental observations. ©1999
American Institute of Physics.@S1063-7850~99!00602-3#
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1. The dependence of the gain on the energy dens1

g(PE) has been used to develop a method of calculating
spectral, power–current, and threshold characteristics
semiconductor injection laser2,3 which can be used to mode
various experimental observations. Here we describe the
sic features of the method and report some results of
computer modeling of various experiments.

2. The dependence of the gaing(PE) on the energy
density1 holds when the saturation effect is unimportant. T
dependence ofg(PE) makes the equations for the ener
density nonlinear. These equations yield3 the phase condition
971063-7850/99/25(2)/2/$15.00
y
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and the steady-state lasing condition for the nonlinear la
model in the following form:

E
AR1~vm!

1/AR2~vm! dx

@g~P0m~x11/x!!2a#x
5LZ , ~1!

whereR1(vm) andR2(vm) are the left-hand and right-han
reflection coefficients,g@P0m(x11/x)# is the gain at the fre-
quencyvm calculated using formula~4! from Ref. 2,g de-
pends on the distribution functions calculated as in Ref
assuming electrical neutrality, and on the densities of sta
ode
FIG. 1. power–current characteristics, spectra, and m
powers as a function of current.
© 1999 American Institute of Physics
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in the bands,3 a is the loss factor calculated using formul
~3.8.25! and~3.8.24! from Ref. 4, andLz is the laser length.
The coefficient for the stimulated transition is calculated
ing a formula obtained from the density matrix equations
a two-level model with relaxation:

~H21/\!2T2/2, ~2!

where T2 is estimated using the formulaT251.27
310211cK/T derived by Alferovet al.5 and the matrix ele-
ment of the HamiltonianH21 is calculated using formula
~3.6.10!, ~3.6.13!, and ~3.6.19! from Ref. 14. Having deter-
mined P0m from Eq. ~1!, we find the coherent radiatio
power on the right at frequencyvm using the formula from
Ref. 3:

P1~vm , j !5cP0m~12R2~vm!!LxLy /AR2~vm!. ~3!

The right-hand power–current characteristic is given

Ps
1~ j !5(

M
P1~vM , j !. ~4!

3. The experimental studies cited below do not give
the data required for the calculations. Thus, we used a si
laser model, i.e., ap-In0.71Ga0.29As0.61P0.39/InP laser with
the parameters and pump formula from Ref. 8. The temp
ture dependence of the spectral line width~see the experi-
mental data plotted in Figs. 2.11 and 2.12 in Ref. 12
different types of lasers! was taken into account using a
approximation with a correction factor whose accurate va
must be determined for each specific laser, since the
width may vary by two orders of magnitude.12 The aim of
the modeling was to compare the behavior of the calcula
curves as a function of various parameters with the result
experiments using different types of lasers. a! Figure 1a
gives the power calculated using formula~3! for two modes
with l151.31 369mm and l251.31 666mm at T5293 K
plotted as a function of current. Note that the rate of incre
in the mode power decreases with increasing current, wh
agrees with the experiments.6 Thus, the result of the calcula
tions based on this physical model can explain the beha
of the curves obtained in Ref. 6. b! Figure 1b gives the
power–current characteristic plotted using formula~4! and
two spectra for currentsj 1530 mA and j 2533 mA at
T5293 K, which agrees with the experiments~see Fig. 6 in
Ref. 7!. c! Having calculated the power–current characte
tics atT5273 K andT5293 K we find the threshold curren
j th for these characteristics using a linear approximation.
scribing the temperature dependence of the threshold cu
using the functionj (T)5 j 0exp(T/T0), we find the character
istic parameterT0 : T0569 which agrees with the observe
value T0560 from Ref. 8. d! Figure 1c gives the radiation
power for the same frequency across the left and right fa
of the laser forR150.3005 andR250.1505, which agrees
-
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with the experiments reported by Bouadmaet al.9 e! Figure
1d gives the power–current characteristics for two laser
— for R¸50.45(̧ 51.2) and II — for Rk50.15 (k51.2).
These characteristics agree with those obtain
experimentally.10 Figure 1e gives the power–current chara
teristics for Lz5200mm and Lz5150mm, which agrees
with the experiments described by Levineet al.11 f! The
threshold current is plotted as a function of the thickness
the active zonej th(Lx) in Fig. 2 and agrees with the exper
mental dependence~see Fig. 64 in Ref. 7!.

4. Thus, a comparison of the functional behavior of t
calculated curves as a function of various parameters w
experimental results obtained for different types of lasers
revealed good qualitative agreement, which indicates that
proposed method may be highly relevant.
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FIG. 2. Threshold current as a function of active zone thickness.
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Influence of a thin conducting transverse layer on the properties of quasitransverse
shear waves and Lamb waves in gallium arsenide plates
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An investigation was made of the influence of a thin conducting surface layer on the damping
and velocity of acoustic waves in gallium arsenide plates. It was observed that the square
of the coefficient of electromechanical coupling for specific directions of propagation of Lamb
waves and quasitransverse shear waves is an order of magnitude higher than that for
surface acoustic waves. Thus, the conductivities of the substrate and the surface layer have a
stronger influence on the damping of waves in the plates than in the case of surface
acoustic waves. ©1999 American Institute of Physics.@S1063-7850~99!00702-8#
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As is well known,1 two types of elastic waves, Lam
waves and transverse waves, can propagate in an unbou
plate with free surfaces. Pure transverse waves only exis
isotropic materials or in crystals possessing specific crys
line symmetry. Recently published studies2,3 have shown that
so-called quasitransverse shear~QSH! waves can exist in
plates. One of the main characteristics of these waves is
there is almost no dispersion or any component of the p
ticle mechanical displacement normal to the surface
h/l,1, whereh is the plate thickness andl is the acoustic
wavelength. Unlike pure transverse waves, QSH waves
propagate in crystals of any symmetry. Theoretical and
perimental studies have shown that the coefficient of elec
mechanical coupling for QSH and Lamb waves in piezoel
tric plates depends strongly on the plate thickness and
be an order of magnitude higher than the similar param
for surface acoustic waves.4,5

Za�tsevet al.6 and Chaplik7 showed that thin conducting
surface layers influence the velocity and damping of surf
acoustic waves propagating in noncentrosymmetric
ezosemiconducting crystals. This effect is caused by ac
toelectric interaction between conduction electrons and
electric field accompanying the acoustic wave. Moreover,
amplitude of the induced oscillations of the carrier conc
tration depends on the electromechanical coupling coe
cient. In this context, it is interesting to study the influence
thin conducting surface layers on Lamb and QSH waves
piezosemiconducting plates.

The influence of the bulk conductivity and the electr
drift velocity on the velocity and damping of normal wav
and Lamb waves has been studied theoretically
experimentally8–10 for cadmium sulfide. One of the mos
widely used materials nowadays is gallium arsenide. Ho
ever, the influence of surface and bulk electrons on the c
acteristics of Lamb and QSH waves in GaAs plates has
yet been studied.

This problem was solved using standard equations
motion for an elastic medium, the Poisson equation,
equation of continuity, and rate equations for the mechan
991063-7850/99/25(2)/2/$15.00
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stress, electric induction, and conduction current with allo
ance for the piezoelectric effect and carrier diffusion in t
plate.6 The boundary conditions were zero mechani
stresses and normal component of the conduction current
continuity of the potential at the boundaries of the plate. T
influence of the thin conducting layer was taken into acco
by a jump in the normal component of the electric inducti
caused by the surface charge.11

We calculated the coefficients of electromechanical c
pling of the symmetric (S0) and antisymmetric (A0) Lamb
and QSH waves for different directions of propagation in t
most commonly used crystallographic planes of gallium a
enide~001!, ~110!, ~111!, and~112!.

It was observed that the maximum coefficient of elect
mechanical couplingK of the plate waves was almost a
order of magnitude higher than the same parameter for
surface acoustic waves. For example, for the most piezo
tive @110# direction in the~001! plane for surface acousti
waves we haveK50.04%, whereas forS0 and QSH waves
in the ~110! plane there are directions where this value
0.2% and 0.3%, respectively forh/l50.1, and for theA0

wave in the~001! plane and the@110# direction this coeffi-
cient isK50.13% forh/l50.4 ~Fig. 1a!. The coefficientK
is higher for the plate waves because the ratio of the elec
field energy outside the crystal to that inside the crysta
substantially greater for a plate than for a semiinfinite m
dium. Thus, the metallization of the plate will have a grea
influence on the velocity of the plate waves compared w
surface acoustic waves.

Figure 1b gives the power damping of 100 MHz wav
in the plate as a function of the bulk conductivity for diffe
ent types of waves. These results show qualitative agreem
with known experimental data for CdS.9,10

Figures 2a–2c give the damping of Lamb and QS
waves as a function of the conductivity of a thin layer on t
surface of the plate for various values of the bulk conduc
ity. As in the case of surface acoustic waves,6 an absorption
peak is observed forss51027 S, perhaps because for lowss
© 1999 American Institute of Physics
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the layer has no influence on the acoustic wave and in
duces no damping, whereas for largess the layer becomes
an ideal conductor. It can be seen from Fig. 2 that as the b
conductivity increases, the curves become straighter and
sv.0.1 the influence of the surface conductivity can
neglected.

These graphs indicate that the bulk and surface cond
tivity have a greater influence on the characteristics of Q
and Lamb waves than on those of surface acoustic wave

Calculations were also made of the relative change in
phase velocity of a wave in the plate as a function of
surface conductivity for different types of waves and t
bulk conductivity. It was observed that as the surface c
ductivity increases, the velocity of the acoustic waves in
plate decreases and the maximum change in velocity, w
is equal to the electromechanical coupling coefficient,
pends on the plate thickness.

These results indicate that the parameters of elect
coustic signal processing devices based on GaAs can be
proved substantially by using waves in the plates instea
surface acoustic waves.

This work was supported financially by the Russi
Fund for Fundamental Research~Project code 96-02-19211!
and the Federal Focus Program ‘‘State Support for Integ

FIG. 1. a — Coefficient of electromechanical couplingK versus relative
plate thickness, b — wave damping in plate versus bulk conductivitysv : 1
— A0 wave in ~001! plane in@110# direction (h/l50.4); 2 — S0 wave in
~110! plane at an angle of 40° to the@001# direction (h/l50.1); 3 — QSH
wave propagating in~110! plane in the@001# direction (h/l50.1); 4 —
surface acoustic wave propagating in the~001! plane in the@110# direction.
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FIG. 2. Wave damping in plate as a function of the surface conducti
(ss): a — sv50.001;b — sv50.01; c — sv50.1. 1 — A0 wave in~001!
plane in@110# direction (h/l50.4); 2 — S0 wave in~110! plane at an angle
of 40° to @001# direction (h/l50.1); 3 — QSH wave propagating in the
~110! plane in the@001# direction (h/l50.1); 4 — surface acoustic wave
propagating in the~001! plane in the@110# direction.
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