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Results are presented of investigations of a field- and temperature-controlled thermofield-effect
transistor. It is shown experimentally that compared with thermistors, a thermofield-effect
transistor has greater scope for controlling its operating point and output characteristi@9990©
American Institute of Physic§S1063-785(19)00802-7

The use of thermoelectric effects to convert weak signals 1 9l
has been the subject of numerous original stutlifeShe Sé:T T
functional capabilities of thermistors, posistors, and phase-
transition elements have been extensively studifetlow-  The thermal sensitivity depends on the operating point and
ever, due consideration has not been given to aspects in-
volved in developing new thermoelectric devices for the
growing field of thermoelectronics. 1201, A
Here we report results of an investigation of a ther-
mosensitive element based on a thermofield-effect transistor
which we have fabricated for the first time.
In contrast to resistor structures, the operating point as

well as the temperature of this thermofield-effect transistor s} U,=0.0v
can be controlled by a cutoff voltage. This is achieved by i
assigning a particular sign to the temperature dependence of b
the channel resistance. s

This thermoconversion structure is based on a gallium I Uz=0.4V
arsenidep™ —n junction with two Ohmic contacts provided 4t i
to then-type region between which a channel is formed. One I / Up=0.8V
of the contacts acts as a drain and the other as the source. A ,[

continuous contact is applied to tipé region which serves z
as a gate. It is connected to the power supply so thgbthe
junction is always closed. In our case, a positive working 3.0 041 02 03 04 05 06 07 08 09 10
voltage is applied to the drain and a control voltage to the u,v
gate—source junction, negative with respect to the gate. An

10

T T TT

increase in the cutoff voltage reduces the current flowing 1 A
hrough the channefFi e M b
through the ¢ ann_e( ig. 19. _ _ S U=08Y

A thermotransistor effect is achieved in this field-effect 1-T=20°C 4
transistor under conditions close to channel cutoff, in par- '°[ g:g:gg:g
ticular at gate voltages higher than ¥,5whereV is the r 4-T=100°C

cutoff voltage. For example, increasing the drain voltage to s
1V and the fixed temperatures to 100° C produces a family
of characteristics similar to a triod&ig. 1.

It can be seen that at constant temperature the current
between the drain and the source increases exponentially as a
function of the drain voltage. Here the temperature fulfills 4}
the function of the input signal.

The ratio of the change in drain current to the tempera- |
ture increment A1/AT) is the thermal sensitivity, which is
given by

al %.0 01 02 03 04 05 06 07 08 09 10

S,=—, u,v
oot
-~ S FIG. 1. Drain current as a function of cutoff voltage) and also as a
or the specific thermal sensitivity is given by function of temperaturéb) at a cutoff voltage of 0.8 V.
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FIG. 2. Resistance of conducting section as a function of cutoff voItageFIG 3. Dependence of the return current of the gate

: junction at various
(1 — calculated curve2 — experimental curve

temperatures.

increases as the drain voltage increases. For an operating

. e . . 75
voltage of 1.8V this sensitivity is (7—8)10 > A/deg. Note that at all temperaturd20—-100 °Q the behavior

_ T?e resistanceé;’)f tpe_zrcofndL\J/ctTgksTe/ction is Ia Iineatr)funcbf the drain current as a function of voltage is the same and
tion of temperaturR~1(T) for V= q at voltages be- there is no breakdown of the drain—gate junction. The

low V. At room temperature (20 °C) at a cutoff voltage of . ) : . .
) i mechanism responsible for the increase in the drain current
0.8V the channel resistance is 2:320° () and decreases to . . : .
ith temperature may be attributed to an increase in the

1.35<10° Q) at 100 °C. The dependence of the resistance o?ﬁ_ K fth ducti f the ch | It of
the cutoff voltageV, (Fig 2) is approximated by the thic ness o t e conducting part o_t e channe as aresult o
a reduction in the contact potential difference of fen

functior? a red _
junction as a function of temperature.
R=Ry/(1—(V5/V)?), To conclude, these investigations have shown that a
thermofield-effect transistor has considerable scope for con-
whereR, is the channel resistance at zero bias, ¥nds the  trolling its operating point and may be of interest for pro-
cutoff voltage. The calculate@l) and experimental curves cessing electrical and thermal signals.
(2) of R~V show satisfactory agreement.
If the output characteristiod=ig. 1b are compared with
the dependence of the gate current on the cutoff vol(kge
3), we observe that the gate current initially varies negligibly
and then increases abruptly. Investigations showed that theyy | ageev, M. M. Akperov, K. Z. Kobakhidze, M. V. Nebuchinov,
breakdown voltage of the gafe-n junction varies linearly L. S. Stil'bans, T. T. Tokarbaev, and BA. Sher, Pis'ma Zh. Tekh. Fiz.

as a function of temperatufe: 9(11), 1396(1983 [Sov. Tech. Phys. Let®, 601 (1983].
2Yu. I. Ageev, A. E Bilyalov, L. S. Stil'bans, and EM. Sher, Pis'ma Zh.
Vs(T):Vs(T0)+,3V3(T0)AT- Tekh. Fiz.7(9), 1058(1981) [Sov. Tech. Phys. Letf7, 453(1981)].
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Here T, is room temperatureAT=T—T,, and 8 is the [Sov. Phys. Semicond.3, 847 (1979,

temperature coefficient of the breakdown voltage: 4M. I. Fedorov, V. |. Zatsev, F. Yu. Solomkin, and M. V. Vedernikov,
Pis'ma zZh. Tekh. Fiz.23(15), 64 (1997 [Tech. Phys. Lett23, 602
V3(T)—V3(To) (1997].

5D. V. Igumnov and I. S. GromoWperating Parameters and Usage Char-
acteristics of Field-Effect Transistofén Russian, Radio i Svyaz’, Mos-

- cow (1981 64 pp.

The temperature coefficient of the breakdown voltage detersw. shockley, Bell Syst. Tech. 28, 435(1949.

mined using the data plotted in Fig. 3 was 38® 3deg %, V. F. Voronov, A. G. Akhmelkin, I. M. Dokuchaeet al, Gate Currents
which agrees with the valug8= —(2-8)x 1073 deg‘l ob- in p—n-Junction Field-Effect Transistors. Electronic Engineering Reviews.
tained for thermal breakdownThe observed steep rise in Series “Semiconductor Deviceqin Russian, Vol. 4(22), TsNIl Elek-

. . . tronika, (1972, 31 pp.
the gate current is caused by electrical breakdown which
leads to overheating of the—n junction. Translated by R. M. Durham
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A theoretical analysis is made of the photosensitivity of the component of the microwave surface
impedance of high-temperature superconducting films exposed to intensity-modulated

optical excitation. The results agree with the experimental datal9@9 American Institute of
Physics[S1063-78509)00902-7

The discovery of high-temperature superconductors anghdiation intensity (W/crf), s is the signal modulation fre-
the development of the technology for fabricating these agjuency, and is the time, the active and reactive components
thin films has resulted in the development of sensitive microof the surface impedance of the film are modulated according
wave devices in the millimeter and submillimeter rangesio the pump law. We assume that as a result of optical radia-
operating at liquid-nitrogen temperaturésRecently, con-  tion of intensity®, being absorbed by the HTSC film, some
siderable interest has been shown in studying the propertiggonbolometric dumping of electrons takes place via the su-
of a superconductor exposed to radiant enésgh as laser perconducting gagsee, for example, Refs. 4, 7, angd Yhe
radiation, infrared excitation, sound, and so).ohaser- temperature of the film does not change significantly and in
induced decay of Cooper pairs, additional to the thermathe limits of the two-fluid model the total electron density
damage in ordinary superconducting thin films, was investin=ng+ny=ng,+nye and the superconducting state are
gated at the beginning of the seventie§lt was concluded conserved. Then the density of electrarbound in pairs in
that the formation of additional unpaired electrons in prin-the superconducting state decreases and the density of nor-
ciple reduces the width of the energy gap in the superconmal unbound electronsy increases by the same amount
ductor, but the superconducting state itself is not destroyed n,, . On this basis, we write the corresponding expressions

up to quite specific densities of additional electrons andor the density in the presence of irradiation denoted by the
hence optical excitation energies. This phenomenon of phosubscript ‘®” in the form

ton interaction with the energy gap in high-temperature su-
perconductingHTSCO) films and the nonbolometric decay of Nsp=Ns—ANg, Nne=NN+ANg. (1)
a pair of superconducting electrons may be used to detect

weak short-wave signals, i.e., to fabricate highly sensitiveticIe

detectors. The high sensitivity of HTSC YBCO films to op- spin-1 states near the Fermi level ahigis the energy gap at

tical excitation which has been achieved in practisee - 4 7 .
Refs. 8—13 has opened up the possibility of developing op-T._O’ Owenet al.” and Rothwarkt al.” obtained the expres-

tical switches* mixers®® delay linesi® quasioptic filters! ~ >'°"
and other.optlcally controlled microwave devices. Ang= nprex[dA(T,ANg)] L, 2)
The aim of the present paper is to analyze the depen-
dence of the photosensitivity of the surface component of th&herep is the optical power incident per unit area (WAQm
microwave impedance of HTSC films when these are ex# is the dimensionless “effective quantum yield” which in-
posed to intensity-modulated optical excitation. dicates the fraction of the power absorbed by the film which
is directly dissipated in producing additional quasiparticles,
andd is the film thickness.
Using the results of Ref. 10, the expression &arg, can
Clearly, if a modulated optical signald=®, also be expressed directly in terms of the photon demsity
X (14 sinwg)/2 is incident on a HTSC film, wher@, isthe  (cm®- photons/s) absorbed by the HTSC film:

For the density of nonequilibriurtadditiona) quasipar-
s normalized to BI(0)A,, whereN(0) is the density of

THEORETICAL ANALYSIS

TABLE I.

n, T,K tc  ptc) A,eV SgpxX10 Sypx10t SM X100 SM,X10" Sge/Sxe  Shp/SVe

0.02 80 0.869 4.28 0.0139 1422 637 150 318.5 2.23 0.5
0.06 60 0.652 0.98 0.02 308 102 104 51 3.02 2.04
0.12 40 0432 04 0.018 208 46 115 23 4.5 5

0.16 20 0.21 0.106 0.016 158 14 130 7 114 18.8
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FIG. 1. Behavior 0fSzq and Syq (Shp and Skg) as func-
tions of the densityn, of additional quasiparticles at various
temperatures.
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ANg= 77 Ng, (3 perconducting and normdhonsuperconductingstates, re-

spectively,ry is the lifetime of the normal electrons, agds

where 7o is the effective quasiparticle lifetime. It follows the electron charge.

from expressions2) and (3) that Ang~® or Ang~Ng, Using expressiongl)—(4), we obtain the following ex-

and thus to a first approximation we havengs=C®d ressions for the impedance componems.(t~) and
=C;Ny. Then we have C=yr[dA(T,Ang)] L, ;)(sqv(tc)' P P So(tc)

Ci= n7e. After expressing\ng in terms ofny andng, we
haveAng=nyf,=nsf,, where Rso~Rs(tc){1+2f,+f,+2f,f5},
f,=Cdny=C;Ngpnyt,

. . Xsp~Xs(tc){1+f2}. (6)
f,=CPng =CiNgng~. (3a

We know that if the inequalityd<<\ is satisfied in
HTSC films, where\, is the London penetration depth, ana-
lytic expressions for the active and reactive components of
the surface microwave impedance calculated using the two-

We introduce the concept of the optical sensitivity of the
components of the surface impedarg:g, andSyq . Expres-
ions(4) and (6) readily yield expressions for these compo-
ents

fluid model fort,=T/T.<1 are written in the form® 1 Rep(te) c ne  4CD
Rs(te) = (o) M (to) on(te)/d, Sro= Ro(te) 0@ n_s[ Ny Ny ] ’
Xs(te) = wpoht(te)/d, @ 1 oXelte) ¢
where Sxo= Xt o®  —ne (7)

2 _ 2 -1 — 2 -1
Milte)=ms(Nsq™uo) =, on(te) =MNa™ My () i oo from expression7) that the rate of increase Brq
T is the sample temperaturEg is the critical temperaturey  with radiation intensity(the optical sensitivity with respect to
is the microwave field frequencyy, is the magnetic con- R) is higher than that foByg, (the sensitivity with respect to
stant of vacuumgry is the conductivitymg, my, ng, and  X). Similarly, in the opposite casg>\, , which is typical
ny are the effective masses and electron densities in the sof a solid HTSC material such tidf
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Rswm(tc) = (@mo) A (te) on(te)/2,

Xsml(te) = opoh(te), (8)
we obtain

R%%Rs(tc)(1+fl+3flf2/2),

Xsp~Xg(te)(1+1,/2), 9
andSY, andSY, are given by

ns+3CP

NN ’

SM :i
RO —
Ns

Shp==—. (10)
S

Since

ns_l—tg’2 f, 1

nv 2 f y(to)’

t32
fo=y(tc)fy, ¥(tc)= PR
c

we obtain from expression§) and(10)

c 4CD y(t cy(t
Sro= - 1+27(tc)+¢], Sr= yrfC),
N N
Sro _ 1+2y(tc)
SRS 4
for a thin film (d<\|), and
v vt 1 3c<1>] v _Sxo  Sre_2
Sro = NN l?’(tc) Ny )’ o= 2 g Y
(12

for a solid material.

Expression(12) also indicates that for fixeg(tc), we
find Sk, > Sk at lower temperatures. For smalh,, (Ref.
4) the change in the gap is described d§A,=1—-2Ang .
For various temperaturebelow T¢), using the results of
Ref. 7, in particular the dependence®fA, ontc for vari-
ous values of n;=Ang[4N(0)A,] ! and ®,=0.08
mW/cn?, 74=10 s, sinog=1, #=0.1, d=0.3um, we
can calculate the values f&@yq and Sge, as given by ex-
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pressiong7) and(12). These values are given in Table | and
the dependences &g and Sge (in arbitrary unitg on n;

are plotted in Fig. 1. As was to be expected, Fig. 1 shows
that asn,; and therefore the radiation intensity increase, a
reduction in the optical sensitivity is observed. A relatively
high sensitivity is observed for small, (or Ang), i.e., for
small deviations ofl from T¢ andng<<ny.

Note that the predicted faster increaséRigiwith illumi-
nation relative toXg was observed in Ref. 8 for YBCO films.
This relationship is also found for the temperature depen-
dence and is clearly general because of the obvious inequali-
ties Sgep > Sxe for thin films and solid samples.

This work was carried out under the grant INTAS-96-
268.
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An analysis is made of the problem of waveguides coupled via small apertures. A method of
matching the asymptotic expansions of solutions is used to find the asymptotic form of

the eigenvalue which tends to the lower limit of the continuous spectrum for a small parameter,
i.e., the aperture diameter. A similar asymptotic form is obtained for several coupling
apertures. ©1999 American Institute of Physids$1063-785(109)01002-3

The problem of studying the properties of the spectrunvariabley). The functionsG™= are the Green’s functions of
of coupled waveguides has attracted the attention of physihe waveguide$)™, whose derivatives have the asymptotic
cists and mathematicians for some time. Recently there hdsrms (for d, >d_)

-112
X,=0

been a resurgence of interest following the development of
+®;(x,k)Inr+g;"(x,k)

77_2

nanoelectronics. In fact, the description of many mesoscopig) i
d?

guantum systems has been reduced to analyzing the transpory
properties of an electron wave in a quantum wavegbidé
system of two waveguides coupled via one or several aper-
tures is considered here. Exretral® showed that there is an
eigenvalue which tends to the lower limit of the continuous [
spectrum as the aperture narrows and obtained variational +
estimates for this. The problem of its asymptotic form, which =0
was left open, is considered here. _ _ _ Xsin(j—2)0,

Let us assume thd& .. are two-dimensional waveguides
with the boundarieq(x;,X,):x,=0,X,=*d.}, connected
by the window{(x;,X,):x,=0,—a<x;<a}. We shall con-
sider the casel,>d_ and we shall assume thag=k? is
the unknown eigenvalue. To search for its asymptotic form,
we use the system of matching asymptotic expansions pro- .
posed in Refs. 6 and 7, but we seek the asymptotic series Where ¢,0®) are the polar coordinates; the ter§(k),
a slightly different form: D;(x,K), andgf(x,k) are analytic with respect tioin some
region near the pointr/d, ; @, e C*(R?) is odd with re-
spect to the variablg,; and gf e C*(QF).

Performing a procedure for matching the asymptotic ex-
pansions, we obtain the principal term of the asymptotic

. , . i . form N\, with respect taa in the form
The asymptotic series for the corresponding eigenfunction

TX . TX
G*(x,0K)= sin—zD; sin—2
d, d,

N —-

j—2i—1
> b (riraien
t=0

[i/21 j—2i—1
DIG™(x,00=®j(x,k)Inr+g; (x,k)+> > b
=0 t=0

X (K)r 1720+ sin(j — 21)@,

Vil d? — k2= 22 20 kjial In'a.
=21=

are then 2 232
d_2_ F a4+o(a4), d,>d_,
$a(%) N
a 2 3 2
™ 77 4 4 —-q -
p _ . E—(E a*+o(a%), d,=d_=d.
™ i +
T\ g 2 @Pia(Dy na)GE(xy.kly-o, N _ .
+ : Similarly, we can consider the case mftoupling aper-
| xeQ7/Sg, tures of width Z2w;, i=1,2,...,n. Here the asymptotic
) o« [(j-1)/2] x form of the ground state close to the boundary of the con-
> > vjil 5 allna, tinuous spectrum has the form
ji=1 =0
’IT2 7T3 2
| X€ S, — | =% 2 c,| a*+o(ah), d,>d_,
d¢ \nd}y i=1

whereS, is a sphere of radiuswith its center at the center of Na= 2 (pn3 N 2
the aperture,vjieW%y,OC.(Q*UQf),.and _Pm are various 77_2_ 772 S ¢, | a*+o(a%), d,=d_=d.
polynomials ofD, (D, is a derivative with respect to the d nd? =1
1063-7850/99/25(2)/2/$15.00 106 © 1999 American Institute of Physics
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Efficient laser systems for plasma probing have been developed using stable cavity configurations
with low diffraction losses to improve the sensitivity of photoionization diagnostics. These

probing systems were tested in demonstration experiments using the FT-1 tokamak. The results
indicate that reliable measurements of the neutral hydrogen density may be made in the

range 16—10° cm® in a tokamak plasma. €999 American Institute of Physics.
[S1063-785(09)01102-1

Previous publicatiors’ have reported a new diagnostic volume occupied by the plasnithree in each directionin
method based on laser photoionization of excited hydrogethis configuration the role of the spherical mirror is played
atoms in a tokamak plasma. Further development of this diby a mirror-lens system consisting of a plane mirtaand a
agnostic technique involves increasing the accuracy witlvariable-focus matching objectivé between which are in-
which the weak optical signal produced by photoionizationserted &345x 300 Nd phosphate glass active elem@iaind
can be measured in the presence of the noise of the plasnagphototropic switct? with an initial transmission of around
self-emission, which can be achieved by increasing the prolB80%. The objectivel is aligned to achieve confocal require-
ing energy. It is also advisable to increase the energy undements such that the focus of the mirror-lens systén®) is
saturation conditiofswhen the recorded photoionization matched with the plane mirrd@. With this cavity configura-
signal ceases to depend on the probe beam power. In thign, the cross sections of the active element and the tokamak
case, increasing the sensitivity of the diagnostics involvegorts can easily be matched and the cavity length can be
increasing the lasing duration and the number of generatedaried using the same optical elements.
pulses. To meet these requirements, laser systems have been Under confocal conditions multipulse lasing is achieved
developed using cavities with low diffraction losses whichwith more then ten pulses per train during pumping and a
are suitable for intracavity multipass plasma probing in tokasingle-pulse energy of up to 6.5J. The total number of beam
maks. passes inside the cavity was 30, for a total pulse duration of

These developments are based on two principles. This-2 us, which shows the low level of divergence losses. The
first is multipass plasma probing using a pair of mirrors po-low level of losses is also indicated by the low lasing thresh-
sitioned on either side of the tokamak discharge chamber. Inld. Compared with the planar-configuration cavity used in
this case, the probing energy is increased by increasing thée first experiments? the threshold pump energy was re-
number of passes of the laser beam through the plasma. Tlieiced from 15 to 2.7 kJ. Some deterioration in the energy
second principle is based on positioning the plasma inside eonfinement was also noted when the cavity length was in-
closed laser cavity. This allows a low lasing threshold becreased above 10m, which corresponds to more than six
cause of the low end losses, thus increasing the lasing empasses of the probe beam through the plasma. This effect is
ergy. Both principles can be implemented individually butmore characteristic of regimes with high pump powers be-
the maximum effect is achieved by using them in combina-cause of the thermal distortions and thus the impaired con-
tion. It has been suggested that at least two coupled cavitipcal conditions. An increase in the selective losses caused
sections should be used, one designed to accommodate thg thermal aberrations means that any increase in the number
active medium and the other to accommodate the plasmaf probe beam passes above six cannot be used effectively.
undergoing diagnostics. This configuration with a matchingNevertheless, despite the limited number of passes, this
lens can provide lasing with the lowest losses. semiconfocal cavity system has obvious advantages over a

The main requirements for intracavity multipass plasmaplanar cavity configuratidrf in terms of threshold pump en-
probing systems are that the cavity length can be increased &gy and plasma probe energy.
match the large dimensions of the tokamak discharge cham- An alternative system shown in Fig. 1b uses the prin-
ber, and a low lasing threshold. These two contradictory reeiple of a composite cavity formed by confocal sectigas
guirements may be satisfied by using the most stable caviti, and C. The confocal condition is satisfied by matching
configurations close to confocilA semiconfocal cavity of the foci of lens4 with the focus of the spherical mirrérand
total length~ 10 m which satisfies the requirements for mul- mirror 1. In addition, the plane mirros designed for multi-
tipass plasma probing is displayed schematically in Fig. 1apass plasma probing is situated in the focal plane of the
which shows six complete passes of the beam through thepherical mirror. Unlike the cavity configuration shown in

1063-7850/99/25(2)/3/$15.00 108 © 1999 American Institute of Physics
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FIG. 3. Power density of probe radiatié™ (1) and probe energy (2) as a
b function of pump energg.

section at the optical elements can be varied widely without
FIG. 1. Optical diagrams of stable cavity configuraticas— semiconfocal ~ reducing the lasing energy. Thus, the radiation filling of the
cavity, b — sectional confocal cavityl — plane mirror,2 — phototropic  gctive medium and the tokamak ports can optimized.
2;”3';‘;?“ 3;;2"&2'52’32?&igglne(fs“i‘s’e'5' 6 — mirrors in multipass Demonstration experiments were carried out on the FT-1
' ' tokamak plasma R=62.5cm, a=15cm) under standard
discharge conditions using the system for recording the H
Fig. 1a, multipass probing in a sectional system does ndtMinescence line discussed eari‘lérﬁgur_e 2 shows an in-
imply increasing the cavity length and the associated diffrac{f@cavity multipass probing system using a semiconfocal
tion losses. The losses only increase as a result of reflectio§@Vity With a total length~10 m. Despite the additional non-
at the surfaces of the optical elements and may be minimizeg€!€ctive losses caused by the tokamak chamber being in the
by selecting highly reflecting coatings and antireflection-Cavity, high probe radiation parameters were achleved.. At a
coated lens optics. The presence of a multipass system givédoderate pump energy of 15kJ, the number of pulses in the
an increase in the plasma probing energy proportional to thf@in wasN=10 and the pulse energy per pass was 5-6J.
number of passes. The peak power density of the probe beam and the total
This system demonstrated the lowest selective losses r@/asma probing energy for the series of pulses in the train are
corded so far, giving a low threshold pump energy ofPlotted as a_fun_ct|0n of the pump energy in Flg. 3. The peak
~1.9kJ and allowing multipulse operation with a large num-POWer density is 6.5 MW/cfy which is appreciably higher

ber of lasing pulses. For a given cavity length the beam cros§1an the saturation value of 2 MW/cn? under the dis-
charge conditions in the FT-1 tokamak.

For comparison we note that in previous measure-
ments? the pulse energy per pass was 3—-5J with a maxi-
mum pump energy of-40kJ. In addition, the duration of
the probe pulses was more than doubled, reaching values
~1 us at half-maximum. The longer probing duration is a
significant factor in increasing the sensitivity of the diagnos-
tics. Thus, it was possible to record signals for each of the-

M S

FIG. 2. Schematic of FT-1 tokamak experiment using semiconfocal cavity:
1 — plane mirror,2 — phototropic switch3 — active element4 — ob-
jective, 5 — rotating prism,6, 7 — plane mirrors,8 — plasma, an® —
light-gathering systemA—A — beam cross section for six passes. FIG. 4. Oscilloscope traces of photoionization signals.
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series of laser pulses in the train in the presence of thenents in the range of concentrations betweed &@d
plasma noise. This can be seen from the oscilloscope trace #° cm™* typical of the central part of the plasma.

Fig. 4, which gives the individual photoionization signals 1y k. gusev, A. V. Dech, D. V. Kuprienket al, Pis'ma zh. Tekh. Fiz.
recorded for a series of lasing pulses during pumping. The221, 32(1999 [sic]. _

results of the measurements shown in the trace correspond tq/égsggg;_“hak‘ V. K. Gusev, M. Yu. Kantt al. Nucl. Fusion35,

a plasma region with a concentration of unexcited hydrogen®yu. A. Anan’ev, Laser Cavities and the Beam Divergence Problem
atoms of less than Bcm™3. Averaging the signals over the ~ (Adam Hilger, Philadelphia, 1992

series of pulses in the train can provide reliable measurefranslated by R. M. Durham
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Influence of electron bombardment on recombination and attachment in 11-VI—IV-VI
film photoconductors

V. E. Bukharov, A. G. Rokakh, and S. V. Stetsyura

N. G. ChernyshevskBtate University, Saratov
(Submitted April 28, 1998
Pis’'ma Zh. Tekh. Fiz25, 66—72(February 12, 1999

An investigation is made of the action of electron bombardment on wide-gap photosensitive
films of 11-VI compounds with submicron IV-VI inclusions which form bounded solid solutions
with these compounds. It is shown that the radiation resistance of 11-VI compounds is

enhanced by adding IV-VI compounds. It is observed that the radiation acts differently on shallow
and deep levels in the wide-gap semiconductor. An explanation is proposed for the

experimental data using a heterophase semiconductor model 999 American Institute of
Physics[S1063-785(19)01202-1

Our recent investigations have shown that the addition ofvhere J is the beam current densit§, is the formation
submicron inclusions of a IV-VI narrow-gap phase to aenergy of an electron—hole pair, which iapproximately
lI-VI wide-gap photosensitive matrix substantially enhanceghree times the band gagy of the material being bom-
the degradation resistance of the photoconductor, with littldbarded, and the energy loss functiahe/dx| may be written
influence on the position of the natural spectral sensitivityas
maximum of the initial material. Studies of this effect are
vital, since the rapid photofatigue and degradation of 11-VI dE| 2Eq(1-0.57—0.4%%) F{ ( X ﬂ 3
compounds exposgd t.o external influences severely restricts | dx JTAR (1+erfy) AR, X
their range of application.

The aim of the present paper is to make a comparativ&vhere » is the backscattering coefficient=R,/ARy,, Ry,
analysis of the action of electron bombardment on the lifeds the position of the energy loss maximum, akR,, is its
time and photoresponse time of G8® photoconducting half-width?
films and bounded CdSe-PbS solid solutions containing Experimental studies of the cathodoconductivity of
less than fractions of a percent of a narrow-gap componencdSSe) samples as a function of the electron energy

To solve this problem we measured the characteristics ofcathodoconductivity spectrafor a direct beam current
film samples before and after electron bombardment aghowed that the rate of change in the current through the
below-threshold energie&he samples were irradiated in a sample decreased with increasing radiation d@sg. 1),
vacuum of 10°-10* Torr using an electron gun, the radia- whereas for samples with added PbS the spectrum remained
tion dose was 4410°rad, and the anode voltage was almost unchanged up to the maximum dose.
10kV.) The degradation of the CdSe samples can naturally be

We know that the electron-induced conductivity attributed to changes in during irradiation, since in Eq1)
(cathodoconductivityY of a monopolar, fairly thirithe elec- G does not depend on the absorbed dose and a substantial
trode gapa and the electrode lengthare much greater than radiation-induced change i is doubtful. Since the
the film lengthd) n-type sample under a fairly high level of cathodoconductivity spectra are measured in vacuum directly
excitation is given by during irradiation, the lifetimer calculated for these only

changes as a result of electron bombardment and does not
dlo le (d depend on the influence of atmospheric gases, moisture, and

Y(EO):L 29=7 fo mn(x,Eo) dx other factors.

Equations(1)—(3) can be used to determine in the
le (d surface and bulk layers from the cathodoconductivity spectra

~a fo n7(X) G(x,Eo) dX, (1) or the average lifetimer over the entire volume of the

sample. Our calculations using the experimental daig 1)
whereE, is the initial electron energyr is the conductivity, ~and formulag1)—(3) gave a reduction in the average lifetime
. i H iat —4 —
eis the elementary chargg, and r are the electron mobility 7 under irradiation from 1.6810 "s (D=0) to 3.45
e . . . . . —5 —
and lifetime, respectivelyy is the free electron densit@ is <10 °s (D=4.47X 10°rad for CdSSe samples. For

the electron-beam-induced carrier generation funttion CdSSe-PbS samples the changesirat the maximum dose
was less than 7% from 1.9610 %s (D=0) to 1.84<10 s

(D=4.47<10°rad).
, 2 In addition to the static characteristics, we also investi-
gated the influence of electron bombardment on the photo-

dE
dx

J
G(x,Eq)=—

ek
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FIG. 1. Dependence of the electron-beam-induced current on the energy of the bombarding elecZrensCdSSe—PbS samplél — before irradiation,

2 — after irradiation with the dos® =4.4x 10° rad), 3-6 — CdSSe sample(3 — before irradiation4 — D=8.7x108rad,5 — D=2.6X 10° rad,

6 — D=4.4x10 rad). The spectra were recorded at low beam currents {20 in intervals between series of bombardments using the same apparatus
where the dose was received at high current €18.)

current kinetics from the change in the photocurrent responsgf Tpn Were obtained: 1.28610 3s before irradiation and

time 7. The measurements were made under illuminatiorg 65x 10~ s after irradiation, i.e., the change was less than
by white light whose intensity was modulated sinusoidally 5oy,

by a mechanical modulator at frequencies between 0 and The reduction in the lifetimer observed in Cd&e is
2kHz (Fig. 2). The frequency characteristics were used to

. . naturally attributed to a radiation-induced increase in the
determine the photoresponse tinfes. y

When comparing the photoresponse timg, we should number of defectédeep Igvel}sforming _recombinatior? cen-
note the following facts: JL 7, for samples with PbS was .ters.. The fact that remams cpnstant in samples with Pb.S
always less than or equal to that for samples without ppdnplies that defect formation in these samples does not in-
(between 3.%310°4 and 1.1% 10 3s); 2) after electron fluence the photoconductivity, i.e., defects either do not form
bombardment at below-threshold energigg was reduced at all or they form in narrow-band inclusions, which do not
by a factor of three for samples with Piom 1.1x10 3to  participate in the photoconduction, or they accumulate in
3.35x10 “s). For samples without PbS more stable valuesthese inclusiongor at the phase interfacedorming in the
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FIG. 2. Dependence of the photoresponse on the optical modulation frequency for films having two compéasRienspure” CdS(Se), 3, 4 — CdS with
added PbS. Curvesand3 were obtained after electron beam bombardment and c@aesl 4 were obtained before bombardment.
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entire volume of the semiconductor. In our view the second=const at constant beam currgsee Eq.(1)], can only be

scenario is more likely and the enhanced sensitivity observedaused by a reduction in the lifetime and 7, will vary less

after bombardmentlow-dose effedt in some batches of thanr7 (sincen; usually exceeds). This is observed experi-

samples with added PbS may be explained as the narrow-gapentally for Cd$Se samples. A reduction in the photore-

phase forming a sink for defects formed during preparatiorsponse timer,, in CdSSe—-PbS for constant implies a

of the sample. This sink may be caused by radiation+eduction inn,, which may also be caused by the narrow-

stimulated diffusion. For instance, exposure of CdS/ta-  gap phase forming a sink for attachment centers.

diation at a dose rate of 250 radfahich is considerably To sum up, these investigations indicate that the addition

lower than that used hergroduces a defect diffusion coef- of PbS to the initial mixture substantially improves the deg-

ficient D=10 *-10 cn?/s (Ref. 4. Then, the average radation resistance of the static characteristics, while having

crystallite (distance 0.2-0.4m) passes through a defect no stabilizing influence on the photoresponse kinetics. An

within times on the order of G, which is considerably analysis of the changes in the lifetime and the photoresponse

shorter than the irradiation time. times shows that these experimental data can be explained in
In our view, one of the most probable mechanisms forterms of the model of a heterophase semicondfisttose

radiation-stimulated diffusion in wide-gap semiconductors isnarrow-gap phase forms a sink for radiation-induced defects,

the ® burst mechanismsince recombination takes place via although, as follows from Ref. 7, the role of the submicron

local levels and the energy released per recombination eve®bS inclusions does not merely involve a getter function.

is fairly high. In narrow-gap inclusions, howeve-bursts

are ineffective(interband recombination with low released

energy and thus it should be predicted that the rate OflPhotoconductin Films (CdS Typedited by Z. I. Kir'yashkina and A.G

radiation-stimulated diffusion in the narrow-gap component o P-4 Russ%ar}, ey Umersity Péss'y .Sara);oﬁsw?a, 162 pp.

is considerably lower than that for the wide-gap component.2; o aproyan, A. N. Andronov, and A. 1. TitovPhysical Principles of

As a result, diffusing defects “stick” in narrow-gap inclu-  Electron and lon Technologfin Russiad, Vysshaya Shkola, Moscow

Sion.s and the wide-gap m'atrix i'S cleared of these. The mi_3(8193|4)’Rs;/%/okigpﬁhotoelectric Effects in SemiconductdfSonsultants Bu-

gration qf de_fects tovv_ard mclus!ons may also be promoted reau, New York, 1964 Fizmatgiz, Moscow, 1963, 494)pp.

by the directional motion of carriers toward thérelectron 4V. S. Vavilov, A. E. Kiv, and O. R. NiyazovaMechanisms for Defect

Wind”6) observed when a heterophase photoconductor is Formation and Migration in Semiconductofn Russia, Nauka, Mos-

illuminated?’ cow (1981, 368 pp.

. . . 5B. I. Boltaks,Diffusion and Point Defects in SemiconductfirsRussiar,
The concentration of shallow traps in Q&$) is almost Nauka, Leningrad1972, 384 pp.

unchanged after bombardment, since a slight reduction in théy. B. Fiks, lonic Conductivity in Metals and Semiconductfirs Russiaf,

photoresponse time Nauka, Moscow(1969, 295 pp.
"A. G. Rokakh, Pis'ma Zh. Tekh. FiZL0, 820 (1984 [Sov. Tech. Phys.
Toh=T(1+n/n)=7+Cn;, 4) Lett. 10, 344 (1984)].

wheren, is the electron density at trap€,= 7/n= 7/(7G) Translated by R. M. Durham
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It is shown that the distribution function of the pollutant concentration in the atmosphere can be

reconstructed by analyzing the radar pattern of the
Institute of Physicg.S1063-785(09)01302-9

One of the major problems in ecological monitoring in-

volves determining the parameters of gaseous pollution in
the atmosphere. In many cases, an active radar method is the

best way of solving this problem. For example, if the pollut-

underlying surfacd.999 American

2D\ VGAo
t)=Xo| t— — —xaD),
Xa(t) xO( |2z & XaD)

wherex, is the signal at the radar station receivey,is the

ant gas is capable of resonantly absorbing microwave eNsmitted signalt is the time, and is the radiation propaga-

ergy, the signal power received from a reference reflegor
is related to the radiation power of the statiBp as follows:

GAo

Pa(w)=Po(w) (4#7)2

d
Xexp( —2)(a(D—d)—2a(w)J0 n(x)dx) ,
(1)

wherew is the frequencyG, A are the coefficient of direc-
tionality and the effective area of the antenads the effec-
tive scattering area of the reference refleciris the dis-
tance between the radar station and the refleactas the
distance covered by the radiation in the pollutant gasis
the absorption coefficient of the atmosphetéds the absorp-
tion coefficient of the pollutant gas per unit concentration,
andn is the gas concentration. By measuriRg at various

tion velocity in the atmosphere. We shall assume that the

area being monitored is a plane surface and the radar station

antenna is mounted at a heightabove this surface. In this
case, the signal received from the surface elerd&will be

: ZR) JGoA,
U

47R?
Xexp—xR)f(r',¢")dS

dXA(rrr,!(P!QD,it):XO g(lﬂlul//z)

wherer,¢ are the polar coordinate®=(r'?+h?)'2 the
function g(¢,¢,) characterizes the angular distribution,
Y1=¢—¢' (see Fig. ],

h2+rr’
V(hZ+r?)(h?+1'?)

l/lz = l/fzo_ arCCO{

d
f(r,¢)=d—sv0(r,q0)-

distances, we can determine the average gas concentration

— 1¢d
= aJO n(x)dx,

and also the size and position of gas formations which are
symmetric with respect to an axis perpendicular to the

Earth’s surfacé.However, the axial symmetry is only pre-

served in the first few moments if the gas is ejected at high

pressure. Then, depending on a number of factsush as
wind, rate of gas escape, and sg,dhe polluted zone may

Thus, the entire irradiated surface generates the following
signal in the radar station receiver:

ty= \Gvof’F t ZR eXF(_XaR)
XA(rv‘Pl )_ A rXO v R2

+

Y10
qu) g(1, ) f(r', @ )de'dr’. (2
®

—¥10

We shall assume that the functigrhas the form

have a complicated profile with a complicated distributiong(l/,l,l/,z)

function of pollutant concentration.

The parameters of a complex gas formation capable of
resonantly absorbing microwave energy can be determined

0(1,),
0,

1€l — o, %10l and e — g, 0l
U&= 10,10l OF e[ — haoo, o0l

|

by using the reflecting property of the surface in the area
being monitored. If dispersion has no significant influence orthe angleyq is fairly small and is determined by the re-
the change in the time profile of the probe signal, it followsquired resolutionh<<r, and thus,,(r,r’)~ i, R=~r’,

from Eq. (1) that in the absence of pollution

1063-7850/99/25(2)/2/$15.00 114

and Eq.(2) is simplified
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h
FIG. 1. Projection of angular distribution on underlying
surface.
w 21"\ exp(— xaf ) (it is also assumed that radiation propagates at the same ve-
xA(r,q:,t):Cf xo( - —)Taf(r’,go)dr’, locity in the pollutant gas and in the atmosphere
' r 3 Using Eq.(4), we can easily determing(r,¢):
where C= 1gvGoAy0(io0)/(27). Thus the function
f(r,¢) can be determined from E3): d f(r, IXa(r,@,t
(r.¢) ®) N 9, ot A<ﬁr<p |
. _or? &xA(r,<p,t)/ . 2r r
(r.@)=— gexpxar) — /% .
When pollution appears whose concentration has the disand thusn(r, ¢).
tribution functionn(r,¢) near the Earth’s surface, the signal To conclude, the radar pattern from the underlying sur-
at the radar receiver is face can be used to reconstruct the distribution function of

the concentration of any type of pollutant gas and also the

Xa(T 1@ t)=CJxx (t— Z_r,)f(r/'ﬁ") position of gas formations in the atmosphere which are ca-
AV ;0 v r'2 pable of resonantly absorbing microwave energy.
r/
XeXP(—JO X(§,¢)d§)dr’, 4

where : .
V. A. Ivanchenko and V. V. Nikolaev, Pis’'ma Zh. Tekh. F23(24), 1
an(r,p), n(r,e)#0, (1997 [Tech. Phys. Lett23, 943(1997)].

X(r,¢)={

Xas n(r,e)=0 Translated by R. M. Durham
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Analysis of quasielastic neutron scattering in condensed media by periodic spatial
filters
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A method is proposed for Fourier analysis of quasielastic neutron scattering in condensed media
using moving spatial filters with a periodic neutron transmission function, allowing the

time correlation function of the object to be measured. 1€99 American Institute of Physics.
[S1063-785(09)01402-0

Neutron studies of condensed media come up against tHeequency intervallw is proportional to the scattering func-
problem of maximizing the neutron flux density on the tion of the sampléS(w,q) and depends on the imparted en-
sample while maintainingncreasing the resolution in terms  ergy zo=— (27/)?AN/m\3 and the scattering vectar.
of the imparted energigsw and moment#q. Resolutionis  The scattered beam passes through an analyzer. The intensity
usually achieved by monochromatizing and collimating theis measured in two caseis® (filters in phasgandl ~ (filters
beams, i.e., by using a small part of the angular and waveshifted by A/2). This implies that the spectral density of
length spectrum. However, Fourier methddSdetermining the scattered neutrons is multiplied by the factor
not the initial and final neutron statémomenta, energi¢s {1 (1/2)co$mLU\+AN)/2A]HA. Integration oveh andw
but their changes, which carry information on the object, carfor constantq gives the sum of the contributions of the
be used to measure energies~ (10 8-10 °) eV several energy-integrated cross section and the Fourier transform of
orders of magnitude smaller than the initial line widtreu-  the scattering function:
tron spin echd® and to achieve an angular resolution
higher than that permitted by the initial divergence by spatial . l o 1
modulation of the neutron intensityHere the principle of |(qvtm)“1_6[1i§f S(w,0)codtmw)dw |,
analyzing inelastic scattering using periodic filters is devel-
oped for the first tim&:’

A neutron bean{Fig. 1) having the characteristic wave- |q,(q)=f ®(q,N\)dN, 2
length Ny, spectral widthé\/\y<<1, and the spectral flux
density distributioni g, (X,Y), passes through modulator fil-
ters each having the transmission(Y)=[1+ cos(2rY/
A)/2], whereA is the period along th& coordinate. When
the filters are fixed, tha spectrum remains unchanged but
the intensity is modulated in terms of the flux density
i (X,Y)=io(X,Y) T?(Y). We shall show that the beam di- .
vergence in the directions of the axes&i&xlyéA/L. When ' S(ty,q)* a -l ): Ef S(w,q)cos @ t)dow. 3
the beam passes through a modulator moving at the velocity (IT+17) 4
U along theY axis, the neutron spectrum changes since the
phase of the transmission function depends on time The function(3) is the Fourier transform of the correla-
W=27(Yo+Ut)/A, and the resultant spectral dendifyis  tion function of the systenG(t,,,R) with respect to the co-
determined by the time=mL\/(27#) taken for a neutron ordinates, S(t,,,q)= fG(t,,,R)exp(—ig-R)dR. The time

wheret,,=m2\3UL/(27%)%A has the dimensions of time.

From this we determine thg-dependence of the cross sec-
tiondo/dQoc (17 +17)=(1/8)l $(q) and the time-dependent

scattering function

of massm at wavelength\ to cover the base: and frequency scattering functions are equivalent in terms of
the information contained in them. We need to determine the

ol ECO<T ﬂ)\) D(N) @ resolution and the experimental range for 8(¢,,,q) mea-

A 2 h A 4 surements. The resul{d)—(3) are valid for a narrow line

ONNg<<1 with an angular spreafiey v<A/L and the same
where the integrated intensity over the beam cross section detector aperture for analyses of scattering with small im-

D(N)=[i)0(Xg,Yg)dXpd Y. parted energies w/Ey<< SN/\g, WhereE, is the energy of a
The time-averaged intensity is the spectral densityneutron of wavelengtih,. The scattering analysis involves
®(N), modulated at the “frequencyQ),,=mLU/(%A). measuring the functiof(t,,,q) as a function of the time,,

Scattering changes the wavelength and the direction dby varying the velocityJ, the transit bask, and the period
the neutron momentum. The scattering cross sectioh. The variablet,, conjugate with the frequency has a
d?0/dQdwxS(w,q) in the solid angle intervall) and the upper limit t,=t;.., which determines the resolution

1063-7850/99/25(2)/3/$15.00 116 © 1999 American Institute of Physics
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FIG. 1. Schematic of experiment:— neutron beamM andA —
modulator and analyzer formed by filters at the distanceoving

at the velocityd; S— sample scattering neutrons through an angle
6 in the (X,Z) plane;D — detector. The transmission function
T(X,Y) is shown.

homin~hltmax. The upper frequency limit is not determined tional) parameters. It can be obtained for a small transit base.
by the time, which may be zero, but by the condition For example forA~1 mm we haveL ~25cm. We define
hwlEg<S\\g. the spectrum®(\)=exg —(A\y—1)%20?] of width o/\,

We shall estimate the resolution of the method for typi-=0.1 and the relative line broadenirigh/Eq=10"2 for
cal parameters of a small-angle neutron experiment. Assunscattering with the functior(w) « 1/(w?+1T'?), which cor-
ing that the divergence i ¢y y~1x10 3rad, we obtain responds to the time functioB(ty,)=exp(—t,I). An ex-
the permissible ratioA/L<1/4A¢yy and the maximum ample of the modulation of the spectrum as given by &
L/A~250. For\y=2 nm neutrons passing through rotating is shown in Fig. 2a. A numerical simulation of the experi-
filters on a rotor of diameter 50 cm at frequenicy 100Hz ~ ment(Fig. 2b for these parameters in the range @, I')
(6000 rpm with the linear velocityU=1.6x10cm/s, we <1 yields values of the scattering function close to the ac-
obtain tp,~2x10°%s and the resolution%wy,,~3  curate functiorS(t,,) =exp(-t,TI). The relative difference is
x10 "eV. The resolutioni wyi,/Eq~1.5<1072 is not an  in the rangesS<1.4% and is only caused by the finite spec-
extreme value and was estimated for nornabt excep- tral width.
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Application of fractals to the analysis of friction processes
S. Yu. Tarasov, A. V. Kolubaev, and A. G. Lipnitskil

Institute of Strength Physics and Materials Science, Siberian Branch of the Russian Academy of Sciences,
Tomsk

(Submitted May 15, 1998
Pis’'ma Zh. Tekh. Fiz25, 82—88(February 12, 1999

An attempt is made to estimate the fractal dimension of the lateral surface of a steel sample
formed as a result of friction by analyzing an image obtained using a scanning electron
microscope. ©1999 American Institute of Physids$$1063-785(19)01502-5

The deformation of a solidunder tension or compres- sidered to be the surface profile along the scanning line if
sion) is accompanied by the formation of a relief on the allowance is made for the brightness of the image at each
surface whose form reflects the degree of deformation insidpoint on this line> The change in brightness is proportional
the material. Since the deformation process is self-consistertip the slope of the curve at each point on this line. This
a surface relief having scaling properties may form. An esti-approach to the interpretation of the SEM images can be
mate of the upper limit of the dimensions of the scalingused to calculate the fractal dimensiahd,,) of the surface.
structures can be used to assess the degree of spatial corhe-our casedg,,was determined from the linear section of a
lation of the deformation process. An estimate of the fractagraph of log({|J—J’|)) as a function of logy(x), wherex
dimension also indicates the actual surface sa@a to some s the distance between two elements of the scanned surface,
extent the nature of the energy dissipation accompanying thendJ andJ’ are the number of secondary electrons collected
deformatior? from these elements at the collector, expressed in terms of

Under friction conditions, in addition to the volume the pixel brightness of the SEM image. The angular brackets
strain, other factors caused by the specific loading charactedenote averaging over all the surface elements corresponding
istics also influence the formation of the surface relief into this distancex. The direction of the rectilinear sections on
solids. In this case, the deformation is initially localized in the logarithmic plot indicates some self-similarity of the sur-
the surface layer and then extends into the material. Unddace relief on specific scales. It was noted by Ivaneval?
steady-state friction the deformed layer of material has dhat the fractal dimension of the fracture surface calculated
fragmented structure with fragment sizes-08.01um (Ref.  using this technique correlates quite clearly with the fracture
3). The reliefs formed during friction and wear at the friction energy. An investigation of the fractal dimension of the sur-
surface and at the lateral surface of the sample caused ligice of a deformed solid also revealed consistency between
deformation of the material in the friction zone are very dif- the fractal dimension calculated from the SEM images and
ferent and depend on the test conditions. It is naturally dethe degree of deformation of the sofid.
sirable to relate the geometric characteristics of the surface Figure 1 shows the friction surface of a 36NKhTYu steel
(such as the fractal dimensipto the nature of the surface sample(a) and the lateral surfacdb, ¢ of the same sample
layer deformation. Moreover, scanning electron microscopyafter tests in various regimes. The lateral surface clearly
can easily be used to determine the fractal dimension of ahows a relief caused by plastic deformation during friction.
rough surface by analyzing the secondary electrorWith increasing distance from the friction surface, the degree
intensities* of deformation of the material decreases.

Here we attempt to estimate the fractal dimension of the  An analysis of the electron images of the lateral surface
lateral surface of alloyed 36NKhTYu steel after friction in in the deformation zone using the method described above
various regimes by analyzing SEM images of the lateral suryielded the results plotted in Fig. 2. Each figure shows dif-
face, which had been previously polished to a high degrederent friction regimes: Fig 2a shows oxidizing wear where
This indirect method of studying the self-similarity of fric- the wear is uniform and steady-state, while Fig. 2b shows
tion structures is used because the friction surface itself imtensive adhesive wear with mixing and transport of mate-
severely distorted as a result of wear and smearing of previdal in the friction zone. The calculated points are approxi-
ously removed wear particles. Friction tests were carried outnated by straight lines whose slope with respect to the ab-
using a standard UMT-1 system without lubricant using ascissa gives the fractal dimension of the surface for the
“finger—disk” system. The structure of the worn samples particular scale of the SEM images. The figures clearly show
was studied using an RE200 scanning electron micro- an interval on the abscissa given by the linear sections,
scope. The image was fed to a computer via an interfacehich indicates the region of existence of self-similarity of
card. the surface relief. Outside this interval no self-similarity ex-

To quantify the fractal properties of the sample surfacejsts.

a numerical analysis was made of the SEM images using a This result evidently indicates that at any given time the
technique which assumes that the grating line may be corfriction process is accompanied by deformation, which does

1063-7850/99/25(2)/3/$15.00 119 © 1999 American Institute of Physics
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FIG. 1. Friction surface of 36NKhTYu steel sampl and lateral surfaces of the same sample after testing under different degrees of (badjng

not embrace the entire friction surface but is localized incorresponds to an increase in the structural level responsible
regions associated with the points of contact. Subsequentlpr the energy dissipation.

other sections of the sliding surface undergo deformation, Figure 3 gives results of calculations of the SEM fractal
and after some time the entire surface layer participates idimension of the lateral surface obtained for different mag-
the deformation process. However, this deformation consists
of isolated deformed regions whose relief is intercorrelated

only within the limits corresponding to the size of the contact 1.64

spot. This type of deformation under friction may explain

why the relief exhibits self-similarity in a bounded range of 1.62 -
scales. In addition, the region of existence of the scaling a /CA
gives an idea of the dominant structural mesolevel of the 16 a1 |°

plastic deformation process of the surface layer under fric-4~

tion. In our case, the elementary structural volume respon=’ a ~o ° a
sible for the deformation and formation of a self-similar sur- = 158
face relief is a 0.0xm fragment of the crystal structure. V. _
This is indicated by the lower limit for the existence of scal- & 156 6‘/ e dsgm=2.10
ing. The upper limit of self-similarity of the surface relief ~— /
sections depends on external factors, i.e., the load and stra |~ L 2.7um
rate, and is evidently determined by the size of the deformec 1.54 = /'/
region associated with the contact spot. ./‘( P

An analysis of the experimental results revealed that  1.52
within the limits of action of a single dominant wear mecha- 4 T 40 70100
nism the surface relief and its characteristics are relatively X,um
constant, whereas the wear is proportional to the pressur 17
and strain rate. This indicates that the wear intensity canno of

. . 1.68
be characterized by the fractal properties of the surface. £ ° ®.ale b |
change in the wear regime, such as a transition from oxidiz-  1.66 ot [ G |
ing to adhesive wear, is accompanied by a change in the__ /, o°
fractal properties of the friction surface and the lateral sur- A 164
face of the sample. In this case, the wear is characterized b ? 4 g5 f
a fragment«_ed layer _of appreciable thickre@sp to_ 30_—40 v J | dgey=2.23 b
um) and highly active transport processes, oxidation, anc & 1.6 — -~
dynamic recrystallization at high temperatures. In our view, 2 58 1
saturation due to defects and small structural elements prc ’ /A/ 39
- . g um

motes these processes. The possibility of the layer dissipai  1.56 [ — -
ing energy by forming new surfaces leads to a change in the |
f_ractal characteristics. The increase in the deg_rfae of dissipe 1-541 5 9 13 53 93 133
tion of the fracture energy under these conditions may be X, pm

compared with an increase in the SEM fractal dimension of
the fr|ct|_on surfac_e, as in st_udles of fracture surfaces._ AFIG. 2. Dependence of lgg(|J—J|)) on x obtained by scanning SEM
change in the scaling correlation scale of the surface sectionsages of the lateral surface — oxidizing weay b — adhesive wear.
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nifications. A comparison between the experimental point®xtremely interesting, since it provides information on the

and the straight lines approximating these calculated for varimass transfer kinetics. A correlation can also be established

ous magnifications reveals two structure scales with intensibetween the relief of the deformed surface and the friction

ties correlating according to a power law. At 1500 magnifi-regimes. Of particular note in this context is that the defor-

cation the relief of the lateral surface exhibits scalingmation caused by friction takes place on different scale lev-

behavior for image sections fromgm and smallefas was els, which may be identified from measurements of the re-

noted abovg In the range between 1 and40um no scal- gions of existence of self-similar structures. We established

ing behavior is observed. From 40n an intensity correla- that the transition to intensive adhesive wear is accompanied

tion is observedon both curveg! This factor may suggest by the appearance of a higher mesoscale level for which the

that a self-similar relief formed on the surface with a mini- size of the deformation structural element is the same as the

mum structural element of 40m. The agreement between fragmented layer thickness.

this scale and the thickness of the fragmented layer is re-

markable. The appearance of this scale is clearly caused by

the evolution of (_jefor_mation on a higher mesoscopic level 8S15 | Olemska and A. Ya, Flat, Usp. Fiz. Nauk6312),

a result of the migration of elements of the surface layer as aysp. 36 1087(1993].

whole. This motion is promoted by vortex structures which 2v. S. lvanova, A. S. Balankin, and 1. Zh. BuniSynergetics and Fractals

are observed during deformation of this layer and also by, in Materials Scienc¢in Russiar, Nauka, Moscow(1994, 383 pp.

large wear particles whose size is comparable with the thick- > \\: Tarasov and A. V. Kolubaev, Izv. Vyssh. Uchebn. Zaved. &i2.

ness of the fragmented layer. We also note that the deformasz . Huang, J. F. Tian, and Z. G. Wang, Mater. Sci. Eng.1#8 19

tion on this mesoscopic level extends to large depths of (1989.

100Mm or more. SVv. E. Panin,‘P. V. Kuznetsov, E. E. Deryugin, S. V. Panin, and T. F.
To conclude, the application of this method to study the EPSUkova: Fiz. Met. Metallovedi4(2), 189 (1997.

deformation of surface layers of materials under friction isTranslated by R. M. Durham

1 (1993 [Phys.



TECHNICAL PHYSICS LETTERS VOLUME 25, NUMBER 2 FEBRUARY 1999

Spiral wave self-organization in a coupled-map lattice: hydrodynamic scaling
V. |. Shithev

B. P. Konstantinov Institute of Nuclear Physics, Russian Academy of Sciences, St. Petersburg
(Submitted April 14, 1998
Pis'ma Zh. Tekh. Fiz25, 89—-94(February 12, 1999

The dimensions of spiral waves reveal a scaling correspondence with the diffusion length, which
is a fundamental unit of length in a coupled map lattice. 1@99 American Institute of
Physics[S1063-785019)01602-X

Coupled-map lattices supporting space—time chaaee  The parameteg in the sigmoid function is an analog of the
of extremely great interest for various reasons. Perhaps theciprocal temperature. For simplicity this parameter is taken
most important of these is the possibility of applying theseto be unity.
maps to solve the problem of synthesizing information where  The lattice points are interrelated by means of diffusion:
dynamic chaos may play a constructive rofeA “cellular
neural network” in which the working elements are Chua
circuits’ is an excellent example of a technical realization of ‘ t
these maps. This net can reproduce a wide range of space— Apm= _ ~Xnm- )
time patterns, which makes it fairly popular. Ek @n+jm+k

Among all the patterns formed as a result of space—time .
chaotic activity, only a few are attracting attention in re- Here the subscriptg and k have the values-1,0, 1. The
segrch into th_e self-organization of dynamic structdres. term ;n+j,m+k is unity, provided tham+j and m+k are
Spiral waved(Fig. 1) are among these patterns. The arm of ayjithin the rangd 1,N], and|j|+|k| = 1. Otherwise, this term

spiral wave can extend over large distances, although thg zero. Analytically this term is expressed in the form
interaction between its constituent active elements is usually

short-range. In order to describe this effect, it is sufficientto  wp,j m+x=8jjj+ g, O(N+]) O(M+kK)O(N+1
allow only for diffusion between neighboring elements of the )
active mediunf In this type of interaction the formation of —(n+j)) O(N+1—(m+k)). (4)

patterns with long-range spiral-wave ordering comes as gpg step functiond(x) is zero forx<0 and unity forx
surprise. For this reason, these dynamic structures are attrac-(- 8ijj+ 1.1 i the Kronecker delta function. The diffusion
tive objects for studying the self-organization mechanismserm defined in the form3) introduces closed boundary
which form the basis of information synthesis. conditions?

~ Spiral-wave self-organization was observed in a tWwo-  The diffusion coupling force is regulated by the param-
dimensional coupled-map lattiCeThere is a wide range of gter s To within the factor 1/4 this is a dimensionless dif-
variations of the control parameters for which this self-fsjon coefficient with its range of variation lying in the
organization is a generic property of this lattice. The presenyieryal [0,1]. The parametee characterizes the reciprocal
paper describes the scaling characteristics of these spirghe for linear relaxation of the variablgﬁm to the rest

waves. They are homologous to the similar characteristics iQi4te? On the basis of these two parameters, we can intro-
the hydrodynamics of turbulent flows. duce the length unit

The coupled-map lattice has the following folt:

— t
% @n+j,m+kXn+j,m+k

lp=V¢e ™, 5
t+1_ 4 t Qe . . . . . .
Xpm=(1l=€)up n+ . which quite clearly is the diffusion length. This length rep-
1rexp(—B(Unm—ve)) resents the short-range scales, whereas the dimensions of the
— i 00, —vi), spiral wavedFig. 1) are an order of magnitude larger.
' We shall estimate the size of the spiral from its pitch,
Uf m=Xn m+ CAL - (1)  which is the shortest distance between neighboring turns of
The subscriptsi,m=1,2, ... N determine the position of the spiral,
the points on a lattice of dimensiol andt is the discrete ls=V(n;—ny)%+(m;—m,)2. (6)

time. The key parameters agg andq; (Ref. 9. Here they
are fixed,qe=40 andqg;=80. The thresholds. andv; are
dependent parametéfsind are expressed in termsayfand
g; as follows:

Here (h;,m;) and (h,,m,) are the coordinates selected far
from the center of the spiral on the inner or outer genera-
trices of its arm, between neighboring turns. Figure 2 gives
the results of measuring the distantg$or variouse, with ¢
v,=In(q,+exp—q,)), v=e,i. (2)  being set near the saddle-node bifurcation pdipt1—e€

1063-7850/99/25(2)/2/$15.00 122 © 1999 American Institute of Physics
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FIG. 1. Spiral waves formed as a result of setting random initial conditions_. . .
in a coupled-map latticél) of dimensionsN?=128x128. The variable 1); d) Ip>2: as the parametep, increases, the curvature of

Yl m=6(x, »—v;) is mapped, this being zero faf, ,<v; (white map and ~ the spiral arm decreases. As a result, the spiral arm is an
unity for x;, ,>v; (black map. The lattice parameters agg=40, ¢;=80, unstable object and decays. The rangel3<2 is given
€=0.2, {=0.866 (p~2.08). separately, since it has the center of the spiral as its signifi-

cant component

This work was supported by the Russian Fund for Fun-

(Refs. 4 and 9 Also plotted isl, with a preselected scale damental Research, Project No. 97-01-01078.
factor y, which ensures that this is matched with It can
be seen that the two behave similarly:
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Universal nature of the instability of the thermodynamic parameters of transient
processes accompanying the melting of crystalline substances in quasistatic regimes

L. A. Bityutskaya and E. S. Mashkina

Voronezh State University
(Submitted August 12, 1998

Pis'ma Zh. Tekh. Fiz25, 1-5 (February 26, 1999

A numerical method of differential thermal analysis was used to study transient processes
accompanying the melting of germanium and antimony in quasistatic regimes at heating rates of
~1 K/min. It is shown that the premelting initiation temperature and the melting initiation

point are unstable and depend on the initial conditions.1999 American Institute of Physics.

[S1063-785(09)01702-4

We have showh™ that the melting of crystalline sub- (sample prehistopyon the transient processes accompanying
stances with different types of chemical bonds in dynamiadhe melting of Ge and Sb the samples were heated in two

heating regimes at heating ratess5 and 10 K/min is ac-

regimes:

for Gd1) from room temperature to 1250 K afi2)

companied by the formation of excited pre- and postmeltingrom 1000 to 1250 K; for Sk1) from room temperature to
regions and is characterized by a system of nonequilibriumi000 K and(2) from 820 to 1000 K.

thermodynamic parameters. In Ref. 5 we showed that under
guasistatic heating regimes at rates 1 K/min the thermo-

The premelting exothermics change from stable cycles at
v=5—10K/min (Refs. 2 and B to noisy ones atv

dynamic premelting and melting parameters of ionic KCI<1 K/min. However, the type of chemical bond imposes its

crystals such as the premelting initiation temperafq’g@_m

own characteristics. As for KClI, for Sb at low heating rates

and the melting initiation poinT,,, are unstable. We also the regions of instability are separated for heating regiines
showed that the values of these parameters depend on thed 2 (Fig. 1). Moreover, the transient premelting states at
low heating rates correspond to a high dispersitﬁm;,re_m),

The aim of the present study is to identify the instability which also differs for different heating regimes. The disper-
of the thermodynamic premelting parameters and the meltingion was calculated for ten points and was found to be
initiation point in quasistatic heating regimes for substancesry(Te.,) =15.6 for regimel and o5(Tpe.,) =9.5 for re-

initial conditions.

with a different type of chemical bond.

order to determine the influence of the initial conditions
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FIG. 3. Instability of the melting initiation point of Sﬁl'(ﬁb' gives the range
of tabular values of the melting point

order of magnitude asrz(T")re_n) for ionic crystals, for Sb
1(Tpre-n is higher thano,(T e -

Unlike KCI and Sh, covalent Ge crystals revealed no

L. A. Bityutskaya and E. S. Mashkina 125

gions of instability ofT,,, are not separated. The dispersion
of Ty, was 3.96, calculated for ten points.

For Ge in the range of heating rates 1-10K min the
melting initiation pointTy,, is a stable parameter.

These results can be interpreted using the Frenkel-Khait
model/® which is based on correlations in the phonon sub-
systems under conditions of crystal lattice anharmonicity
caused by an abrupt increase in point defects. At heating
ratesv~1 K/min a weakly correlated state is established in
the phonon subsystem, characterized by an extended
temperature—time interval, noisy cycles, sensitivity of the
transient process parameters to the initial experimental con-
ditions, and local clustering.

To sum up, a quasistatic regime with continuous heating
creates instability of the thermodynamic premelting and
melting parameters, which is a universal property of the
melting process of crystalline materials and explains the na-
ture of the overheating effects.

This work was supported by the Russian Fund for Fun-
damental ReseardiGrant No. 98-03-32406

separation of the regions of instability of the premelting pa- ‘L. A. Bityutskaya and E. S. Mashkina, Pis'ma Zh. Tekh. F1(18), 8

rameters for heating regimésand?2 (Fig. 2). Moreover, the

(1995 [Tech. Phys. Lett21, 728(1995].
2L. A. Bityutskaya and E. S. Mashkina, Pis'ma Zh. Tekh. FA%(18), 85

trangient state corresponds to an anomalous V{ilue of .the dist1995 [Tech. Phys. Lett21, 763(1995].
persiona (T} ...), 208.2. The average range of instability of °L. A. Bityutskaya and E. S. Mashkina, Pis'ma zh. Tekh. 2(20), 30

(T gre.d When extrapolated to zero rate is 65K.

As for KCI, in anisotropic Sb crystals the instability of

(1995 [Tech. Phys. Lett21, 828 (1995].
4L. A. Bityutskaya and E. S. Mashkina, Pis'ma Zh. Tekh. Fl2(24), 90
(1995 [Tech. Phys. Lett21, 1032(1995].

U(T;;re-n) at low heating rates produces instability of the 5. A, Bityutskaya, and E. S. Mashkina, Pisma zh. Tekh. F2(21), 1

melting pointTy,, (Fig. 3). Whereas for KCI the regions of
instability for heating regime& and?2 lie above the tabular
values ofT,,, for Sb the region of instability lies in and

above the zone of tabular val§esf T,,. The instability zone

(1996 [Tech. Phys. Lett22, 863(1996].

8Handbook of Chemistry and Physi@&8rd ed., edited by Ch. D. Hodgman
(Chemical Rubber Publishing Co., Cleveland, Ohio, 1951-195p
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7J. Frenkel,Kinetic Theory of Liquids(Clarendon Press, Oxford, 1946

of Ty for Sb when extrapolated to zero rate is 7 K. For Sb [Russ. original, later ed., Nauka, Leningrad, 1975, 593. pp.

the overheating relative to the tabular values was 4 K. How-

ever, unlike the case of ionic crystalsia& 1 K/min the re-

8vyu. L. Khait, Phys. Status Solidi B31, K19 (1985.

Translated by R. M. Durham
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Investigation of the harmonic composition of the periodic solution of the Korteweg—de
Vries equation

Yu. N. Zaiko

Volga Academy of Public Service, Saratov
(Submitted June 2, 1998
Pis'ma Zh. Tekh. Fiz25, 6—10(February 26, 1999

An investigation is made of the behavior of thth harmonic of the periodic solution of the
Korteweg—de Vries equation as a function of the inder the intermediate region which is not
usually investigated by soliton theory. The asymptotic forms obtained allow the harmonic
behavior to be determined more accurately. 1@99 American Institute of Physics.
[S1063-785(09)01802-9

The topic considered here is not absolutely new. WeKorteweg—de Vries equation. However, this aspect can be
recall that studies have been made of the properties of perinvestigated directly by using the known cnoidal solution of

odic solutions of the equation the Korteweg—de Vries equatidn:
Ui+ 00+ Buyy =0, (1 2b b,—b
e 0(0)=Zd(¢S) +bs;  SP=p—C
wheret and x are the time and the coordinate, aBds a S 13
coefficient whose form depends on the specific problem. b o b.—b
Zaslavski and Sagdeévshowed that for solutions of E¢l) = 4 /G_B_’ b= 12 2 (4)
s

of the formuv(6), #=x—ct with the periodx,

® 2o Here dn({,s) is a Jacobi elliptic function with modulus.
v(0)= 2 a, ex;{ﬂ 9); v(6+N)=v(0), (2) The wave amplitude id; the valuesb,,; are constants
n=—c A which depend on the wave velocity whereb;>b,=bg,

. . . <ys<b;. Th iod is\=27=2,6B/b sK(s),
the asymptotic dependence of the harmonic amplitagem by<v=b, e wave period is\=2m 6B/b sK(s)

the indexn is given by €>0)

3c ey e s encs e rerasnananans s
N n<N, z a 5 e 5 s
a,~ ()
exp(—n/N), n>N,
whereN~ (+c¢c/B)Y2\. These authors also note that this de- 12.00 "
pendence is typical for periodic solutions of other nonlinear an
equations. The aim of the present study is to refine expres- i B
sion (3). :
For solutionsv (6) of (1) a single integration yields the 9.

nonlinear oscillator equationw ,,— (¢/B)v = — (1/2B)v2.

The theory of nonlinear operators in Banach spaststes

that for =c/B=n? (= B>0) the 27 periodic solution of the

initial Korteweg—de Vries equation has a bifurcation in the 6.
creation of thenth harmonic. This can be shown strictly by
reducing the nonlinear oscillator equation to the Hammer-
stein integral equatiohas was done in Ref. 3. This conclu-
sion is based on the continuity, positive definiteness, and
symmetry of the kernel of the corresponding Hammerstein
equation’

This case has been little studied because of the even
multiplicity of the characteristic values of the Hammerstein
equation and the form of the eigenfunctions of its linearized
part. For this reason it is difficult to make any additional
general statements about the way bifurcation occurs in theig. 1. Amplitude of thenth harmonic of the periodic solution of the
creation of the next harmonic of the periodic solution of thekorteweg-De Vries equatiofl) as a function of the parametersand B.
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_day
dn
0.030
0.020 FIG. 2. The derivativeda,,/dn of the nth harmonic as a
function of n for various values ofc/B: 1 — (c/B)Y?
=4; 2 — (c/B)Y?>=5; 3 — (c/B)*?=6.
0.010
2 4 3 8 10 12
whereK(s) is a complete elliptic integral of the first kind. 6B 1 cosh1)
The theory of elliptic functions is used to derive expressiongn~ cosino) l 1- tanf(n6) n coshing—1)|[" n>1.
for a,: 6)
a,=3B iZE(s)K(s) _ 1], Expression6) yields various asymptotic forms fa, :
o
o 6B, ne<1,
1 a.~
= = n~") 12Bnfdexp(—nfh), no>1,
an GBmE:o cosim@)cosi{(m—n) @)’ n=1,
7K' , n
b= K=K(s); K'=K(1-5, (5) _ Lgnaye?), s<l,
16"
whereE(s) is a complete elliptic integral of the second kind. an= w2 @)
Figure 1 gives the results of calculating the first few Inz(l——sz) s—1.

harmonics as a function of the parametefB=472(2
—s?)K?(s)—2, for which the expressions and also those for
the parameteb;=—3B are obtained from the natural con-
straint that in the weak nonlinearity limis{~0) the zeroth
harmonic should coincide with the poinis=0 orv=2c for
which the corresponding potential functionU(v)
=—(c/2B)v?+(1/6B)v® has a minimum. The left-hand
boundary of the range/B=0 corresponds to the harmonic
solutions of Eq(1) wheres— 0 and the right-hand boundary
corresponds to the strongly nonlinear solutions wheerel.
On the basis of these calculations, we can state that all
the bifurcations are bilateral, i.e., nontrivial solutions of Eq. ‘G. M. Zaslavskiand R. Z. Sagdeevntroduction to Nonlinear Physidsn
(1) exist ‘.Jn both sides of the bifurcation point. In this re- 2Elzjrfz;i"i)ﬂr;a’\lliunlgililgiﬂsoesgi(t);\((jlgs%3(2.8Ifr%, Wolters-Noordhoff, Gronin-
spect, this problem resembles the well-known Nekrasov gen (1972 [Russ. original, Nauka, Moscowl964, 424 pp].
problem of waves on the surface of watén addition, as the  2Yu. N. Zaiko, Pis'ma zh. Tekh. Fiz18(23), 63 (1992 [Sov. Tech. Phys.
parametec/B passes through zero, the zeroth harmonic un- Lett. 18 787(1992].

. . V. |. Karpman,Nonlinear Waves in Dispersive Medi{®ergamon Press,
dergoes a finite change ot2as a result of a change in the Oxford, 1975 [Russ. original, Nauka, Moscow 1973, 176 bp.

equilibrium position defined by the potential functibr(v). 5S. A. Gabov/ntroduction to the Theory of Nonlinear Wavgs Russian,
A more detailed study of the behavior of the harmonics Moscow State University Press, Mosc¢t988, 177 pp.

may be made by using the asymptotic expressionafr 8Handbook of Special Functiopsdited by M. Abramowitz and I. A. Ste-
which can be obtained by replacing the sum in Ej.by an gun (Dover, New York, 1965; Nauka, Moscow, 1979, 832)pp.

integral for moderately smaii: Translated by R. M. Durham

Figure 2 gives the derivativéa,/dn as a function oh
for various values ot/B, from which it can be concluded
that at the bifurcation poirt/B=n? thenth harmonic shows
the maximum rate of change. Adncreases, the error caused
by the finite accuracy of the program for calculation of the
elliptic integral increases (210 8; see Ref. &
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Mechanism for antiphase synchronization in neuron models
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Antiphase synchronization with weak diffusive coupling is a characteristic feature of the
dynamics of coupled neuron oscillators. We show that this effect is caused by a saddle equilibrium
state in the vicinity of an attractor and appears in the immediate vicinity of a homoclinic
bifurcation point. The mechanism discussed is a fairly general one which goes outside the scope
of neuron models. ©1999 American Institute of Physids$S1063-785(99)01902-3

One of the most rapidly developing lines of research 1) F, has the form of a cubic parabola and determines
involves studying the dynamics of neuron systems. Dependhe existence of three equilibrium states, P,, andP3, of
ing on the specific problems, the neuron models used rangshich the middle is a saddle9F2/8x|p2<O);
from the detailed four-dimensional Hodgkin—Huxley mddel 2) F, ensures negative dissipation in the vicinity Rf
to extremely simplified one-dimensional modéls.

One of the most important trends is the study of small
ensembles, where each neuron together with the coupling
between them is described by a relatively realistic math-
ematical model based on experimental data and concepts on
the nature of the processes in nerve céflse the review
presented by Abarbanet al3). i

The main properties of an isolated neuron are reasonably -
well described by two-dimensional models, the best known > 004"
being the Morris—Lecar modeland the Hindmarsh—Rose
model® The most important characteristic of a neuron is that
it has two functioning regimes: a state with a constant poten-
tial level (resting statg and one in which short positive
pulses are generatddpikes. A transition from one state to
another is caused by the action of other neurons, by electrical -39
(synaptic currentor chemical coupling. As a result, the dy-
namics of these neuron models is characterized by two co-
existing attractors on the phase plane, i.e., an equilibrium
state and a limit cycle whose basins of attraction are sepa-
rated by the stable manifold of the saddle equilibrium state.

When the control parameter is varigthe synaptic current
decreases the limit cyclegets caught” in the saddle and
disappears. In terms of oscillation theory this corresponds to
a nonlocal bifurcation, i.e. a saddle separatrix 18¢tere we
show that the functioning of a neuron near this bifurcation
point determines the existence of antiphase
synchronizatioh® and the unique features of the interaction
of these systems.

As we know, any oscillator with a single degree of free-
dom may be represented in the form

3.0 e e

X+F1(x,X,p)x+F5(x,p)=0, (1)
FIG. 1. a — Contours of the phase velocity magnitude showing two quali-

wherep is the generalized vector of the control parametergatively different zones in the configuration of the limit cycles shown for

and = and F, are generally nonlinear functions. The corre- #=1.0,6=0.2,d=3. b — lllustration showing how diffusive coupling in

. . . t f ingl iabl i the initial ph hift of th b-

sponding transformations for neuron modétee explicit 1> O @ Sing'e vanable can increase "e inia pnase Shitt of th su

. . . .. systems.S — equilibrium saddle state with stabM? and unstablénV
form of the functions is not given here because of their in-manifoids. Herel', T',, andT’; denote the unperturbed, slow, and fast tra-

volved naturg can demonstrate the following properties:  jectories, respectively.
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FIG. 2. a — Scattering or focusing force of subsystem

trajectories near the saddbeharacterized by the value gf
as a function of the parameter for various forces and
coupling configurations. Curve$ and 2 — K,=0, K,
0.0 . : : : =0.001 and 0.01, respectively. Curv@and4 — K,=0,
04 0.6 0.8 1.0 . 1.4 K,=0.001 and 0.01. In all cases the value pfwas p

“, ~0.996. The lineH corresponds to a homoclinic bifurca-

tion, u~1.255 b — bifurcation diagram of the syste(8)

in the weak coupling limit. The outer boundary corresponds
to the homoclinic bifurcation poinf.~1.255. The letters
indicate qualitatively different regions of behavior of the
system:I — uniquely stable cophasal systethe oscilla-
tions of both subsystems are identicah — uniquely
stable antiphase reginiéhe oscillations of the subsystems
are identical apart from the phase shiff; R — a pair of
mirror-symmetric cycles is stabl€ — regimesl and A
coexist, separated by a pair of symmetric unstable cycles.
SB,i=1...4 —bifurcation curves on which symmetry is
lost.

or P,, making it possible for a limit cycle to exist. The object of our analysis below is a system of two
This information can be used to formulate a simplified coupled oscillators of the forr(il) with allowance for(2):

model which gives the principal properties of a neuron in a

general form. In particular, conditiortd) and (2) are satis-  y, =y, + K (x,~X;), y;=—F;y;—F2+ Ky(y2— Y1),

fied by taking

(x+d)3 Xo=Yot Ky(X1—Xp),  Yo=—F1yo— F2+K(y1—Y>),
Fime(C=p), Fom— o (x+a), (@ Cr RO TE TETwE NG

wheree, u, andd are control parameters. By varying the where coupling in terms of both variables allows the exis-
parametef, it is possible to vary the properties of the model tence of a delayphase shift typical of the finite speed of
from those close to a classical van der Pol generator ( coupling via the neuron synapse. Quite clearly, by taking
<1) to neuron-like behavior near the homoclinic bifurcationK,=0 orK,=0, we can convert to the more usual diffusive
point u~1.255. ... coupling in terms of a single variable.
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By assuming weak couplinigx,Ky— 0, we can make a Ky=Kcos¥, K,=Ksin¥, (5
gualitative analysis of the system behavior by projecting the
oscillations of both coupled subsystems onto the phase plane
of a single modél (Fig. 13. For smallu the limit cycle is
positioned neaF, where the structure of the vector field is
similar to the case of a van der Pol generator. For fairly larg X L9 ] -
w the trajectory visits the zone to the left of the liA® near particular cases of couplllng in terms of a single vanablg.
the equilibrium saddle sta®which is of particular interest. The existence of various types of synchronous regimes
Figure 1b shows a qualitative mapping of the projection ofof the system(3) and their stability were investigated by
the trajectories in both subsystems onto the phase plarf@lculating the so-called “effective coupling(see Ref. 9
(x;,y;) nearS. Quite clearly, the singular point corresponds assuming thak—0. The results are plotted in Fig. 2b.
to the minimum of the absolute value of the phase velocity ~ For smallu this system behaves as two coupled van der
|vphast=0, which is shown by the concentric contours Pol oscillators, i.e., it has regions of cophasBl é&nd an-
|Uphast- Introducing the unperturbe@h the absence of cou- tiphase Q) oscillations, which is determined by the value of
pling) trajectoryl’ and considering the action of coupling to ¥ (i.e., by the combination of signs &f, andK,).
be a weak shift in the direction defined By ,K,, we can An increase in the parameter leads to a shift of the
conclude that sectors occupied by these regimes with respett tind also

1) the action of coupling “shifts” the subsystem state leads to the appearance of an additional pair of symmetri-
point either in the direction of the “slow” trajectorli; orin  cally positioned stabléin zoneR) or unstable(in zoneC)
the direction of the fast trajectory; ; oscillation regimes. Thus, the influence of the equilibrium

2) the direction of the shift is determined by the relative saddle state described above is observed as a change in the
position of the state points of the interacting subsystems antype of synchronizatiorffrom cophasal to antiphase or con-
by the direction of action of the coupling. versely as the control parameter is varied.

Figure 1b shows the case where coupling shifts the tra-  In addition to neuron models, the mechanism described
jectory of the lagging subsystem into a region of even slowehere is also relevant to various problems involving the syn-
motion, thereby increasing the phase shift. For the sy$Bm chronization of systems with a saddiaddle-focusequilib-
this situation is found wherK,>0, K,=0. Obviously the  rjum state near an attracttt** An example may be the well-
caseK,=0, K,>0 corresponds to the opposite situation.  known “Chua circuit™*2 for which coupling along different

Although the effect described above is local, it may in-coordinates leads to cophasal or antiphase synchronization of
fluence the stability of the synchronous regime as a wholeregular and chaotic oscillations.

Having divided the limit cycle into two zones by the liAd3, D. E. Postnov was partially supported by a grant from
we set these in correspondence with two mappRgsdQ  the Russian Fund for Fundamental Research No. 98-02-
which convert some initial time shift of the subsystemsqgg3q.

Aty g into its transform by intersecting this line. Confining S. K. Han is grateful for the support of the Ministry of
ourselves to small initial shiftat—0, we can reduce these gqycation of the Republic of Korea, Program BS&7-

(generally nonlinegrmappings to the coefficients 2436, and also the Academy of Sciences of Hall(tallum
University, Korea.

whereK is the magnitude of the coupling coefficient awd

ds its angle. Clearly, with a suitable choice ¥f we obtain

AtB:pAtA, AtA:thB (4)

Clearly the value opq characterizes the stabilitp§<1) or
instability (pg>1) of the cophasal oscillation regime.
As was to be expected, the valuegtiepends strongly  1a L. Hodgkin and A. F. Huxley, J. PhysiolLondon) 117, 500 (1952.
on the closeness of the trajectory to the saddle point, i.e., 0RM. A. Arbib, in The Handbook of Brain Theory and Neural Networks
the value of the parametgr (Fig. 23. An abrupt increase 3(H'V”g Fl)r,eD\SbS’ gam?f'ﬂgfrgﬂaﬁs- 19?15}48759] M. Bagh .
Do arbanel, M. I. Rabinovich, A. Selverston, M. V. Bazhenov, R.
(Cl',lrvesj' and2) or an equa”y aerpt decreaécmrvesS'and Huerta, M. M. Sushchik, and L. L. RubchingkUsp. Fiz. Naukl66, 365
4) in the value ofg from the levelg=1 reflects the action of (1994
this mechanism. 4C. Morris and H. Lecar, Biophys. 35, 193(1981).
Curves3 and 4 were obtained for coupling an order of °J. Hindmarsh and M. Rose, Proc. R. Soc. London, Sex2B 87 (1984.

: BT SV. I. Arnol'd, V. S. Afraimovich, Yu. S. I'yashenko, and L. P.
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In fact, the region in the vicinity of the equilibrium 7A. Sherman and J. Rinzel, Proc. Nat. Acad. $GISA) 89, 2471(1992.
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An investigation was made of the behavior of SiO/Cr cermet films of nonuniform composition
exposed to pulsed laser irradiation. It is shown that radiation-stimulated surface segregation

of chromium may be observed in these films and can be used for the optical recording of
information. © 1999 American Institute of Physid$$1063-785(19)02002-9

Homogeneous cermet films of silicon monoxide andtheir surface. The thickness of the films was 100—-200 nm.
chromium (SiO—-C»p have been extensively studied and areThe films were irradiated by nitrogen laser pulses (
widely used in microelectronitsand optical technolog§. =337.1 nm of 8 ns duration and-10°> W output power. The
Preliminary investigations of inhomogeneous SiO/Cr films inradiation was focused to a light spot of diameter 150—200
which the composition of the components varies continu-lum using an optical system which increased the power den-
ously transversely from the insulator to the metal, havesity to 10—10 W/cn?. The power density was varied by

shown that these may also be of serious practical interesfyserting calibrated glass attenuator plates into the unfocused
For example, using these inhomogeneous films as “ghtpart of the light beam.

absorbing matrices on screens of color picture tubes ci%q M- The action of unfocused radiation pulses on an inhomo-
prove the optical engineering and operating character t'Cs‘geneous SiO/Cr film did not cause any visible changes of its

Al pdre]:.sl,enttlncrteasmg .fﬁ'ent'flct.lr:lter.eit Is being directed tog, (500 \When the power density reached x 10° Wicn?,
ward fiim structures with a spatiafly InnNomogeneous compO ;e ot spots could be identified on the surface of the film at

sition, which reveal effects not observed in homogeneouaﬁe irradiation sites and these exhibited a characteristic me-

films of the same compositio‘h. tallic luster and sharp edges approximately corresponding to
Here we describe an effect, which we are the first to Ic luster sharp edges approxi y responding

observe, involving the surface segregation of mé@) in the size of the irradiated zone. Figure 1la shows a photomi-

inhomogeneous SiO/Cr films exposed to pulsed laser radi:f—r_()graph of these spots on t.he surface of SiO/Cr film ob-
tion. tained by moving the sample in the focal plane of the focus-

The films were prepared by thermal evaporation of an9 system. The high contrast at the illuminated sites
mixture of finely dispersed chromium powder and siliconindicates a substantial change in the reflection coefficient of

monoxide on quartz substrates in a vacuum oflPa. As a the layer. Unlike the inhomogeneous SiO/Cr layers, SiO—Cr
result of the difference in the rates of evaporation of thelayers of homogeneous composition obtained by coevaporat-
mixture components, we obtained layers whose compositiofld SIO and Cr and irradiated under similar conditions
varied smoothly as a function of depth: the SiO content inshowed negligible changes in the surface at the irradiated
the deposited layer decreased with increasing thickness whikites(Fig. 1b. At intensities in excess dB—8)x 10° W/cn?

the Cr content increased. The distribution of the concentraboth the homogeneous and the inhomogeneous layers sus-
tion of SiO and Cr components over the film thickness wadained thermal damage.

given in Ref. 3. After deposition the layers were treated with  In order to obtain a quantitative estimate of the observed
a 15% aqueous solution of HCI to remove metallic Cr fromchanges in the reflection of these inhomogeneous SiO/Cr

FIG. 1. Photomicrograph of the surface of cermet
SiO/Cr films of inhomogeneou&) and homogeneous
(b) composition after exposure to laser pulses of inten-
sity 4x 10° W/cn?.
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films exposed to nitrogen laser radiation, we measured theirauses the phase separation of metallic chromium at the free
reflection coefficienR before and after irradiation by single surface of the film. In our view, this characteristic is attrib-
pulses of intensity~4x10° W/cn?. The spectral curves utable to the gradient of the component composition of the
R(\) are plotted in Fig. 2. A comparison shows that afterinnomogeneous layer, which may give rise to elastic stresses
pulsed laser irradiation, the valuesRimeasured at the free in the layer. We also know that pulsed laser heating of an
surface of the SiO/Cr film increase by almost an order Ofabsorbing |ayer is accompanied by the creation of |arge ther-
magnitude. For example, in the 620 nm range the reflectiomoelastic stress gradierftsin our case, the irradiation-
from the unirradiated film is-0.04, whereas after exposure jnquced thermoelastic stresses increase the stresses already
to a single pulse it is approximately 0.37. The increasRin present in the layer. After the total field of elastic stresses has
is observed over the entire visible range and does not depend,ched a certain critical value, which is determined by the
on which side(substrate or laygrthe laser pulse acts. This o qiation power density 44X 10f W/cn?), an avalanche-
substantial increase Rindicates that under the action of the ;o mass transfer of chromium is observed toward the free
laser radiation, the free sqrface of the inhomogeneous S'Q/%rurface of the layer. This assumption is confirmed by the
layer becomes enriched in the Cr metal component. This 'Bbserved release of chromium at the surfaces of these layers

also evidenced by the visually observed metallization. Irra- . . .
o : under the action of local mechanical loading, for example
diation on the substrate side does not alter the pattern: Cr IS ) or
. . L under the pressure from the tip of a metal needle. A similar
again released on the free surface side. The similarity be-

tween the reflection coefficient®(\) of the irradiated effeg_t IS notlo(tj)servr?d n Eomogeneous glgl_ccrl Iayers.h
SiO/Cr film and a pure Cr filmFig. 2, curves b and)c 0 conclude, when inhomogeneous SIL/LTIayers whose

confirms the conclusion that surface segregation of Cr ocgomposition varies smoothly with depth, are exposed to

curs. In addition, the metallized parts of the SiO/Cr film canSingle 337.1nm nanosecond laser pulses, phase transitions

be selectively removed using well-known etchants for chro2ccur and these are accompanied by the release of the me-

mium. tallic componen{Cr) at the free surface of the film. A simi-

The action of high-intensity pulsed laser irradiation on lar effect occurs when local mechanical loads are applied.
an absorbing thin-film medium is an effective means offhe observed surface segregation of chromium may be
stimulating various chemical processes such as structur§hused by the action of elastic stress fields whose magnitude
conversions, phase transitions, surface chemical reactionéicreases appreciably under the action of pulsed laser radia-
and diffusion processes. The nature of a particular process #9n, local mechanical loading, and so on. Further studies of
determined to a considerable extent by the structural charadgheir thermophysical, electrophysical, and optical character-
teristics of the absorbing layer. For instance, irradiation ofistics are required before the observed mass transfer pro-
homogeneous SiO/Cr layers by laser pulses of beloweesses in these layers can be modeled. The observed laser-
threshold intensity causes thermally stimulated formation ofadiation-stimulated phase separation of chromium in
chromium silicides. In contrast, it has been shown that for inhomogeneous SiO/Cr layers may have practical applica-
our inhomogeneous SiO/Cr layers similar laser treatmentions, for example for the optical recording of information.
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Observation of segregation deposits in iron—nickel—-titanium alloy using scanning
tunneling microscopy

V. L. Arbuzov, K. V. Shal'nov, S. E. Danilov, A. E. Davletshin, N. L. Pecherkina,
and V. V. Sagaradze

Institute of Metal Physics, Urals Branch of the Russian Academy of Sciences, Ekaterinburg
(Submitted August 10, 1998
Pis'ma Zh. Tekh. Fiz25, 24-27(February 26, 1999

Scanning tunneling microscopy and electron microscopy were used to study the aging process of
the fcc alloy Fe-36.5%NH-2.5%Ti under annealing. The possibility of using scanning

tunneling microscopy to study new-phase deposits formed during aging is examined. The sizes
of the y'-phase particles was determined. 1®99 American Institute of Physics.
[S1063-785(09)02102-3

Studies of the degradation characteristics of austenitic In order to identify the capabilities and characteristics of
stainless steels and alloys are an important topic because thsing scanning tunneling microscog$TM) to study ther-
shape and sizes of the incipient new-phase deposits detaral and radiation-induced structural-phase transitions in
mine many macroscopic characteristics such as the radiatianetals and alloys, it was necessary to confirm that, in prin-
resistance and strength. However, classical methods of exiple, STM could be used since the literature contains no
amination, i.e., x-ray and electron microscopy, cannot alexamples of STM being used for this purpose. Scanning tun-
ways be used to reliably study the process of formation of aeling microscopy is usually used in studies of surface phys-
new phase, especially in the initial stages. Thus, scannings, nanostructures, and nanotechnolbgy. our case we
electron microscopy(a method of examining the surface needed to monitor the formation of a new phase in the bulk
structure of samples with nanometer resolutibolds great of the material.
promise for studying aging processes. The model alloy used for these investigations was the

FIG. 2. Light-field(a) and dark-fieldb) electron-microscope images of the
FIG. 1. Typical STM images obtained at the surface of N36T2 alloy: a —y’ phase in aged N36T2 alloy. The inset to Fig. 2a shows an electron
after quenching in water at 1100 °C, b — after annealing at 750 °C for 10 hdiffraction pattern of N36T2 alloy.
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fcc alloy FetNi(36.5wt.%+Ti(2.5wt.%. In the quenched ~1 um. We assume that the rates of etching of these new
state this alloy is a supersaturated solid solution and, as ghases and the matrix will differ, which will create a surface

result of aging, an ordereg’ phase should be formed, simi- relief during etching when these deposits are present in the
lar in composition to NjTi. This phase has a lattice param- pylk.

eter similar to that of the matrix and is coherently bound with Figure 1b shows an STM image of the surface of an
the matrix. These factors make it difficult to identify this aged sample after electrical etching. This clearly shows
phase at the initial stages of aging using x-ray and electrogpherical irregularities with an average size~017—25 nm.
microscopic methods. However, after fairly long aging Bearing in mind that these irregularities were not observed
times, when the size of the deposits is 8-20mm, thgse on the quenched sample after etching, we can postulate that
phase deposits can be identified fairly easily by electronhe spherical irregularities observed on the surface of the
microscopy? aged sample are deposits of a new phase. The deposits are
Samples of N36T2 alloy were annealed in a purified hesmaller than those obtained by electron microscopy for two
lium stream for 30min at 1100 °C and then quenched irreasons: first, the STM examination is made at the surface of
water at a rate of-500K/s to obtain a supersaturated solid the sample and the visible part of the deposit may be smaller
solution with a homogeneous titanium distribution. Thethan that in the bulk; second, the particles may become
samples were polished in a reagent containingS®,  smaller as a result of the etching. It is also possible that
+CrO; to smooth the relief and remove any surface oxidesparticles smaller than the average may be present in this part
The surface of the samples was then examined by STMof the sample during the STM examination.
Figure 1a shows a typical image of the surface after quench-  Thus, we have shown that) intermetallide aging with
ing. It can be seen that the surface of the quenched sampletise formation ofy’-phase deposits whose sizes reach 35nm
fairly smooth, without any characteristic features. is observed in the fcc alloy N36T2;) ZTM examinations
An electron-microscope examination of samples aged ahay be used to investigate deposits of a new phase in the
750 °C for 10h showed that fcg'-phase NiTi deposits  bulk of the material.
formed in N36T3 alloy after aging. Thesé-phase particles This work was partially supported by the MNTTs
are ordered and give superstructure reflectifffig. 23. A (Project No. 467-97and by the Program for State Support of

dark-field image of they’ particles in the (100) super- |Leading Scientific Schools in the Russian Federatimoject
structure reflex is shown in Fig. 2b. The average size of theyo. 96-15-96515

vy' phase particles determined from measurements using

dark-field photographs is 35nm and their density is 5 !V.S. Edel'man, Prib. Tekh. Esp. No. 1, 24(1991.

x 10" em™3. 2V. M. Alyab’ev, V. G. Volgin, and S. F. Dubinin, Fiz. Metall. Metalloved.
The aged sample was then electrically etched using the NO- & 142(1990.

same reagent as the quenched one. The depth of etching waanslated by R. M. Durham
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Dynamics of a map lattice with threshold coupling
A. A. Koronovskil

“Kolledzh” State Educational-Scientific Center, Saratov State University
(Submitted April 29, 1998
Pis'ma Zh. Tekh. Fiz25, 28—34(February 26, 1999

An analysis is made of the dynamics of a logistic map lattice with threshold coupling and it is
shown that, depending on the values of the control parameters, various types of spatial
structures are formed in these lattices. For these structures there is a set of numerical values
characterizing the type of structure which depends on the values of the control parameters. It is
shown that in the spatially steady-state structures formed in a coupled-map lattice, there are
small regions of nonstationary processes in which periodic oscillations occuL99® American
Institute of Physicg.S1063-785(109)02202-§

may be described as a standard tool of nonlinear dynamios'gflz E E
(see Ref. 1, for exampleThis standard mapping is used as 1=0s=j-
the basis to construct and study systems of coupled logistic
maps>® as well as one-dimensional chains and two-Similar relations can also be written for the other boundary
dimensional lattices of logistic maps with various types ofelements of a map lattice with the coordinatgs 0,
coupling?=® In particular, analyses have been made of twol =Imax » and j=Jma. In other words, we can say that a
logistic maps with mutual threshold couplinand a chain of

logistic maps with unidirectional threshold couplifig.

The logistic mapping has been extensively studied and 1 j+1
u'&-(a—ssgr([ . ul‘S] — ug; uth) Uo,)

Here an analysis is made of a lattice of logistic maps 1y z
coupled by means of threshold coupling: [ 50x50 {
0.8 % B
i+1  j+1 il A N w
k+1_ k| 5_ E E k{_ o k_ ok i L
Ujj "=Uu| a—ssg |5 S Uis [ — Uij — Ui | — U5 | o6l 3 ‘
wherei andj are the discrete spatial coordinates of a lattice ¢, 4 | Y R T
element andk is the discrete time. The parametarands are i
assumed to be the same for all the lattice elements. It can t ool el e
seen from Eq(1) that an arbitrary lattice element is influ- ™ ¢ ¥
enced by elements in the immediate neighborhood of thi: i
element. The numerical values of the parameteasds are 0 s A oot T,

selected so that the behavior of this map correspondsto ¢ 1 2 3 4 5 6 7 &
fixed point on the Lamérdiagram if no oscillations occur in
the elements adjacent to that being considered, in othe
words a+s<3. The parameteuy, is the threshold above
which (2|11 ;=11 Julih—uf)), the stable fixed point in E !
the map with the discrete coordinateg, undergoes an 0.8 "v._"a B
abrupt change. Strictly speaking, this is why this type of | J\J
coupling has been called “threshold.” The termu!‘j after 0 6: . [
the signum function is introduced to eliminate the influence™ ™ t e /
of coupling between an element with the discrete coordinate ey
i, ] and itself. 0.4} *
Thus, the dynamics of a lattice element with the discrete
coordinated,j is influenced by its neighbors and this ele- 0.2k ol N

ment in turn influences them. i Y
Since in the present paper we are considering bounde [ | A
map lattices, we need to impose constraints on the bounda SN S et
elements. We shall subsequently assume that for elemeri.s 1 2 3 4 5 6 7 8
with the discrete coordinaté=0 the following relation  Fig. 1. Dependences @fsoc 150, Bisox1s0: Y1sox150, ANd@sorsos Bsoxsos
holds: Ysoxso ON the control parameter, (a=1.5,s=0.45).
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FIG. 2. a — structure formed in a 3535 logistic map lattice with
threshold coupling for values of the control parametetsl.5, s
=0.45 anduy,=4.4; b — fragment of the same structure showing
oscillatory behavior with an oscillation period of 2.

lattice with free edges is being considered, since the boundsystem and the initial conditions. An interesting point is
ary elements of the lattice are influenced only by their im-that the established spatially steady-state structures contain
mediate neighbors located inside and along the boundaries tislands” of several elements in which oscillations
the lattice. exist. For the same values of the parameters but different

The results of numerical experiments show that afterinitial distributions different structures are established in the
a transition process has taken place, an equilibrium statattice map, but nevertheless we can introduce some “glo-
is established in a logistic map lattice with thresholdbal” characteristics which will be the same for these
coupling whose form depends on the parameters of thetructures.
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We shall analyze amXn lattice with free edges de- structure established in the lattice after a transition process if
scribed by relationgl) and (2) with a random initial distri- the control parametar,, begins to vary slowly. Initially, we
bution. Let us assume that, is the number of map lattice can envisage two possible modes of behavior of the steady-
elements whose value after the completion of a transitiorstate structure: either the steady-state structure will not un-
process is constant and greater thap (it can be said that dergo any changes with varying, (the stationary regions
these elements are in an excited staie_ is the number of  will remain stationary and oscillations will occur in the is-
map lattice elements with a constant value lower thign lands of oscillatory motionuntil uy, goes outside the range
(unexcited state andN, is the number of lattice elements in in which the values ofv,,, Bmn, andyy, vary weakly; or
which oscillations occur after a transition procésscillating  the steady-state structure will undergo negligible changes as
statg. We then introduce the quantities the parameteuy, varies, some of the previously stable maps

N N N will be converted into islands of oscillations and, conversely,
=—T = oy =— in oscillatory regions the oscillations will cease and station-

mxn mxn mxn ary states will be established. However, these small changes
which are in fact the relative number of elements in the exshould not affect the general structure formed in the lattice.
cited, unexcited, and oscillating states. The results of a nu/hen uy, goes outside the range of negligible changes in
merical investigation of this type of lattice indicate that the @mn, Bmn, @ndymn, the structure established in the logistic
external form of the structures formed from different initial map lattice with threshold coupling should undergo substan-
distributions is different but the values of,,, B, , and tial rearrangement.
vmn for these structures remain almost the same. As a result of these investigations it was established that

Quite understandably, the size of this lattice influencet second scenario can also occur in a logistic map lattice
the numerical values af,,,,, Bmn, andym,: the smaller the With threshold coupling as the parametgy varies: if ug,
lattice, the greater the role played by the edge effects. Thusloes not go outside a certain rangengf,, Bmn, andym, as
it is worth also introducing the parametersg, andy foran it varies, the structure formed in the lattice will undergo neg-
unbounded lattice of elements: DLB ligible changes with varyingiy, (islands of oscillations will

, form and disappear, and individual elements may be trans-
a:nl]'ﬂc ¥mn» ferred from excited to unexcited states, and conveyseiyt
n—co when uy, goes outside this range, the structure undergoes
major rearrangement.

Xmn mn

A nLITOC Bmn. To sum up, an analysis has been made of a logistic map
n—eo lattice with threshold coupling. It has been established that if

y=lim ymn. the lattice control parameters in these lattices are selected so
m—o0 that in the absence of oscillations in neighboring elements an

n—o

isolated logistic map exhibits no oscillatory dynamics, spa-
Itis quite clear that the larger tmaXxn lattice being studied, tially steady-state structures appear with islands of oscilla-
the closer are the values af,,, Bmn, andymnto @, 8, and  tions which depend on the control parameters.

y. Figure 1 gives the values Ofrj50c150, Bisoxiso: This work supported by the Russian Fund for Funda-

Y150x 150, @Nd asox50, B50x50: Y50x50 as a function of the mental Research, Grant No. 96-02-16753.
control parameteuy,. Some characteristic features of the
dynamics of a coupled logistic map lattice with threshold
coupllng Ca.n be clegrly identified: first, the flgure cIearIy 1A, P. Kuznetsov and S. P. Kuznetsov, Izv. Vyssh. Uchebn. Zaved. Prikl.
sho_ws the dl_fference in the _\/aluesmn, Bmns and_ymnfor Nelin. Dinam.1, No. 1, 2, 15(1993.
lattices of different dimensions caused by the influence of?s. p. Kuznetsov, Izv. Vyssh. Uchebn. Zaved. Radid®.788 (1990.
edge effects. Second, it can be seen that the range of varidS: P- KUZ(netsg]Vv Zh. Tekh. Fi55, 1830(1985 [Sov. Phys. Tech. Phys.
: o i : 30, 1071(1985].
tion O.f t.he COI’?tI‘Ol pa.ra.metm.}h is divided into several char 4S. P. Kuznetsov, Pis'ma zh. Tekh. F&(2), 94 (1983 [Sov. Tech. Phys.
acteristic sections W|th_|n which the valuesa®f,,, Bmn, and . Lett.9, 41(1983].
vmn Vary little. Finally, it can be seen that the range of varia- 5A. P. Kuznetsov and S. P. Kuznetsov, Izv. Vyssh. Uchebn. Zaved. Ra-
tion of the parameteuy, has regions within which a large diofiz. 34 No. 10, 11('112(1993)- - Ueheb §
number of “islands” of oscillatory motion appear in the lat- 4 = gz(zzr;eﬁz(iggf' P. Kuznetsov, [zv. Vyssh. Uchebn. zaved. Ra-
tice of threshold-coupled logistic maps. Figure 2a illustrates’a. a. koronovski, V. I. Ponomarenko, and D. I. Trubetskov, Izv. Vyssh.
the structure formed in the map lattice and Fig. 2b shows the Uchebn. Zaved. Prikl. Nelin. Dinan&(2), 63 (1997.
. . . . N L 8 ! i
time behavior of an island of oscillatory motion within the ~A- A. Koronovski, Pis'ma Zh. Tekh. Fiz23(6), 61 (1997 [Tech. Phys.

. . . . Lett. 23, 236 (1997)].
spatially uniform structure formed in the lattice.

It is also interesting to determine what happens to theéranslated by by R. M. Durham
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Ferromagnetic circuit breaker
G. A. Shneerson, Yu. N. Bocharov, I. P. Efimov, and S. I. Krivosheev

St. Petersburg State Technical University
(Submitted October 5, 1998
Pis'ma Zh. Tekh. Fiz25, 35—-41(February 26, 1999

Current can be transferred to the load of an inductive energy storage device by rapidly increasing
the inductance of a circuit element connected in parallel with the load. The present paper
suggests using a coil with a ferromagnetic core for this purpose. In addition to the principal
(toroida) field, an orthogona(poloidal control field is generated in the core. The results
presented here demonstrate that under certain conditions, the magnetization and therefore the
inductance can be changed abruptly by this orthogonal control field. It is also shown that

the switching process can be controlled by fairly small currents. Under favorable geometric
conditions, the inductance can vary by a factor between 3 and 10. The proposed system

is suitable for multiple use, since it contains no elements that are damaged during the switching
process, as is the case with exploding conductors, and is effective for a low-inductance

load. © 1999 American Institute of Physids$$1063-785(09)02302-2

1. We shall first discuss the operating principle of a fer-  In the proposed device, the inductargeis a coil with a
romagnetic circuit breaker with transverse magnetizationtoroidal core with the current flowing through its winding,
Current is transferred rapidly to inductive and inductive-generating a toroidal field with the inductid@y (Fig. 1). A
capacitive energy storage devices by using systems in whictircuit with the current , is located on the axis of the core.
the intermediate impedance of the circuit element increaseBhe induction of the toroidal field generated by the curignt
abruptly. This process can be accomplished by various meths orthogonal to the induction of the poloidal field, gener-
ods, including a jump in the inductance of the cirditg. 1)  ated by the current,. The inductancd.; can be varied
from the initial valueL ; to a final levelL] . In this case, the widely by means of the control curreiy, as is shown, for

current in the load and the curreintwill be given by example, when the core material is isotropic and the depen-
dence of the induction on the magnetic field strength has the
i K-1 form B= w(H)H. In this formula the magnetic permeability
2o K (14 Lyl depends on the strength modulbis= (H+H?%)Y2 Let us

assume that in the initial state of the system we have
Lt Lo/l 4 Lo /L H.¢>HS andH(,B.HS (point 1 on the curveB(H) plotted.in
i7=i; 27-17~-2°-0 , (1) Fig. 1).. Here.HS is thg threshold strength., corresponding to
Lo/L;+K(1+Ly/Lg) the point of intersection of the two sections of the broken
curve which approximates the magnetization curve. In the
whereiy is the initial value of the curren, i7 is the current  initial state the core saturates rapidly as a result of the action
in the inductive load, an&=L’/L is the change in induc- of the poloidal fieldH,,. When the currenit, is switched off,
tance. the fieldH, becomes zero and the system is at p@inthe
A megampere current pulse with a rise time of the ordelinductancel ; increases sharply and the curreigsi,, and
of 10" ®s or less is required to generate ultrastrong magneti¢, in the circuit elements of the inductive storage device vary
fields in single-turn low-inductance solenoids. In this caseaccordingly. Note that instead of switching off the current
an inductive-capacitive storage system can be used to,, a current—i, could be switched on in the same circuit or
shorten the pulse rise tinfen these experiments the condi- in a nearby circuit inside the core.
tion L,<<L, is usually satisfied, wherk, is the inductance We now give some estimates of the parameters of a fer-
of the energy source. romagnetic circuit breaker, we consider its possible applica-
Here we consider the possibility of using a jump in thetion for switching in low-inductance circuits, and also give
magnetization of the coil core; as a result of some external some results of calculations.
influence for switching purposes. In the initial state, the core 2. We now present some approximate characteristics of a
should be deeply saturated and then, at the required time, tierromagnetic circuit breaker. For an approximate descrip-
core material should be transferred to an unsaturated statgon of the magnetic circuit of a circuit breaker the magneti-
accompanied by a sharp rise in the inductancd.foand  zation curve can be replaced by the broken (iRg. 1):
transfer of current to the lodd,. The process should also be

controlled so that the inductance jump and when it occurs are mH, B=<Bs,

determined by the external influence and not by the current B(H)= werH, B=Bs, @
in the storage circuit. Here we suggest using an orthogonal

field system for this purpose. where
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FIG. 1. Circuit for transferring current to an inductive load as a
result of a change in the inductance.

turns. The curreni| can be obtained by using formu(a),

Bs+(H—Hg)uo
= which can be conveniently expressed as follows:

Met=— Mo

1+ E( 1- @) .
moH M
We take as the calculation model a system in the form of a

a hollow toroid in which the conditiobh<a<R is satisfied i{=iém<ilslwl, 4

(Fig. 1). In the saturation state we have~H _ =i,/27a.

Under the conditionu>uo andH,>H, we have in the where a=(1+L,/Li+L,/Lg)/(1+L,y/Lg) and B

initial state =(L,/L1)/(1+L,/Ly) are dimensionless numbers deter-
Bs |, Bs mined by the inductance ratios. In the particular case
Mett= Mot =~ Mo| 1+ )=,u0 1+ 2 ) (3) L,/Lg<1, we havea=1+L,/L; andB=L,/L;. Formula
toH, Kolg (4) yields a constraint on the switchable current
Herel ,=2a is the length of a poloidal field line artd,, is )
its strength. For the following estimates we teke=1.5T, Waih< 'E(KJFIB)_ (5)
o

which corresponds to magnetic materials such as permalloy,
amorphous iron, etc., used in pulse transformers and ma
netic flux compression devices.

If the currentsi, and i, are the same, the ratio is

%he magnetization current is relatively weak. Nevertheless,
condition (5) can even be satisfied for a large switchable
current if the ratiou/u =K is fairly large. Using formula

H,/Hy~l,/a. If I,/a>1, the conditiorH ,/H ,2>1 can be : . .
e 0 o o : (2), we obtain general expressions fir, the permissible
satisfied if the control curreny, is smaller thari;. Thus, in a . . )
switchable current, and the current in the load:

system with orthogonal fields the switching process can bé
controlled externally using a relatively weak current. LY o]
If the conditionw,i{<Bgl 4/u=i1s is satisfied, the core K= —_ O—’u, (6)
will not be saturated after switchingnvg is the number of L1 1+ (1= polm) p

FIG. 2. Dependence of,/ig and K on the parameter
kp=Bs/(uoH,). ForL,/LY: 1 —0.01,2—0.1,3 — 1,
and4 — 10.
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Curves illustrating these dependences as a function of the pol 1+ s/moHo)La/Ls]

dimensionless parametpr=Bs/(uoH,) are plotted in Fig.

2. Strong saturation may be used to achieve megampere
3. We shall now consider the weak saturation regimegurrents in a low-inductance load. In this case the lehgth
which corresponds to the right-hand side of the curves plotshould be fairly large and the solenoid cross section should

ted in Fig. 2, where the conditidBs/(uoH,)>1 is satisfied. ~ be selected so that the ratig/L; is not large. If the length
Subject to this condition and in accordance with conditionand the solenoid cross section are fairly large and the load

(5), the following estimates are valid for the currents &d inductance is low, the ferromagnetic circuit breaker can
transfer a megampere current to the load of the inductive

K~H,/Hg, il~ "?I" 1 storage device in a controlled fashion. For example, if
¢ l(1+Lolyig/(SBdly)) Bs/moH,=1, uls=2uo and Bg=1.26 T is assumed, then
I H for S=10"?2m? and|,=5m, and inductancek, of 5 and
¢

i5~ 15,1, H./(BS) (9 1 nH we obtain l'.25 and 2.98 MA, respectively.
2067 Te A PS 5. The following conclusions can be drawn:

The formulas(9) can be used to optimize the parameters of a. A controlled change in the inductance in a system
an inductive storage device with a ferromagnetic switch. Thevith orthogonal fields can be used to transfer current to the
optimization problem may be posed as the choice of thdoad of an inductive storage device. In this case, the con-
parametet ,, the length of the poloidal field line for which trolled inductance is an analog of a circuit breaker.
the maximum switchable currenf can be achieved in a b. A ferromagnetic circuit breaker can switch megam-
solenoid of fixed length for a given control current(Fig.  pere currents in systems with a low-inductance |¢awml the
3). The results show that for a continuous solenoid of arounarder of 10 °H).
1m length, switchable currents of the order of A0can be c¢. The circuit breaker parameters can be optimized when
achieved while the amplitude of the control currents can bdéhe core material is initially weakly saturated. In this regime
several times smaller. In order to achieve currents close tthe circuit breaker is best used to switch currents df-10
1P A, it is necessary to increase the core length, wiiffon ~ 10° A.
a constant control currerity) increases proportionately as This work was supported by the Federal Target Program
(ig)?. It should be noted that in this case, although the ratid‘Integration,” Project K0854.
K is lower than the limiting value oft/ u, it is still high (of
order tens or higher

4. We shall now CphSlder strong saturation, W.hICh cor 1G. A. ShneersonField and Transients in Superhigh Pulse Current De-
responds to the conditioBs/uoH,<1 (left-hand side of  \icesNova Science Publishers, New York, 1997
Fig. 2). Under the conditiongs/wo>1, K>1 the currents 21 A. Burtsev, N. V. Kalinin, and A. V. Luchinskj Electrical Explosion of

and K have values of Conductordin Russiar}, Energoatomizdat, Moscowi990, 289 pp.
3L. 1. Dorozhko and M. S. LibkindReactors with Transverse Magnetiza-
M tion [in Russian, Energiya, Moscow(1977.
K

mo(1+Bs/uoH,)’ Translated by R. M. Durham
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Nonlinear anomalies of conducting media with conical microconstrictions
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N. I. LobachevskiState University, NizhiiNovgorod; Department of Physics, Chonnam National
University, Kwangju, Korea
(Submitted May 20, 1998

Pis’'ma Zh. Tekh. Fiz25, 42—47(February 26, 1999

An investigation is made of the divergence of the higher moments of the field in conducting
structures with conical singular regions. Calculations are made of the critical values of the
parameters which determine the nonlinear anomalies of a mediunl99® American

Institute of Physicg.S1063-785(109)02402-7

The effective nonlinear characteristics of inhomoge-with the boundary conditions
neous media are determined by the local values of the mate- _ _
rial parameters and by the microgeometry of the oi(en)i=oen), (& 7),=(e 1), 2)
components. Geometric effects that enhance the nonlinearwheren and = are the unit normal and tangential vectors to
ity of a medium have been studied in two-dimensional fractathe phase interface. The effective linear conductivity can be
medig? and periodic lattice$> Here we shall show that determined from the condition for energy dissipation
similar anomalies also occur in three-dimensional media. A

) s , ; o . (o) =0(€)?, (€)]
medium with conical microconstrictions is taken as an ex-
actly soluble model. Regions of this type may be formed, forwhere the notatiof(...))=f(...)dV/V is used for aver-
example, in periodically packed cubes whose conductivitiegsging over the volum&. We then utilize the fact that for a
o, and o, differ very significantly. We assume that in the weakly nonlinear medium with local coupling=oe
first packing layer the cubes form a “checkerboard” lattice = — y€’e the effective nonlinear conductivity, is deter-
and in the next layer, cubes of conductivity are positioned mined by the fourth-order correlation function of the field in
above cubes of conductivityr;, and so on. In other words, a linear mediuntthis is demonstrated in Refs. 9 and)10
the two types of cubes are packed in a lattice with a sodium 4
chloride structure. Y :<Xe> (4)

. . e 4 "

In this case, the regions of contact between cubes of (e

S|m|tlar tcor:jducnwty 71 a(;e dpg ramids dWhOS$ aplgest_a_re " 1t follows from Eq. (3) that the effective linear conductivity
contact and are surrounded by a medium of conducttity is determined by the quadratic moment of the field; the ef-

Slncethan a_nomatI%/ IS ctausedf t?]y 3. concentration gf Zurrer} ctive nonlinear conductivity is expressed in terms of the
near the apices, the nature ot tne divergence may be demops v, oment of the field4). We are also interested in

gtrated for simpler regions of contact. Since we are intereste igher moments of the fielde?". According to Dudson
in whether the type of anomaly changes qualitatively on tran-

tion from the two-dimensional rom ! sideredC! al,* the amplitudes of the harmonics excited in a medium
sttior o 5 € o-dimensional - syste considere by an alternating field are given by

previously’® to a three-dimensional one and we require an
exact solution, we replace the pyramidal regions of contact Bs(n,l)fv(ezr‘), n=23,. .., 5)

with co_nlcal ones. Note that th_e problem_ of wo contlguouswhere the field is also obtained from the linear equatidns
cones is also of independent interest. First, these structur

She aim of the present paper is to demonstrate the diver-

may be produced by microtechnological methods and sec- . ' L
ondy thispgeneralizesythe weII-knowngprobIem of conical de-gence of the higher moments of the field for a firieitical)

. . I f th t ters, th ductivit ti
fects (depressionsin a metal surfacd’ We shall present \r:a:lf /(; o rih:ycsoﬁ:en ess;igg ne::n g&)e conductivity ratio
results of an exact solution of this problem. 2’71 ) o

. We shall seek a solution of the equatigdgin the form

We shall study the flow of current along the axis of the ut quatiaasi

structure shown in Fig. 1. As in the well-known problem of j=—adVe, (6)
a_t|p, we are interested in the behavior of thg solution neara . . .o the potential im=rf(9) and the functionf (¢) is
singularity. We assume that the bases of highly Conducnn%etermined from
cones are connected to Ohmic contacts at the characteristic
distancel from the apices of the cones. In order to find the 1 9 . d
effective linear conductivity of the structure, we need to  ging gg SNV 59! TAAF1T=0. @

=5
solve the equations for the currgnand the fielde:

_ The solution of Eq.(7) for 9<9, should be taken in the
|=0F¢, form

divj=0, curle=0 (1) f1=AP,(cos?d), (€]

1063-7850/99/25(2)/3/$15.00 142 © 1999 American Institute of Physics
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FIG. 2. Critical structure parametég as a function of the cone expansion

angled, for various moments: the dotted curve gives the dependence for the
fourth moment(nonlinear conductivity, the dashed and solid curves give
those forn=3 andn=4, respectively.

FIG. 1. Schematic of conical regiodinear conductivityo;) immersed in a
medium of(poor conductivityo.)

It follows from Eg. (12) that the integral diverges fox.
=1-3/2n. Knowing X\, we use Eq(11) to find the critical
value of the parameten, as a function of the anglé.
sina\ Figure 2 gives the dependence lof on ¥y, obtained by
p Qx(cosd) |, solving Eq.(11) numerically for various ordens of harmon-
9) ics. The maximum critical values of the parametens,(
U0e) depend om. We shall give the value for several lower
moments: forn=2 we obtain fi.=0.094,v,.=55.50); for
n=3 we have (,=0.253, ¥,.=55.30), and fom=4 we
have h.=0.369,9,.=55.18). The critical values of the pa-
rameters f., ¥q.) in the three-dimensional case differ sub-
stantially from the two-dimensional cagéhe problem of
sectors is discussed by Satareénal®). For example, the
critical angle (because of the dual symmektnn a two-
dimensional system is the same for all moments and is equal
to /2, whereas in a three-dimensional system it depends on
the orders of the harmonics.
The prediction of anomalies and calculations of the criti-
cal values of the parameters of conical singularities consti-
1 tute the main result of the present study. Clearly, as a result
hPy(x)| 5 (1~ cosmA)P) +1(X) of geometric factors or thermal effects, the growth of har-
monics stabilizes in a real system. We have not discussed the
mechanisms for the elimination of anomalies since this will
be considered in a separate study.
In order to observe anomalies it is convenient to measure
=FAOO[Py+1(X) =xPy(x)], (11 the dependence of the harmonic amplitudes on the micropa-
where x=cosd, and F,(x)=1/2(1-cosm\)P,(x) rameters of the system. Existing micro- and nanotechnologi-
+(sinm\m)Q,(x). Equation(11) can be used to determine ¢al methods can be used to produce media with a particular
the dependence of the parameteon h and 9. microgeometry. A random medium with conical singularities
Substituting this solution for the field into E¢5), we  May be obtained by specially forming the microparticfe.
can calculate the contribution to the correlation functionmodel system can also be used to exhibit anomalies. For
caused by the current singularities in the conical region ~ €xample, to obtain a medium with varialiiét is convenient
to use an electrolyte in which a conical electrode positioned
()= @t Ldrr2r2n()\—l) J”dﬁsinﬁ[(f,)zﬂ\zfz]_ above a metal surface is immersed. _
vV Jo 0 This work was supported by a grant from the Russian
(12 Fund for Fundamental ResearciiProject Code 97-02-

where P,(x) is a Legendre function. For the anglég<d
< /2 the solution has the form

1
f,=B E(l—cosm\)Pk(cosﬁ)jL

whereQ, (x) is a Legendre function of the second kind. The
functions f; and f, at the surface of the cone satisfy the
boundary conditions

f(30)1=1(09)2, f'(F9)1=hf"(D9),, (10

wheref’=gf/d9. Note that a solution in the range of angles
(9>m/2) may obtained from Egg8) and(9) by continua-
tion, keeping the result odd in the anglbecause of the
boundary conditions for the external figld

Substituting Eqs(8) and (9) into the boundary condi-
tions (10), we can easily find that a general solution is ob-
tained if the following relation is satisfied

sinmA
+ TQHl(X) —XFy\(X)
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The nonlinear Schidinger equation is analyzed in order to theoretically investigate nonlinear
surface magnetostatic spin waves in a planar ferrite—insulator—metal structure. It is shown

that for specific distances between the metal screen and the ferromagnetic film, pulses of surface
magnetostatic spin waves may propagate as envelope soliton$99@ American Institute

of Physics[S1063-785(19)02502-1

Yttrium iron garnet films in an external magnetic field netostatic spin wave is stable with respect to longitudinal
are the most suitable material for studying the nonlineaperturbations, i.e., it is impossible for envelope solitons of
properties of surface magnetostatic spin waves. Recentlgurface MSWs to exist.
many experiments have been carried out aimed directly at Theoretical studies of surface MSW instability are based
observing magnetostatic spin wav@ISW) solitons!™®  on analyzing solutions of the nonlinear Satlirger equation
These studies confirmed the results of the first theoreticah which the coefficients are determined using the MSW dis-
investigations of the MSW instability in thin ferromagnetic persion relations*2
films and thus the possible propagation of MSWs in the form
of envelope solitons. The basic principles of the theory of
MSW propagation as solitons were put forward by Zvezdin
and Popko\. The method of analyzing MSWs used in Ref. 6
and known in the literature as the “envelope” metHodas  Here vg=dw/dk is the MSW group velocity, 8,
developed subsequently and investigated in detail for surface d?w/dk?® is the group velocity dispersion, and
MSWs in Refs. 8-12. One of the results obtained byy=(dw/d|A|2)|A|:0 is the nonlinear coefficient, whew is
Karpmari and then confirmed experimentally and theoreti-the dimensionless amplitude of a MSW pulse amdind k
cally in later studies, was the conclusion that a surface magare its frequency and wave vector, respectively. Notedhat

dA dA} 1 d’A

i iy Tl S 21 A —
at HUody +232dy2 y|A2|A=0. (1)

202 b e
—t=0.1cm
] ---t=001cm
N t=0.005 cm
1IX10°€ - - - —=t=00 |
] FIG. 1. Dispersion of surface MSW group velocity as a
] function of the wave vector for various distances between
© 0 the metal screen and the ferromagnetic film.
=
=
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FIG. 2. Coefficient of nonlinearity of a surface MSW as a
-2500 function of the wave vector for various distances between
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and 3, are determined using a linear dispersion equation and w?,
the nonlinear coefficient is obtained using the nonlinear w?- wﬁ— WhWm— T(l_’B)
MSW dispersion relation. The condition for the onset of
MSW instability known as the Lighthill conditiohhas the oy 04
form =a(1-p)| (ot wn)5+ |, 4
B2y<0. @ we obtain

It can be seen from Eqgg$l) and (2) that the onset of
MSW instability is determined by its dispersion law. Thus,
by varying the MSW dispersion law, we can vary the condi-
tions for the onset of MSW instability relative to longitudinal
perturbations and thereby control the region of existence of
MSW solitons. Here we havew,=4myMqy, w,=7vyH, a=exp(—2kd),

It is knownt>4that the existence of metal screens someB=exp(—2kt), 4mM, is the saturation magnetization of the
distance from a ferromagnetic film substantially changes théerromagnet, andy is the gyromagnetic ratio. Equatiab)
surface MSW dispersion law. Thus, from the scientific andreadily yields an expression for the surface MSW group
practical point of view, it is interesting to study the influence velocity:
of a metal screen on the conditions for the onset of longitu-
dinal instability and soliton formation for a surface MSW vg=— ﬂ[t—(Hd)B]a— ﬁ{[t—(Hd)ﬁ]aS
propagating in a planar ferrite—insulator—metal structure. 2 2

O 1
=" a(1=B)+ J{[20n+ 20,

+ oma(1-B) - 402 B2 (5)

Let us con;ujer a surface.MS\.N propagatmg ina p!anar —Zwmdﬁ}/{82—4wr2nﬂ}1/2, (6)
structure consisting of an yttrium iron garnet film of thick-
nessd, an insulator of thickness, and a metal screen. A where
surface magnetostatic wave propagates alongrthris and S= 2w+ 2p) + wpa(1— ). )

an external magnetic field lies in the plane of the structure

and is directed along th2 axis. The dispersion equation for The group velocity dispersion then has the form
the surface MSW then has the fof

e,ZKd:(M—MaJr D[ p+ pattanh(kt)]
(t+pa—1)[n—pa—tanh(kt) ]’
Hereu andu, are the diagonal and off-diagonal elements of
the magnetic permeability tensor of the ferromagnet, land

and w are the carrier frequency of the surface MSW.
Rewriting Eq.(3) in the form

Bo=wn[t?—(t+d)?Bla+ wn(SP—4w3B) ¥

(3) x{(S?— 42 B)[ 2~ (t+d)2Bla+ wy[t—(t
+d) 81202~ 4wnd2B]— wnQ2, ®

where

Q=9t—(t+d)Bla—2w,dB.
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Since the nonlinearity is assumed to be weak, the deviaenly satisfied for those frequencies for which the group ve-
tions of the magnetization from the equilibrium state will be locity dispersion is positive.
small and thez-component of the magnetization may be ex-  To sum up, it has been shown theoretically for the first
pressed in the form time that in principle, longitudinal instability may exist and
_ 2 2 2 envelope solitons of a surface MSW may form in a planar
m,=Mo[1—(|my +|my| )/2Mg]. ©) ferromagnetic—insulator—metal structure. It has been estab-
Then, in the limitkd<1, we havem,~M,—M,|A|?> and lished that by varying the position of the metal screen rela-
wn~on(1—|A]?) (Refs. 6-12 Substituting the value of tive to the ferromagnetic film, it is possible to control the
o, Into Eqg.(5) and calculating the derivative with respect to frequency range of surface MSW soliton formation and its
|A|2, we obtain parameters.

q This work was supported financially by the Fund for
w “m Fundamental Research of the Belarus Republic, Grant No.
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An analysis is made of the diagnostics of chaotic oscillations generated by a dynamic system and
distorted by some linear inertial circuit. A method is developed to reconstruct the initial

signal and determine the characteristics of the distorting filter using a time series of the process
under study. ©1999 American Institute of Physids$$1063-785(09)02602-4

m p
=BoXat kZl kan—k+|(21 aZn—k;

It is known that after passing through linear inertial sys-unknown filter. Then their total transmission characteristic
tems, chaotic oscillations are distorted, their reconstructedill not depend on the frequency and oscillations will be
increases:? cal to the initial oscillations apart from a constant time shift.

Depending on the properties of the filter, the dimension  Let us assume that the unknown filter has the form
ties of recursive filters, the initial attractor of the chaotic
oscillations undergoes fractal separati¢superfractaliza-
nite resolution limit € —0) (Ref. 3. This is a real increase wherex, is the input signal and, is the output signal. The

|.transmission characteristic of this filter has the form
tering this increase is equal to the order of the fift@ircuits
which possess only the properties of nonrecursive filters H(w)=
undergo some rearrangement; in this case the attractor bgpen jf the transmission characteristic of the additional filter
comes “broken” but conserves its fine structure. As a result;g yenoted byH' (), the identityH (w)H’ () =1 should be
higher. This is an observable increase in dimension. In any
case, in the range of spatial scales,i,, £max accessible to . o .
in ma 1 2 S e*]kwT ,y0+2 ,ykefjka)T ’
k=1

with filtering and the initial dynamic system will be masked.

The question then arises, is it possible to identify anywherey,= B, 8x= @ . Assuming that there is no noise, this
concept of the system design and based exclusively on infothe exit.
mation which can be gleaned from the time series of the The problem now reduces to finding the coefficients of
we also propose a procedure which can be used to achiewgents is based on the hypothesis that if chaotic oscillations
this in practice. were generated by a dynamic systemHifw)#1, a linear
5 and are based on the linearity of these inertial system®scillations. At the same time, the attractor dimension of the
which can be used to synthesize an additional filter whosescillations at the exit of a dynamic system plus filter system

attractors are more complex, and their dimensionobserved at the exit of the additional filter, which are identi-
is increased in two ways. For circuits possessing the proper-
tion), which causes an increase in the dimension in the infi-
in dimension. In the limit of advanced chaos and strong fil-
m p
Bot 2, ﬂke‘jk“) / (1—2 ake‘Jk‘"T>-

should not increase the dimensibbut the attractor should k= k=
on some range of spatial scales the dimension is estimated asiisfied andH’ (w) should have the form
the calculations an increase in dimension will be observed H'(@)=
influence of these transmitting circuits without having anyfilter gives the same signal as the initial dynamic system at
“black box.” Here we show that this is indeed possible, andthe “antifilter” v, and é,. The choice of antifilter coeffi-

The fundamentals of the method were presented in Refilter can only increase the dimension of the attractor of these
transmission characteristic is the reciprocal of that of thecan be reduced to the level of the attractor dimension of the

z .
ntl Znt1,3 FIG. 1. Attractor reconstructed using the sefies, generated

by the logistic mappinga) and attractor reconstructed using
the seriedz, 5} at the exit of the systerth).

Tn Zn,3

1063-7850/99/25(2)/3/$15.00 148 © 1999 American Institute of Physics
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initial signal (at the exit of the dynamic systerhy selecting

an appropriate additional filter. Moreover, the dimension can
be used as the criterion for selecting the coefficients of the
additional filter> We shall explain this using a simple ex-
ample, considering a first-order recursive fillgE= a1z, 1
+X,, wherea;e[—1,1]. It is easily established that the
nonrecursive filter w,= B,2,_1+2z,, where B;=—ay,
should be taken as the additional filigor which it is suffi-
cient to substitute,, into the expression fow,)).

For B,= — a; the attractor dimension of the sigrial,,}
will be minimal and equal to the attractor dimension of the
initial signal{x,}. For all values of3, the dimension will be
higher, since the resultant filter will be a recursive filter with
a nonzero coefficient. Thus, if the attractor dimension of the
resultant oscillations is calculated for @] [ —1,1] and the
three-dimensional graph .= D(E, 8,) is plotted, wheré,
is the correlation dimension arfE=201log (e/eg)] is the
scale of the observation in decibels, a minimum should be
observed forB;= — «;.

We shall generalize this procedure to a higher-order fil-
ter. We shall assume that the unknown filter can be repre-
sented as a chain gf recursive andn nonrecursive filters
(note that this is not always possibl&'he additional filter
will then be represented as a chain rof recursive andp
nonrecursive filters. The coefficients of the filters in the con-
structed chain can be obtained systematically by building up
a chain of additional filters using this procedure.

We shall consider the following example. The system
consists of the logistic mappiwzl—xxﬁ,l, which gen-
erates the chaotic seri¢s,}, for A\=1.9 and chains of two
recursive and one nonrecursive filter

Zp1=XntT 12,1
Zpp=Zn T apZy_1p

Z,3=Zy ot B1Zn-1,2-

Here the first subscript indicates the discrete time and the
second indicates the filter number in the chain. The values of
a andg lie in the rangd —1,1]. The combined system with
a1=—0.7,2,=0.8, B;=—0.4 is a “black box” and only
the serieqz, 5} is accessible to analysis. The attractors re-
constructed using the seri¢g,} and{z, 3} are plotted in
Figs. 1a and 1b, respectively. It can be seen that the attractor
of the filtered signal differs appreciably from the initial one
and will not be identified as being generated by a logistic
mapping by the usual methods.

We shall first attempt to determine the coefficients of the
recursive filters, for which we shall use a nonrecursive filter
of the form

Wn=Zn— ¥Zn-1, 1

wherez, is the signal at the entrance to the antifilter and
is the signal at the exit. We shall vary the coefficienbe-

FIG. 2. Graphs of the correlation dimension as a function of the observatiokween—1 and+1 with the stepA y=0.1. For each value of
scale and antifilter coefficient plotted using the signal obtained at the exit ofy from this range we shall calculate the correlation dimen-

the first (a), second(b), and third(c) nonrecursive additional filters, and
graphs constructed using the signal after passing through nonrecursive a
ditional filters and through the firgt) and seconde) recursive additional

aion D. for the attractor of the signdiw,} using an algo-
rithm based on the method proposed by Grassberger and

filters: D, is the correlation dimensiorE is the spatial observation scale, Procaccid. The parameters of the method are: number of

and y and § are the coefficients of the additional filters.

realization pointsN=10°, number of reduction points
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M =10%, embedding space dimensidr=5, and time delay —0.4. Repeating the procedure we note that no minimum is
7=1. The effective range of the spatial scaless between observed on the graph of the dimension and thus all the
—60 and—20dB. The range of large scalesX¥ —20dB)is  nonrecursive coefficients are obtain@gdg. 2e.
cut off because of the influence of edge effctshile the Thus, we have found, v,, and §;, which completely
region of small spatial scaleE —60dB) is cut off be- determine the coefficients of the unknown filter and we have
cause there are insufficient poifiteve shall use these data to completely reconstructed the form of the time series of the
plot a graph ofD.(E,y) for E€e[—60,—20] and ye initial dynamic system.
[—1,1] (Fig. 28, which clearly shows a minimum ag= This work was partially financed by the Russian Fund
—0.7. We assume that we have found the first recursive cdor Fundamental Research.
efficient of the antifiltera;= y=—0.7[ ¢y =7 and not— vy,
sincey has a minus sign in Eq1)]. Now we pass the signal
{Wn} obtained fory=—0.7 through the filter(1) and we 1R. Badii and A. Paliti, inProceedings of the Workshop on Instabilities in
again plot the grap.=D.(E,y) (Fig. 2b. On this occa- Quantum 1986.
sion a clear minimum is observed fgr= 0.8, from which we ZT- Sauer and J. Yorke, Int. J. Bifurcat. Chas737(1993.
conclude thatx,=0.8. At the third step no minimum is ob- (Aiggé)??g:ﬁt%"h;;dl_:&;& E;als('ig';%‘ﬁi Pisma Zh. Tekh. Fi21(4), 1
served(Fig. 29, so we assume that all the recursive coeffi- 4p groomhead, J. Huke, and M. Muldoon, J. R. Stat. Soc54 373
cients of the antifilter are obtained. (1992.

Following the proposed method, we shall seek the coef-A. Chennaoui, K. Pawelzikt al, Phys. Rev. A1, 4151(1990.

s ; - _
ficients of the nonrecursive links of the unknown filters using ?1'9/3'7) }[(%Ccmatg\;,yinie%zlél zléizsfgg%] Ploma Zh. Teln. 2D, 8

a recursive additional filter of the typ®,=2z,—éWn_1. In 7M. Ding, C. Grebogi, E. Otet al, Physica D69, 404 (1993.
this case, the input signal will be the signal obtained from the®A. A. Kipchatov, Pis'ma zh. Tekh. Fiz21(15), 90 (1995 [Tech. Phys.

last additional filter of the typél) for which a minimum was g'ﬁeté 21, %27(1995% e - e, R 346 (198
observed. The dependenBe=D.(E,d) is plotted in Fig. - Grassberger and |. Procaccia, Phys. Rev. Be{t346 (1983.
2d, clearly showing a minimum abt=-0.4, ie., 8;= Translated by R. M. Durham
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Two-level control of chaos in nonlinear oscillators
B. P. Bezruchko, R. N. Ivanov, and V. |. Ponomarenko

Institute of Radio Engineering and Electronics, Russian Academy of Sciences (Saratov Branch)
(Submitted April 9, 1998
Pis'ma Zh. Tekh. Fiz25, 61-67(February 26, 1999

Control of chaos was achieved experimentally for the first time in a nonautonoRlowai$ode

circuit using a two-level system and modeled numerically using a multiparameter one-
dimensional mapping This system is a modification of the classical Ott—Grebogi—Yorke method
but is distinguished by its ease of implementation in real systems19€9 American

Institute of Physicg.S1063-785(109)02702-0

1. The experimental implementation of methods of con-near a selected orbit; an increase in the period of the stabi-
trolling chaos in nonlinear systems frequently comes ugdized motion is accompanied by a decrease in the range of
against the complexity of the algorithms for the variation of parameters in which stabilization is possible.
the control parameter and requires the development of sim- 2. We shall first analyze the two-level control procedure
pler variants. Such approaches may include the modificationsing the multiparameter mappirid), which we rewrite in
of the Ott—Grebogi—Yorke methogroposed in Ref. 2, in  the formx,,;=A+f(x,), whereA is the control parameter.
which the variation of the parametpy which in the classical In the immediate vicinity of the fixed poing,, the dynamics
variant is proportional to the deviation of the state of theof the system are described by
system from that being stabilized, is replaced by switching

; i . ~ daf | ~ -
betwe_en two fixed valuep and p,, i.e., by the two-level Xot Xns 1= Ag+ F(Xo) T o—| Xt An, &)
equation dx, %
P, If Xp=Xq wherex,, ; andx, correspond to small perturbations and the
p=po+ksgnx,—Xg)= Dy, if X,>Xo, () variation of the control parametdy, is also introduced for

control purposes. We separate E§) into the equation for

wherek=(p;—P1)/2, Po=(py+P2)/2, P;>py, andx, and e fixed point

Xo are the instantaneous value of the variable and the value —A.+f 4
- . L ; Xo= Ao+ f(Xo) (4)

on the stabilized unstable orbit in the Poincaress section

(in general a vector and the equation for the variations

Here two-level stabilization is achieved in physical and

numerical experiments in two variant&) with the algo- A | df | ~

H m H ” H . . Xn+l_An+ Xn . (5)

rithm (1) “switched on” when the mapping point in the dx

n

phase space reaches a given vicinity of the stabilized orbit o

(on entering a “window’) and(b) in a simpler variant under \We set ourselves the task of usiAg to restrict the motion to
the continuous action of the algorith(t) without introduc-  the immediate vicinity of the unstable fixed poirg (an
ing a window. The objects of the investigation are a n0n|in-unstab|e cyc|e of period)]for values of the paramete%,

ear dissipative oscillator periodically excited by an externalg, d, and N corresponding to chaos. For this purpose we
force, i.e., a nonautonomo&dL. diode circuit(shown by the  determine the value of, from Eq.(4), find the derivative of
heavy line in Fig. 1 and a multiparameter one-dimensional the functionf at this point, and define the window. We

mapping which accurately models the complex dynamics othen iterate Eq(3) beginning with various initial conditions
the experimental system in the subharmonic resonance freps Xp, is within o of the pointx,, i.e. |§<n|<a. The param-

quency range- eter A, should then be varied in accordance with r(ie

(A,=k for x,>0; A,= —k for x,<0), so that the mapping
point does not leave the given vicinity of the fixed point,

[Xn+ 1| <o This is possible if, in accordance with B§), the
'following inequality is satisfied:

Xn+1=A+Xexp(—d/N)cog 27/ (N(1+ BX,))), (2

whereA is the analog of the amplitude of the external action
N=T,y/T is the normalized frequency of the actiahchar-
acterizes the dissipatio, is the nonlinearity parameter, and
n=1,23... is thediscrete time” —o
We demonstrate the efficiency of this simplified control
procedure and analyze its capabilities and shortcomings: th€hus, the condition for finding,, near a fixed point of period
motion takes place in a given range of the dynamic variabld is (df/dxn)xo> — 2. This series of actions is easily trans-

1+

f
d_)(n XO><k<U. (6)
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FIG. 1. Schematic of experime(the heavy line indicates the
system being studigd1l — oscillator,2 — amplifier, 3 —
pulse shape® — amplitude detectos — comparatorp —
trigger, andl — control circuit.

ferred to cycles of periodn=2,48..., if we useformulas  procedure, but the control parameter never has the value
for the corresponding iterations, . ,=f™(x,) rather than py=(p,+p1)/2.
Eq. (2). The results of the experimental investigations showed

The results of numerical experiments to implement thisthat the simplified two-level control variant is effective and
control procedure using the mappit®) for values ofA,, 3, revealed qualitative agreement with the results of the nu-
d, andN corresponding to chaos are plotted in Fig. 2. Withmerical modeling. Figure 2d illustrates the stabilization of
no control the steady-state motion of the system on the phagke motion near an unstable cycle of the period of the exter-
plane takes place on a chaotic attractor occupying an exial action for the case, where before control was switched on
tended region of the parabalBig. 23, but when the control chaotic oscillations existed in the system, formed as a result
is switched on it is confined to a given vicinity of the point of a series of doubling bifurcations of this cy@eThis figure
Xo. The degree of “compression” of the attractor and the
duration of the establishment procdbgtween switching on

the control and stabilizatigris determined by the choice of %77 10255
k: for small k the values ofx, are positioned neax,, ask T 1 % * \‘
increases the spread Bf increases and the duration of the '*] 10157 ‘\ s, vt
transition process decreases. This is illustrated by the tim o / 10,051 N N i
series of the oscillations in the system shown in Figs. 2b anc \ ) ‘\.
2c: for k=0.05 stabilization occurs after 80 iterations, 8—/ % Lo \,‘
whereas fork=0.1 it occurs after around 20. The calcula- ¢ 9,851 \ DY
tions show that two-level control can also stabilize the mo- ]
tion near unstable cycles of period 2 and 4. However, the “T 7§ 5 1o 1z 12" ous oks 905 1005 1015 1008
higher the period of the unstable cycle, the larger the factol a
multiplying the absolute value and the smaller the region in |, x»_ 12552
which stabilization can be achieved. I J

We shall simplify the control procedure by retaining two 55t 0.5+
fixed valuesAy+k and Ay—k after the parameteh but re- 1 1
moving the condition thak,, must lie within o of the fixed g5 85
point of period 1. In this case, the control parametedoes ‘
not have values oA, as in the previous case. The calcula- 654 - 657
tions show that the new procedure also stabilizes the motior 1" ,
near the fixed point of period 1 but appreciably simplifies the 57— =« == 3 T o 400
experimental implementation of the control system. c

3. In a physical experiment, the two-level control Xt ot
scheme(Fig. 1) was constructed in accordance with the sec- ™ | N ] \
ond (simplified) variant of those considered in Sec. 2. R AN —150- N
circuit with a diode { =100 mH, KD202 diodgwas excited I A /:——2)0_'.,. N\ N \
by a pulsed signal from a generator via an amplifier. The _s: N ) ™. \\
gain p could have two valuep;=1 andp,=1+A, where i kY 2250 YT . *
A was varied between 0.00 and 0.07 during the experiment -io00- N\ 00 "\\\ .-t
The control system was used to compare the voltagethe . 3 ] = -
diode and at the reference voltage souvgeat times when — -is0 . T -2, 350 T,

-1500 -1000 -300 0 500 -350 =300 -250 -200 -150 -100

the external action has a certain phase. Depending on th d
sign of V—V, the level of the exciting signal was set at one
of two values. The form of the stabilized motion was deter-FIG. 2. a — Mapping on the plane, . ;—x, with control switched off(1)

mined by defining the reference V0|ta§[@ the value ofA and switched or2); b, ¢ — time series of oscillations in the systé®) for

. . . . Ag=7,d=0.13, B=0.205,N=0.4 for the same initial conditions fdk
and the time interval between the comparisons of the dlodgo_05 andk=0.10, respectivetyd — mapping of the sequence of the

and reference voltage. Note that as in Ref. 2, the.re are tWgkperimental system without contr@l) and with control forA =0.04(1)
levels of the control parametgr, andp, in the experimental andA=0.07(2).
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gives the dependendé , ((V;), whereV; is the voltage at YAn RL diode circuit is widely used as a selective element with electronic
the diode at discrete timasafter the period of action. The tuning, as a frequency divider and multiplier, and has been considered as a
main diagram shows the case where the control system jgnemory cell with phase recording of informatidibut recently, following

- e . the observation of chaotic dynamids this circuit, it has become a test
switched off and t.he magnlfled fragment glves the depen bed for studying various nonlinear oscillatory phenomena. The model
dence after SWItChlng on the _CoerI for Var'ous_ valuesof mapping (2) was obtained for dissipative oscillators with “soft spring”
(crosses denot&d =0.04 and circle2\ =0.07). As in the nu-  nonlinearity, periodically excited by forcing pulses during which addi-
merical experiment, when the control is switched on, the tional losses are introduced into the system. FoRardiode circuit this is
points in the stroboscopic cross section form piecewise linearachieved when the pulses are positive for the dibde.
sets with a discontinuity near the reference value AAde- IThe thickening of the lines of the experimental mapping and their separa-

he vicini fth bl le visited by th tion in Fig. 2d is caused by the real system not being one-dimensional and
creases_, the vicinity of the unstable cycle visited by the m_ap' by technical factorgthe unavoidable propagation of the control signal of
ping point becomes shorter. Asapproaches zero, control is  the electronic switch into the excitation signal of the oscillator circuit.
abruptly terminated.
4. A two-level control system can organize the motion of
the system in a given range of the phase space of nonauto-
nomous oscillators in chaotic motion based on any of the
subharmonic cycles. The method is fairly approximate and iS'E. ott, C. Grebogi, and J. A. Yorke, Phys. Rev. Lé#, 1196(1990.
stable with respect to the unavoidable perturbations in &Z. Galias and M. J_. Ogorzalek, _Ihroceedings qf the Third International
physical experiment. An advantage of this control system is Workshop on Nonlinear Dynamics of Electronic Systems, NDE®b-
. . .. lin, Ireland, 1995, pp. 229-232.

fchat the algorl_thm and thus the_ design of the _control CII‘C_UIthP. S. Linsay, Phys. Rev. Let7, 1349 (1981,
IS eXtr?mel}’ simple. HOWever: it can only confine the mOtfon 4B. P. Bezruchko, M. D. Prokhorov, and E. P. Seleznev, Chaos Solitons
in a given interval and is not suitable for prolonged motion Fractalss, 2095(1995.

on an unstable orbit, as in the classical stabilization proce”A. E. Kaplan, Yu. A. Kravtsov, and V. A. Rylowarametric Oscillators
dure and Frequency Dividergin Russiar, Sovet-skoe Radio, Mosco(966),

This work was supported by the Russian Fund for Fun- 334 pp.

damental Research, Grant No. 6-02-16755. Translated by R. M. Durham
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Investigation of inhomogeneities in thin films of high-temperature superconductors by
scanning probe microscopy

A. K. Vorob’ev, N. V. Vostokov, S. V. Gaponov, E. B. Klyuenkov, and V. L. Mironov

Institute of Microstructure Physics, Russian Academy of Sciences, Nitbvgorod
(Submitted August 18, 1998
Pis’'ma Zh. Tekh. Fiz25, 68—73(February 26, 1999

Scanning tunneling microscopy and atomic force microscopy were used to study inhomogeneities
in thin films of Y-Ba—Cu—-O high-temperature superconductors caused by secondary-phase
precipitates. It was established that Y—Ba—Cu—O films with high global critical parameters may
constitute a complex heterogeneous system containing regions of different thickness and
electrical properties. It is shown that these inhomogeneities may strongly influence the parameters
of devices formed using these films. ®999 American Institute of Physics.
[S1063-785(09)02802-3

Various elements and devices fabricated using thin filmgeneities in Y—Ba—Cu-0 films caused by the presence of
of high-temperature superconductqi$TSC9 are now ex- secondary-phase particles, carried out using scanning tunnel-
tensively used in electronics. These particularly include pasing microscopy and atomic force microscopy.
sive microwave elements such as antennas, filters, and divid- The Y—-Ba—Cu-0 films were depositédsitu in an in-
ers and devices based on Josephson junctions such as Squétted cylindrical magnetron sputtering systénfilms
magnetometers and voltage standards. In addition to having 50 nm thick were deposited on NdGa®ubstrates under
high global values of the critical parametéssich as the zero conditions optimized in terms of the electrical properfies.
resistance temperature and critical curfetitin HTSC films  The zero resistance temperature of the films was 90-91K
should possess the required local uniformity of the propertieand the critical current density was(2—-5)x 10° Alcm? at
for the reproducible fabrication of high-quality device struc- 77 K. The films contained copper-enriched secondary-phase
tures. The required degree of uniformity is mainly deter-particles(CuO) having dimensions of 0.1-04m and a sur-
mined by the~1—-10um dimensions of the working regions face density of up to focm™2, which were evidently formed
and the~10 nm barrier thicknesses in multilayer structures.during thein situ growth process as a result of the conden-

At present, variousn situ methods are used to fabricate sate composition departing from stoichiomeffic.
reproducible films with high critical parametef$or ex- The surface relief of the films was investigated using an
ample, the best Y-Ba—Cu-0 films have a zero resistancRT-MDT (Zelenograd, Russjaatomic force microscope
temperature of~92K and a critical current density of (AFM) and the tunneling investigations were carried out us-
~10°—10 Alcm? at 77 K). However, despite the high elec- ing a scanning tunneling microscog8TM) of our own
trical characteristics, these films are generally a complex hedesignt! This allowed us to study the electrophysical prop-
erogeneous system containing both the stoichiometric supeerties of the films in addition to the relief characteristics. The
conductor phase and various phases of the initial compoAFM examination of the surface relief showed that the pre-
nents'—3 The phases of the initial components exist in thecipitates are surrounded by 0.5um areas of film whose
films in the form of isolated particlegso-called secondary- thickness is 3-5nm less than the thickness of the main
phase particles or precipitajeBaving dimensions of up to Y-Ba—Cu-O layer(Fig. 1). This is consistent with the re-

1 um and a surface density of up to’?@m 2 (Refs. 3 and sults of Ref. 12, where similar regions were observed at the
4). Thus, they may influence the properties of the fabricateearly stages of film growth.
devices. More detailed studies of the regions adjacent to the pre-

It is therefore important to investigate how the inhomo- cipitates were made using the STM. A study of the tunneling
geneities caused by secondary-phase particles in HTSC filnm@urrent—voltage characteristics obtained in different parts of
influence their electrophysical parameters. In addition to thehe film showed that the secondary-phase CuO particles have
conventional methods such as scanning and transmissiaurrent—voltage characteristics typical ofpatype metal—
electron microscopy, and x-ray diffractometry, methods ofsemiconductor Schottky barrier. Moreover, the return branch
scanning probe microscopy have recently been increasinglgf the characteristi¢sample voltage) <0) obtained near a
widely used to study inhomogeneities in HTSC films. In par-CuO particle has a low-current section determined by minor-
ticular, these techniques include tunneling microscopy andty carriers and a rising current sectiod—-2——3V de-
atomic force microscopy,’ which can reveal the surface pending on the sitetypical of avalanche breakdown in semi-
relief and the distribution of the electrical properties of conductors. The CuO particles are surrounded by regions
HTSC films with high spatial resolution. having current—voltage characteristics typical of a metal—

Here we present results of an investigation of inhomo-metal tunnel junctior(the STM tip was made of beryllium
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FIG. 1. AFM image of the surface relief of a Y-Ba—Cu—-O0 film.
The contrast of the image is selected so that the regions of film
around the precipitates are more clearly visible.

1800 2080

bronze. The surface relief was recorded at a voltage acrosthe relief. The contrast of this image is such that the semi-
the tunnel gapJ~ + 1.5V, which corresponded to the for- conductor regions are sharply distinguished from the regions
ward branch of the current—voltage characteristic of a Cuf metallic conductivity.

particle. At each point on the scan the feedback loop was A typical image of the relief and the corresponding cur-
broken, the current—voltage characteristic was obtained, angnt distribution are shown in Fig. 2. On the image of the
the current was recorded at voltages across the tunnel gaqurrent distribution(Fig. 2b) the precipitates are far less lo-
corresponding to the return branch of the semiconductocalized than on the image of the religfig. 29 as a result of
characteristic. Thus, an image of the current distribution bethe overlap of regions with semiconducting properties. More
tween the tip and the sample was formed at the same time aetailed information on the properties of the film near the

FIG. 2. a — STM image of the surface relief of a
Y-Ba—Cu-O film obtained fof,=const, sample potential
U=1.5V, and confinement curreff=200 pA. The arrow
shows the cross section along which the conductivity distri-
bution was recordedb — current distribution(for U
=—1.5V) between the tip and the Y-Ba—Cu—-0O sample in
the region corresponding to that shown in Fig. 2a. The dark
areas on the image correspond to higher curent surface
relief along the arrow shown in Fig. 2a and corresponding
distribution of the relative differential conductivity fdo

=0 (I — coordinate A — profile).

A .um
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precipitate is provided by the profile of the differential con- working regions of the devices. Thus, these inhomogeneities
ductivity shown in Fig. 2c. It can be seen that near the premay have a substantial influence on the parameters of micro-
cipitates there are regions of film having dimensions ofwave devices and devices based on Josephson junctions.
around 0.5um with low tunnel conductivity. The reduction This work was supported under the Programs of the
in the conductivity of these regions may be attributed to aState Committee for Science and Technology “Topical
change in their electrophysical properties as a result of th@rends in the Physics of Condensed Medi&uperconduc-
diffusive depletion in Cu atoms during tha situ growth tivity, Project No. 9806 and “Fundamental Metrology”
procesd. On the basis of an analysis of changes in the dif-(Project No. 3.45 and was also supported by the Russian
fusion of Cu adatoms as a function of the condensation temFund for Fundamental Resear@@rant No. 96-02-16990a
perature, Drozdoet al* suggested that precipitates may be
surrounded by regions with a Cu atom deficiency. It was, . .

. . . K. Verbist, A. L. Vasiliev, and G. Van Tendeloo, Appl. Phys. L8,
shown that if the size of these regions becomes comparable1424(1995_
with the distances between the precipitates, they can substanw. Rauch, H. Behner, G. Gieret al, Physica C198 389 (1992.
tially influence the global properties of the condensate which®Zhenge Han, T. I. Selinder, and U. Helmersson, J. Appl. PR§is2020

; ; ; (1994.
determine the param'eters'of microwave dewces..The 'result§Yu. N. Drozdov, S. V. Gaponov, S. A. Guset al, Supercond. Sci
presented here provide direct experimental confirmation of technol. A9, 166 (1996.
these assumptions. In addition, these results show that inhGoguchi Kazumasa, Matsumoto Takuya, and Kawai Tomoji, Sci@6de
mogeneities in the form of precipitates with adjacent nons-eél E)lg%)i\l 1k LR . Physica 261 1 (1996
H H H H . H _ . Dam, N. J. Koeman, J. H. Rectet al, ysica .

toichiometric reglons of film may strongly |_nﬂue_nce th(_a pa- 7 H. WU, R, C. Wang, S. P. Chest al, Appl. Phys. Lett69, 421(1996.
rameter$ of deV|Ce§ based on J_o_sephson junctions, since th k. vorobeva, E. V. Klyuenkov, V. V. Talanowt al, Pis'ma Zh.
typical sizes of the inhomogeneities are comparable with the Tekh. Fiz.19(17), 785(1993 [Tech. Phys. Lett19, 479(1993].
sizes of the working regions. ®Yu. N. Drozdov, S. V. Gaponov, S. A. Guset al, IEEE Trans. Appl.

Ra_ 1A f . . " Supercond?, 1642(1997).
Thus, even Y-Ba—Cu-O films with high global critical 1oy "\ "50,40v. 5. V. Gaponov, S. A. Guse al, in Extended Abstracts

parameters are usually a complex heterogeneous system conys |Sec'97 Vol. 2 (1997, p. 49.
taining secondary-phase particles and regions of film of dif*!D. G. Volgunov, S. V. Gaponov, V. F. Dryakhlushet al, Prib. Tekh.
ferent thickness and electrical properties. The dimensions qf Eksp- No. 2, 1321998. ,

] " ] . J. A. Alarco, J. Brorsson, H. Oliet al,, J. Appl. Phys75, 3202(1994).
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Synchronization of the heartbeat rate of Daphnia by an external electric field
D. A. Usanov, Al. V. Skripal’, and An. V. Skripal’

N. G. ChernyshevskEtate University, Saratov
(Submitted August 13, 1998
Pis'ma Zh. Tekh. Fiz25, 74—78(February 26, 1999

Experimental investigations were made of the influence of an external alternating voltage on the
amplitude and heartbeat rate of Daphnia freshwater crayfish. It was observed that the

heartbeat rate of Daphnia was synchronized by an external electric field.99® American

Institute of Physics[S1063-785(09)02902-X

The phenomenon of synchronization and locking of ancused by a len$ into the heart region of a specimen of
oscillator frequency by an external signal is well-known andDaphnia3, which was inserted in a channg¢lon a transpar-
extensively used in radioelectronics. It may be postulateeént stageb. The agueous medium accommodating the Daph-
that a similar mechanism for influence of an external signahia was contained in a glass receptatBand electroded4
should also be observed for oscillators of a different typeconnected to a voltage sourtkwere inserted in this me-
The heart of a biological specimen may be considered to bdium. A night viewing devicel was used to observe the
a particular type of oscillatotself-oscillatory system It is  infrared semiconductor laser radiation and its focusing into
most interesting to study the influence of an external signathe heart region. Some of the radiation reflected by the Daph-
on biological objects used as test specimens for ecologicalia heart was returned to the semiconductor laser cavity and
research. These include, in particular, Daphnia, for which th¢he change in its output power was recorded by a photode-
method of studying the heart-beat amplitude and rate watector9 (Ref. 2. The photodetector signal was passed via an
described in detail in Ref. 1. amplifier 10 and an analog-to-digital convertéd to a com-

We investigated the influence of an external electric fieldputer 12. The Daphnia heartbeat rate and amplitude were
on the heartbeat rate and amplitude of Daphnia at externaletermined as described in Ref. 1.
field frequencies close to the heartbeat rate and under condi- Daphnia freshwater crayfistDaphnia magna Strags
tions where the field frequency differed appreciably from thewere bred under standard laboratory conditions. For the ex-
normal heartbeat rate. periments we used specimens measuring 0.7-1.5mm. A

The experimental investigations were carried out usingsingle Daphnia from the aquarium was placed in a chamber
the system shown in Fig. 1. Radiation from a semiconductowhich restricted its movement. The chamber was attached to
laser7 (ILPN-206) stabilized by a current souré@&was fo- a microscope stage. The optical system was directed toward

3 4 13 .
U —~ / .
v / FIG. 1. Schematic of apparatus to study the influence of an

external electric field on the Daphnia heartbeat rate and
amplitude.
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FIG. 2. Daphnia heartbeat rate and amplitude as a function of the frequendg/f an external peri_odic signal: the arrows indicate the direction of variation
of an external periodic signal: the arrows indicate the direction of variationOf the signal amplitude.
of the signal frequency.
heartbeat rate. A further increaseWo>8 V caused a rapid
increase in the heartbeat rate until this coincided with the

the heart and the apparatus tuned to the maximum signal. réquency of the external periodic signallat-16 V. That is
In the experiments, an ac electric field of different am-t0 say, synchronization and locking of the Daphnia heartbeat

plitude and frequency was used as the external perturbinffit€ With the frequency of the external ac voltage were ob-

influence. The influence of this field on the operation of the>€rved:

Daphnia heart was assessed from the change in the heartbeat AS the amplitude of the external signal decreased, syn-
amplitude and rate. chronization was sustained in the range 2W<16V. The

The experiments showed that the action of an ac electriféPendence dfon U, also exhibited hysteresis behavior.
voltage synchronizes the heartbeats with the frequency of 1he dependence of the Daphnia heartbeat rate showed
this voltage. Figure 2 gives the ratand amplitude of the slightly different behavior under the action of an external

Daphnia heartbeats as a function of the frequency of th&§ignal at frequency 50Hz. As the voltage amplitude in-
periodic signal when the amplitude of the external voltage i€réased from 0 to 16V, the Daphnia heartbeat rate increased,

U=10V. It can be seen from these results that synchroniza@“hough the oscillations were not synchronized with the ex-

tion is observed at external voltage frequencies between ¥MMal alternating voltage. At the maximum of the curve
and 10 Hz, for which the heartbeat rate exactly matches th&(Y) the value off was 5 Hz. A further increase in the am-
increasing frequency of the external signal. Fap>11Hz plitude of the external signdl >16V cqused the Daphnia
the synchronization is destroyed, the Daphnia heartbeat rapfartbeat rate to fall to values substantially lower than those
and amplitude decrease sharply and then begin to incread® the absence of an external voltage. When the alternating

again with increasind.,. When the frequency of the exter- Voltage decreased from values higher than 40-48V, the

nal signal was decreased, the dependencenf ., followed heartbeat rate increased monotonically from 1 to 3Hz. The

a different trajectory as far af,=7 Hz, i.e ihis depen- dependence of the Daphnia heartbeat amplitude as a function
X il oy

dence exhibited unique hysteresis behavior. From 7 Hz on@f the alternating voltage had a maximum @e=8V. A

ward the Daphnia heartbeat rate and the frequency of th@lrther increase ifJ resulted in a monotonic decrease in the
external signal again coincided. Daphnia heartbeat amplitude. This dependence also exhib-

Figure 3 gives the Daphnia heartbeat rate and amplitugii€d hysteresis behavior. _
as a function of the amplitude of the external periodic signal. 1 nese investigations suggest that the Daphnia heartbeat
Under the experimental conditions, in the absence of anj2!€ iS synchronized by an external electric field.
external signal the Daphnia hgartbeat amplitude and (ate _A. Usanov, Al. V. Skripal’, A. Yu. Vagarin, An. V. Skripal’, V. V.
were 0.35um and 3 Hz, respectively. The results plotted in  potapov, T. T. Shmakova, and S. S. Mosiyash, Pisma zh. Tekh. Fiz.
Fig. 3 show that the action of an external ac voltage on the 24(5), 39 (1998 [Tech. Phys. Lett24, 183(1998].
Daphnia heartbeat rate is a threshold process. At an externaP- A- Usanov, A. V. Skripal’, and M. Yu. Kalinkin, Izv. Vyssh. Uchebn.
signal frequency of 6 Hz an increase in the voltage from zero 22ved- Prikl- Nelin. Dinamé(1), 3 (1998.
to a threshold valu&) =8 V did not appreciably change the Translated by R. M. Durham
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Phase shift of surface magnetostatic waves propagating in nonuniformly magnetized
ferrite films and ferrite—metal structures

V. A. Zubkov and V. I. Shcheglov

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, Fryazino
(Submitted June 10, 1998
Pis’'ma Zh. Tekh. Fiz25, 79—-84(February 26, 1999

It is shown that when surface magnetostatic waves propagate in a ferrite—metal structure
magnetized by a linearly nonuniform field, the phase shift of these waves is many times greater
than that accompanying propagation in a ferrite film and also in a ferrite—metal structure
magnetized by a uniform field, and may reach extremely high values of tens of thousands of
radians. This indicates that ferrite—metal structures magnetized by nonuniform fields are
potentially useful for developing microwave shifters. 199 American Institute of Physics.
[S1063-785(09)03002-3

Surface magnetostatic wavéSMSW9 propagating in  shift ® is defined as the integral of the product of the wave
tangentially magnetized ferrite films and in film structuresvector and the distance along the SMSW trajectz{iy) :
based on these are used to develop a wide variety of infor-
mation processing devices in the microwave baHdy us- b= yek(y z(y))\/mdy )
ing nonuniform magnetizing fields, it is possible to reduce Vo oo '

the geometric dimensions of known devices and also to fab- . I .
ricate devices based on completely new principi@sThe whereyb andye are they coordinates Of. the |p|t|al and final
trajectories of SMSWs and also the changes in the Wavgomts of the trajectory. The SMSW trajectoriey) and the

" ependences of the wave numbdly) and the angles of
number and vectors of the phase and group velocities of d lination of the vectors of the pha and arou
wave propagating® in a nonuniform magnetizing fieltl phasdy) groupy(y)

have now been studied, but the phase shift of these Wavélilgcmes were calculated using a method described in Refs.

has yet to be determined. However, a knowledge of the 9 .
phase shift is needed to design phase shifters and variOLrjlse SV:Z re;gioltir;?tt:g ;&gsl\e;vs‘ﬁ%iigl’l thiosgsﬁér?éegg' di-
multifunctional microwave devices. Here for the first time b : y propag

. S rection of decreasing fieltl; (decreasing) and then turns
}/i\/ee;dcalculate the phase shift for SMSWs propagating in th?oward increasingd (increasingz). An SMSW with con-
g-

We investigated the phase shift accompanying th stant frequency); = w;(4myMo) ~* (y is the magnitude of

propagation of SMSWs in a ferrite film and in a ferrite film ethe electron gyromagnetic rafiand anglap, in the fieldH,

with a metallized surface, which we shall subsequently call é:&i'n_(;nly_plzopagrits |ilrr1]1ittgeofr;r:egrear?;e;/grlg::aoge?;r:;]ienef:jeld
gu gi-

ferrite—metal structure. The calculations were made using . ) . : e
geometric-optics metho?® The ferrite film and the ferrite— f;?méhiqi'éﬁirj:ﬂurgsﬂgg fi)rCz:S?MSW In ferrite film and
- = .

metal structure were magnetized by a linearly nonuniform L ~ T 8.9
flm Hy. We choose the coordinate system so that ythe The upper limitQg,=Hg,(47mMo) "~ is given by.

pane_ coincides_ with the.plane of thg ferrite_ film and bhe. Qq,=0.5 /_2_40i ¥1-1). 3)
axis is perpendicular to it. A magnetizing, linearly nonuni-
form film Hy is applied in the plane of the film along tlze The lower Iimith|=Hg,(4wMo)‘l is given by for a

axis. Its direction remains constant and the strength dependerrite film®
on thez coordinate as given by

Q4=0.5/402+exp — 2k, ;d)— 1), (4)

- for a ferrite—metal structufe
Hg=Hy(2)=47My(Qy+za™ b, )

_ —(I+2,q)+ \/(2%+1Qi_1)2+ 24171
o 2%

)
where 4rM, is the saturation magnetization of the ferrite
film, Q=Hy(47M;) 1, andH is the uniform component where % _y=cothk,;d—1 and »,,=cothk,;d+1, ky; is

of the fieldHg. the projection of the wave vector on tlyeaxis, andd is the
We shall assume that a surface magnetostatic wave dhickness of the ferrite film.
frequencyw;=2xf; and wave numbek; is excited at the When the field in the ferrite film and the ferrite—metal

origin and the vector of its phase velocity forms the angle structures reache® the direction of propagation of the
with the y axis (at the excitation pointo=¢,). The phase SMSW rotates, and when the field in the ferrite film reaches

1063-7850/99/25(2)/3/$15.00 159 © 1999 American Institute of Physics
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Q, film. It can be seen that the slope of the phase shift curves
rad increases as the SMSW frequerfancreases. The curves of
1600 the phase shiftb for an SMSW propagating in the field

are truncated when the wave leaves the region of permissible
values of the fieldH 4 determined using Eq$3) and(4). The
curves for the fieldH differ little from those forH, (the
difference is~=10%). For most of the trajectory the curves of
the phase shiftb for an SMSW in the fieldH, are lower
than those for an SMSW in the field,. In the lower part of

the frequency range for the existence of SMSWs at the end
of the trajectory where the wave approaches the upper limit
of the fieldH,, the curve for the SMSW in the fieldl
intersects that for the wave in the fidit}) and then continues
slightly above this curve.

Figure 2 gives the phase shift as a function ofy for
SMSWs of various frequencies in ferrite—metal structures.
As in a ferrite film, the SMSW trajectories are parabdlic.
However, it follows from a comparison of Eq&t) and (5)

_ _ o o that the range of permissible values of the fielgl for SM-

FIQ. 1. Phase shift of SMSWs at various f_requenmes in a ferrite film. _TheSWS of constant frequency is considerably larger and the
solid curves are plotted for SMSWs in the fidlg and the dashed curves in . . . .

the field H. Curves:1 — f=2.9GHz, 2 — f=31GHz, and3 — trajectory is 5-10 times longer. The higher the SMSW fre-
f=3.3 GHz. quencyf, the greater the slope of the phase shift curdbes
Unlike the SMSWs in a ferrite film, in ferrite—metal struc-
tures the SMSW does not reach the upper limit of the field
Qg,; in the plane of the ferrite film its trajectory asymptoti-

1200

800

900

Y, cm

Qg4, the SMSW undergoes specular reflectloRThis is re-

sponsible for the parabolic form of the SMSW trajectories : i
2(y) and the function(y). cally approaches the boundary corresponding to the field

The calculations were made for the following values of {gu @nd parallel to they axis, and goes to infinity without
the parameter€2,,=0.25,a=8 cm %, 47M,=1750 Gg(yt-  terminating. The group velocity vector tends asymptotically

trium iron garnet film, d=15um, and the anglep,=30°.  In the direction of they axis, the phase velocity vector tends
The results are plotted in Figs. 1 and 2. in the direction of thez axis, and the angle between them

Figure 1 gives the phase shift as a function of the tends toward 90°. At¥=90° the SMSW ceases to carry
distancey for SMSWs with various frequencies in a ferrite energy and its analysis becomes physically meaningless.
Thus, in the calculations the trajectorfy) is bounded by
the value ofz* at which the angle i =89°. On the sections
of the trajectory approaching the upper limit of the fi€lg,,
the curves of the phase shilt for an SMSW in the fieldH
differ substantially from those in the field, (Fig. 2 and
Ref. 4. In this case, the curves for an SMSW in the fielg
are considerably higher than those in the fidigland would
go to infinity if the trajectories were not bounded by the
value ofz* . The higher the SMSW frequency, the greater the
upward slope of these curves. The phase shift reaches tens of
thousands of radians and for the same values of the coordi-
natey is hundreds of times greater than the phase shift in a
uniform field (see Refs. 4 and 10

It has thus been shown that when SMSWs propagate in a
ferrite—metal structure magnetized by a linearly nonuniform
field the phase shift of the SMSW is many times greater than
that in a ferrite film and also that in a ferrite—metal structure
with a uniform field, and may reach extremely high values of
tens of thousands of radians. This indicates that the develop-

4, em ment of microwave phase shifters using ferrite—metal struc-
FIG. 2. Phase shift of SMSWs at various frequencies in a ferrite metatures mag-netized by nqnunifo-rm ﬁ(-alc-js h0|d$ great promise.
stru.ctu.re. The solid curves are plotted for SMSqu in the figjdand the By selecting the nonuniform field, I_t IS pOSSIb|e.t0 prodyce
dashed curves in the field,. Curves:1 — f=2.8 GHz,2 — f=3.6GHz, ~ any type of curved(y) that determines the desired tuning
3 — f=4.4GHz, and4 — f=5.2 GHz. slope of the phase shifters.

x 107

@, raa
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Influence of the electron density in a gallium arsenide film on the cutoff frequency for
the amplification of space-charge waves in thin-film semiconductor structures

A. |. Mikhailov and S. A. Sergeev

N. G. ChernyshevskBtate University, Saratov
(Submitted June 16, 1998
Pis’'ma Zh. Tekh. Fiz25, 85-90(February 26, 1999

A theoretical analysis is made of the cutoff frequency for the amplification of space-charge
waves in am-GaAs thin-film semiconductor structure, taking into account the dependence of the
drift velocity and the differential electron mobility on the electron density. It is shown that

the dependence of the cutoff frequency on the electron density in the film has a maximum, which
indicates that there is an optimum level of doping of the film for the fabrication of higher-
frequency functional devices utilizing space-charge waves@aAs. © 1999 American Institute

of Physics[S1063-785(109)03102-X

Thin-film semiconductor structures with negative differ- ing structure is consideretthe permittivity of the insulator
ential conductivity caused by interline electronic transitionslayer on which then-GaAs film is grown(in real structures
in strong electric fields in semiconductors suchnaGaAs the substrate is a semiinsulatingsaAs layey is appreciably
andn-InP are of major practical interest because they form othigher than that of the insulator bounding the other surface
the basis of devices utilizing space-charge waves in semicor®f the film (in practice this is aj We also adopt the most
ductors. These devices have extensive functional capavidely used model of a rigid carrier flux boundary which
bilities,' similar to those of acoustoelectronic devices, butcoincides with the real physical boundary of the semiconduc-
unlike the latter they can operate effectively down to thetor film.
millimeter range. If a strong static electric field, whose strendgh corre-

The choice of optimum electrophysical parameters angPonds to the descending section onfelependence af,
characteristics of the active layer nfGaAs orn-InP semi-  for -GaAs, is created in the film parallel to its plane, qua-
conducting film is of particular importance for the practical SiStatic space-charge waves may be excited in the film. These
design of functional devices using space-charge waves iWill be amplified or damped as they propagate, depending on

semiconductors operating at frequencies close to the cutoff'® frequency. The propagation constant of the space-charge

f . for the amplified waves. The most important of these elecVaves and the cutoff frequency for their amplification were

trophysical parameters is the electron densigy which is gletermin_ed %y solving the dizpers?gndequr]ation fr?r(;hef thiln-
determined by the semiconductor doping level. It was establiM semiconductor structure described. The method of solu-

tion and the algorithm are described in detail in Refs. 2 and

3. Unlike in Ref. 2, the calculations allowed for the depen-

dence ofvgy and g on ng in the form of analytic approxi-

fore saturating. Quite clearl increases the drift veloc- mations obtained using experimental and theoretical data
' Y, & from Refs. 4 and 5, as well as from bodk&The values of

ity vo and the magnitude of the dlff_erent|_a_l electron mobility 114 were determined using the static dependenag,ain E
Mg Should decrease as a result of intensified electron scattel-

; o ) . ) . ._given in Refs. 4-7 forEy=5.5kV/cm, and thus the low-
ing at ionized impurities and interelectron scattering. Exist-ocency differential mobility is taken asy. That is, un-
ing experimental and theoretical data confirm thiSHow- d- '

X like Ref. 2, we neglected the frequency dispersionugfin
ever, the dependence of an‘,j",‘d on the electron den§my0 order to study the influence of the electron densityf pnWe
was neglected when determinifigin Ref. 2, although it was

k also note that the values @fy anduvg for the low densities

noted when analyzing the results that allowance for thesialo used here differ negligibly from those used in Ref. 2,

could give rise to a maximum on the dependencé.@nn,  gince the specific characteristicsrefGaAs were taken from

instead of the saturation section obtained. data obtained in other studies which contain the dependence
Here we report results of a theoretical analysis of theéyn n, required for the investigation. All the other parameters

influence of the electron density in ann-GaAs film onthe  of n-GaAs were the same as those in Ref. 2.

cutoff frequency for the amplification of space-charge waves  |n Fig. 1 the data from Refs. 4—7 are shown by the

in thin-film semiconductor structures with negative differen-sympols(1—Refs. 4 and 6 an@—Refs. 5 and Y and the

tial conductivity, allowing for the dependence of the electronapproximating dependences are given by the curves. The

drift velocity vy and the differential mobility.y onng. analytic expressions corresponding to the dependenog of
For the theoretical analysis we shall use the model deand u4 on n, plotted in Fig. 1 have the form

scribed in detail in Ref. 2, so we shall only briefly recall its
main features. A highly asymmetric thin-film semiconduct-  vy=ag+a;(logng) +a,(logngy)?+as(logng)3, )

lished theoreticall§ that the cutoff frequencyf. increases
with increasingng and forn-GaAs thin-film semiconductor
structures reaches a maximunmgt= (2—5)x 10°cm ™2 be-

1063-7850/99/25(2)/2/$15.00 162 © 1999 American Institute of Physics
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The results of calculations of the cutoff frequerfgyfor
-2002 H the dominant trigonometric space-charge wave mode are
plotted in Fig. 2. The dashed curve gives the dependence of
el el vl ol L onng obtained neglecting the dependence gaind g on
7 5 6 c 0 g . d .
10™ 10 10 -3 10" ng, and the solid curve gives the same dependence allowing
No, CM for these. It can be seen that the dashed curve is the same as
FIG. 1. that from Ref. 2, whereas the solid curve has a maximum

when ng is approximately (5—6%10"°cm™3, which con-

firms the assumption made in Ref. 2. A comparison between

these results and the data given in Ref. 2 suggests that when
wa=bo+b;(logny)+b,(logng)?, 2 allowance is made for the frequency dispersion of the differ-

wherev is in meters per secongyy is meters squared per ;ahntlal elle_fc_tr((j)n mOb'“?‘/’ the maxmu_rn bcutofL_freq(ijenﬁy Otfh
volt-second,ng is in reciprocal cubic meters, ara}), a;, € ampiified space-charge waves will beé achieved when the

lectron density in then-GaAs film is approximately
ay, az, by, by, andb, are the parameters of the correspond-© . .
inzg Sapporoxilmationsz' A= _f9328< 106 a—1 9926 (1-2)x 10%cm™3. This value may be considered to be the
¥ 105, a,——4164, ;3:_2'3 872, by=5 4971 b, Maximum dopant concentration in the semiconductor film

— —0.5662, anch,=0.01406. Lqr rt_]he :abrication odf thin—film sqperconductir;}g structures for'
During the calculations we checked that the following \gher- reAc\]uenC); .ev'?eﬁ usmgl] sp:calge}c Zargle yvzyes n
condition was satisfied n-GaAs. An analysis of the results of Ref. 2 also indicates

that for n-InP the maximum concentration should be ap-

Vo Mdo proximately the same as forGaAs.

ngd=— —2x10*m 2, ©)
Voo Md

whered is the thickness of the-GaAs film, andv =2

X 10° m/s anduqo=—0.2 n¥/V - s are the drift velocity and 1A. A. Barybin, I. B. Vendik, O. G. Vendilet al, Mikroelektronika8g(1),

the differential electron mobility in the fiel,=5.5kV/cm 3 (1979.

L. . _ . 2A. I. Mikhailov, Pis'ma Zh. Tekh. Fiz21(21), 89 (1995 [Tech. Phys.
for the electron density in the filmy=10"cm 3. Itis ac- ey 21 902(1995]. [ Y

knowledged that conditiofB) ensures the electrical stability *A. A. Barybin, Waves in Thin-Film Semiconductor Structures with Hot
of thin-film semiconducting structures, dictated by the need Electrons[in Russiad, Nauka, Moscow(1986, 288 pp.

. o . . _"W. T. Masselink and T. F. Kuech, J. Electron. Matk8, 579 (1989.
to_pr_event the onset of absolute |nsta_b|I|ty, Wh|_ch IS NOt per-s, " e and B, Petzel, Phys. Status Solidi42, K133 (1977,
missible for space-charge wave devices and is observed asy. g. Levinshten, I. K. Pozhela, and M. S. ShuFhe Gunn Effecfin

the formation of traveling Gunn domains. The stability cri- Russiad, Sovet-skoe Radio, Mosco(975, 288 pp.

terion (3) used here differs from that used in Ref. 2, since it M. S. Shur,Gallium Arsenide Devices and Circuit®lenum Press, New
contains the factordy/vog) X (igo/ g) Which is introduced Yo'k 1987 Mir, Moscow, 1991, 632 pp.

to allow for the variation ob g and g4 with varyingng. Translated by R. M. Durham
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Nonequilibrium phase transitions induced by external noise in distributed systems
Yu. V. Gudyma

Chernovtsy State University
(Submitted August 8, 1998
Pis'ma Zh. Tekh. Fiz25, 91-95(February 26, 1999

A formalism is proposed to describe nonequilibrium phase transitions induced by external
multiplicative noise in distributed systems. This approach can reduce the problem to an
investigation of a regular differential equation whose roots correspond to possible phase

states in the system. By means of this theory the relative probability of the existence of one state
can be compared with another and the number of possible states identified, and the genesis

of the system under the action of fluctuations of the external medium can be tracetP9®
American Institute of Physic§S1063-785(19)03202-4

The theory of self-organizing systems is successfution f(3;,U) is linear with respect to the external parameter
mainly because thermodynamically nonequilibrium systemsa case covering a wide range of applicatipn®.,
in a steady state with detailed equilibrium differ formally _
from equilibrium systems for which mathematical tools of F(B,W)=h(U)+Bg(V), 3)
analysis are well-developéd. The kinetics of the phase whereg is a steady-state random procghs: 8+ o&(t) and
transitions of these systems is described by the Landaué(t) is a steady-state centered normal white-noise process,
Khalatnikov equation with additive noise, which describesEg. (3) can be compared with the Fokker—Planck equation
the relaxation of the phase variable to a new, energeticalljiaving a steady-state potential solution.

more favorable state: We shall analyze a generalization of E¢®). and(3) of
the form
Y _ AéS[U]Jr t (1) au
o =T TEnD —==RU+ag()&), @

wherel is generally an operator and the tegifr,t) is sto-  whereN is an operator which includes a distributed compo-
chastic(fluctuational. The deterministic term implies a ther- nent. The probability density of achieving is

modynamic force defined in accordance with the general ap- ~

proach as a functional derivative of the functional of the  P(U,t)=(8(NU+og(U)&(1))). 5

generalized thermodynamic potential with respect to the 10rq, 4 nonsteady-state problem, averaging implies averaging
cal value of the variable being studied. Itis easy to show thab e the external forceg(t) and the initial fieldU (t=0). In
the probability density of the distribution of this quantity for fact, we are studying that steady-state regime which is estab-

the steady state has the form of an exponential function Ofgpheq under the action of temporally steady-state external
the generalized thermodynamic potentidl.e., it iS  t5rces if fort— — o we haveU (t— — ) =0.

: : 3,4 . . . .
irrotationa). Using an integral representation of ti#efunction and

However, additive external and internal noise does Nobggming that(t) has a Gaussian white noise distribution,
lead to induced transitions. At the same time, it is known tha(Ne transform Eq(5) to give

in highly nonequilibrium open systems, external multiplica-
tive noise can not only induce a relaxation process betwee _ f“‘” dv
o . (U,t)= ey

two existing phase states but can also result in the appear- Ziw 27T
ance of new steady states, as well as nonequilibrium phase
transitions induced by the external nofs&@hese problems ><exp( _f (VNU— E[VUQ(U)]Z
cannot be investigated within the limits of EQ)). 2

The theory of nonequilibrium phase transitions induced . Y .
by external noise has only been developed fairly comprehen-[he EObab'“Fy density ot)(t=0) being transferred to the
sively for point phenomenological equations of the evolutionStateU (t=17) is

type?

dt). (6)

P(U,r,U 0)—fUD[U] A
U PTG e 27
E:f(ﬁtiu)l (2) r R 1

X ex —f VNU—E[Vcrg(U)]Z dt|.
wherep; is an external parameter which depends on the state 0
of the medium. For systems of the for{2) where the func- @)

1063-7850/99/25(2)/2/$15.00 164 © 1999 American Institute of Physics
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The continuous integra(7) is taken over all pathgU] forward above yields an equation to analyze the action of
={U(t)} leading from the initial point to the final one. It high-speed external noise on the steady-state behavior of
also follows from expressior(7) that the maxima and systems of the fornill):

minima of the transition probability are completely deter-

mined by the variational principle AU+h(U)+Bg(U)—-ag(U)g’'(U)=0. (12)
. 1 The last term in this expression maps the action of the
5S= 5f (VNU— ~[Vog(U)]?|dt external noise and may give rise to additional phase transi-
0 2 tion points not found in the completely deterministic case.

; However, the observation of these transitions is by no means
= 5f L(V,U)dt=0. (8) trivial. First, the probability peaks of these states are fairly
0 broadened because of noise. Second, they are masked by
Thus, each system of function¥ (U) realizing a maximum  diffusion terms.
or minimum (7) should satisfy a system of Euler equations. ~ This theory cannot be used to calculate the probability
If we are not interested in changes in the additional fiéld density of a particular phase state because the int€gras
introduced by us, the problem is simplified substantially ancPhly determined formally. However, this formalism can

reduces to the single equation identify the relative probability of the existence of one state
5 5 compared with another, the number of possible states, and
Z_(NU) = 62g%(U) — (Ing(U)) =0, 9 can also trace the genesis of the system under the action of
t?U( )= og )c?U( (V) © external multiplicative noise.

A different approach to going outside the limits of Eq.
(1) in the theory of nonequilibrium phase transitions is de-
d u NU 5 d scribed in Ref. 9. In this study perturbation theory is applied
U f 92(U) dU-o%Ing(U) (= m@(U)—O. (10 systtlematically, which imposes well known constraints on the
results.
The potential maximad(U) correspond to stable steady
states and the minima correspond to unstable steady states.

This implies that if the steady-state probability density has, =~ s and 1. PrigogineSelt o b
only one maximum, the system fluctuates around a single (C\;,;,i’l\gsol'\fej‘vnyg'r E ”1990797'?:’?; M%rgfgxai'ggg'”s'\ig”;g“" rium Systems
macroscopic state, i.e., exists in one phase. If the steady-statg;. Haken, Advanced SynergetioSpringer Verlag, Berlin, 1983; Mir,
probability density has two or more maxima, the system maysMoscow, 1985, 423 pp.
exist in two phases for the same external conditions. The4z~ IC-O TIanekgafL‘Jd F~|§°h"<l"abl'<’l'gg(3§- 5;7"?135 918?5(1993-
. . . . . . I. Olemskad, Usp. Fiz. Nau , .
mves_tl_gatlon of the poten_tlab(U) IS red_uced_ to the_ phase SW. Horsthemke and R. Lefeveoise-Induced TransitionSpringer Ver-
transition problem, described by a partial differential equa- |ag, Berlin, 1984; Mir, Moscow, 1987, 400 pp.
tion for which methods of analysis are well-developéd. ®P. S. Landa and A. A. Zaikin, Zh. Ksp. Teor. Fiz.111, 358 (1997
As an example, we shall analyze the behavior of a sys- [JETP84, 197(1997]. . i

. . . . . "Yu. E. Kuzovlev, T. K. Soboleva, and A. [Fillipov, Zh. Eksp. Teor. Fiz.

tem described by the so-called reaction—diffusion equation ;5 1742(1993 [JETP76, 858 (1993].
8L. A. Maksimov, A. I. Ryazanov, and V. L. Tsymbalenko, irkSE). Teor.

ou :
= Fiz. 110, 371 (1996 [JETP83, 199(1996].
ot AUFh(U)+Ag(U) +ag(U)&(), 1D 9G. F. Mazenko, Cond.-mat. N 980302P998.

which may be given a slightly differerjpotentia) form

typical of self-organization phenomeh&.The scheme put Translated by R. M. Durham
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Inverse problem in the x-ray phase contrast method
V. A. Bushuev and A. A. Sergeev

M. V. Lomonosov State University, Moscow
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An analysis is made of the possibility of solving the inverse problem of reconstructing the

internal structure of an object using a set of experimental distributions measured in an x-ray beam
for various orientations of the object. @999 American Institute of Physics.
[S1063-785(1900102-

The x-ray phase contrast method, based on the refraction o
of x-rays, is intended to obtain the image of weakly absorb- G(f):(kYO/ZW)f R(a)exp(—ik ypaé)da.
ing noncrystalline objects.® Radiation passing through an o
object is deflected from its initial direction through various Here®(x) is the change in the phase of a wave propagating
anglesB(x) and is then incident on a single-crystal analyzeralong thez axis, k=27/\, G(¢) is the Green’s function of
mounted near the Bragg reflection region. Since the refrache Bragg diffraction problem for bounded wave packéts,
tive index n(x,zZ)=1—48(x,z) is very close to unity R(a) isthe amplitude reflection coefficient of a plane wave
(8~10°) for radiation of wavelengtih<1A, the angles of incident on a single crystal with angular deviatierirom the
refraction 3~ & are between fractions and a few seconds ofBragg angledg, A¢ is the fixed angle of rotation of the
arc. Nevertheless, such small deflections may produce an in@nalyzer,y,=sin(fg+ ), andy is the angle of inclination of
age of fairly high contrast on photographic film inserted inthe reflecting planes to the surface of the analyzer. The de-
the beam reflected from the analyzer. This is because theendence of the phasé(x) on the transverse coordinate
angular width of the diffraction reflection curves is compa-leads to refraction at the anglggx) = (1/k)d®(x)/dx.
rable with 8(x). The characteristica and é of the object enter in a fairly

The phase contrast method can improve the contrast gfomplicated way in the integrdll) and thus are generally
an image by several orders of magnitude compared with théifficult to reconstruct using the measured intenditx).
adsorption methods normally used. This is particularly im-The situation is simplified appreciably if the geometric-
portant for studying the internal structure of medical andoptics approximation of the Bragg diffraction problem is sat-
biological objectd® in which the absorption coefficient isfied. In this case, we can shdw that
,;e(fcéawgn different parts of the object changes by only a few 1(X)=1,(x)P(A6—B), %)

So far, only the direct problem has been analyzed in thavherel ,(X) = exf —2o(x)] is the intensity of the absorption
theory of the phase contrast method, i.e., the inftige dif-  image andP(a)=|R(a)|* is the diffraction reflection curve
fraction reflection intensity(x)] has been calculated using from the analyzer. Equatiof®) holds if the transverse di-
given distributionss(x,z) andu(x,z) (Refs. 7-10. Here for ~ mension of the object is>A &= \/my,A 65 and the refrac-
the first time we consider the possibility of solving the in-tion angle gradient is dp/dx<A6@g/A¢,  where
verse problem of reconstructing the internal structure of ar 0= 2C|xn|/b"%sin20; is the width of the diffraction re-
object using a set of experimental distributionx) mea- flection curve,C is the polarization factoryy, is the Fourier
sured for various orientations of the object in the x-ray beamcomponent of the crystal polarizabilityp=y/y,, and
We show that for fairly large objects for which the Yn=sin(6s—#). Typical values ofA¢ are 5-3Qum. In this
geometric-optics approximation is valid, a two-dimensional@pproximation the image?) is determined by the intensity of
distribution 8(x,z) can be uniquely reconstructed using athe local(at the point) reflection of an x-ray incident on the

complete set of (x) data. analyzer with the angular deviatiahid— B(x).
The intensity distribution in the diffracted beam is given ~ The solution of the inverse problem can be divided into
by the following integral relatiof:***? three stages:)ldetermining the refraction anglgX x) using

the measured intensity(x); 2) calculating the function

2 F(x,2)=—3d68(x,2)/dx in the linear integral

I(><)=f0 G(OAX yo—E)explikyod 08)d¢| . (1)
B(X)=f F(x,2)dz; 3
where A(X) =exp(—o+id) is the amplitude of the wave -
passing through the object, and 3 reconstructing the required distributia?{x,z) from
the functionF(x,z).
a(x)zO.SJw w(x,2)dz, B(x)=— kfw 5(x.2)dz, _In the first stage we utilize the fact that silicon crystals
—w — with a known structure are used as the analyzer. Thus, we

1063-7850/99/25(2)/3/$15.00 83 © 1999 American Institute of Physics
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FIG. 1. Comparison between the results of solving the inverse
problem of reconstructing the refraction angJgi) and the di-
0.0 rect calculations. Image intensitiés): 1 — accurate solution?
: — geometric optics approximatio,— absorption image; dis-
tributions B(x) (b): 1 — solution of the inverse problen2 —
~0.4 direct calculations. Parameters used: Agkadiation, S(220)
symmetric reflectionA §g=1.7", A9=0.95".
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can assume that both the amplitude and the phase of the Note that in general the functioriB(x) and B(x) also
reflectionR=|R|exp(») are known. Finally, we find that the depend on the angle of rotatign of the coordinate system
refraction angles3(x) are related as follows to the experi- (x’, z') rigidly bound to the object relative to the laboratory
mentally measured functiod(x) =1(x)/1,(x): system &,z). The equation for the path along which integra-
. _ tion is performed when calculating in Eq. (1) then has the
B(X)=A0=[2Y(X)Cxnb"?~i xoi(1+Db)]/2b sin 293'4 form x=x'cosp+Z'sing. The functionB(k,¢) is the two-
) dimensional Fourier transform of the functiéi{x,z) in Eq.
where (3). The functionS(x, ¢) is then calculated according to the
_ ) 12 _ following rule:
Y(X)=[1+I(x)exp(i2n)]/[2I"9(x)expin)].
To illustrate the validity of this reconstruction, Fig. 1 S(x,go)=(1/47-r2)J B(k,¢)|k|lexpikx)cospdk.  (6)
gives the results of a numerical experiment to solve the di- *°°
rect and inverse problems of finding the refraction angles \ye can easily show that the functidi(x,z) in the in-

B(x). The object was a (£Hg), polystyrene capillary of teqral(3) can be determined by integrati®fx, ¢) (6) over
radius 1mm and wall thickness 0.3mm, filled with ethyl 5 anglese between 0 andr:

alcohol GHgO. The coefficientss and u at \=0.559 A are
0.477<10°% and 0.38cm?! for polystyrene and 0.376
%10~ % and 0.37 cn* for alcohol(Ref. 7). The thickness of
the transition layer at both interfaces is taken to be.f@
Figure 1a gives the results of direct calculations of the phase
contrast intensityl (x) using the rigorous wave theort)
(curve l) and the geometric-optics approximatit®) (curve 0.5
2). Also plotted for comparison is the absorption image
curve 3. It can be seen that the absorption contrast is only
5%, which is much lower than the contrast for curdeand

2. Moreover, unlike the phase contrast imadeand 2, the ]
alcohol—polyethylene interface cannot be identified on curve

F(x’,z’)=f S(x' cosp+2z' sing,¢)de.
0

3. The result of the accurate calculatiofsirve 1) was then © 0.31
used as the experimentally measured distributipog) from 97
which the functiong(x) given by Eq.(4) was determined. It © 09

can be seen from Fig. 1b that the results of this reconstruc-
tion of the refraction angleg(x) (curvel) differ negligibly

from the functiongB(x) calculated directly from the given 0.1k
distributionsé(x,z) andw(x,z) (curve2). It should be noted
that the results of solving the inverse problem f&(x) do
not depend on the deviation angle of the analyzer. | L__

In the second stage we first calculate the Fourier trans- 0.0 : : ' : :
form B(k) of B(x) determined above: -0 -05 00 0.5 1.0

X, mm
B(k):J B(x)exp(—ikx)dx. (5) FIG. 2. Distributions of the capillary refraction decremef(ix,0): 1 —
—o result of solving the inverse probler@,— initial model distribution.
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The third final stage involves accurately reconstructingv. N. Ingal and E. A. Beliaevskaya, J. Phys.2B, 2314(1995.

the required two-dimensional distribution: 2T. J. Davis, T. E. Gureyev, D. Gaet al, Phys. Rev. Lett74, 3173
(1995.
X 3 .
_ , , V. N. Ingal and E. A. Belyaevskaya, zZh. Tekh. Fig7(1), 68 (1997
o(x,2)= j,mF(X 2)dx’. (@) [Tech. Phys42, 59 (1997)].

4V. N. Ingal and E. A. Beliaevskaya, Physica Medit2(2), 75 (1996.

In Fig. 2 the solid curvel shows the distributiod(x,0) 5V. N. Ingal and E. A. Beliaevskaya, Surface Invek?, 441 (1997.
reconstructed using Eqg5)—(7), where curvel in Fig. 1b V. N. Ingal and E. A. Beliaevskaya, Nuovo CimentolB, 553 (1997).
was taken as3(x). The dashed curvé gives the initial ~ 'V. A Bushuev, V. N. Ingal, and E. A. Belyaevskaya, Kristallografiia
model distribution in the capillary cross sectipr 0. It can 808 (1996 [Crystaliogr. Repal, 766 (1996 _
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differs from the accurate resut). 10y, A. Bushuev and A. Kone, Surface Inveds, No. 10(1998.

Thus, we have found that the internal structure of an‘'A. M. Afanas'ev and V. G. Kohn, Acta Crystallogr., Sect. A: Cryst. Phys.,
object(x,z) can be accurately reconstructed for a completelzDiffr-, Theor. Gen. Crystallogr27, 421 (197D.
set of datal (XY(P)' In practice, the fUﬂCtiOﬂ(X,(p) is 0n|y 13T. E. Qureyev and S. W. Wllklns, NUOYO Clmenth!}), 545 (61.993.
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Angular dependence of the current—voltage characteristics and voltage fluctuation
spectrum in ceramic superconductors

0. V. Gerashchenko

B. P. Konstantinov Institute of Nuclear Physics, Russian Academy of Sciences, St. Petersburg
(Submitted April 24, 1998; resubmitted September 12, 1998
Pis'ma Zh. Tekh. Fiz25, 8—13(February 12, 1999

Measurements were made of the current—voltage characteristics and voltage fluctuation spectrum
as functions of the angle between the magnetic field applied in the plane of the sample and

the direction of the transport current in a Y®aK0,_ 5 ceramic superconductor. The angular
dependence of the fluctuation spectrum was measured first. It is shown that the
current—voltage characteristics are not described using the vortex line cutting model and the
voltage fluctuations are not caused by independent motion of vortices in the bulk of the sample.
The results are consistent with the model of a self-organized critical state.99®

American Institute of Physic§S1063-785(19)00202-5

It is known that in low-field electrodynamidsvhen the  high-temperature superconductors  j.=10° A/m?,
magnetic field does not penetrate into the granujeanular  53—10-5m, andues=0.5 we obtaind~2, i.e., criterion(3)
high-temperature superconductors are rigid type-Il superconsannot be satisfied.
ductors, provided that the effective Josephson penetration | the jimit 8>1 the Josephson medium is described by
depth satisfies the conditianes=(Po/2muoperica) "2, equations in which discreteness is very imporfafihese
wherea is the characteristic size of the granules and pores iRquations are equivalent to those for a system with self-
the ceramic®, is the magnetic flux quantum, andis the  organized criticality’ This case corresponds to the model of
critical current density. The current—voltage characteristic isyp, isotropic current—voltage characteristic proposed by
then formulated as the double critical-state moele, for  Bearf and the model of a self-organized critical state devel-
example, Ref. Lin which four phenomenological parameters gped for ceramic superconductors in Refs. 2, 5, and 6. In this

are introduced: the transverse critical current densiy  model, the local current—voltage characteristic is isotropic:
which determines the depinning threshold, the longitudinal

critical current densitycH, which gives the threshold for vor- E=Eyj/|j|,
tex line cutting, and also the longitudinal and transverse re-
sistivities py and p, . The current—voltage characteristic is ) 0, lil<ic
. Py == ) e . Eo(j)= (4)
highly anisotropic relative to the direction of the magnetic o)) = p(i—icsign)), lil>iec.
field.
We assume These two casesB<1 andB>1) can be distinguished by

measuring the current—voltage characteristic versus the angle
« between the current and the magnetic ffetat, by studying
n=e,cosa+g sina, M=nXeg=g, Cosa—g,Sina. the fluctuation spectra, since self-organized systems are
(1) strongly fluctuating.
Unfortunately, no detailed noise theory has yet been de-
veloped, although it may be predicted that the noise correla-

j=ie=jjn+j.m, B=Bn, E=En+Em,

Then for the electric field componeRt(«) we find

E,=Ejcosa—E, sina, (2)  tion functions should differ substantially for the anisotropic
. ) (B<1) and isotropic f>1) current—voltage characteristic.
Eim 0, |j cosa|<jq Nevertheless, it is interesting to compare our results with
| p|(j cosa—j¢ sign(j cosa), |jcosal>jg those predicted by a simple model corresponding<ol in
o ) which the voltage fluctuations occur in a superconductor as a
E = [ 0, |jsina|<je. result of the independent motion of vortices under the action
L —pL(jsina—j,, sign(jsina), |jsinal>j., . of the Lorentz force through the sampleee Ref. 7, for ex-

ample. Then, in the low-frequency limit we obtain an ex-
pression for the fluctuation spectrum similar to the shot noise
spectrum:

It was shown in Ref. 2 that the condition for validity of
the continuum approximation .=a is equivalent to the
condition

B=a’I\%<1. 3 Sv(f<f)=20,V,=2d,E.d, (5

The parameteg is proportional to the number of flux quanta wheref.=1/(277), 7=wdB/V, is the time a vortex takes to
®, pinned by the elementary circuit. For typical values inpass through the sample,is the sample thickness, is the

1063-7850/99/25(2)/3/$15.00 86 © 1999 American Institute of Physics
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distance between the potential contaddsis the magnetic “white-noise” spectrum(5). For comparison we plotted the

induction, andv, is the average voltage at the potential con-intensity of the spectrum calculated from expressign In

tacts. our experiment we have w=0.3mm, d=3.5mm,
Measurements were made of the current—voltage chav,~0.2mV, and B=1.8mT (ue~0.5), which gives

acteristicE,(j) and the voltage fluctuation spectrugy(f) f.~17kHz. It can be seen that in the range of validity of

for samples of YBaCu;O;_ s high-temperature supercon- expression5), the intensity of the spectrum is many times

ducting ceramic T.=91.5K) fabricated in the form of thin lower than the spectrurtb). Thus, our results indicate that

platelets having dimensions of &% X 0.3 mm along thez, the voltage fluctuations in our high-temperature supercon-

y, andx axes, respectively. The measurements were made ducting ceramic are not caused by independent motion of

liquid-nitrogen temperature using a four-contact method. Thdlux quanta through the sample.

sample was placed in an electromagnetic shield and cooled at Figure 2 shows typical angular dependences of the

Bo=0. The magnetic field, was generated parallel to the current—voltage characteristi€,(a) and the spectrum

broad plane of the sampley,z) by means of permanent S,(«). It can be seen that

magnets which could be rotated about ¥axis perpendicu- )

lar to this plane. The electric current, obtained from batteries Ex(a)=Eo+Essir(e), Eo=EA0),

via a_limiting re_sistor, was directed along tleaxis. The _ E,=E,(m/2)—E,0), 6)

magnitude of this current was such that the corresponding

voltage dropV, was in the linear region of the current— which follows from Eq.(2) for large currents. However, the

voltage characteristiflux flow regime. electric field satisfieg€, /E;<<0.3, and it was also found that
The voltageV,(t) from the potential contacts was passedj.(a=0)~|.(a= w/2) holds, whereas in the double critical-

through a matching step-up transformer to a low-noise amstate model these quantities differ parametrically. We assume

plifier, a low-pass filter with a cutoff frequency of 3 kHz, and that the experimental current—voltage characteristic is closer

an L-1230 data acquisition array. The voltage fluctuationto the isotropic mode{4), which agrees with the results re-

spectrum was calculated numerically using a fast Fourieported by Bear,and the deviations from isotropy arise be-

transformation. The value @&, (f) was obtained by averag- cause the current—voltage characteristic in the equations is

ing the measured spectrum over 50 realizations and subtradbcal, whereas that measured experimentally is an integrated

ing the noise of the device in the absence of current througbharacteristic. In addition, some of the vortices which pen-

the sample. The measurement error $(f) was approxi- etrated into the granules for an external fiBlg>1 mT give

mately 10 2°V?/Hz and increased slightly at lof the current—voltage characteristic of vortex line cutting, in
Since in this experimental setup, possible fluctuations iraccordance with the results presented byePdrodrguez

the resistance of the limiting resistor and the current contactst al

may cause current fluctuations which are converted into volt- The observed angular dependergg «) is also fairly

age fluctuations at the sample resistance, the effect of thiweak.

was estimated by making measurements of the voltage fluc- Thus, it has been shown experimentally that first, the

tuations at a X) wire-wound resistance connected in seriescurrent—voltage characteristic depends weakly on the angle

with the sample. It was found that the current fluctuationsa between the current and the magnetic field; second, the

were negligible. voltage fluctuation spectrum also depends weaklyxpand
Figure 1 shows the voltage fluctuation spectrum. It carthird, the fluctuation spectrum behaves d&s 1Lé., the system

be seen thas,(f)~f~ 7, wherey~1 which differs from the is strongly fluctuating. All these factors indicate th@-1
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holds in our system and suggest that the model of a self*F. Paez-Rodiguez, A. Peez-Gonzalez, J. R. Clemt al, Phys. Rev. B
organized critical state in granular superconductors is the 56, 3473(1997. )
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Charge coupling based on resonant surface photoionization
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A method is proposed for charge coupling based on resonant surface photoionization.
Possibilities for using resonant surface photoionization to convert optical signals into charge
packets and also for the storage and transfer of information are noted99® American Institute
of Physics[S1063-785(19)00302-X]

Here we propose a method of using resonant surfackys may involve using electromagnetic radiation to create a
photoionization to convert optical signals into charge packetslipole layer at the surface of the semiconductor as a result of
and also for the storage and directional transfer of the inforthe resonant photoionization of particléatoms or mol-
mation represented by the charge packets. ecules adsorbed on the surface of the sample.

Charge-coupled devices are usually controlled by means New technical properties of resonant surface
of a series of synchronized timing voltage pulésThese photoionizatiofi™? appear in this method of controlling
devices mainly operate on the principle of transferring a lo-charge coupling in which, instead of electrodes, a monolayer
calized charge by varying the electric potentials at the conef adsorbed particles must be deposited on the surface of the
trol electrodes of an array of photosensitive eleméAtn semiconductor used to fabricate normal charge-coupled de-
the method of controlling charge coupling described in Refvices (Fig. 1). If necessary, this monolayer of adparticles
3, the discrete photodetectors in an array have many metahay be separated from the surface of the semiconductor by a
electrodes, which are used to convert optical information intghin layer of dielectric whose thickness allows electrons to
electrical signals proportional to the intensity of the recordedunnel from the adsorbed monolayer to the semiconductor.
infrared radiation. The base semiconductor crystal used tdhe particles adsorbed on the surface are selected with elec-
fabricate the photosensitive array is affected by the fabricatronic levels such that the ground state lies within the band
tion processes, so that attachment of the electrode systegap and the excited state falls within the conduction band of
gives rise to numerous periodic static irregularities in thethe semiconductor. When radiation in resonance with the
array, which lead to inhomogeneities in the photogeneratiotransition between these states is incident on the monolayer,
and thermal generation processes and also in the carriéme adsorbed particles are excited and electrons tunnel from
transfer characteristics. These factors severely limit the effithem into the semiconductor, resulting in the formation of a
ciency of recording images by charge coupling at low signalglipole layer on the irradiated section. When carriers are in-
and low levels of illuminanc@ A simpler method of achiev- jected into the charge-coupled device either by photogenera-
ing charge coupling using planar technology proposed irtion or electrically, charge packets build up beneath the di-
Ref. 4 has the same shortcoming because of the presencepmile layer as a result of charge—dipole interaction. Charge
periodic static inhomogeneities at the surface of the semicortransfer can be achieved by moving the irradiated section
ductor wafer. over the surfacéFig. 1).

These inhomogeneities may be eliminated by a method Depending on the purpose for which the charge-coupled
based on the principle of using dynamic inhomogenetties. devices are designed, one or several resonant emligins
this method of controlling charge coupling, surface acousti@mitting diodes, microlasersnay be used to illuminate the
waves generated as a result of the piezoelectric effect amdparticle monolayer. In this method of controlling charge
used to create potential wells. The rate of displacement of theoupling, the frequency band and delays are not rigidly fixed,
potential wells in the semiconductor is the same as the wavsince these parameters are determined by the resonant sur-
propagation velocity. This method of controlling charge cou-face irradiation regimes, which can be measured easily and
pling by surface acoustic waves is very fast and the produatapidly. The topology of the irradiated region can be almost
of the delay time and the frequency band is lafiggto a few  arbitrary.
thousangl The main disadvantage of this method is that If the charge transfer channel is located in the wide-gap
charge-coupled devices combined with surface acoustisemiconductor and the carrier photogeneration region is lo-
waves can only operate at a fixed frequency band and delaysated in the adsorbed monolayer, we can obtain a high-speed
Recent studiés’ have examined photothermal effects causedphotosensitive charge-coupled device with the desired spec-
by the action of pulsed laser radiation on germanium surfacé&al characteristic, which is determined by the width of the
state§ and displacement of the boundary of firen junction  adparticle excited state and the low dark currents in the trans-
in direct-gap GaAsP structurés. fer channel. The semiconductor and the monolayer of reso-

A possible method of achieving electrodeless control ofnant particles adsorbed on its surface, forming a particular
charge coupling without fixing the frequency band and de+type of heterostructure, can also give additional advantages
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1 buildup of carriers. Moving the region of resonant irradiation
/ \ over the monolayer of adsorbed sodium atoms causes charge
to be transferred near the surface of the silicon sample along
the required trajectory and in the required sequence, both
controlled by the resonant emitters.
— 2 We note that for simplicity, the energy level diagram

does not show any shifts and broadening of the sodium
%\ E atomic levels or bending of the silicon bands, since these do
3

not alter the fundamental effect. In addition, the perturba-
tions of the adpatrticle levels are usually large when these are
FIG. 1. Charge distribution at various times during transfer based on resodeposited on metal surfaces, whereas when they are depos-
nant surface photoionizatiod:— resonant laser irradiatio?,— adparticle . . .
monolayer3 — charge packets in semiconductor sample. |t.ed on semiconductors, the level perturbations are compara
tively small because of the reduced concentration of free

electrons.
from the point of view of optimizing the charge-coupled de-  An infrared radiation detector may be fabricated by in-
vice (high speed and low noise leyel jecting impurities into the silicon for which thE, level is

This method of controlling charge coupling can be the same as the adparticle ground state. The infrared radia-

implemented by using silicon as the semiconductor and sdion transfers the electrons from the valence band to the im-
dium atoms as the adsorbed particles. Figure 2 shows tHeHrity level from which they tunnel to theSsground state of
configuration of the energy levels of the ground and ex- the adatom which is then released by resonant radiation. A
cited states of sodium atoms relative to the energy bands ¢¥/o-Stage transition via3-3P takes place to the conduction
silicon. HereE,=E,—E, is the band gapE, is the top of band. This transition can take place in the semiconductor
the valence band, anH, is the bottom of the conduction itself. However, the use of an adsorbed monolayer allows the
band. The % ground state of the sodium atom falls within Puildup and transfer of chardee., the charge coupling to be
the band gap and its excited state within the conductiorfontrolled using resonant radiation.

band. Sodium atoms are excited to thd® 3state by

A=589nm resonant laser radiation. Electrons tunnel from
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Modeling of positive streamers in liquid argon
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A numerical simulation is used to investigate the dynamics of positive streamers in liquid argon.
It is shown that as in gases, the nature of the streamer propagation depends on the field
strength in the discharge gap. It is established that electron—ion recombination in the streamer
channel plays a significant role compared with streamers in gase4.999 American

Institute of Physicg.S1063-785(09)00402-4

Studies of prebreakdown effects in dielectric liquids are  gn, /ot +V(n.Ve) = aVene— BNeh;, 2)
of considerable interest in connection with applications in
high-voltage insulation, charged particle detection, and other dn;/dt+V(n;,V;)=aVene— BNeN; . ©)]

fields. The range of prebreakdown effects in liquids is ex- ) .

tremely extensive and depends on the type of liquid, thdlere Ve andV; are the drift velocities of the electrons and
pulse length, and the applied fielsee, for example, Ref)1 ions, anda and B are the coefficients of ionization and re-
A distinction is also made between the so-called “bubble” COMbination. Itis assumed that the valued/gf, Vi, «, and
and “electron” breakdown mechanisms. The first is caused® are determined by the local electric field strength. Unlike
by a phase transition, i.e., the formation of gas—vapthe model of a streamer in a gas in which the density of seed

bubbles which form a conducting channel. The second iglectrons ahead of the streamer front was calculated by in-
similar to the breakdown mechanism of gases which i<luding a term r.espor'lsiblle for volume photoionization in the
caused by the electron impact ionization of particles. Thdr@nsport equations, in this case the background valug, of
electron mechanism is typical of liquids with highly mobile IS @ssumed to be givefmany orders of magnitude lower
charged particlegsuch as liquefied argon, xenon, and meth-than the value ofi in the streamer channel _
ane and takes place on a nanosecond time scale. It is natura] 'nformation on the drift velocities and kinetic coeffi-
to assume that the formation of thin plasma channels 0_Flents in liquids is very incomplete. The electron drift veloc-

- . . . - _ 2 73
streamers observed in liquids in this case is the same as [I¥ N liquid argon (particle densityn=2.1x 10°2cm?) has
gases. been measured in fields<100 kV/cm (Ref. 6 and values

Unlike the situation in gases, for which the dynamics ofOf the recombination coefficient are known in an even nar-
streamers have been described fairly comprehensively, onfPWer rangeE<1kv/cm (Ref. 7. No direct measurements
qualitative models have been proposed for streamers iH2ve been made of the ionization coefficient in liquid argon
liquids 23 In this context, it is interesting to use a quantitative @"d only indirect data are available, obtained by analyzing

approach similar to that used for gases to describe streamefi ignition voltage of a corona dischafgand also the re-

in liquids. Here we present results of calculations of a posiSults Of calcul_at|on§. Here the electron drift velocity was

tive streamer in liquid argon using a two-dimensiofeti- ~ calculated using the expression

symmetrig model. 0.04
We analyze the propagation of a streamer from a posi- Ve:(4X105E +0.48) X 5008

tive charged metal sphere of diameter 4@ inserted in a 4x 10PE*%4+ 500

gap between planar parallel electrodes which generate an ad- _ ] ]
ditional uniform field E,. This geometr§ is convenient for (WhereE is volts per second which approximates the ex-

studying how the propagation is influenced by a uniformPerimental data in_ relatively_weak fields an_d agrees with the
field (which is weak compared with the field near the spherec@lculated result§ in strong fields(note that in strong fields
where the streamer formsThe model of a streamer propa- Ve increases linearl with increasingE and its dependence
gating along the axis of symmettpassing through the cen- ©N E/n is close to that for gaseous argobata from Ref. 13
ter of the sphere perpendicular to the planes of the parallé¥ere used for the ion drift velocity:
electrodes is similar to that used in Refs. 4 and 5. This V.=10"3E cm/s )
model includes the Poisson equation for the electric field !
potential assuming that the ion mobility does not depend on the field.
E=—Vd, V2b=—4mre(n—ny)le, 1) T_he ionization coefficient was given by the standard expres-
sion

4

wheren; andn, are the densities of positive ions and elec-
trons, anck is the permittivity of the medium, and the trans- o 15 exp( _ 3.3810°

—1
port equations for the charged particle densities E cm - ©)
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0.004
5
~ 0.002 FIG. 1. Electron density contours on the streamer axis.
~ The numbers on the curves denote,lpg, cm °.
0.000 L Ll
0.000 0.010 0.020 0.030 '

The parameters in this expression were selected to obtauhensity on the streamer axis 8 and 10 ns after starting. It can
values ofa similar to the results given in Refs. 8 and 11. Thebe seen that the electron density reaches a maximum
recombination coefficienB was taken to be proportional to n.,~10'"cm™2 in the streamer head and decays rapidly be-

the value ofBp given by the Debye formula hind the head to~10%cm 2 as a result of electron—ion
dmeV recombination. The maximum field at the streamer hiegd

B=EBp=¢ € 7) is ~3 MW/cm. This field satisfies the known conditiérior

eE saturation of the ionization coefficieat as a function of.

The value of the numerical coefficiegtvaried (under ex- Thus, the maximum electron density in the head agrees with
perimental conditiorfsin weak fields the value of varied the estimat&
between 0.1 and 0.4 as a functiony.

Figure 1 give the electron density contouis the rz n =ifEhadE )
plane, wherez is the streamer axislO ns after the start of a e 4me Jo '
streamer from a sphere charged to the potehtial3 kV for
an applied fieldE,= 400 kV/cm(the value of¢ is taken to be  generalized to the case of a medium having a permittivity
0.1). It can be seen that under these conditions, the streaméiffering from unity.
becomes thinnefand slower, see belgwas it propagates. The structure of thée and n, distributions(relative to
The characteristic streamer radius is10um. Figure 2 the maxima on the streamer axis near the head is shown in
shows the distributions of the electric field and the electrorgreater detail in Fig. 3. The electron density at the field maxi-
mum z=1z, is approximately an order of magnitude lower
thanngy, and the recombination velocity is negligible at this
point compared with the ionization rate. In the region beyond
3000 a the field maximum, where<z, holds, the value ofE and
thus the ionization frequencyV, decay rapidly. However,

i ! ? the recombination frequengn; which is proportional to the
52000 N positive ion density, increases in the region behind the head
Z and becomes equal to the ionization frequency a short dis-
i - tance from the field maximum substantially smaller than the

1000 | streamer radius. This result can be understood if we bear in

Y

00.00. 0.61 0.62 l 0.63 I 0.64
z, cm
171 b
- 1 2
15 \==,‘=,—===—J//

13

11r \ 5
0.0 ) I . LN A ]

0.01 0.02 0.03 0.04 -2.0 -1.0 0.0 1.0 2.0
z, cm Z — Zp, pm

log(re, cm™)

FIG. 2. Distributions of the electric field strength) and electron density FIG. 3. Distributions of the relative electron densitt) and electric field
(b) on the streamer axis at 8 and 10 ns, respectij@lyvesl and2). strength(2) on the streamer axis near the head.
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0.008 a function of its length calculated for the same external con-
i a ditions (U=2 kV, E;=500 kV/cm and various values of the
coefficienté. It can be seen that any changeisubstantially
- 0.006 alters the nature of the streamer propagation. Figure 4b gives

2 5 the velocity ¢=0.1) for various external conditions. De-

£ 0.004 L / pending on the fieldE, the streamer can either be accelerated

° or slowed. For the given choice &f propagation of the

- streamer at a constant velocity corresponds to
0.002 2 Eo,=500kV/cm. Under these conditions, the field in the
' streamer channel, which is approximately equaEtp en-
sures that the ionization and recombination frequencies are
0000 L — . o 4+ Ly the same.
0.000 0.010 0.020 Note that as in gasésthe nature of the streamer propa-
cm gation does not depend on its formation conditiéos the
0.010[ potential of the spher®)). As U increases only the average
I b velocity and thus the streamer radius increase. Typical values
0.008 - of the streamer velocity are of the same order of magnitude
I as the measured propagation velocities of the breakdown

T, 0.006 | wave in liquid argon in uniform fields of 300—400 kV/cm

< X (Ref. 17.

5 0004l 2 To conclude, we stress that these results were obtained
without complete information on the values of the kinetic
coefficients. As new data appear, these results will be re-

0.002 - fined. In particular, using dependences of the ionization co-
efficient @ on E which saturate in stronger fieldas calcu-
0'008.006 : ‘0“0‘10‘ — 0620 — (‘)'0'30 lated in Ref. 10 will increase E,, and ng, and will also

increase the fieldE, corresponding to steady-state propaga-
tion. However, there is reason to predict that these refine-
F'Gc-) i‘-lstre%moef ‘2"3_";0“3’&’”2“51 Iesngth&gﬁ\zl_ké/, Eggo5gozv’:$ ments will not substantially alter the distributions of the
(52) ahd( ?363(%) k\./%:rz{. (1-3) and 2(4) kV; E, 1. 4), streamer plasma parameters and will not affect the conclu-

sion that electron—ion recombination plays an important role
in the dynamics of streamers in liquids.
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An investigation was made of acoustic emission in silicon single crystals during passage of an
electric current. It was observed that in the temperature range st(the2D0—450 K

acoustic emission signals whose intensity increases with increasing dislocation density are excited
in a static electric field. The acoustic emission of silicon single crystals with and without
dislocations is compared. It is assumed that the acoustic emission in silicon is caused by the
unpinning and migration of dislocations under the influence of the direct electric current

and thermoelastic stresses. The activation energy of this process is estimited &3+ 0.05 eV

during passage of a direct current of dengity2.8x 10° A/m?. © 1999 American Institute

of Physics[S1063-785(19)00502-9

It is known that various external influences on crystalsnected to a computer to record and store the information. The
containing linear defects are accompanied by the formatiospectral composition of the response sigbdlw) was ob-
of acoustic pulse&@coustic emissionn their bulk caused by tained using a standard fast Fourier transform algorithm.
the migration of dislocations, crack formation, and material ~ The silicon wafer together with the detector were heated
damagé. This situation is typical of semiconductor crystals by placing in an electrical furnace. A steady-state tempera-
operated under elevated current and thermal ldaas,in  ture was established in the furnace 3.5—4 h after switching on
semiconductor devices. Despite this, the acoustic emission difie heating. The spectra obtained during the heating process
semiconductors under constant external influences hasere used to estimate the vibration enekyy In our case,
clearly not been sufficiently well studied. For example, al-we find W~EnUﬁ, whereU, are the amplitudes of the har-
most no data are available on the acoustic emission of seminonics of the experimental spectrum. This follows from the
conductors with dislocations in steady-state thermal andlirectly proportional relationship betwedn(t) and the vi-
electric fields. Thus, the present paper is devoted to therational velocityv(t) (Ref. 2. It was established that for
acoustic emission observed in dislocation-containing silicorj =0 the electrical response decreases monotonically after a
wafers under current and thermal loads. steady-state temperature has been established and reaches a

The samples werd111]-oriented, phosphorus-doped certain background level after 1.5—-2h. This is at variance
silicon wafers, with or without dislocations, of length with the data given by Kalitenket al2 who first observed an
| =40 mm, thicknessl=0.35 mm, and widtlh=10 mm hav-  acoustic response under thermal perturbation. Our results
ing the resistivityp=0.01Q - cm. The dislocations were in- show that these studiésvere carried out under nonsteady-
troduced by annealing the wafers under load using a threestate temperature conditions.
point system at a temperature of 1000 °C for 10—30 min. The Passing a direct current through the wafer radically
dislocation density was f@n?. changes the acoustic response pattern. The spectra obtained

Acoustic emission was excited by passing a current ofinder the influence of current show a clearly defined maxi-
density j=(1.4-5.7x10° A/m? and by external thermal mum atf~0.25Hz. The signal amplitude remains constant
heating. The temperaturé€800—-450K was monitored to even after thermostatic control for 36 h. Thus, most of the
within =1 K by using a chromel-alumel thermocouple po-investigations were carried out after holding for 2 h at con-
sitioned near the wafer. A liquid In—Ga eutectic was used tcstant temperature.
reduce the influence of acoustic emission from the current-  Typical results plotted in Fig. 1 clearly demonstrate the
supply contacts. The ohmic character of the contacts wasacoustic emission response of the semiconductor containing
checked using the current—voltage characteristics. dislocations. For instance, when a currgat2.8x 10° A/m?

The acoustic emission signals were recorded by a piezas passed through the samples under steady-state temperature
electric detector positioned on the surface of the wafer, wittconditions, the acoustic emission signal from the samples
VM-6 vacuum oil being used to improve the acoustic con-containing dislocationgcurve 1 in Fig. 1) is appreciably
tact. The detector was a TsTS-19 piezoceramic wafer ohigher than the acoustic response of the dislocation-free wa-
thickness 0.3 mm and diameter 10 mm whose natural frefers(curve3in Fig. 1). Such striking differences can only be
guencies {;=4 MHz) were above the spectral composition caused by unpinning and migration of anchored dislocations
of the response signal. The electrical response from the dén the static electric field, which agrees with the observations
tector U(t) was fed to an S9-8 storage oscilloscope con-made by Kalitenkoet al® (thermoelastic stresses may also
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FIG. 1. Spectral power density of acoustic emission signal during passage 6fIG. 2. Temperature dependence of the acoustic vibration energy of a sili-
a currentj = 2.8x 10° A/m? and external heating to 380 K for samples with €ON wafer with dislocations during passage of a direct current of density
(1) and without(3) dislocations; under external heating to 380 K without j=2.8X10° A/m?.

current(2).

. Note also that in the absence of a static electric field the
Ucoustic emission response of the samples with dislocations
?curve 2 in Fig. 1) is always higher than that of the
dislocation-free wafergcurve3 in Fig. 1). This result seems
unexpected if we bear in mind that the thermal endegy

. . =0.025-0.037 eV is clearly inadequate for a dislocation to
mechanical stress greater than the Peierls strgdRef. 6. overcome the potential barrigiy=0.53 eV. We suppose that

In this case, the dislocation overcomes the potential barrietrhiS apparent contradiction can only be explained by intro-
in the crystal and is shifted from the equilibrium position. At ducing a Boltzmann energy distribution

nonzero temperature the potential relief becomes blurred as a To conclude. the acoustic emission observed in silicon

:jesult of m_lt_:r(])heretznt :chterma:cl m;)tlon of thet f;ltotms, WR'}%‘ "®-Wwafers containing dislocations is caused by the unpinning
ucesoy, . The rate ot transtey from one state to ano and migration of dislocations under the action of steady-state
may be estimated as

thermal (T~400K) and electric fields j(=2.8x 10° A/m?).

£ Any temperature deviations from the steady-state value are

U:(l_f)vleXF< — _d) (1)  accompanied by an additional acoustic response, which dis-
KT torts the true pattern of acoustic emission. The perturbing

) ) _ _ _ influence of this factor increases abruptly as the system de-
wheref is the fraction of dislocations which have become yyts from the equilibrium state.

unpinned with the activation enerd@y,;, andv, is the effec- This work was supported financially by the State Com-
tive transition frequency whlch dgtermlnc_es the maximum iNpission for Higher Education.

the spectrum of the acoustic emission sign@le5H2 ob-

tained for samples containing dislocations. It follows from

Eq. (1) that the temperature has a decisive influenceyon V. A. Greshnikov and Yu. B. DrobotAcoustic Emissiorffin Russiaf,
This was confirmed by our investigations, which revealed an,M0Scow(1976, 272 pp. . .

. . . . V. |. Domarskas and R.-l. Yu. KazhiBjezoelectric Transducers for Con-
increase in the amplitude of the r_ecorded signal by a factor of Measurement§in Russia, Mintis, Vilnius (1975, 255 pp.

1.5 when the wafer temperature increased from 380 to 450 K3v. A. Kalitenko, I. Ya. Kucherov, and V. M. Perga, Fiz. Tekh. Polupro-
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have some influence but further studies are needed to es
mate their contribution and this is outside the scope of th
present paper A dislocation, having charge and effective
mass, should respond to the action of an electric fielt
trainment by the field and electron or hole wirzteating a
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A description is given of a method of modeling the spectral, power—current, and threshold
characteristics of an injection laser based on the dependence of the gain on the energy density. The
results of the modeling can be used to describe various experimental observatioh899©

American Institute of Physic§S1063-785(19)00602-3

1. The dependence of the gain on the energy dehnsityand the steady-state lasing condition for the nonlinear laser
g(Pg) has been used to develop a method of calculating thenodel in the following form:
spectral, power—current, and threshold characteristics of a
semiconductor injection laset which can be used to model Jll\’R2<“’m) dx
various experimental observations. Here we describe the ba- ) m@y [9(Pom(X+ 1)) — a]x
sic features of the method and report some results of the
computer modeling of various experiments. whereR;(w.,) andR,(w,,) are the left-hand and right-hand

2. The dependence of the gag(Pg) on the energy reflection coefficientsg[ Po,(x+ 1/X)] is the gain at the fre-
density holds when the saturation effect is unimportant. Thisquencyw,, calculated using formulé4) from Ref. 2,g de-
dependence of(Pg) makes the equations for the energy pends on the distribution functions calculated as in Ref. 3
density nonlinear. These equations yfalie phase condition assuming electrical neutrality, and on the densities of states

=Lz, Y

FIG. 1. power—current characteristics, spectra, and mode
powers as a function of current.

0 . ——
23 26 jmA
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in the bands, « is the loss factor calculated using formulas
(3.8.25 and(3.8.29 from Ref. 4, and_, is the laser length.
The coefficient for the stimulated transition is calculated us- 35 —
ing a formula obtained from the density matrix equations for

a two-level model with relaxation:

J{h »

(Hp/h)2T 12, 2 20
where T, is estimated using the formulalr,=1.27 T T L
X 10 Y cK/T derived by Alferovet al® and the matrix ele- 02 03 04 —oM"

ment of the HamiltoniarH,, is calculated using formulas _ , _
(3.6.10, (3.6.13, and(3.6.19 from Ref. 14. Having deter- FIG. 2. Threshold current as a function of active zone thickness.
mined Py, from Eq. (1), we find the coherent radiation _ . _
power on the right at frequenay,, using the formula from With the experiments reported by Bouadetzal.” €) Figure
Ref. 3: 1d gives the power—current characteristics for two lasers: |
. — for R,=0.45(x=1.2) and Il — forR,=0.15 k=1.2).
P™(@m.j)=CPom(1~Ro(@m))LLy/VRo(wp). (3 These characteristics agree with those obtained
The right-hand power—current characteristic is given by:experimentally’® Figure 1e gives the power—current charac-
teristics for L,=200um and L,=150um, which agrees
PI()=> P*(wy.)). (4)  Wwith the experiments described by Levimeal* f) The
M threshold current is plotted as a function of the thickness of

3. The experimental studies cited below do not give allth® active zongy(L,) in Fig. 2 and agrees with the experi-
the data required for the calculations. Thus, we used a singi@ental dependendsee Fig. 64 in Ref.)7 _
laser model, i.e., @-INg7:Ga 26280 61Ps 20/ INP laser with 4. Thus, a comparison of_ the funct|_onal behavior of th.e
the parameters and pump formula from Ref. 8. The temperac-alcm_""ted curves as a fl_Jnct|on of various parameters with
ture dependence of the spectral line widsee the experi- experimental result§ optalned for d|fferen.t typeg of lasers has
mental data plotted in Figs. 2.11 and 2.12 in Ref. 12 forevealed good qualitative agreement, which indicates that the

different types of lasejswas taken into account using an Proposed method may be highly relevant. N
approximation with a correction factor whose accurate value, '€ author would like to thank Ya. S. Grinberg for ini-
must be determined for each specific laser, since the linHating discussions and L. M. Noppe for assistance with pro-
width may vary by two orders of magnitud®The aim of ~ ducing the figures.
the modeling was to compare the behavior of the calculateo[w| 6N np g f the 11th International Vavilov Cont
. . . . G. Noppe, InProceedings o e nternational Vavilov Cconter-

curves as a func_tlon o_f various parameters with _the results of . ."on Nonfinear OpticNovosibirsk, 1997in Russiad.
experiments using different types of lasers. Figure 1a  2m. G. Noppe, in Proceedings of the 11th International Scientific-
gives the power calculated using formu for two modes Technical Conference AFE96, Novosibirsk, 1996 Vol. Jin Russian,
with X\;=1.31369um and \,=1.31666um at T=293K PP 91-92 U . :

lotted as a function of current. Note that the rate of increase M. G. Noppe,Physical Principles of the Nonlinear Theory of Semicon-
PO s VR . “>* ductor Injection Laser$in Russian, Novosibirsk(1995, 113 pp.
in the mode power decreases with increasing current, whicltn. C. Gasey, Jr and M. B. Panisdgterostructure LasersPart A (Aca-
agrees with the experimerftdhus, the result of the calcula- _demic Press, New York, 1978; Vol. 1, Mir, Moscow, 1981, 299)pp.

5 . -
tions b n thi hvsical model can explain the behavi rZh. I. Alferov, A. T. Gorelenok, V. V. Mamutingt al, Fiz. Tekh. Polu-
ons based o S physical mode expia € behavio provodn.18, 1999(1984 [Sov. Phys. Semicond.8, 1247(1984)].

of the curves obtained in Ref. 6) BFrigure 1b gives the oy v zotova, S. A. Karandashev, B. A. Matveev, M. A. Remeiniy; M.
power—current characteristic plotted using form@a and Stus’, and G. N. Talalakin, Pis'ma Zh. Tekh. F23(1), 72 (1997 [Tech.
two spectra for current§;=30mA and j,=33mA at _Phys. Lett23 41(1997]. _ o ' _
T=293K, which agrees with the experimeritee Fig. 6 in Zﬁf"&iﬂmiggg'?ﬁ rt:r])e Physics of Injection Laséfs Russiad,
Ref. 7. ¢) Having calculated the power—current characteris-sc_ g, sy, R. Olshansky, J. Manning, and W. Powazinik, Appl. Phys. Lett.
tics atT=273 K andT=293 K we find the threshold current 44, 1030(1984.

i for these characteristics using a linear approximation. Def;N Bouadma, J. Riou, and A. Kampfer, Electron. L&81, 566 (1985.
scribing the temperature dependence of the threshold currenf\ K; Dutta and P. P. Deimel, IEEE J. Quantum ElectrQi-19, 496
using the functiorj (T) = joexp(T/Ty), we find the character- 115k Levine, J. P. Van Der Ziel, and C. G. Bethea, Electron. L&t690
istic parameteiTy: To=69 which agrees with the observed (1982.

value To=60 from Ref. 8. d Figure 1c gives the radiation *2Physics of Semiconductor Laseeslited by Kh. TakumdRuss. trans],
power for the same frequency across the left and right faces™"™ Moscow (1989, 310 pp.

of the laser forR;=0.3005 andR,=0.1505, which agrees Translated by R. M. Durham
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Saratov Branch of the Institute of Radio Engineering and Electronics, Russian Academy of Sciences
(Submitted July 6, 1998
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An investigation was made of the influence of a thin conducting surface layer on the damping
and velocity of acoustic waves in gallium arsenide plates. It was observed that the square

of the coefficient of electromechanical coupling for specific directions of propagation of Lamb
waves and quasitransverse shear waves is an order of magnitude higher than that for

surface acoustic waves. Thus, the conductivities of the substrate and the surface layer have a
stronger influence on the damping of waves in the plates than in the case of surface

acoustic waves. €1999 American Institute of Physids$$1063-785(19)00702-§

As is well known! two types of elastic waves, Lamb stress, electric induction, and conduction current with allow-
waves and transverse waves, can propagate in an unboundaake for the piezoelectric effect and carrier diffusion in the
plate with free surfaces. Pure transverse waves only exist iplate® The boundary conditions were zero mechanical
isotropic materials or in crystals possessing specific crystalstresses and normal component of the conduction current and
line symmetry. Recently published studiésiave shown that  continuity of the potential at the boundaries of the plate. The
so-called quasitransverse sheé@SH) waves can exist in influence of the thin conducting layer was taken into account
plateS. One of the main characteristics of these waves is th@y a Jump in the normal Component of the electric induction
there is almost no dispersion or any component of the parcaysed by the surface charde.
ticle mechanical displacement normal to the surface for e calculated the coefficients of electromechanical cou-
h/A <1, whereh is the plate thickness and is the acoustic pling of the symmetric §&,) and antisymmetric &,) Lamb

wavelength. Unlike pure transverse waves, QSH waves calhq QsH waves for different directions of propagation in the
propagate in crystals of any symmetry. Theoretical and €Xq st commonly used crystallographic planes of gallium ars-
perimental studies have shown that the coefficient of eleCtroénide(OOD (110, (111), and (112.

mechanical coupling for QSH and Lamb waves in piezoelec- It was observed that the maximum coefficient of electro-

tric plates depends s.trongly.on the plate thif:kpess and M3PPechanical couplinK of the plate waves was almost an
be an order of magnitude higher than the similar paramete(grder of magnitude higher than the same parameter for the

for surface aco%stlc wavéé.. . . surface acoustic waves. For example, for the most piezoac-
Zaitsevet al® and Chaplik showed that thin conducting . L .
. . . tive [110] direction in the(001) plane for surface acoustic
surface layers influence the velocity and damping of surface
. : . : ‘waves we hav&k =0.04%, whereas fog, and QSH waves
acoustic waves propagating in noncentrosymmetric pi- L . .
. . . : in the (110 plane there are directions where this value is
ezosemiconducting crystals. This effect is caused by acou 5206 and 0.3%. r tively farn=0.1 and for theA
toelectric interaction between conduction electrons and the™=”° 2 ~270, TeSpectively U 0 0

electric field accompanying the acoustic wave. Moreover, the/ave In the(001) plane and th¢110] direction this coeffi-

amplitude of the induced oscillations of the carrier concen-f:'em isK=0.13% forh/x»=0.4 (Fig. 1. The coefficienK

tration depends on the electromechanical coupling coeffils higher for the plate waves because the ratio of the electric

cient. In this context, it is interesting to study the influence off€!d energy outside the crystal to that inside the crystal is

thin conducting surface layers on Lamb and QSH waves isubstantially greater for a plate than for a semiinfinite me-
piezosemiconducting plates. dium. Thus, the metallization of the plate will have a greater

The influence of the bulk conductivity and the electroninfluence on the velocity of the plate waves compared with
drift velocity on the velocity and damping of normal waves Surface acoustic waves.
and Lamb waves has been studied theoretically and Figure 1b gives the power damping of 100 MHz waves
experimentall§~*° for cadmium sulfide. One of the most in the plate as a function of the bulk conductivity for differ-
widely used materials nowadays is gallium arsenide. Howent types of waves. These results show qualitative agreement
ever, the influence of surface and bulk electrons on the chawith known experimental data for CdS?
acteristics of Lamb and QSH waves in GaAs plates has not Figures 2a—2c give the damping of Lamb and QSH
yet been studied. waves as a function of the conductivity of a thin layer on the
This problem was solved using standard equations o$urface of the plate for various values of the bulk conductiv-
motion for an elastic medium, the Poisson equation, théty. As in the case of surface acoustic wa%em absorption
equation of continuity, and rate equations for the mechanicgbeak is observed far,=10"'S, perhaps because for law

1063-7850/99/25(2)/2/$15.00 99 © 1999 American Institute of Physics
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FIG. 1. a — Coefficient of electromechanical couplikgversus relative 0.00 /
plate thicknessb — wave damping in plate versus bulk conductiwity: 1 -12 0
— A, wave in(001) plane in[110] direction (h/A=0.4); 2 — S, wave in logcs, o

(110 plane at an angle of 40° to t601] direction (h/A=0.1); 3 — QSH
wave propagating {110 plane in the[001] direction (h/A=0.1); 4 —

surface acoustic wave propagating in 181 plane in the 110] direction. FIG. 2. Wave damping in plate as a function of the surface conductivity

(og): a— 0,=0.001;b — 0,=0.01;c — 0,=0.1. 1 — Ay wave in(00D
plane in[110] direction (/A =0.4); 2— S, wave in(110 plane at an angle
of 40° to[001] direction (/A=0.1); 3 — QSH wave propagating in the
(110 plane in the[001] direction (h/\=0.1); 4 — surface acoustic wave
propagating in thé001) plane in the[110] direction.

the layer has no influence on the acoustic wave and intro-

duces no damping, whereas for largg the layer becomes

an ideal conductor. It can be seen from Fig. 2 that as the bulk

conductivity increases, the curves become straighter and fajon of Higher Education and Fundamental Science over the
0,>0.1 the influence of the surface conductivity can beperiod 1997—2000,” Project No. 696.3.
neglected.

These graphs indicate that the bulk and surface conduc-
tivity have a greater influence on the characteristics of QSH
and Lamb Waves than on those of surface ‘?COUSUC wa_ves. Iphysical Acoustics: Principles and Methodslited by W. P. MasofAca-

Calculations were also made of the relative change in the demic Press, Orlando, 1964; Mir, Moscow, 1966ol. 1, Part A.
phase velocity of a wave in the plate as a function of theS: G- Joshi and Y. Jin, Ultrasoni@, 507 (1996.

L. . Y. Jin and S. G. Joshi, IEEE Trans. Ultrason. Ferroelectr. Freq. Control
surface conductivity for different types of waves and the 43 491 (1996.
bulk conductivity. It was observed that as the surface con-*B. D. Zaitsev, S. G. Joshi, and I. E. Kuznetsova, Smart Struc@rgs9
ductivity increases, the velocity of the acoustic waves in the (1997- .
. . . . °S. G. Joshi and Y. Jin, J. Appl. Phy#&0, 4113(1991).

plate decreases and the maximum change in velocity, whichg p_ zatsev, I. E. Kuznetsova, and I. S. Nefedov, Pis'ma zh. Tekh. Fiz.

is equal to the electromechanical coupling coefficient, de- 20(4), 60 (1994 [Tech. Phys. Lett20, 159 (1994].
. 7 . .y .
pends on the pIate thickness. A. V. Chaplik, Pis'ma zZh. Tekh. Fiz10(11), 1385(1984 [Sov. Tech.

- Phys. Lett.10, 584 (1984].
These results indicate that the parameters of electroaspg khak khyong, N. Ya. Kotsarenko, and A. M. Fedorchenko, Ukr. Fiz.

coustic signal processing devices based on GaAs can be imgzh. 15, 1878(1970.

. B B f I. Ya. Kucherov and I. V. Ostrovski Ukr. Fiz. Zh.16, 209 (1971).
proved SUbStahtla”y by using waves in the plates instead Olt’P. V. Burlii, I. Ya. Kucherov, M. Yu. Omel'yanenko, and I. V. Ostroviki
surface acoustic waves. Ukr. Fiz. Zh. 20, 327 (1975.
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