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Analysis of the possibilities of using ballistic systems for investigating the stratosphere
Yu. G. Tynnikov and V. A. Ivanov

‘‘Burevestnik’’ Central Research Institute, Nizhni� Novgorod
~Submitted December 3, 1998!
Pis’ma Zh. Tekh. Fiz.25, 1–6 ~June 12, 1999!

An analysis is made of the possibility of conducting practical experiments in which ozone-active
components of emissions~such as NO2, Cl2, and so on! are supplied to the stratosphere
using a 203 mm self-propelled howitzer. ©1999 American Institute of Physics.
@S1063-7850~99!00106-8#
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Probing of the atmosphere using active methods
been carried out since the forties, when rocket launches w
first used for this purpose. In addition to launching rock
carrying measuring apparatus, some launches released d
reflectors and various chemicals. In the sixties artille
pieces also started to be used for these purposes.1

In recent years, with the increasing attention being
cused on ecological problems, the use of ballistic syste
~artillery systems! has been preferred to launching rocke
because firing a ballistic device from the ground burns u
smaller amount of fuel~solid propellant!, and the combustion
products are distributed in a thin layer near the earth and
not carried to the upper layers of the atmosphere. Moreo
since ballistic firing is highly accurate and the trajectories
the fired capsules have a small spread, the area require
the firing range is very much smaller than the area of a roc
launch site.

Although research into the ozone layer has been car
out for some time and the pace is intensifying, no investi
tions similar to the active experiments in the atmosph
have yet been undertaken for the ozone layer. The decom
sition products of chlorofluorocarbons, emission of nitro
oxide, carbon monoxide, and other ozone-active gases
themselves have an anthropogenic effect on the ozone l
and the atmosphere as a whole. The ozone layer is
strongly affected by the launch of space rockets and sp
craft flights.2

Research has been carried out since the seventies, b
ning with the work of Johnston,3 to determine how the ozon
layer is affected by subsonic and supersonic aviation
also by launches of cargo-carrying rockets. Various mod
have been developed to calculate the influence of emiss
on the ozone layer~for example, Ref. 4! but these require
data on the reaction rates under turbulent mixing conditio
For the reactions taking place when fuel combustion pr
ucts are emitted in the stratosphere, it is impossible to re
duce the set of determining factors of stratospheric proce
under laboratory conditions~such as gravitational accelera
tion, the real radiation spectrum, and so on!, which makes
the realistic modeling of the effects of emissions in t
stratosphere a relevant issue.

Here we examine the possibility of carrying out practic
experiments in which ozone-active components of emiss
~such as NO2, Cl2, and so on! are supplied to the stratosphe
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using an existing ballistic device. By using this device, w
can adapt the experimental setup to the capabilities of m
suring systems using minimal emissions, which makes
risk of ecological consequences far lower than that involv
in launching commercial rockets and aviation flights. T
firing precision, characterized by a small spre
(;50–100 m at 20–25 km altitude!, is such that we can con
sider using a combination of a ballistic system to supply
active substances and a small stratosphere balloon to ac
modate the measuring equipment and carry out the meas
ments directly in the reagent cloud.

The ballistic system being considered is a standard s
propelled 203 mm caliber ‘‘Pion’’~Peony! howitzer. Figure
1 gives the launch altitude as a function of elevation fo
standard projectile mass of 110 kg. It can be seen that
system can supply reagents at altitudes of 22–25 km wh
have the maximum ozone concentration~at mid latitudes!.

The volume available for filling with reagents was dete
mined taking into account the dynamic pressure in the p
jectile at the instant of firing. For liquid-phase reagents h
ing densities of ~1.0–1.5!3103 kg/m3 and a projectile
acceleration of 10 000 g, the dynamic pressure at the bot
of the projectile is~1000–1500!3105 Pa. Bearing in mind
the strength of the casing, the permissible volume is 20–
with a reagent mass of;30–40 kg. The phase-transitio
pressure of most liquids~such as H2O, Cl2, N2O4, and so on!
at ambient temperatures between250 °C and 150 °C is
fairly low ~no higher than 15 atm!, so that the capsules ca
be filled directly before launching and there is no need
store the filled capsules under special conditions~thermo-
stats!.

The capsules can also be filled with compressed ga
but the permissible masses of most gases compressed to
eral hundred atmospheres will be lower than the mass
liquid-phase substances. The most effective method is to
the capsules with coarsely dispersed aerosols. In this c
the filling coefficient can be reduced to 0.5–0.6, so that if
standard overall mass of the capsule is 110 kg, 50–70 k
aerosol can be supplied per shot.

These characteristics show that the experiments be
discussed are technically feasible.

In order to assess the possibility of recording the em
sion, calculations were made of the spatial evolution of
reagent cloud and the distribution of the ozone concentra
© 1999 American Institute of Physics
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FIG. 1. Launch altitude (h) versus elevation (a) of
203 mm ballistic system.
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using a model described in Ref. 5. The instantaneous e
sion of 30 kg NO2 and Cl2 into a stationary atmosphere
25 km altitude was considered. A spherical region who
pressure is the same as that of the surrounding atmosphe
initially defined. The reagent cloud then expands anisotro
cally and at the same time the ozone concentration falls
idly. As the cloud expands and the reagent concentra
decreases, after more than 100 s ‘‘slow’’ reduction of t
ozone begins in the interaction zone. The pattern of the p
cess is qualitatively similar to that described by Aleksand
and Batomonkueva.5 In our calculations we observed a sta
of ‘‘fast’’ ozone reduction in the central part of the cloud fo
10–40 s when NO2 was emitted~Fig. 2!. After 40 s this stage
is replaced by replenishment of the ozone concentrat
which is caused by the NO2 photodissociation reaction an
does not occur when the ozone layer interacts with chlo
emissions. The maximum reduction in the total ozone c
tent on a path running through the center of the cloud
0.5–0.6% for both these reagents and is observed 5–7
is-
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after emission. In this case, the horizontal diameter of
cloud increases to 400 m. Spectral devices5 specially de-
signed to measure short-lived ozone variations can rec
;0.15% variations in the total ozone content. If necessa
repeated rounds can be fired every 5–10 min to increase
reagent mass in a particular cloud or form a chain of clou
in a particular direction. Thus, a combination of this ballis
device with terrestrial and balloon apparatus can be use
study the effect of emissions under real stratospheric co
tions using minimal amounts of emissions and can also
duce the harmful effects of aircraft and rocket engines.

As well as supplying various substances into the atm
sphere, ballistic systems can also be used to launch diag
tic capsules. This particularly applies to air sample colle
tors, but more elaborate diagnostic apparatus can also
fired from a ballistic system with a high initial acceleratio

There is no need to use large-diameter capsules to
ply small devices and small quantities of materials. In t
FIG. 2. Relative ozone concentration (C) versus vertical coordi-
nate (h1) measured from the center of emission~1 — 5 s, 2 —
20 s,3 — 40 s, and4 — 60 s!.
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case, rounds of less than 203 mm caliber can be used. T
I gives data on the launch ceiling for standard-weight c
sules at elevations of 80–85° for existing standard syste

It can be seen that only a few of the standard syste

TABLE I.

Caliber,
mm

Capsule weight,
kg

Muzzle velocity,
m/s

Launch ceiling,
km

76 6.2 680 7.5
85 9.5 790 9.8
100 15.6 900 12.4
130 33 970 16.1
152 43.6 810 14.4
203 110 960 25
ble
-
s.
s

can reach stratospheric altitudes. By reducing the cap
weight and also decreasing its caliber~subcaliber firing sys-
tem!, we can substantially raise the launch ceiling compa
with the data given in the table.

1C. H. Murphy and G. V. Bull, J. Geophys. Res.72~19!, 223 ~1967!.
2Scientific Assessment of Ozone Depletion: 1991.Report No. 25, WMO
Global Ozone Research and Monitoring Project, Geneva~1992!.

3H. S. Johnston, Science173, 679 ~1971!.
4R. F. Davletkin, G. M. Lokhov, and O. V. Yatsenko, Pis’ma Zh. Tekh. F
19~19!, 5 ~1993! @Tech. Phys. Lett.19, 604 ~1993!#.

5É. L. Aleksandrov and G. V. Batomonkueva, Izv. Akad. Nauk Fiz. Atmo
Okeana.31~1!, 146 ~1995!.

6N. K. Nikiforova and N. V. Tereb, Meteor. Gidrol. No. 1, 108~1991!.
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Reconstruction of dynamic systems using short signals
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Saratov State University Technical University, Ło´dź, Poland
~Submitted January 11, 1999!
Pis’ma Zh. Tekh. Fiz.25, 7–13~June 12, 1999!

It is demonstrated that in principle, a global reconstruction technique can be used to reconstruct
a dynamic description from short signals~less than ten base periods of the oscillations!,
which means that the reconstruction technique can be employed to estimate metric and dynamic
characteristics of the operating regimes of dynamic systems using short time series.
© 1999 American Institute of Physics.@S1063-7850~99!00206-2#
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One method of studying various processes and phen
ena in real life involves constructing and investigating ma
ematical models of them. Such a model is conventiona
constructed by allowing for all the most important facto
which influence the behavior of the system. The model
task is complicated considerably if information on the obj
being studied is limited by a one-dimensional time series
one of the coordinates of state of the system. In 1987
global reconstruction algorithm was proposed to constru
mathematical model for this case.1,2 This algorithm can pro-
vide a dynamic description in the form of a system of fir
order ordinary differential equations or discrete mappin
and is implemented in two stages. The first stage invol
determining the embedding space dimension and rec
structing the attractor using the scalar time seriesai

5a( iDt), i 51, . . . ,N. The second stage involves defininga
priori the general form of the equations and specifying
evolution operator by the least squares method. This me
was later improved3–5 and new approaches were develop
for modeling using a one-dimensional time series.6,7

We assume that the system being studied can be
scribed in the form

dx

dt
5F~x!, xPRn, ~1!

where F is a nonlinear vector function andx is the state
vector. Several methods are available for reconstructing
vectorx from a time series, of which the following two ar
the most popular:

x~ t !5~a~ t !,a~ t1t!, . . . ,a~ t1~n21!t!!, ~2!

x~ t !5~a~ t !,da~ t !/dt, . . . ,dn21a~ t !/dtn21!. ~3!

The global reconstruction problem is solved by select
a priori the form of the vector functionF in Eq. ~1!, calcu-
lating the values ofdxi /dt by numerical differentiation of
the scalar time seriesai , and then using the least squar
method to specify the evolution operator.

One of the main problems here is selecting the rig
hand sides of Eq.~1!. Since it is impossible to specifya
priori even an approximate form of the functionsF j , j
51, . . .n, these are represented as an expansion in term
4241063-7850/99/25(6)/3/$15.00
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a certain basis, limited to a finite number of terms. In t
simplest case,F j can be defined in terms ofn-degree poly-
nomials:

F j~xi !5 (
l 1 ,l 2 , . . . ,l n50

n

Cj ,l 1 ,l 2 , . . . ,l n)k51

n

xk,i
l k , (

k51

n

l k<n,

~4!

whereCj ,l 1 ,l 2 , . . . ,l n
are unknown coefficients which need

be determined. This representation will be used in
present study.

We note that the reconstructed model will be cumb
some and will contain many~usually several tens! of the
coefficientsCj ,l 1 ,l 2 , . . . ,l n

. The global reconstruction proce
dure itself, which includes carefully selecting the paramet
of the algorithm at all its stages, is very tedious and labo
ous. When this procedure is implemented, the question ar
as to what this model actually gives the researcher in
event of a successful reconstruction. The information
practical interest in the analyses of time series is that on
operating characteristics of the dynamic system genera
this time series. Given the implication that in the dynam
system under study there is an attractor, these character
are the spectrum of Lyapunov exponents and the dimens
These characteristics are usually calculated using stan
algorithms ~for instance, Refs. 8 and 9!, provided that the
time of the series is sufficiently long that the structure of t
attractor being studied can be assessed along the phas
jectory. When fundamentally short signals are used~less than
ten base periods of the oscillations! it is incorrect to use these
methods, because over the observation time the phase tr
tory does not have time to visit all the regions of the attrac
and/or returns to these regions insufficiently frequently10

Here we consider the possibility of using a global reconstr
tion algorithm to estimate the attractor characteristics
these situations. From this point of view the influence of t
signal duration~the number of pointsN for a fixed discreti-
zation stepDt) on the result of the modeling acquires fu
damental importance.

In Ref. 11, by applying a reconstruction algorithm
one-dimensional time series obtained by integrating
equations for a Van der Pol oscillator
© 1999 American Institute of Physics
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dx

dt
5y,

dy

dt
5a~12bx2!y2x, a51.0, b50.3 ~5!

and a Ro¨ssler system

dx

dt
52~y1z!,

dy

dt
5x1ay,

dz

dt
5b1z~x2c!,

a50.15, b50.2, c510.0, ~6!

and also to various other known model systems, we es
lished that theN dependence of each approximation coe
cient Cj ,l 1 ,l 2 , . . . ,l n

separately exhibits convergence to som

limiting value Cj ,l 1 ,l 2 , . . . ,l n
0 as N increases. Two example

are illustrated in Figs 1a and 1b.
We introduce the relative error in the determination

the coefficient caused by the short length of the time se
dN

j ,l 1 ,l 2 , . . . ,l n5uCj ,l 1 ,l 2 , . . . ,l n
2Cj ,l 1 ,l 2 , . . . ,l n

0 u/uCj ,l 1 ,l 2 , . . . ,l n
0 u.

Having defined the permissible errordmax
j,l1,l2, . . . ln , we can de-

termineNmin using the envelopeCj ,l 1 ,l 2 , . . . ,l n
~N! such that

FIG. 1. Arbitrarily selected coefficients in the approximations to the n
linearities on the right-hand sides of the equations in the reconstru
model as a function of the number of points in the times series: a — Van der
Pol oscillator (n52, reconstruction using first coordinate,Dt50.01, delay
method,n53); b, c — for a Ro¨ssler system (n54, reconstruction using
first coordinate,Dt50.01, two coordinates reconstructed by the de
method, one by numerical differentiation,n53). Line 1 corresponds to
C4,0,0,0,1

0 '25.9.
b-
-

f
s

for any N.Nmin the value ofdN
j ,l 1 ,l 2 , . . . ,l n will be less than

dmax
j,l1,l2, . . . ,ln . The estimate ofNmin indicates the minimum

length of the time series required to calculate the approxim
tion coefficients with predefined accuracy.

Note that the behavior of the reconstructed coefficie
~convergence! does not depend on how well thea priori
selected form of the model can describe the operating reg
of the initial system. In the following analysis we shall on
consider those forms of the right-hand sides for which
solution of the reconstructed system can describe the in
oscillation regime fairly accurately. We also note that so
ing the problem of reconstructing a system with a perio
regime seems to us fairly trivial. In addition, studying a se
tion of a time series which exhibits only a few oscillation
does not allow one to say whether it corresponds to a cha
or a complex periodic regime. Thus, we shall confine o
analysis to the case when the oscillation regime under st
is chaotic.

We shall consider the specific example of a Ro¨ssler sys-
tem. For the given values ofa, b, andc this system demon-
strates chaotic behavior with an attractor characterized by
following spectrum of Lyapunov exponents:l1'0.09, l2

50.0, l3'210.0. We shall take the coordinatex(t) dis-
cretized with the stepDt50.01 as the signal being studie
We shall solve the modeling problem for this signal for va
ous N (NP @2000–4000#!. The other parameters were s
lected as follows:n54, n53. Of the three reconstructe
phase coordinates two were obtained by a delay method
one was obtained by numerical differentiation ofx(t). Figure
1c shows the dependence of the arbitrarily selected rec
structed coefficientCj ,l 1 ,l 2 , . . . ,l n

in this range ofN.

In order to obtain a clear representation of the results
the modeling for each reconstructed dynamic system fo
selected number of pointsN, we shall calculate the spectrum
of the Lyapunov exponents and the Lyapunov dimension
ing the Kaplan–Yorke formula.12 The corresponding depen
dence ofl1 andDL is plotted in Figs. 2a and 2b.

It can be seen from this figure that there is a set oN
values for which the attractor of the reconstructed ma
ematical model~when the other parameters of the numeric
system are fixed! has dynamic characteristics similar to tho
of the attractor of the initial system generating the sig
being studied. However, there is also a set ofN values for
which periodic oscillations (l150) are reconstructed instea
of dynamic chaos. In Fig. 2a the asterisks also indicate po
where the phase trajectory does not belong to the basi
attraction of the attractor of the reconstructed equation~the
solutions of the model system do not possess the proper
Poisson stability!.

In this case, the distribution of thel1 and DL values
obtained for variousN will have two maxima~Figs. 2c and
2d!, one corresponding to the known unsuccessful rec
struction, i.e., the reconstruction of the periodic oscillati
regime using a chaotic signal. The second maximum co
sponds tol1'0.08, DL'2.016. In Fig. 2c the dashed line

-
ed
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FIG. 2. a, b — Values of the leading Lyapunov exponent ca
culated by the method described in Ref. 13 and of t
Lyapunov dimension of the attractors in the mathematical m
els reconstructed for eachN. The lines1 give the attractor
characteristics of the model system reconstructed using a l
signal, i.e., several hundred base periods (l150.08, DL

52.015), the lines2 give the attractor characteristics of th
initial system~6! — l150.09, DL52.01; c, d — distribution
densities ofl1 andDL .
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show the values of the leading Lyapunov exponent ca
lated by a method described in Ref. 13 using the equation
a mathematical model reconstructed by a method of rec
struction using a long signal, i.e., several tens of base per
~line 1! and using the equations of system~6! ~line 2!. The
results show that the positive value of the Lyapunov ex
nent corresponding to the distribution maximum is close
the true value.

To conclude, provided that thea priori selected form of
the dynamic equations can qualitatively describe the ini
chaotic regime, applying the reconstruction algorithm
short time series can give estimates of the characteristic
the initial attractor similar to those which can be calcula
by processing long time series using standard methods.

Similar results were obtained for a modified inertia
nonlinearity generator14 and for various other systems.

This work was partially supported by INTAS Grant N
96-0305 and by the Royal Society, London.
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Investigation of the propagation of an ultrasound pulse in a dispersed fractal medium
P. A. Golovinski , D. Yu. Zolototrubov, Yu. S. Zolototrubov, and V. T. Pertsev

Voronezh State Academy of Architecture and Civil Engineering
~Submitted November 5, 1998!
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Results are presented of an experimental determination of the fractal parameters of crushed sand
particles. Results of measurements of the propagation of an acoustic pulse through a mass
of sand having various degrees of dispersion are used to determine the fractional exponent in the
dependence of the propagation velocity on the ultrasound wavelength. A wave equation in
fractional derivatives is proposed to describe the propagation of ultrasonic waves in a dispersed
medium. © 1999 American Institute of Physics.@S1063-7850~99!00306-7#
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The structure and properties of dispersed media h
recently attracted increasing attention among research
These media are extremely widespread, occurring both n
rally, as in media of geological origin, and in various tec
nological applications. Particular interest is being direc
toward these media because of the self-organized critica
of the phenomena observed therein.1 Phenomena of this type
are characterized by self-similarity of the processes tak
place on different scales. A renormalization group appro
mation has been developed to describe these phenome
statistical physics and quantum field theory, and this can
applied to calculate important physical parameters.2 From
the point of view of geometric structure, self-similar stru
tures, including statistically self-similar ones, are fracta3

and analyses of these structures are based on fract
derivatives.4,5 The fractal properties of various dispersed m
dia have been established for many friable materials by m
suring the adsorption of gases by their developed surfac6

In the present study a method of optical analysis w
used to investigate the fractal nature of particles of crus
quartz sand having various degrees of dispersion, and
4271063-7850/99/25(6)/2/$15.00
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the results of ultrasound investigations were then used
determine the fractal nature of a mass of quartz sand.

Particles of quartz sand were photographed throug
microscope at 2803 magnification for sand having a specifi
surface areas between 3 and 35 m2kg and at 6303 magnifi-
cation fors.100 m2kg. The fractal dimension of the perim
eter of the projection of the sand particles on a plane w
determined for different scales.7 The dependence of the num
ber NL of length elements covering the perimeter on t
scale is a power law:

NL5d2DL, ~1!

whereDL is the fractal dimension andd is the scale.
Figure 1a givesNL as a function ofd using a log–log

plot. It can be seen that the experimental points are a goo
to a straight line. Moreover, the lines have the same slope
different particles having a specific surface area. For diff
ent specific surface areasDL varies between 1.23 fo
s5200 m2/kg and 1.16 fors535 m2/kg.

The fractal dimensionDS of the particle projection area
was calculated by counting the number of squaresNS cover-
c

FIG. 1. Logarithm of the number of particlesNL of the perimeter
length elements~a! and logarithm of the number of squaresNS

covering the area of the particle projection~b! as a function of the
logarithm of the scaled for quartz sand particles having specifi
surface areas:1, 4 — 35, 2, 5 — 100, and3, 6 — 200 m2/kg.
© 1999 American Institute of Physics
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ing the area of the particle projection on the plane for diffe
ent scalesd of the sides of the squares. Figure 1b givesNS as
a function ofd in a log–log plot. The linear nature of the
experimental dependence also shows up clearly here, andDS

varies between 1.582 fors5200 m2/kg and 1.784 for
s535ṁ2/kg. An important problem now is to determine th
structure of the entire mass of sand. In order to identify th
relationship, we measured the velocity of sound in dry qua
sand having different degrees of dispersion. The wavelen
of the ultrasound propagating through the medium was
least an order of magnitude greater than the particle s
which ensured that the medium was studied in the wa
propagation regime. The measurements were made at a p
repetition rate of 67 kHz and the thickness of the samp
was 25 mm. We measured the time taken for the lead
edge of an ultrasound pulse to cover a known distance in
medium and we then calculated the wave propagation vel
ity. The pulse shape varied negligibly during propagatio
through the samples.

The results of the measurements are plotted in Fig. 2
the form of a graph showing the linear dependence of
logarithm of the ultrasound propagation velocity in a mass
quartz sand on the logarithm of the mean particle diame
As the dispersion of the sand increases, the ultrasound pro
gation velocity decreases, falling below the speed of sou
in air. In order to explain the observed dependence of
velocity of sound in the medium on its fractal properties, w
propose a model of a wave equation with fractional spat
derivatives.

In order to construct a mathematical model of the on
dimensional propagation of a longitudinal wave along thex
axis in a dispersed medium, we assume that the stress a
boundary of a selected volumeV is determined by the gra-
dient of the displacementu of the solid phase. Newton’s
second law for the selected volume can then be written a

E r
]2u

]t2
dV5kE ]2Du

]x2D
dS. ~2!

We utilized the fact that the total increment of the quantiti

FIG. 2. Logarithm of the ultrasound propagation velocity in quartz sand
a function of the logarithm of the mean particle diameter.
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in a self-similar discontinuous structure is expressed in te
of fractional integrodifferentiation.5 Using a Gauss transfor
mation for the transition from an integral over surface to
integral over volume on the right-hand side of Eq.~2! and
converting to differential notation, we obtain

]2u

]t2
5c2

]2Du

]x2D
, ~3!

wherec25k/r, 1,D,2. Note that fractional differentiation
was used earlier to construct a model of filtration in poro
media with a fractal structure.8

Mainardi and Tomirotti9 used a Laplace transformatio
to obtain a fundamental solution of an equation of the ty
~3! in the form

u5M ~z;b!, z5uxu/ctb, b522D,

M ~z;b!5 (
n50

`
~21!nzn

G@2bn1~12b!#
. ~4!

Equation ~3! generates a dispersion equationkD5av
for the propagation of sound in a fractal. The velocity of th
wavefront isv;kD21. Assuming that the fractal object pos
sesses scale self-similarity, a change in the particle scale
factor a implies an effective change in the waveleng
l→l/a. The change in velocity is then given byv
;aD21.

Using the data obtained by measuring the velocity
various degrees of dispersion of the medium plotted in F
2, we obtained the exponentD51.103, which confirms the
fractal nature of the system. This fractional dispersion dep
dence is well-known for fractal meshes.10 In our view, the
reduction in the ultrasound propagation velocity with i
creasing dispersion of the sand can be attributed to an
crease in the effective acoustic propagation path for
sound wave through the material. This result reflects the
that the structure of a mass of quartz sand consists of a
nate voids and dense particle formations with numerous c
tacts.

To conclude, we must stress that the assumption
quently made when modeling dispersed systems, nam
that the particles are arbitrarily spherical and closely pack
is inconsistent with the real structure of finely dispersed m
dia.
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High-efficiency narrow-band free-electron maser using a Bragg cavity with a phase
discontinuity in the ripples

N. Yu. Peskov, N. S. Ginzburg, A. A. Kaminski , A. K. Kaminski , S. N. Sedykh,
A. P. Sergeev, and A. S. Sergeev

Institute of Applied Physics, Russian Academy of Sciences, Nizhni� Novgorod,
Joint Institute for Nuclear Research, Dubna
~Submitted January 22, 1999!
Pis’ma Zh. Tekh. Fiz.25, 19–28~June 12, 1999!

A new, highly selective Bragg cavity system having phase discontinuity in the ripples inside the
interaction space was used to develop a free-electron maser based on the LIU-3000
accelerator~free-electron maser oscillator!. This system operated at 30.7 GHz with a power of
around 50 MW and an efficiency of 35%, which is the highest yet recorded for this class
of system. ©1999 American Institute of Physics.@S1063-7850~99!00406-1#
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1. Bragg cavities in the form of waveguide sections w
slightly rippled side walls were first proposed as electro
namic systems for free-electron masers in Refs. 1–3
have been successfully used to fabricate narrow-band o
lators in the millimeter wavelength range.3–7 These experi-
ments used a two-mirror system: the cavity was formed
two Bragg reflectors separated by a section of regular wa
guide in which the interaction with the electron beam mai
took place. In particular, this type of cavity was used in
free-electron maser~FEM! oscillator developed in joint ex
periments at the Joint Institute of Nuclear Research~Dubna!
and the Institute of Applied Physics of the Russian Acade
of Sciences~Nizhni� Novgorod! based on the LIU-3000 lin-
ear induction accelerator. In these experiments using a
versed guide field, Bogachenkovet al.8 and Ginzburget al.9

reported a 35 MW output power with 26% efficiency
31 GHz, which exceeded the level achieved earlier in sim
oscillators.3–7 Single-mode, single-frequency oscillation w
achieved in the range of optimum parameters. A numer
simulation indicates that this regime is established at
nonlinear stage as a result of competition between sev
longitudinal modes falling within the effective reflectio
band of the Bragg reflectors and initially excited by the el
tron beam. The results of the simulation and the experime
show that when the phase mismatch varies~i.e., when the
energy or the translational velocity of the particles varie!,
various longitudinal cavity modes having similar frequenc
and Q-factors may be excited. This circumstance may
considered to be a particular disadvantage of this type
oscillator because, as a result of the almost unavoidable
stability during operation of the accelerator and the pow
sources of the FEM electron-optical system, jumps in
radiation frequency may occur during a single pulse a
from one pulse to another. However, for many applicatio
of high-power millimeter oscillators, stringent constrain
must be imposed on the frequency stability of the radiati
For instance, high stability combined with high powers a
required to power the high-gradient structures in the n
generation of accelerators.10

This problem may be resolved by using an alternat
4291063-7850/99/25(6)/4/$15.00
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Bragg cavity system, also considered by Kovalevet al.1,
which consists of a cavity formed by two ripple
waveguides, where the ripple has a phase discontinuity op
where the two meet~Fig. 1!. This cavity has a natural mod
at the exact Bragg resonance frequency whose Q-factor
siderably exceeds that of the other modes. This circumsta
significantly enhances the selective properties of this ca
compared with a conventional two-mirror system. The hi
Q-factor of the dominant cavity mode means that the len
of the interaction space can be reduced, which is attrac
for improving the efficiency and lowering the sensitivity
the initial spread of beam parameters. Here we report th
retical and experimental studies of an FEM oscillator ba
on this new type of Bragg cavity.

2. The conditions for the establishment of single-mo
single-frequency oscillation were first investigated by mea
of a numerical simulation of the process of establishmen
self-oscillation. A method of coupled~concurrent and coun
terpropagating! waves was used to describe the interaction
intra-Bragg structures via a space–time approach.11 Figure
2a gives the time dependence of the electron efficiency f
moderate excess of the cavity Q-factor above the thresh
An analysis of the frequency spectrum shows that the do
nant cavity mode is excited at the exact Bragg resona
frequency with almost no ‘‘parasitic’’ modes even und
transient conditions.

Note that, along with the highest-Q mode, the spectr
of cavity modes generally also contains additional mod
~‘‘lateral’’ relative to the Bragg frequency! whose frequen-
cies lie outside the opacity band of the Bragg structur
These modes are essentially the modes of the various
ments making up the phase-shift cavity. As the coefficien
wave coupling at the Bragg structures increases~i.e., the
depth of the ripple increases!, the Q-factors of these mode
increase and ultimately the starting conditions for the exc
tion of these modes are also satisfied. Several cavity mo
can be excited under transient conditions in this cavity. Ho
ever, in the nonlinear regime, when the Q-factor of t
modes moderately exceeds the lasing threshold,
highest-Q mode then inhibits the others as a result of non
© 1999 American Institute of Physics
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FIG. 1. Schematic of Bragg cavity with a ripple phase disco
tinuity.
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ear competition, and steady-state oscillation is establishe
this mode~Fig. 2b!. It is important to note that for optimized
parameters steady-state oscillation in the dominant mod
established for any phase mismatches in the self-excita
band. Moreover, the longitudinal field structure in the cav
is more favorable for removing energy from the electr
beam ~Fig. 2b! compared with a two-mirror cavity, which
enhances the efficiency by a factor of approximately 1.5

An increase in the length of the segments making up
cavity causes a further increase in the Q-factors of the lat
modes. By systematically varying the phase mismatch in
cavity, it is possible to establish steady-state oscillation
the dominant highest-Q mode and in lateral modes~Fig. 2c!.
Nevertheless, the frequencies of the lateral and domin
modes are fairly well separated, their frequency differen
being half the width of the opacity band of the Bragg stru
tures. This is slightly greater than that for a two-mirror cav
where several longitudinal cavity modes lie within the opa
ity band. Thus, in a phase-shift cavity an appreciable cha
in the phase mismatch is required to tune the oscillation fr
the dominant to a lateral mode. The constraints on the o
in
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ating stability of the FEM power supply system can be
duced considerably and are easily attainable in existing
perimental facilities.

3. The FEM electrodynamic system used for the expe
ment comprised a cavity formed by two sections of circu
waveguide 22 mm in diameter, with rippled side walls in t
form of a meander of periodd55.4 mm and deptha1 be-
tween 0.3 and 0.6 mm. At the point where these structu
were joined, the ripple has a phase discontinuity ofp. The
length of the cavity input segmentl 1 ~on the cathode side!
was varied between 20 and 40 cm and the length of the
put segmentl 2 was varied between 10 and 20 cm. The lowe
TE1,1 mode of the circular waveguide was selected as
working mode. The optimum cavity parameters were cal
lated for the conversion of this working mode of the intr
Bragg structure into a feedback modeTM1,1, which was
observed near 31G˙ Hz. Figure 3a and 3b give the calculate
dependence for cavities of different length and also the
sults of cold electrodynamic measurements of the reflec
coefficient as a function of frequency for a Bragg cavity w
a ripple phase discontinuity. In this method of measurem
lf-
f

FIG. 2. Simulation of the process of establishment of se
oscillation in cavities with a ripple phase discontinuity o
different geometry. Time dependence of the efficiency (h)
and also radiation spectrum (S) and longitudinal field struc-
ture (E) of the partial waves~solid curve — concurrent
wave, dashed curve — counterpropagating wave! under
steady-state oscillation: a —l 1526 cm, l 2513 cm,
a150.4 mm, Bw50.1 T; b — l 1526 cm, l 2513 cm, a1

50.6 mm, Bw50.09 T; c — l 1539 cm, l 2513 cm,
a150.6 mm, Bw50.12 T (Ebeam50.8 MeV, I beam5170 A,
B0520.2 T!.
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the natural modes correspond to the minima of the reflec
coefficients. Note that when the lengths of the segments
equal, the incident wave is reflected from them in antipha
so that in this case the reflection coefficient at the frequen
of the natural modes tends to zero~Fig. 3a!. When the
lengths of the segments differ substantially, the coefficie
of reflection from each segment differ significantly and t
total reflection coefficient from this cavity will be fairly clos
to unity, even at the frequencies of the natural modes~Fig.
3b!. This explains the difficulty of making cold measur
ments in cavities having this geometry.

It can be seen from Fig 3a that for a symmetric cav
the width of the opacity band and consequently the coe
cient of wave coupling at the Bragg structure;0.16 cm21

show good agreement with the calculated results. The m
sured frequency of the highest-Q mode was 30.7 GHz,
the small shift from the calculated value may be attributed
the difference between the period of the fabricated struc
and the calculated value. For the asymmetric cavity wh
parameters are given in Fig. 3b~in which the maximum out-

FIG. 3. Reflection coefficientR as a function of frequency for cavities o
different geometry~solid curve — result of cold electrodynamic measur
ments, dashed curve — calculated values: a —l 15 l 2521.6 cm and b —
l 1526 cm, l 2513 cm (a150.6 mm!. The hatched areas in Figs. 1c and 1
indicate the frequency intervals in which the recorded radiation freque
fell for free-electron masers with different cavity geometries, and the he
of the hatched region corresponds to the maximum radiation power:
l 1526 cm, l 2513 cm; d —l 1539 cm, l 2513 cm (a150.6 mm!.
n
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put power was obtained in a hot experiment!, the calculated
Q-factor of the dominant mode at the exact Bragg resona
frequency for a known wave coupling coefficient was 130

4. Experimental investigations of the free-electron ma
were carried out using the LIU-3000 linear induction acc
erator ~Joint Institute for Nuclear Research, Dubna!, which
delivered an electron beam having a particle energy
0.8 MeV, a current of up to 200 A, and a pulse duration
200 ns at a pulse repetition rate up to 1 Hz. A working tra
verse velocityb''0.2 was imparted to the particles in
spiral wiggler with a period of 6 cm, having adiabatical
smooth switching for the first six periods. The wiggler w
positioned inside a solenoid. The amplitude of the transve
field Bw on the axis was varied between 0 and 0.3 T and
guiding magnetic fieldB0 was regulated up to 0.7 T. Th
output current from the accelerator and the oscillator w
recorded using induction and resistive detectors and
150–200 A under various operating conditions. The radiat
power was measured using calibrated crystal detectors
which the accuracy, including the calibration accuracy, w
;20%. The radiation spectrum was measured using a se
cutoff waveguide filters with a diameter step of 0.1 m
which can determine the frequency in the range 26–40 G
to within 1.5–2%.

The selected operating regime of the free-electron ma
used a reversed magnetic guide field~subsequently denote
as negative!,12,13 oriented so that the direction of the cyclo
tron rotation of the electrons was the opposite of their dir
tion of rotation in the field of the spiral wiggler. Advantage
of this FEM operating regime are that a high-quality helic
electron beam is formed, the sensitivity to the initial spre
of the beam parameters is low, and consequently a high
ficiency can be achieved.9,14 This is confirmed by the result
of previous experimental investigations of amplifier12,13 and
oscillator8,9 FEM systems where the maximum efficienc
was obtained in this regime.

In the present experiment, circularly polarized radiati
was observed on entry to the free-electron maser, wh
structure corresponded to the excitation of theTE1,1 lasing
mode. The microwave pulse lasted 100–150 ns. In ag
ment with the calculations, the maximum radiation pow
was obtained near 31 GHz. The system was tuned to
optimum oscillation regime by varying the wiggler and so
noid fields, which altered the particle translational veloci
The cavity parameters were varied by selecting the rip
depth, the lengths of the Bragg structures~segments!, and
also the length ratio of these segments.

The maximum radiation power of 4865 MW was ob-
tained at 30.7 GHz using a cavity formed by segments 26
13 cm long. The working current was 170 A, which corr
sponded to a lasing efficiency of around 35%. The wigg
and solenoid fields wereB0520.21 T andBw50.12 T. The
results of measurements of the radiation spectrum for th
cavity parameters are plotted in Fig. 3c. The hatched reg
corresponds to the frequency range between two neighbo
filters ~in terms of cutoff frequencies! in which the radiation
frequency fell. A comparison with the results of the co
measurements of the mode spectrum~Figs. 3a and 3b! sug-
gests that the measured spectrum can be interprete
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single-mode single-frequency oscillation. Further confirm
tion that the oscillation is single-mode is provided by t
absence of any low-frequency modulation of the output s
nal corresponding to the mode beats, which was obse
earlier in multifrequency oscillation regimes in free-electr
masers with two-mirror Bragg cavities.9 However, the fairly
large difference between the frequencies of the dominant
lateral cavity modes~around 2%! allowed the oscillation at
these frequencies to be distinguished experimentally u
the existing set of waveguide filters. In previous experime
using two-mirror Bragg cavities, it was difficult to measu
the radiation spectrum by a similar method.8 It should be
noted that in accordance with the results of the simulat
~Figs. 2a and 2b! for optimum cavity parameters over th
entire range of variation of the fieldsB0 and Bw ~i.e., over
the entire range of phase mismatch! oscillation was observed
in the dominant mode in the cavity self-excitation band.

When the position of the phase discontinuity was shif
toward the center of the cavity~i.e., using segments of equa
length!, the output power decreased. This is because w
the Bragg structures are positioned symmetrically, the mic
wave energy fluxes in both directions of the cavity are
same.1 Degrading the symmetry of the cavity by shifting th
phase discontinuity toward the collector can provide alm
unidirectional coupling out of the radiation~compare Figs.
2a and 2b!.

It should be noted that when the length of the inp
segment of the cavity was increased to 39 cm, the result
the simulation indicated that lateral modes were exci
separately. Results of measurements of the power and
quency of the output radiation in the range 29–32 GHz
plotted in Fig. 3d. The oscillation frequency was tuned
varying the fieldsB0 andBw , i.e., by selecting the optimum
mismatch for the excitation of each mode~compare with Fig.
2c!. The fields for which radiation was observed in the late
mode at frequency 29.9 GHz wereB0520.18 T andBw

50.11 T.
5. To sum up, in these experiments we have dem

strated for the first time the efficiency of a Bragg cavity w
a phase discontinuity and have shown that these cavities
potentially useful for FEM oscillators. Various cavity con
-
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figurations have been studied. The FEM parameters
which oscillation was observed and the measured efficien
show good agreement with the values obtained from a
merical simulation of the excitation process. For optimu
cavity parameters an output power of around 50 MW w
obtained at 30.7 GHz with a 35% efficiency, which is t
highest yet recorded for this type of device. The radiat
spectrum corresponded to the excitation of the highes
mode.
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Formation of ArCl „B… molecules in a transverse volume discharge
A. K. Shuaibov, L. L. Shimon, A. I. Dashchenko, Yu. Yu. Ne met, and I. V. Shevera

Uzhgorod State University
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Results of optimizing al5175 nm ArCl~B–X! emitter pumped by a transverse volume
discharge are presented. The formation of ArCl~B! molecules was investigated in a plasma formed
by mixtures of rare gases with HCl and Cl2 molecules. It is shown that the Cl2 molecule is
the most efficient chlorine carrier and that neon at pressures>50 kPa is the most efficient buffer
gas. © 1999 American Institute of Physics.@S1063-7850~99!00506-6#
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Electric-discharge lasers and lamps using rare-gas
lides are widely used in microelectronics, photochemis
medicine, and other fields of science and technology1,2

Emitters using the B–X ArCl transition, which have one
the shortest wavelengths, 175 nm, have currently been
studied. Lasing in ArCl~B–X! was reported in Ref. 3, but it
output characteristics were appreciably inferior to tho
of ArF emitters having a similar lasing waveleng
l5193 nm ~Ref. 4!. This is mainly because of the sma
cross section for stimulated emission atl5175 nm in ArCl.
It is therefore preferable to use ArCl~B–X! in sources of
spontaneous vacuum ultraviolet radiation with pulse leng
<100– 200 ns. Various pulsed sources of vacuum ultravi
radiation pumped by a transverse discharge5–7 have been de-
veloped in the vacuum ultraviolet~within the transmission
range ofll5110– 190 nm windows!: 126 nm Ar2* , 146 nm
Kr2* , and 172 nm Xe2* . These sources require expe
sive, heavy rare gases. The possibilities of develop
simple, moderate-pressure, vacuum ultraviolet emitters
l5175 nm in ArCl have not been studied.

Here we report results of optimizing the active mediu
of an electric-discharge vacuum ultraviolet emitter us
He~Ne!/Ar/Cl2(HCl) mixtures.

A transverse volume discharge was ignited in a sys
of electrodes 18 cm long. The interelectrode gap was 2.2
and the width of the discharge region was between 0.5
0.7 cm. We used automatic spark preionization similar to t
used in Ref. 8. The discharge was ignited using an LC cir
with a 30 nF capacitance and 9.4 nF peaking capacitanc
TGI1 1000/25 thyratron was used as the switch in the pul
supply system. The radiation was recorded using a h
meter vacuum monochromator fabricated using a Se
Namioka system. A 1200 lines/mm diffraction grating w
used and the emitter was connected to the monochrom
via a CaF2 window. The radiation detector was an FE´ U-142
photomultiplier with an LiF window. The monochromato
and the section for the photomultiplier were evacuated
high vacuum. A side window having an aperture of
31.8 cm was provided in the emitter to pump extended m
dia with vacuum ultraviolet radiation. A spectroscopic stu
of the plasma was made in the range 130–300 nm.

The radiation spectra of a transverse volume discharg
mixtures of rare gases with HCl and Cl2 molecules revealed
4331063-7850/99/25(6)/2/$15.00
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the highest-intensity radiation for 175 nm ArCl~B–X! and
258 nm Cl2* . The spectra also showed a broad weak ba
with a maximum at 199 nm, which we ascribed to the C–
ArCl transition.9 For the discharges using mixtures of ra
gases with Cl2 molecules the 258 nm band was between t
and three times brighter than that for HCl mixtures.

Figure 1 gives the brightness of ArCl~B–X! radiation as
a function of the content of HCl molecules in a transve
volume discharge using an He/Ar/HCl mixture. Th
optimum HCl content, 80 Pa, is considerably lower th
that for 308 nm XeCl and 222 nm KrCl emitter
(Popt5300– 400 Pa). Replacing HCl with Cl2 molecules in-
creases the brightness of the ArCl~B–X! radiation, and the
optimum Cl2 content is in the range 300–400 Pa. This d
ference in the efficiency of formation of ArCl~B! can be
attributed to the absorption of vacuum ultraviolet radiati
by HCl molecules. The experiments were carried out us
charging voltages of<15 kV.

Figure 2 gives the brightness of the ArCl~B–X! radia-
tion as a function of the buffer gas pressure and also sh

FIG. 1. Brightness of thel5175 nm ArCl~B–X! radiation band as a func-
tion of the content of HCl molecules in a He/Ar/HCl548/8/@HCl# transverse
discharge~1! and as a function of the Cl2 content in an Ar/Cl2 mixture ~2!
for @Ar#55.3 kPa. Curves1 and2 are each normalized to their maxima.
© 1999 American Institute of Physics
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FIG. 2. Brightness ofl5175 nm ArCl~B–X! radiation as
a function of the Ne~1! and He content~2! in Ne~He!/Ar/
HCl5@Ne~He!#/8/0.8 kPa discharges and brightness
ArCl ~B–X! radiation in the following mixtures:
18—Ne/Ar/Cl258/8/0.226 and 19—Ne/Ar/HCl548/16/
0.08 kPa.
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comparative data on the ArCl brightness for a Cl2 mixture
and for an increased content of Ar atoms in the gas mixtu
At mixture pressures<50 kPa, He is the most efficien
buffer gas, whereas at higher pressures Ne is best. The
mum argon content in the active mixtures is>16 kPa. Using
Cl2 molecules in a transverse volume discharge in a redu
pressure Ne/ArCl2 mixture can enhance the brightness of t
ArCl~B–X! radiation more than fourfold compared with
similar HCl mixture. The brightness of thel5258 nm Cl2*
radiation band for discharges in He~Ne!/Ar/HCl mixtures
also exhibits the same dependence on the buffer gas co
as for the ArCl~B–X! band. The brightness of th
l5258 nm Cl2* radiation is an order of magnitude higher f
discharges in an Ne/Ar/Cl2 mixture compared with a simila
HCl mixture. Investigations of the service life of th
ArCl~B–X! radiation showed that the brightness of t
175 nm ArCl band for a discharge in a Ne/Ar/HCl548/16/
0.08 kPa mixture was reduced by a factor of four after 14

discharge pulses.
Thus, optimizing the composition of a 175 nm ArC

~B–X! electric-discharge emitter showed that Cl2 molecules
are the best chlorine carriers at pressures of 300–400 Pa
e.

ti-

d-

ent

At

active mixture pressures<50 kPa He is the most efficien
buffer gas, whereas at higher pressures Ne is the most
cient. This discharge is also a source ofl5258 nm Cl2* ra-
diation, for which the optimal media are similar to those f
ArCl emitters.
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Theory of multiple scattering in a fractal medium
V. V. Ucha kin and D. A. Korobko
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An analysis is made of multiple scattering of particles whose ranges have a power-law
distribution corresponding to a fractal medium. The small-angle approximation is used to derive
an expression for the angular distribution of particles which have traversed a specific path.
The results of numerical calculations are presented. ©1999 American Institute of Physics.
@S1063-7850~99!00606-0#
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West1 and Zosimov and Lyamshev2 have reported theo
retical analyses of the scattering of waves by inhomogene
self-similar structures~fractals!. The need for such calcula
tions has been stimulated by studies of structures suc
amorphous polymers, colloidal aggregates and aggreg
formed in air from microscopic solid-phase particles, poro
materials such as porous aerogels, and so on.3 In the present
paper we consider the multiple scattering of particles in
fractal medium made up of a random distribution of scatt
ing centers with power-law long-range correlations.4

In the small-angle approximation the deflection of a p
ticle from its initial direction is described by the two
dimensional vectoru ~see, for example, Ref. 5!. Let us as-
sume thats(u) is the angular distribution of a particle bein
scattered once by an isolated atom,*s(u)du51, and then
the distribution of a particle having undergonen scattering
events is given by the multiple convolution of these distrib
tions:

s (n11)~u!5E s~u8!s (n)~u2u8!du8, ~1!

where s (0)(u)[d(u). The angular distribution of particle
which have traversed the pathx is given by

C~u,x!5 (
n50

`

pn~x!s (n)~u!, ~2!

wherepn(x) is the probability that over the pathx the par-
ticle will undergo exactlyn scattering events. This probabi
ity characterizes the medium and is related to the distribu
density of the mean free pathq(x) by

pn~x!5E
0

x

Q~x2x8!q(n)~x8!dx8, ~3!

where

Q~x!5E
x

`

q~x8!dx8

is the probability that a random range exceedsx andq(n)(x)
is a multiple convolution of the distributionsq(x) describing
the distribution of the coordinate of thenth collision point.
In this notation, the distribution is given by
4351063-7850/99/25(6)/3/$15.00
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C~u,x!5 (
n50

`

s (n)~u!E
0

x

Q~x2x8!q(n)~x8!dx8. ~4!

In the classical theory of multiple scattering, the scatt
ing centers are assumed to be distributed independently
a constant~for a homogeneous medium! average density. In
this case, the mean free path distribution has the form

q0~x!5m exp~2mx!, ~5!

wherem is the linear scattering coefficient, which is the r
ciprocal of the mean free path. Sinceq0

(n)(x)
5m(mx)n21exp(2mx)/(n21)! and Q0(x)5exp(2mx), the
angular distribution~2! is described by the generalized Poi
son distribution6

C0~u,x!5exp~2mx! (
n50

`
~mx!n

n!
s (n)~u!. ~6!

For x→` the average random number of terms increase
mx, and its relative fluctuations decrease as;(mx)21/2.
Since for largen we have

s (n)~u!;
1

2pn^Q2&
exp$2u2/@2n^Q2&#%, ~7!

where

^Q2&5E u2s~u!du

is the mean square of the single scattering angle, the ang
distribution for large depths has the form

C0~u,x!;
1

2pmx^Q2&
exp$2u2/@2mx^Q2&#%,

x→`, ~8!

obtained by Fermi7 for multiple Coulomb scattering o
charged particles.

The fractal distribution of the random points$xi% on a
straight line is described by a power dependence of the
erage numberN̄(x) of points on the section@xi ,xi1x#, one
end of which coincides with one of the fractal points:

N̄~x!;Axa, x→`, ~9!
© 1999 American Institute of Physics
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wherea,1 is the fractal dimension~for a51 we have the
homogeneous Poisson ensemble considered above!. In this
case, we have

q~x!;aBx2a21, x→`, ~10!

and from the theory of stable distributions8

q0
(n)~x!;@nBG~12a!#21/ag(a)~~nBG~12a!!21/ax!,

n→`, ~11!

where g(a)(x) is the one-sided density of the stable la
whose Laplace transform~in the formB) can be written

g̃(a)~l![E
0

`

g(a)~x!e2lxdx5exp~2la!. ~12!

The densitiesg(a)(x), like the normal density, describe th
limiting distribution of a sum of independent random qua
tities but unlike the normal density, they belong to distrib
tions of the type~10! whose mathematical expectation
infinite.

Introducing the notation

Q(n)~x!5E
x

`

q(n)~x8!dx8, G(a)~x!5E
0

x

g(a)~x8!dx8,

we write the probability that over the pathx a particle will
undergon collisions:

pn~x!5Q(n11)~x!2Q(n)~x!

5G(a)~~nBG~12a!!21/ax!2G(a)~@~n11!

3BG~12a!#21/ax!. ~13!

Expressing the argument of the subtrahend function in
form
-
-

e

@~n11!BG~12a!#21/ax5@nBG~12a!#21/ax

2@nBG~12a!#21/ax~na!21

~14!

and expanding this as a series, we obtain the asymp
expression

pn~x!;@nBG~12a!#21/ax~na!21g(a)

3~@nBG~12a!#21/ax!, x→`. ~15!

Then, using expression~7! again and converting in expres
sion~2! from summation overn to integration with respect to
the variable

t5@nBG~12a!#21/ax,

we arrive at the distribution

C~u,x!;~4Dxa!21f (a)~ uuu/A4Dxa !, x→`, ~16!

where

D5
^Q2&G~11a!

2B~G~12a!!2
,

and

f (a)~u!5p21E
0

`

dte2u2ta
tag(a)~t!, a,1. ~17!

For a→1 we obtaing(a)(t)→d(t21) and f a(u) be-
comes a Gaussian distribution, but fora,1 we obtain a
different distribution, which has a logarithmic singularity
zero
FIG. 1. Distributions off a(u) for the exponentsa 5 1/3,
1/2, 2/3, 5/6, and 1.
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FIG. 2. Angular distributions of multiply scattered particlesC0(u)
~8! andC(u) ~16! for a51/2 for a thickness corresponding to a
average of 500 collisions. The mean-square angles of single s
tering ^Q2& are the same. The circles give the results of a Mo
Carlo simulation~10 000 histories!. The filled circles correspond to
a homogeneous medium having the exponential range distribu
~5! and the open circles corresponds to a fractal medium having
power-law distribution of ranges~10!.
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f a~u!;@2pG~12a!#21u ln uu, u→0; ~18!

outside this region, however, it is described by t
asymptotic expression

f a~u!;
a (3a22)/2(22a)

pA22a
u22(12a)/(22a)

3exp$2~22a!aa/(22a)u2/(22a)%. ~19!

The results of numerical calculations using Eq.~17! for sev-
eral exponentsa, including the limiting casea51, are plot-
ted in Fig. 1. The mean-square angle of multiple scatterin
calculated analytically:

u2~x!5
4

G~a11!
Dxa. ~20!

The angular distribution of multiply scattered particles in
fractal medium exhibits a slower increase in width}xa/2 as
compared with}x1/2 for a homogeneous medium. The for
of the distribution~16! differs from the normal distribution in
having a higher probability concentration at small and la
angles~Fig. 2!.
is

e

Both the width and the form of the angular distributio
of particles undergoing multiple scattering in a fractal m
dium can be used to determine experimentally the fra
dimensiona of an inhomogeneous structure.

This work was supported by the Russian Fund for Fu
damental Research~Grant No. 98-01-03307!.
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Continuous-wave lasing has been achieved via the ground state of composite vertically coupled
InAlAs/InGaAs quantum dots in an AlGaAs matrix with a room temperature output
power of 3.3 W at both mirrors. ©1999 American Institute of Physics.@S1063-7850~99!00706-5#
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Over the last few years structures with self-organiz
quantum dots have been attracting increasing interes
semiconductor physics.1 The main difference between thes
and quantum-well structures is their delta-function density
states, which suggests that the characteristics of semicon
tor lasers may be drastically improved.2,3 To date consider-
able progress has been achieved in this direction. In var
systems of materials, lasing has been achieved via
quantum-dot ground state with threshold current densitie
63 A/cm2 ~Ref. 4! and 11 A/cm2 ~Ref. 5! at room tempera-
ture and at liquid nitrogen temperature, respectively.

The possibility of achieving high output powers
quantum-dot laser diodes has not yet been adequately
ied. In Ref. 6 we reported cw lasing in a structure with
InGaAs/AlGaAs quantum-dot active region with an outp
power of 1 W at room temperature. By improving the qua
tum dot formation process,7 we succeeded in increasing th
value to 1.5 W~Ref. 8!. Here we report a self-organize
quantum-dot laser with a maximum output power of 3.3 W

One of the main mechanisms limiting the power of sem
conductor lasers is spectral hole burning~see Ref. 9 and the
literature cited therein! caused by the finite rate of carrie
4381063-7850/99/25(6)/2/$15.00
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trapping at states involved in the lasing. Since the trapp
times in InGaAs/AlGaAs quantum-dot structures are fai
long ~tens of picoseconds10! and an array of quantum dot
has a finite number of states determined by its surface c
centration, there has long been some skepticism regar
the use of quantum dots for laser applications requiring h
radiation powers. The quantum-dot concentration can be
creased by using several layers of quantum dots11 and also
by forming these on vicinal surfaces.12 In Ref. 7 we proposed
an alternative approach which can enhance the surface
centration of quantum dots in each layer. The basic idea
this approach involves using denser arrays of InAlAs qu
tum dots as centers for the stimulated formation of InGa
quantum dots directly involved in the lasing. Ultimately a
array of composite, vertically-coupled quantum dots
formed whose surface concentration is defined by the InA
quantum dots, whereas the optical transition energy is de
mined by the InGaAs quantum dots. This method was u
to form the active region in the laser studied here.

The structure was grown by molecular beam epitaxy
an n1-GaAs(100) substrate using a solid As4 source in a
Riber 32P system. We selected a standard double-he
n
/

FIG. 1. Schematic of laser diodes with active regio
formed by composite vertically-coupled InAlAs
InGaAs quantum dots in an AlGaAs matrix.
© 1999 American Institute of Physics
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structure geometry with separate carrier and lightwave c
finement, and a graded-index waveguide. The structur
shown schematically in Fig. 1 and the inset shows an im
of a cross section through the active region, which was
sitioned at the center of the 0.5mm thick waveguide layer
and consisted of an array of composite vertically-coup
quantum dots. The first three layers of quantum dots w
formed by depositing 5.3 ML thick InAlAs layers separat
by 5 nm thick Al0.15GaAs spacers and then depositing thr
layers of InGaAs quantum dots, separated by the same s
ers. The transition from two-dimensional to thre
dimensional growth of the In-containing layers was obser
directly during the growth process from the appearance
shaded reflection high-energy electron diffraction~RHEED!
pattern. The growth temperature during deposition of the
tive region was 485 °C, whereas the substrate tempera
during growth of the waveguide and the emitters was 600
and 700 °C, respectively. The entire structure was grown
an arsenic-enriched environment, standard for molec
beam epitaxy.

This structure was used to fabricate stripe lasers of w
W5100mm using ‘‘wide contact’’ technology. The insula
tor forming the stripe contact was a 0.2mm thick layer of
SiO2 deposited by magnetron sputtering of silicon in an ox
gen atmosphere. A contact with thep1-GaAs layer was
made by depositing and brazing ZnAu and CrAu alloys a
also strengthening with gold to achieve better indium wett
during the subsequent soldering onto the heat sink. A con
with the n1-substrate was made by depositing GeAu a
strengthening with gold. No dielectric coatings were dep
ited on the mirrors.

Thep-sides of the lasers were indium-soldered to a c
per heat sink and measurements were made under cw c
tions at a heat sink temperature of 10 °C. Figure 2a sh
the power–current characteristic of a laser diode with a c
ity of length L5950mm. Figure 2b shows the electrolum
nescence spectra of this laser at various pump currents.
threshold current wasI th5402 mA, which corresponds to
current density of 423 A/cm2. The maximum radiation
power (Pout) and the differential quantum efficiency (hd) on
the linear section of the characteristic for both mirrors w

FIG. 2. Watt–ampere characteristics of cw laser at 10 °C~a!; lasing spectra
at various pump currents~b!.
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3.28 W and 73%, respectively. Above 2.7 A, the powe
current characteristic begins to curve as a result of heatin
the laser active region, which leads to a regular lon
wavelength shift of the lasing maximum.

The method of increasing the surface concentration
quantum dots used in the present study can increase
maximum current flowing through the structure in the lasi
regime, which is limited by the finite number of quantu
dots and the carrier trapping time in these dots. It can a
reduce the population of matrix states for the same leve
pumping, which can then reduce the parasitic currents
overheating of the structure caused by recombination
higher states. Both these factors are extremely important
achieving a high output power.

To sum up, we have achieved an output power of 3.3
from a quantum-dot laser, which is the highest power
corded for quantum-dot lasers, and we have thereby dem
strated that these lasers can be used for applications requ
a high output power.

This work was supported by INTAS Program No. 9
0467 and by the program BMBF 13 No. 7231.
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Results are presented of experiments to fabricate preferentially~200! oriented CeO2 films
without mechanical stresses on Al2O3 substrates. ©1999 American Institute of Physics.
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The use of high-temperature superconducting and fe
electric films in microwave instruments and devices impo
various constraints on the films themselves and on the
strate materials. First, the substrate material should be
able for growing epitaxial films and second, the dielect
properties of the substrate should satisfy the constraints
posed by the microwave applications.

A promising substrate material for depositing hig
temperature superconducting and ferroelectric films~espe-
cially STO! for microwave applications is sapphire (Al2O3)
~Ref. 1!. However, at the high deposition temperatures
quired for epitaxial growth, chemical interaction may ta
place between the growing film and the sapphire. The d
culties involved in fabricating films such as YBCO an
strontium titanate on sapphire are compensated by their g
dielectric properties and high mechanical strength.

The problem of matching the substrate and growing fi
materials from the point of view of crystalline compatibilit
and interdiffusion between the substrate elements and
film may be solved by using buffer layers. Materials chem
cally and structurally matched with YBCO and STO are us
as a buffer layer for sapphire. Commonly used compou
include PrBa2Cu3O7, zirconium oxide stabilized with yt-
trium, cerium dioxide, and others.1

Cerium dioxide is currently one of the most promisin
4401063-7850/99/25(6)/2/$15.00
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buffer layers for fabricating YBCO and STO films o
sapphire.2 The crystal lattice of cerium dioxide, which exhib
its cubic symmetry witha55.420 Å, is matched with the
oriented (r -cut! lattice of Al2O3 and with the lattices of
strontium titanate and YBCO. In addition, the linear coef
cient of thermal expansion of cerium dioxide is similar to t
thermal coefficients of STO and YBCO.

The quality of the CeO2 buffer layer, and specifically the
existence of blocks having only one orientation or bloc
having different orientations to the substrate surface as w
as the tensile or compressive strain of the lattice in ma
respects determine the subsequent growth of structurally
fect YBCO and STO films.

In the present study we investigated the growth of
rium oxide films onr-oriented sapphire substrates in order
obtain coatings of this buffer layer preferentially oriented
the ~200! direction to the substrate surface with minimu
lattice strains.

The cerium oxide films were prepared by rf magnetr
sputtering of a ceramic CeO2 target. The films were depos
ited in a pure oxygen atmosphere. The preliminary sputter
time with the baffle closed was 15–20 min. The workin
pressure decreased from 60 Pa at the beginning of the d
sition process to 8 Pa after 30 min and then remained c
stant during growth of the film. The total time taken to d
e
FIG. 1. Stress of CeO2 films versus temprature of substrat
holder.
© 1999 American Institute of Physics
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FIG. 2. Overall width of~200! peak versus temperatur
of substrate holder.
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posit the film was 120 min. The temperature of the subst
heater was varied between 770 and 910 °C during the d
sition process. After the growth had ended, the films w
cooled in pure oxygen at atmospheric pressure.

The phase composition and structural quality of t
CeO2 films were investigated by x-ray diffractometry.

An analysis of the phase composition of the CeO2 films
showed that depending on the synthesis temperature, the
is either preferentially oriented, with the~200! orientation
relative to the substrate surface, or it contains two pha
oriented in the~200! and ~111! directions. The films of
mixed orientation, containing both the~200! and ~111!
phases, form at lower synthesis temperatures than the fi
having preferentially~200!-oriented blocks. The analysis wa
made by comparing the integrated intensities of the~200!
and ~111! peaks normalized to the corresponding intensit
measured for powder samples.3

In order to obtain a more accurate estimate of the te
perature range for synthesis to produce cerium oxide fi
preferentially oriented in the~200! direction and having lat-
tice parameters corresponding to those of the single-cry
samples, we made a detailed analysis of the x-ray diffrac
patterns of these samples, which can be used to deter
the tensile or compressive strain of the lattice. The anal
was made by comparing the interplanar spacings meas
for the ~200! phase of the films with the interplanar spaci
for the same phase of a powder sample

Y5
d2dp

dp
3100,

whereY is the relative stress of the film,d is the interplanar
spacing for the samples, anddp is the interplanar spacing fo
the powder sample.

Figure 1 gives the lattice strain which determines
te
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total stress of the film, plotted as a function of the synthe
temperature. The results suggest that in our case, the
mum temperature of the substrate holder is;870 °C. The
films obtained at this temperature exhibit the lowest latt
stress in the absence of any~111!-oriented phase inclusions

Figure 2 gives the overall width of the~200! peak as a
function of the temperature of the substrate holder, wh
indicates the structural quality of the~200! phase. It should
be noted that the synthesis temperature which yields C2

films preferentially oriented in the~200! direction to the sub-
strate surface with the minimum lattice stresses~Fig. 1! is
also optimum from the point of view of crystallite sizes. Th
absence of any stresses in the films obtained at subs
holder temperatures of;870° C suggests that at the opt
mum synthesis temperature the absolute value of the~200!
peak width is clearly only determined by the region of c
herent scattering of the x-rays in the film.

To conclude, these investigations suggest that the t
perature of the substrate holder during the film growth p
cess is one of the determining factors for the formation
high-quality cerium oxide films. The presence of a minimu
in the temperature dependence of the x-ray peak indic
that there is an optimum temperature for the synthesis
CeO2 films. In our case, the optimum heater temperature
;870° C. Thus, this growth regime can produce structura
perfect CeO2 buffer layer films, which opens up extensiv
possibilities for the subsequent fabrication of high-qual
YBCO and STO films on sapphire.

1E. K. Hollmann, O. G. Vendik, and A. G. Zaitsev, Supercond. Sci. Te
nol. 7, 609 ~1994!.

2A. G. Zaitsev and G. Ockenfuss, J. Appl. Phys.81, 3069~1997!.
3F. Vassenden, G. Linker, and J. Geerk, Physica C175, 566 ~1991!.

Translated by R. M. Durham



TECHNICAL PHYSICS LETTERS VOLUME 25, NUMBER 6 JUNE 1999
Possibility of nondestructive layer-by-layer analysis of multilayer structures of ultrathin
films using low-energy hydrogen ions

V. A. Kurnaev, N. N. Trifonov, M. N. Drozdov, and N. N. Salashchenko

Moscow Engineering Physics Institute
~Submitted January 14, 1999!
Pis’ma Zh. Tekh. Fiz.25, 52–56~June 12, 1999!

The possibility of nondestructive monitoring of the distribution of the composition in multilayer
structures was investigated experimentally by analyzing the energy spectra of scattered
hydrogen ions. ©1999 American Institute of Physics.@S1063-7850~99!00906-4#
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Progress in the field of micro- and nanotechnology h
attached increasing importance to monitoring the parame
of thin and ultrathin layers of different composition. Th
most widely used method of studying their composition a
depth profile is layer-by-layer analysis by various methods
ion beam sputtering1 ~such as Auger spectroscopy, second
ion mass spectroscopy, scattering spectroscopy, recoil at
and others!. However, in these methods of analysis the de
resolution is at most 3 nm and the region being analyze
effectively destroyed. Rutherford backscattering can be u
for nondestructive layer-by-layer analysis, although this
quires expensive equipment and the depth resolution is p
Using light ions with energies of hundreds of kiloelectro
volts can improve the resolution to 1 nm~Ref. 2!. Here we
present results of an investigation into the possibility of
ing hydrogen ions having energies of a few kiloelectronvo

The experimental geometry is shown in Fig. 1. We us
a molecular deuterium ion beam having energies in the ra
9–15 keV and a current of 50–150 nA, for which the deg
of energy homogeneity was 0.03 and the angular diverge
0.01 rad. The energy spectra of the scattered ions were
corded using an automatic electrostatic sector analyzer
an energy resolution of 0.004 and an aperture ratio of
31024 sr. The analyzer could be turned through the anglc
relative to the direction of the primary beam and the ot
experimental conditions were as Ref. 3. The target consi
of ten alternate layers of B4C and Mo, 4.3 nm and 0.6 nm
thick, respectively,4 for which the results of a layer-by-laye
Auger analysis were reported in Ref. 5.

Figure 2 shows the high-energy part of the deute
spectrum scattered at an angle of 60° when the target
bombarded by a 12 keV ion beam. It is natural to assume
the 3.3 keV peak corresponds to particles reflected from
first Mo layer beneath the surface of the target. We used
SCATTER computer code,3 which is qualitatively similar to
the well-known TRIM pair collision code,6 to make a com-
parison with the experimental results and to optimize p
sible values of the characteristic angles and parameters o
probe particle beam. The KrC potential was taken as
interaction potential and the inelastic energy losses were
culated from the Owen–Robinson formula using the Bra
rule for multicomponent targets.6 We calculated 107 trajec-
tories to simulate each spectrum. The results of the calc
4421063-7850/99/25(6)/2/$15.00
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tions plotted in Fig. 2 show that the computer code ac
rately predicts the position of the peak on the energy sc
but not its shape.~Note that if the energy dependence of t
probability of positive ion formation is assumed to ha
some influence, this gives a difference in the peak energ
less than 1%!.

The position of the peak determined by the most pro
able energy lossDE can also be estimated from the simp
single-deflection model usually used to analyze the scatte
of high-energy ions:6

DE'kL$1/sina11/sin~c2a!%E1/21DEel , ~1!

wherek is the proportionality factor in the dependence of t
inelastic energy losses on the root of the energy,L is the
thickness of the B4C layer, andDEel is the energy lost in an
elastic collision between a particle and an Mo atom. T
calculations using this simple formula describe the measu
dependence ofDE on the scattering angle with a relativ
accuracy of at least 0.15.

The error in determining the position of the peak fro
the experimental spectrum can be estimated as640 keV.
The energy losses are determined with a relative accurac
0.07, which corresponds to determining the thickness of
B4C layer to within;0.3 nm.

The position of the peak on the energy scale, like
relative amplitude, depends on the anglesa and c but the
scattering anglec, has a greater influence: asc increases,
the relative peak height above the minimum in the spectr
increases, whereas the most probable energy loss decre
saturating atc.90°. Any variation of the initial energy
within the range specified above has no significant influe
on the accuracy of determining the peak parameters. By m
suring the position of the peak for scattering anglesc,50°
we can determine the value ofkL with a high degree of
accuracy and thereby determine the layer thickness or
measuring this independently, we can find the stopp
power of the material. The fact that the width of the me
sured peak exceeds the calculated value can be attribute
various factors which were neglected in the computer sim
lation, i.e., the fluctuations of the B4C layer thickness and
also the possible influence of the dissociation of prima
molecular ions on the particle energy distribution. Since
energy losses of particles reflected by the molybdenum la
© 1999 American Institute of Physics
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and also the width of the peak formed by these particles
small compared with the initial beam energy, in principle t
inhomogeneity over the thickness of the first B4C layer can
be analyzed using the results of Ref. 3, in which Kobor
et al.determined the width of the particle energy distributi
during propagation through a thin free foil as a function
various factors, including fluctuations in its thickness.

To conclude, we have shown that low-energy hydrog
ions can be successfully used for a layer-by-layer analysi
multilayer structures of ultrathin films. Estimates of th
broadening of the Mo layer by ion mixing under ion bom
bardment, made using the same SCATTER program and
confirmed experimentally using high radiation doses, sh
that the 1014cm22 dose needed for the measurements ba
influences the parameters of the Mo layer. The simplicity
the method together with the inexpensive equipment u
suggest that this method may be successfully used direct
production systems forin situ monitoring of processes.

This work was partially supported by the Russian Fu
for Fundamental Research~Project No. 96-02-19283!.

FIG. 1. Schematic of experiment.
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FIG. 2. High-energy part of the deuteron spectrum reflected by a multila
B4C/Mo target bombarded by 12 keV D3

1 ions (60° glancing angle, 60°
scattering angle!: 1 — experiment,2 — computer simulation for a B4C
target,3 — difference between spectra1 and2, and4 — computer simula-
tion of a B4C target with a single 0.6 nm thick Mo layer at a depth
4.3 nm.
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Nature of the ‘‘ring effect’’ in intense field emission
A. V. Batrakov and D. I. Proskurovski 

Institute of High-Current Electronics, Siberian Branch of the Russian Academy of Sciences, Tomsk
~Submitted December 14, 1998!
Pis’ma Zh. Tekh. Fiz.25, 57–63~June 12, 1999!

The electron trajectories corresponding to the angular distribution of the emission current are
simulated, allowing for self-heating of the cathode and the influence of space charge on
the emission. It is shown that the nature of the rings is related to the emission from peripheral
regions of the tip~conical section! and to compression of the current from these regions.
© 1999 American Institute of Physics.@S1063-7850~99!01006-X#
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Studies of pulsed field emission in a field-emissi
microscope1–5 have conclusively established that as the c
rent densities approach critical levels, the emission pat
undergoes a characteristic change, with the appearance
bright ring surrounding the normal emission image. The
thors of Refs. 1–5 showed that this bright ring may
caused by thermionic emission from the peripheral region
the cathode tip when it is heated by its own emission curr
4441063-7850/99/25(6)/4/$15.00
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The delay before the current appears in the ring relative
the field emission current from the tip apex was ascribed
these authors2–5 to the inertia in the heating of the conica
part of the tip. However, these authors2–5 cast some doubt on
the accuracy of this explanation of the ring effect because
current in the ring increases by two or three orders of m
nitude during the pulse, whereas the temperature correc
to the field emission current within the range of validity
de
the

y

FIG. 1. Angular distributions of the current density at the catho
~a! and calculated current–voltage characteristic. The letters on
current–voltage characteristic~b! correspond to the current densit
distributions~a!.
© 1999 American Institute of Physics
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FIG. 2. Current density distribution at the surface of th
anode~a! for distributions of the emission current densit
given by curvec ~1! and curved ~2! in Fig. 1 and electron
trajectories calculated for the second case~b!. A — anode
and C — cathode.
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the Fowler–Nordheim equation6 is only a few tens of per-
cent. Another problem, in the view of these authors,2–5 is
that careful scrutiny of the emission images can reveal s
eral ~two or three or more! rings, which may indicate tha
they are of diffraction origin.

The observation of the ring effect for voltages pulses
tens of nanoseconds7 resulted in a different explanation fo
these rings.8,9 Zhukov and Egorov8 and Zhukovet al.9 pos-
tulate that as the apex of the tip is heated rapidly by the fi
emission current, a very thin layer of ‘‘quasiliquid’’ meta
forms on its surface. Vertically polarized waves propag
along the interface between this layer and the underly
material. At the periphery of the tip apex, where the liqu
layer becomes thinner, the amplitude of the waves increa
causing rings to appear on the emission image. This mo
seems rather unconvincing because the presence of li
metal in a strong electric field (;108 V/cm) would inevita-
bly cause a conical protrusion to develop and subseque
explode10 over times,1029 s.

In order to understand the nature of the ring effect,
made a numerical simulation of the behavior of the elect
beam in a field-emission microscope using the SuperS
program.11 We first need to know the exact angular distrib
tion of the field emission current density over the catho
surface. We note that the ring effect begins to appear w
the field emission current density is limited by the spa
charge of the emitted electrons.1–5 Under these conditions
v-
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the tip region of the cathode involved in the field emissi
becomes substantially broader.1 In addition, the electric field
at the surface of the field emitter is considerably weaker t
the field calculated by solving the electrostatic problem
cause of the screening influence of the space charge,12 which
must also be taken into account in the simulation.

The model of the field-emission microscope included
pointed cathode having a tip radiusr c50.2mm, a conical
section with half-angleQ512°, and a hemispherical anod
of radius 2 cm. For each angular segment of the cathode
calculated the geometric fieldEg , and then using expressio
~3! from Ref. 12, we calculated the real fieldEc for this
section of the cathode. These values ofEc were used to
calculate the emissivity of the cathode segments using
Fowler–Nordheim equation. Figure 1a shows the angu
distributions of the current density forf54.5 eV. The
current–voltage characteristic of the field-emission mic
scope was also calculated by integrating the distributed
rent density over the emitter surface~Fig.1b!. Curvec in Fig.
1a corresponds to the time when the space charge begi
influence the current–voltage profile~point c in Fig. 1b!. As
the accelerating voltage increases, the fraction of the cur
extracted from the periphery of the field emitter tip increas
substantially. The current–voltage characteristic deviates
creasingly from the Fowler–Nordheim characteristic towa
lower currents. The increase in current with increasing vo
age is caused by an increase in the current density and b
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FIG. 3. Time dependence of the total current~1! and the
current from the periphery~2!.
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involvement of the periphery in the emission process.
Hence, two key factors emerge: the field emission c

rent is only limited by the hemispherical part of the t
~curvesa–c in Fig. 1a! and an appreciable fraction of th
emission takes place at the periphery of the tip apex~curves
d–g!. Examples of the results of simulating the electr
beam in a field-emission microscope for these scenarios
given in Fig. 2.

After analyzing these results, we can make the follow
observations. In the absence of any appreciable emis
from the conical part of the tip, we observe no bunching
the electron trajectories at the periphery of the electron
age on the anode~Fig. 2a, curve1!. In cases where the cur
rent density is limited by the electron space charge w
appreciable emission is observed from the side surface o
tip, the trajectories of electrons emitted by the conical par
the tip become bunched at the periphery of the emiss
image ~Fig. 2b!. This is manifested as a high peak on t
angular distribution of the current density at the anode of
field-emission microscope~Fig. 2a, curve2!. Thus, the emis-
sion from the periphery can in fact explain the existence o
ring on the emission image.

It is also important to specify the role of the therm
correction to the field emission current in the appearanc
the ring effect. For this purpose we made a numerical sim
lation of the heating of the tip by the field emission curre
for the cathode geometry described above in order to de
mine the influence of the heating on the angular distribut
of the current density at the cathode and the anode u
conditions close to the experiments.1–4 The value ofEg at the
tip apex was taken to be 73107 V/cm. The real values of the
electric field strength and the emission current density w
calculated allowing for the space charge of the emitted e
trons. The heat source in the heat conduction equation
assumed to be merely Joule heating. The current densi
the emitter body was calculated by integrating the emiss
current density over the emitter surface. The Fowle
Nordheim equation for the extended thermionic field em
sion range6 was used to calculate the field emission curr
density. Since this equation can be applied at relatively
r-
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temperatures, the condition for the end of the voltage pu
was taken as the time when the emitter tip reaches 200
As a result of this simulation, we established that the tran
tion from field emission to thermionic field emission leads
a sharp rise in the fraction of the current from the periph
in the total current~Fig. 3!. Since almost the entire curren
from the conical part of the tip is compressed into a ring,
current density in the ring at the anode also increases c
siderably faster than the emission current density from the
and the entire current from the tip. The current in the ri
increases as a result of an increase in the emission cu
density and as a result of an increase in the emission a
The saturation of the current in the ring observed in Re
3–5 can reasonably be attributed to the emitter going ove
a quasisteady-state thermal regime. However, the upper
perature constraint on using the Fowler–Nordheim equa
prevented us from simulating the heating of the tip for high
temperatures.

To sum up, this analysis has clearly indicated that
appearance of a ring on the field emission image is cause
the peripheral part of the tip apex taking part in the emiss
process. More accurate modeling may well be required
explain the appearance of several rings.

The authors would like to than I. V. Pegel’ for assistan
with the numerical simulation.

This work was partially supported by the Russian Fu
for Fundamental Research~Project No. 97-02-17208! and by
the Siberian Branch of the Russian Academy of Scien
~Grant from Youth Projects Competitive Examinatio
1997!.
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Membrane oscillations in the channel of a steady-state plasma thruster
A. I. Bugrova, A. S. Lipatov, A. I. Morozov, and V. K. Kharchevnikov

Moscow State Institute of Radio Engineering, Electronics, and Automation
~Submitted February 11, 1999!
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Extremely strong low-frequency oscillations (;35 kHz) predicted earlier were observed
experimentally in the channel of a steady-state plasma thruster. These oscillations are mainly
caused by fluctuations of the electron temperature and affect the ion beam divergence.
© 1999 American Institute of Physics.@S1063-7850~99!01106-4#
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Low-frequency (f <1 MHz) oscillations in the channe
of a steady-state plasma thruster possess axial symmet1,2

Thus, in the presence of oscillations the equipotentials~but
not the magnetic drift surfaces! can either move along th
channel~parallel to thez axis! or can change their curvatur
along the radiusr. Oscillations of the first type, i.e., longitu
dinal oscillations, are usually considered. In 1995 Moroz
drew attention to the strong influence of the second type
oscillations and called these ‘‘membrane’’ oscillation
These membrane oscillations strongly influence the div
gence of the outgoing plasma jet and the erosion of the
put section of the channel insulators.3 They are fundamen
tally attributable to fluctuations of the electron temperat
and the presence of a transverse flux density gradient.
statement follows from the formula for the electric potenti1

F~ x̄,t !5F* ~c!2
1

eE dPe

n
. ~1!

Here c(r ,z) is the magnetic flux function,Pe

5Pe(n,c), and the remaining notation is conventional. F
clarity we write Eq.~1! for a Maxwellian electron distribu-
tion:

F~ x̄,t !5F* ~c!2
kTe~ t,c!

e
ln

n~ x̄,t !

n0
. ~2!

Although the change in the curvature of the equipot
tials can be attributed to a density perturbation, experime
carried out to measure the ion current and electron temp
ture fluctuations4 show that theTe fluctuations play a deci-
sive role.

Figure 1 shows equipotentials for three values ofTe :
optimumTe0 ~Fig. 1a!, maximumTemax ~Fig. 1b!, and mini-
4481063-7850/99/25(6)/2/$15.00
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mum Temin ~Fig. 1c!. For a diverging flux~Fig. 1b! a cross-
over zone forms on the axis of the system, characterized
complex superposition of fluxes which depend strongly
the individual characteristics of the plasma thruster and
operating regime.

Figure 2 shows distributions of the flux density leavin
the plasma thruster forr>r 1 , wherer 1 is the radius of the
internal insulator, corresponding to Figs. 1a and 1b.

If membrane oscillations appear in the system, the d
tribution of the flux density will vary with time as shown i
Fig. 2. Then, if we take two pairs of probesp1 , p2 andp3 ,
p4 whose positions are indicated in Fig. 2, it is predicted t
in the presence of membrane oscillations the ion signal
probesp1 andp2 will be in phase and those at probesp3 and
p4 will be in antiphase. The signals should also be acco
panied by fluctuations of the electron temperature in
channel of the plasma thruster.

Experiments carried out using the ATON plasm

thruster5 with ṁ52 mg/s andUp5250 V using probes com
pletely confirmed these predictions. The experiment was
ried out using two planar probes with a collecting surfa
areaS560 mm2 separated by a fixed distanced54 cm. The
probes were moved parallel~along thez axis! and at right
angles~along ther axis! to the plasma flux by means of
coordinate device. A negative potential relative to grou
w5221 V was applied to the probes so that the ion com
nent of the probe current could be isolated and we obtai
an oscilloscope trace of theJ1 oscillations on the screen of
storage oscilloscope. The frequency of the low-frequency
cillations was;35 kHz. The experiment showed that as t
probes move alongr, the signals from the probes are eith
in phase or in antiphase~Fig. 3a!. For largerz, i.e., the fur-
g-
ma

1;

nd
FIG. 1. Difference between the equipotentials and ma
netic field lines in the channel of a steady-state plas
thruster at various electron temperatures: a —Te;Te0

;«* /e (s51), where«* is the electron energy for which
the coefficient of secondary emission of the insulator is
b — Te;Temax.«* /e (s51), and c —Te;Temin,«* /e
(s51). The solid curve gives the magnetic field lines a
the dashed curves give the equipotentials.
© 1999 American Institute of Physics
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FIG. 3. a — Fluctuations of the ion current at two pairs of probesp1 , p2 andp3 , p4 ; b — fluctuations of the ion current~1! and electron temperature~2!.

FIG. 2. Distribution of the ion flux density and position o
the probes relative to the edge of the thruster:p1 , p2 —
first pair of probes,p3 , p4 — second pair of probes.1 —
distribution of ion flux density for timet1 , 2 — distribution
of ion flux density for timet2 .
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ther we move from the edge of the thruster, the further
these positions from the symmetry axis of the plasma
Thus, we confirmed that beyond the edge of the thru
there are regions in each of which the oscillations are ph
matched, and these are separated by a zone where the
lations are in antiphase.

Figure 3b shows oscilloscope traces of the ion curr
fluctuations at a wall probe mounted in the thruster chan
and fluctuations of the electron temperature obtained by a
lyzing the probe current–voltage characteristics. It can
seen from these traces that the fluctuations of the ion cur
at the wall probes are accompanied by fluctuations of
electron temperature.

Thus, we have confirmed experimentally that membra
e
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e-
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t
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a-
e
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oscillations exist in a steady-state plasma thruster.
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Micromechanism for anomalous creep of MoSi 2 polycrystals
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A theoretical model is proposed for an anomalous creep effect in MoSi2 polycrystals
~characterized by an anomalous dependence of the plastic strain rate on the grain size!. In this
model the micromechanism for anomalous creep is represented as the diffusion-
controlled climb of grain-boundary dislocations in grain-boundary planes. ©1999 American
Institute of Physics.@S1063-7850~99!01206-9#
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Plastic deformation in crystals occurs through the mo
ment of defects whose aggregate characteristics are res
sible for the dependence of the strain macrocharacteristic
the structural parameters of the crystal~Refs. 1 and 2!. For
instance, the dependence«̇}d2p of the plastic strain rate on
the grain sized in polycrystals undergoing high-temperatu
creep is determined by the behavior characteristics of
sembles of defects~strain carriers!. The power is usually
found to bep52 ~for Nabarro–Herring creep resulting from
the intragranular migration of point defects! or p53 ~for
Coble–Lifshitz creep resulting from the migration of poi
defects along grain boundaries!.2 An anomalous dependenc
«̇}d2p, p>5 was recently identified experimentally fo
MoSi2 polycrystals3–5 which cannot be explained in terms o
existing physical models of creep. Here we propose a mo
which attributes the anomalous dependence«̇}d25 to a par-
ticular creep micromechanism, that is, dislocation climb
in grain boundaries.

In the proposed model, plastic deformation in an MoS2

polycrystal undergoing creep is resulting from the climbi
of dislocations at grain boundaries, which is controlled
the diffusion of point defects~vacancies, interstitial atoms! in
the grain boundaries~see Fig. 1!. The fluxes of point defects
formed under mechanical loading, which are intense at g
boundaries and especially at grain-boundary triple-junctio
play a particular role here.1! In fact, each dislocation, o
strain carrier, migrates~climbs! in the grain-boundary plane
as a result of fluxes of point defects moving inside the d
location core from its edges~joined to triple junctions! to-
ward the center and/or in the opposite direction~see Fig. 1!.

In this situation the plastic strain rate is given by

«̇25rbv, ~1!

where r is the density of ‘‘active’’ dislocations,b is the
Burgers dislocation vector, andv is the dislocation climb
rate. In this case,b does not depend ond but the density of
active dislocations is

r}d22, ~2!

since these dislocations are localized in grain boundarie
We shall now analyze the dependence ofv on d. Since

the dislocation climb is controlled by fluxes of point defec
4501063-7850/99/25(6)/2/$15.00
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through the dislocation cores~see Fig. 1!, a dislocation of
lengthd migrates~climbs! over a distance equal to the cry
tal lattice parametera whend/a point defects pass throug
its core. In this situation the dislocation climb rate is giv
by

v5wa~a/d!, ~3!

wherew is the number of point defects which have pass
through the dislocation core per unit time. The value ofw is
defined in terms of the fluxJ of point defects through the
dislocation core~which has the cross sectiona2) as follows:

w5Ja2. ~4!

In turn the fluxJ depends on the spatial distribution o
the point defect densitiesCi(x), wherei is the type of point
defect andx is the coordinate along the dislocation line. F
simplicity we shall confine our analysis to the case where
main contribution to the dislocation climb is made by a fl
of point defects of the same type~for instance, interstitial
atoms!, moving from the edges of the dislocation~having the
coordinatesx50 and x5d) toward its center (x5d/2),
where the spatial distributionC(x) of the point defects is
symmetric relative to the center point of the dislocati
x5d/2. In this case, to a first approximation, the fluxJ de-
pends onC(x) as follows:

J52D gradC~x!'aD
C~d/2!2C~0!

d/2
, ~5!

whereD is the diffusion coefficient in the core of a disloca
tion situated in the grain boundary anda5const.

The spatial distributionC(x) is determined by elastic
interaction between point defects and triple junctions
sources of internal stresses. More accurately~in the sense of
the theory of interaction between point defects and sour
of internal stresses!,7 in equilibrium C(x) is given by

C~x!5C0 exp $U~x!/kT%, ~6!

whereC05const,k is the Boltzmann constant,T is the tem-
perature, andU(x) is the potential of elastic interaction be
tween point defects and a triple junction. Disclinations whi
act as sources of long-range stresses8 frequently form at
grain-boundary triple junctions in polycrystals synthesiz
© 1999 American Institute of Physics
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from powders at high pressures such as MoSi2 ~Refs. 3–5!.
The interaction potential between wedge dislocations and
latational point defects takes the form9

U~x!52b ln ~x/a! ~7!

~b5const!, which taking account of Eqs.~5! and ~6! deter-
mines the following dependence ofJ on d:

J}d22 ~8!

for polycrystals having disclinations at grain-boundary trip
junctions. Equations~1!–~4! and ~8! yield the following de-
pendence

«̇}d25. ~9!

FIG. 1. Dislocation climb controlled by diffusion fluxes~solid and dashed
arrows! in the plane of a grain boundary bounded by triple junctions~cylin-
drical regions!.
i-

This dependence was observed in experiments to s
creep in MoSi2 polycrystals in a specific range of structur
parameters and mechanical loading characteristics.

To sum up, a model of plastic deformation resultin
from dislocation climb in grain boundaries of polycrysta
with connecting disclinations efficiently describes t
anomalous dependence («̇}d25) of the plastic strain rate on
the grain size in MoSi2 crystals undergoing creep. Howeve
in order to identify the micromechanism for creep in MoS2

polycrystals~and therefore check the proposed model!, it is
important to carry out new experiments to observe the e
lution of the microstructure in deformable MoSi2 polycrys-
tals.

The author would like to than Dr. K. Sadananda for us
ful discussions which stimulated this work.

This work was supported by the Russian Fund for Fu
damental Research~Grant No. 98-02-16075!, the US Office
of Naval Research, and the Volkswagen Foundation.

1!According to Rabukhin6 the diffusion coefficients at grain-boundary tripl
junctions are substantially higher~frequently several orders of magnitud
higher! than those in the grain boundaries themselves.
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Nutational nuclear quadrupole resonance in metal oxide compounds of copper
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A pulsed nuclear quadrupole resonance method that can be used to study compounds with broad
lines, especially metal oxide compounds of copper, is considered for the first time. ©1999
American Institute of Physics.@S1063-7850~99!01306-3#
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For spin 3/2 nuclei the nuclear quadrupole resona
~NQR! spectrum contains only one line, so that measu
ments of its resonant frequency cannot be used to determ
the two quadrupole interaction parameters separately,
the quadrupole interaction constanteQqzz and the asymme
try parameterh of the electric field gradient. The paramet
h is usually measured by applying an external magn
field, i.e., the Zeeman effect in nuclear quadrup
resonance.1,2 The external field splits the doubly degenera
quadrupole energy levels, giving a complex NQR spectr
from which the required parameters can be determin
However, the various Zeeman-effect techniques can only
applied for fairly narrow NQR lines. For metal oxide com
pounds, especially high-temperature superconductors,
lines of the NQR spectrum are fairly broad (;102 –
103) kHz, which means that the Zeeman effect cannot
used.

The aim of the present study is to develop an optim
NQR method which can be applied to investigate compou
with broad lines, especially metal oxide compounds of c
per.

Nuclear quadrupole resonance is usually recorded at
resonant frequencyvQ of the excited transition. However
NQR can also be recorded at the nutation frequency of
nuclei, which for NQR is equal to the NQR frequency in
rotating coordinate system.3 Measuring the nutation fre
quencyvn can provide information on the parameterh of
the electric field gradient. For nuclear spinsJ53/2 the fre-
quencyvn is given by4

vn52pnn5
v1

r F ~r221!cos2u1
1

4
~21r2

12h cos2w!sin2uG1/2

, r5A11
h2

3
, ~1!

where h is the asymmetry parameter of the electric fie
gradient,v15gH1 (H1 is the amplitude of the rf field!, and
u andw are the polar and azimuthal angles of the vectorH1

in the system of principal axesX, Y, Z of the electric field
gradient.

It can be seen from expression~1! that the frequencyvn

in a single crystal depends onh and also on the orientatio
4521063-7850/99/25(6)/2/$15.00
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of the axes of the electric field gradient relative to the dire
tion of the rf field. In cases where quadrupole nuclei occu
several sites in the lattice, their nutational NQR frequenc
can be distinguished even if the quadrupole parame
eQqzz andh nuclei are the same, provided that the orien
tions of the electric-field-gradient axes at their sites are
ferent.

When echo signals are excited by a two-pulse meth
the echo amplitude depends on three independent time
rameters~the duration of the first pulset1, the duration of the
second pulset2, and the time interval between themt), so
that three methods of observing the modulation effect of
spin echo envelope can be used.

We shall examine one of these methods, where the
rations of the first and second pulses are varied~where t2

52t1) for a selected intervalt. In this variant, the echo
amplitude for a polycrystal is given by

E~ t1 ,v1 ,h!5E
0

2pE
0

p

sinu~vnsin3~vnt1!!dudw. ~2!

FIG. 1. Amplitude of the spin echo of63Cu nuclei in Y1Ba2Cu3O72d ~Cu1
position! as a function of the pulse duration for an interpulse interv
t522ms.
© 1999 American Institute of Physics
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FIG. 2. Amplitude of the spin echo of63Cu nuclei in
Y1Ba2Cu3O72d ~Cu2 position! as a function of the pulse du
ration for an interpulse intervalt522ms.
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It can be seen from expression~2! that the amplitude of the
spin echo is modulated at the frequencyvn .

We used the high-temperature superconduc
Y1Ba2Cu3O72d to carry out experiments with63Cu nuclei at
frequencies of 31.13 MHz~Cu2! and 22.24 MHz~Cu1!. The
duration of the first pulset1 was varied between 1.4 and 7.
ms in 0.2ms steps~the duration of the second pulse w
t252t1) and the interpulse interval wast522ms.

Figures 1 and 2 show the observed modulation of
63Cu echo amplitude in this yttrium ceramic. The NQR lin
of 63Cu at 31.13 MHz has an appreciable width
;0.2 MHz, which becomes comparable with the width of t
radio pulse spectrum and then exceeds it as the pulse d
tion increases~in the experiment we introduced a correctio
to allow for the narrowing of the radio pulse spectrum!.
These figures also show the calculated dependence o
echo amplitude on the radio pulse duration forh50.3 ~Cu2!
r

e

ra-

the

and h50.8 ~Cu1!. A comparison of the patterns of th
modulation effect reveals that in position Cu1~Fig. 1! the
asymmetry parameter of the electric field gradient is close
1, whereas in position Cu2~Fig. 2! the asymmetry paramete
is considerably smaller,h50.3.

To conclude, good qualitative agreement is obtained
tween the theory and the experiment for nutational NQ
which can be used to estimate the asymmetry of the elec
field gradient for NQR spectra with broad lines.

1C. Dean, Phys. Rev.96, 1053~1954!.
2M. H. Cohen, Phys. Rev.96, 1278~1954!.
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@Sov. Phys. JETP58, 575 ~1983!#.

4N. E. A�nbinder and A. N. Osipenko, Izv. Vyssh. Uchebn. Zaved. R
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Limitation of the field emission current density by the space charge of the emitted
electrons
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Rigorous and exact calculations are used to show that in earlier analytic studies of this problem
by Barbouret al. @Phys. Rev.92, 45 ~1953!# and A�zenberg@Zh. Tekh. Fiz11, 2079
~1954!#, the influence of the electron space charge was not taken into account very accurately. It
is shown that the real field of action is much weaker than that calculated geometrically.
© 1999 American Institute of Physics.@S1063-7850~99!01406-8#
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It has now been established experimentally beyond
doubt1–3 that at field emission current densitie
j *53106 A/cm2 the current is limited by the space char
of the emitted electrons. One manifestation of this effec
that the current–voltage characteristics calculated using
coordinates of the Fowler–Nordheim equation depart from
straight line toward lower currents. Quite clearly, the spa
charge primarily influences the electric field intensity at t
cathode, reducing it. The greater the geometric electric fi
Eg ~the field determined by solving the electrostatic probl
for j 50), the higher the density of the field emission cu
rent, the stronger the influence of the space charge, and
sequently, the greater the screening of the emitting surf
and the larger the difference between the real electric fiel
the cathodeEc and the geometric fieldEg .

The first attempt to analyze this problem analytica
was made by Sternet al.4 for a planar vacuum diode with
infinitely extended electrodes. This problem was then a
lyzed in greater detail by Dyke’s group.5 The field emission
diode was replaced by an equivalent planar diode having
effective gapd.r c , wherer c is the radius of the field emit
ter tip. Solving, as in Ref. 4, the Poisson equation for t
4541063-7850/99/25(6)/2/$15.00
y

s
he
a
e

ld

-
n-
e,
at

a-

an

s

planar diode and using the Fowler–Nordheim equation
the current density@ j 5AEc

2exp(2B/Ec)#, these authors5 de-
rived an expression for the real electric field at the catho

Ec5
Ua

d
2

4

3«0
Am

2e

Ua
3/2

d
AexpS 2B

Ec
D

13
m

2«0
2e

A2Ec
2d expS 22B

Ec
D , ~1!

where Ua is the anode potential,e and m are the electron
charge and mass, respectively, and«0 is the dielectric con-
stant. Since for this diode geometry we haveEg5Ua /d, ex-
pression~1! relates the real field at the cathodeEc to the
geometric fieldEg .

Quite clearly, a more accurate approach to analyzing
role of space charge in a field emission diode should invo
determining the dependence ofEc on Eg by solving the Pois-
son equation for a spherical vacuum diode. This probl
was first analyzed analytically by A�zenberg6 who obtained
the following approximate expression:
ld:
FIG. 1. Real field at the cathode versus geometric fie
1 — geometric field, 2 — from expression~1! for
f54.5 eV,3 — from expression~3! for f54.5 eV,4 and
5 — numerical solutions of the Poisson equation forf
54.5 eV andf53.5 eV, respectively.
© 1999 American Institute of Physics
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TABLE I.

r c , mm Eg , V/cm Ec , V/cm j (Ec), A/cm2 j ~Ref. 8!, A/cm2 j ~Ref. 9!, A/cm2

0.2 5.53108 1.033108 8.73108 between 63108 between 4.53108

0.15 7.33108 1.113108 1.53109 and and
0.1 1.13109 1.253108 3.63109 23109 63108
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Ec5
Ua

r c
2

i

4p«0r c
A m

2eUa
ln

4r a

r c
, ~2!

wherei is the cathode current andr a is the anode radius. I
the currenti is given by the Fowler–Nordheim equatio
expression~2! has the form

Ec5
Ua

r c
2

r c

«0
A m

2eUa
ln

4r a

r c
AEc

2 expS 2B

Ec
D . ~3!

This expression also relates the real field at the cathodeEc to
the geometric fieldEg since for a spherical diode we hav
Eg5Ua /r c .

Equations~1! and~3! were solved by an iterative metho
~see Fig. 1, curves2 and3!.

In order to obtain an accurate determination of the el
tric field Ec at the cathode under conditions where the fi
emission current is limited by space charge, we obtaine
numerical solution of a self-consistent, nonsteady-state p
lem for an electron beam in a spherical diode using a m
roparticle method.7 In the model used, the emission curre
from the cathode was defined by the Fowler–Nordhe
equation and the electric field at the cathodeEc was deter-
mined with allowance for the space charge of the emit
electrons by solving the Poisson equation

d2U

dr2
1

2

r

dU

dr
524pr~r ! ~4!

with the boundary conditions for the potential

U~r c!50, U~r a!5Ua . ~5!

In order to compare these results with the results of the
culations using Eqs.~1! and~3!, we used steady-state value
of the current and the electric field in the diode. Our ex
resultsEc(Eg) for two values of the work functionf are
given by curves4 and5 in Fig. 1.

From an analysis of these curves we note that the be
ior of Ec(Eg) indicates that the cathode is strongly screen
by the space charge of the emitted electrons forEg.5
3107 V/cm. As the fieldEg increases, the degree of scree
ing increases as a result of the nonlinear dependence o
field emission current density on the field at the cathode
can also be seen from Fig. 1 that expression~3! describes the
behavior of the real field at the cathode of a spherical di
-

a
b-
c-
t

d

l-

t

v-
d

-
he
It

e

under intensive field emission more accurately than exp
sion ~1! and may be used to analyze the processes accom
nying intensive field emission. Comparing curves4 and 5,
we note that for a lower work function the screening of t
electric field at the cathode is stronger because of the hig
current density. Nevertheless, for the same geometric fi
Eg a lower work functionf corresponds to a higher fiel
emission current density.

It is interesting to compare our calculated field emiss
current densities with the limiting current densities det
mined experimentally using short pulses. A comparison w
made with data from Refs. 8 and 9~tungsten cathodes,r c 5
0.1–0.2mm, r a.0.5 cm, Ua515 kV, and pulse duration
5 ns!. The values ofEg were calculated numerically for a rea
vacuum-diode geometry using the SuperSAM program10

The results are summarized in Table I. It is easy to see
the calculated and experimental current densities are in g
agreement. However, attention should be directed once a
to the appreciable difference~a factor between 5 and 10!
between the real field at the cathode and the geometric

This work was supported by the Russian Fund for Fu
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Temperature dependence of transport losses in multicored high-temperature
superconducting composites

I. A. Rudnev, A. E. Khodot, A. V. Eremin, and I. I. Akimov

Moscow State Engineering Physics Institute (Technical University), Moscow
~Submitted February 2, 1999!
Pis’ma Zh. Tekh. Fiz.25, 83–87~June 12, 1999!

Measurements were made of the ac transport losses at temperaturesT>77 K in silver-sheathed
(Bi,Pb)2Sr2Ca2Cu3Ox composites withN519, 61, and 127 filaments. It was observed
that an increase in temperature causes an increase in the transport losses which depend on the
amplitude of the working transport current. It is shown that the increase in the transport
losses results from a reduction in the critical current of the composites. ©1999 American
Institute of Physics.@S1063-7850~99!01506-2#
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At present, multicored high-temperature supercondu
ing composites can be regarded as likely current-carry
elements for transformers and electric transmission li
with liquid nitrogen suggested as the working coolant.
consequence, almost all investigations of the electrical
ergy losses in the field of an alternating transport curr
~transport losses! have been carried out atT577 K ~Refs.
1–6!. However, under the real operating conditions of el
trotechnical systems using high-temperature superconduc
elements, changes in the operating temperature may o
either for design reasons or because of emergency situat
It is therefore important to know how the transport loss
change as the temperature increases and the reasons f
observed effects.

Here we report results of measurements of the trans
losses in silver-sheathed multicored (Bi,Pb)2Sr2Ca2Cu3Ox

composite tapes at various temperatures. The investiga
indicate that an increase in temperature causes an increa
the transport losses by lowering the critical currentI c of the
composites.

Tapes of (Bi, Pb)2Sr2Ca2Cu3Ox/Ag composite contain-
ing N519, 61, and 127 filaments were prepared by
‘‘powder in tube’’ method described at length in th
literature.7 The typical dimensions of the measured tap
were ~0.1–0.2!3~3–4!330 mm and the ratio of high
temperature superconductor to silver was;20:80. In the ex-
periments we measured the cophasal component of the
harmonic of the voltage at the sample as a function of
amplitude of the alternating transport current at different f
quencies. The voltage at each frequency was determined
ing a selective amplifier. The inductive component of t
voltage was compensated by using a transformer loop in
current circuit. The power of the total transport losses w
determined as the product of the cophasal current and
voltage. The frequency of the alternating current was set b
sinusoidal signal generator and the current was then am
fied using a low-frequency amplifier and a transformer. T
potential outputs were loops between 1.5 times and twice
width of the tape, positioned in the plane of the tape.5,8 The
critical current was measured by the standard four-con
4561063-7850/99/25(6)/3/$15.00
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method using the 1mV/cm criterion. ForB50 andT577 K
the value ofI c for different samples was between 12 a
19 A. The critical temperature wasTc5110.5 K. The experi-
mental apparatus could vary the composite temperature
tween 77 and 95 K in 1.5 K steps and could sustain this te
perature for the required time to within 0.5 K. At eac
temperature we measured the dc and ac current–vol
characteristics.

All the samples exhibited qualitatively the same resu
and so for the sake of brevity we shall only give typic
curves obtained for anN561 composite for a transport cur
rent frequencyf 5330 Hz.

Figure 1 gives the specific power loss~normalized to the
sample length! per cycle plotted as a function of the amp
tude of the transport currentQ(I ) at various temperaturesT.
It can be seen that if the current amplitude is fixed, a rise
the temperature is associated with an increase in los
Moreover, the higher the working amplitude of the curre
the greater is the relative increase in the losses.

What causes this increase in the transport losses? Ca
lations of the transport losses made for differently orien
composites show that the dependence of the losses on
normalized amplitude of the transport currentb5I /I c is ac-
curately described by the Norris equations~1! and ~2! ob-
tained for elliptic and rectangular cross section
respectively:9

Q5
m0I c

2

p F ~22b!
b

2
1~12b!ln~12b!G , ~1!

Q5
m0I c

2

p
@~11b!ln~11b!1~12b!ln~12b!2b2!].

~2!

In particular, it follows from expressions~1! and~2! that for
fixed b the losses are determined only by the critical curr
andQ/I c

2 , i.e., the loss normalized to the square of the cr
cal current is a general function ofb for a given geometry.
Figure 2 gives the dependenceQ/I c

2(b) plotted using the
measured values ofQ and I c for different temperatures. I
© 1999 American Institute of Physics



ion

457Tech. Phys. Lett. 25 (6), June 1999 Rudnev et al.
FIG. 1. Specific transport losses per cycle as a funct
of b.
e

h
u
i

the

c
.

can be seen that the curveQ/I c
2(b) is universal, which indi-

cates that the changes in the losses with increasing temp
ture are caused by a drop in the critical currentI c of the
composites.

To sum up, we have demonstrated experimentally t
the influence of temperature on the transport losses amo
to a reduction in the critical current of the composites, sim
ra-

at
nts
-

lar to the influence of an external static magnetic field.6 Note
that by their nature, these losses are so-called ‘‘losses in
saturated zone,’’ which increase with decreasingI c , unlike
hysteresis losses.

This work was supported by the ANFKS Scientifi
Council, ‘‘Superconductivity’’ subprogram, Project No
99011.
FIG. 2. Behavior ofQ/I c
2(b) for an N561 composite.
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Mössbauer spectroscopy of interlayer boundaries in magneto-noncollinear
†

57Fe/Cr‡12/MgO „100… superlattices

V. V. Ustinov, V. A. Tsurin, L. N. Romashev, and V. V. Ovchinnikov

Institute of Metal Physics, Urals Branch of the Russian Academy of Sciences, Ekaterinburg
~Submitted February 10, 1999!
Pis’ma Zh. Tekh. Fiz.25, 88–94~June 12, 1999!

Results are presented of Mo¨ssbauer analyses of@57Fe/Cr#12/MgO ~100! superlattices. A combined
approach was used, based on model calculations and a method of reconstructing the density
distribution functionP(Hhf) of the hyperfine fields. This procedure allowed us to systematically
subtract the subspectra from the different neighborhood configurations of the resonant57Fe
atom. A detailed structural model was obtained for the Fe–Cr transition region from a ‘‘pure’’ Fe
layer to a ‘‘pure’’ Cr layer. A deflection of the magnetic moment of the Fe atoms from the
plane of the superlattice layers was identified in the interface of the Fe and Cr layers. The specific
magnetic structure of the interface regions with different angular orientations of the
magnetic moments of the Fe atoms relative to the plane of the layers~between 0 and 90°) is
attributed to the coexistence of strong antiferromagnetic interaction between Fe and Cr
atoms and an incommensurate spin density wave in the Cr layers. ©1999 American Institute of
Physics.@S1063-7850~99!01606-7#
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It has been demonstrated theoretically a
experimentally1–5 that the conditions for the existence
noncollinear ordering in magnetic superlattices are in m
respects determined by the structure of the interlayer bou
aries~interfaces!. Of particular interest is the magnetic stru
ture of the interface regions. In particular, in Fe/Cr super
tices this structure may be not only an important factor in
mechanism for noncollinear ordering of neighboring Fe f
romagnetic layers but may also have a determining influe
on the formation of a particular magnetic order in the
layers, induced by the neighboring iron layers. Here
present results of an experimental investigation of the ato
and magnetic structure of the interfaces in Fe/Cr nonc
linear magnetic superlattices using the nuclear gamma r
nance method.

Superlattices of@57Fe/Cr#12 having iron layers of differ-
ent thicknesstFe, up to 95% enriched in57Fe, were grown on
single-crystal MgO substrates by molecular beam epita
The superlattice growth conditions and their characteris
were given by Ustinovet al.6 and the results of studying
their magnetic and magnetotransport properties were
scribed by Ustinovet al.6–8

The Mössbauer measurements were made in a trans
sion geometry using a57Co source in a Cr matrix. The
g-radiation beam was directed along the normal to the s
face of the film. The experimental spectra were analy
mathematically using a program whose algorithm was
scribed by Nikolaev and Rusakov.9 We used a combined
approach which included model calculations and a metho
reconstructing the distribution functionP(Hhf) of the hyper-
fine fields. The parameters obtained from the Mo¨ssbauer
spectrumSb of a film containing one comparatively thic
layer of iron, Cr~40 Å!/Fe~180 Å!/Cr ~40 Å!/MgO, for which
the Fe–Cr interlayer boundaries make a negligible contri
4591063-7850/99/25(6)/3/$15.00
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tion to the spectrum, were used as the initial approximat
for the model calculations.

The results of calculating the distribution functio
P(Hhf) ~number of sextets, magnitude of the hyperfine fie
and the intensity ratio of the various sextets! were used as the
basis for a model to unravel the subspectra for the interla
boundary. By calculating the Mo¨ssbauer spectra of superla
tices having Fe layers of different thickness we determin
the total intensitiesI b and I i of the spectraSb and Si for
atoms of the bulk iron~bulk Fe! and the set of Fe atoms i
the interlayer boundary~interface Fe!. Figure 1 give the rela-
tive intensity of the spectrum for bulk~‘‘pure’’ ! a-Fe in
samples of these superlattices plotted as a function of
thickness of the Fe layers determined by small-angle x-
diffraction. It can be seen that when the thickness of the
layers is less than 8 Å, no fraction of bulk~pure! Fe occurs in
these layers.

Assuming that the values ofI i and I b are respectively
proportional to the average thickness of the interface layet i

and the thicknesstb of the layers of purea-Fe, which is
equal totFe2t i , we can write

I i5kti ; I b5k~ tFe2t i !. ~1!

Having determined the nominal thickness of the iron la
ers tFe in these superlattices from the x-ray measureme
we can use the formulas~1! to calculate the average thick
ness of the interface layers~having in mind the average fo
both sides of the Fe layer!:

t i5
tFe

11
I b

I i

. ~2!

The average thickness of the interface layer thus ca
lated for these samples was between two and three la
© 1999 American Institute of Physics
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constants. This estimate of the interface layer thickness
tained using the assumption made above is confirmed by
data plotted in Fig. 1.

In order to obtain more detailed information on th
atomic and magnetic structure of the interlayer boundary
the superlattices, we carried out a procedure which invol
subtracting the contribution of the bulka-Fe from the ex-
perimental spectrum. We analyzed the functionsP(Hhf) for
the difference spectra of these superlattices. This ana
showed that the nature of the distributionP(Hhf) and spe-
cifically the number of maxima and the corresponding val
of the hyperfine fields are almost the same for all
samples. We also found that the structure of the functi
P(Hhf) in terms of the parameters is similar to that det
mined earlier10–12 from calculations of the Mo¨ssbauer spec
tra of solid samples of FexCr12x alloys. The variousP(Hhf)
peaks correspond to different nearest neighborhood con
rations of the57Fe atom with Cr atoms whose number in t
first coordination sphere isnCr50,1,2,3,4. . . . The second
coordination sphere influences the width of the peaks.
order to make a more accurate determination of the in
parameters of the subspectra describing the interlayer bo
ary ~the ratios of the lines in each subspectrum, especially
spectra with small hyperfine fields corresponding to confi
rations withnCr>4), we carried out a procedure which in
volved systematically subtracting the model spectraSnCr for
the various configurations, as illustrated in Fig. 2. Figure
shows the initial superlattice spectrumS ~circles! and the
spectrum Sb subtracted from it~solid curve!. Figure 2c
shows the result of the subtraction~the spectrumSi) and the
spectrum subtracted from itS1 ~solid curve!. The procedure
is then repeated fornCr52,3 . . . 7. Ateach stage the resu
of subtracting the sextet with the required ‘‘weight’’ wa
monitored from the disappearance of the corresponding p
on the distribution functionP(Hhf) ~see Figs. 2a8–2f8).

The parameters of the sextet componentsSnCr thus ob-

FIG. 1. Bulk fraction of purea-Fe in layers of Fe/Cr superlattices dete
mined from calculations of nuclear gamma resonance spectra as a fun
of the thickness of the Fe layers obtained from results of an x-ray anal
b-
he
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e
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n
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a

ak

tained were then used for a model unraveling of the spec
with ‘‘rigid’’ and ‘‘nonrigid’’ coupling imposed on the vari-
able parameters. In this case, we assumed that the line in
sities in each subspectrum could vary. The results of
calculations for an analysis of the spectrum shown in Fig
are presented in Table I.

Hence, this investigation has enabled us to obtain dir
information on the transition region between the pure Fe a
Cr layers. An important characteristic which should be not
here is the departure of the magnetic moments of the
atoms from the plane of the superlattice. Consequently,
are dealing with local effects on the Fe atoms in the inte
face. These can be attributed to magnetic interactions of
atoms with Cr atoms which also possess a magnetic mom
and may be ordered either in a normal antiferromagnetic
tice or in an incommensurate spin density wave structure13

Recent neutron and synchrotron scattering studies of the s
structure of thick~greater than 1000 Å! epitaxial Cr layers
coated with a 20 Å thick Fe layer have unambiguous
shown14,15 that strong antiferromagnetic coupling exists b
tween the Fe and Cr atoms at the Fe–Cr interface, and
commensurate spin density waves are also present with
Cr magnetic moments perpendicular to the plane of the
perlattice. It is natural to assume that for these samples
presence of Fe atoms in the interface region with the m
netic moment oriented normal to the plane of the superlatt
may be attributed to the existence of incommensurate s
density waves in the chromium layers, where the magne
moments of the Cr atoms are perpendicular to the plane
the layers. However, the possibility of such waves existing

ion
is.

FIG. 2. Procedure for mathematical treatment of the Mo¨ssbauer spectrum of
57Fe in superlattices by systematic subtraction of the subspectraSnCr for
different configurationsnCr ~see text! and corresponding distribution func-
tions of the hyperfine magnetic fieldP(Hhf) for a @Cr ~13 Å!/
57Fe (14 Å)]12/Cr ~90 Å!/MgO ~100! superlattice.
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TABLE I. Results of calculating the parameters of Mo¨ssbauer spectra using the procedure described in the
for mathematical treatment of the gamma resonance spectrum of the magneto-noncollinear superlattice@Cr ~13
Å!/57Fe (14 Å)]12/Cr ~90 Å!/MgO.

Spectrum
Sb Si

Parameter S1Cr S2Cr S3Cr S4Cr S5Cr S6Cr S7Cr

Relative
intensity of 3763 2263 1063 863 563 763 1063 ;1
subspectraI, %

Hyperfine field 33063 29963 25863 22863 19163 15463 11763 5863
Hhf , kOe

Angle of deviation
of magnetic moment 0 11610 24610 2365 3565 57610 9065 90610
from plane
of film Du°
fo
t
o

an,
superlattices with thin Cr layers remains open to doubt.
This work was supported by the Russian Foundation

Basic Research~Grant No. 98-02-17517! and under Projec
No. 97-1080 of the Program ‘‘Physics of Solid-State Nan
structures.’’
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Lasing in the vertical direction in quantum-size InGaN/GaN multilayer heterostructures
A. V. Sakharov, V. V. Lundin, V. A. Semenov, A. S. Usikov, N. N. Ledentsov, A. F.
Tsatsul’nikov, and M. V. Ba dakova

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg
~Submitted March 3, 1999!
Pis’ma Zh. Tekh. Fiz.25, 1–9 ~June 26, 1999!

Lasing is discovered in the direction perpendicular to the surface in quantum-size InGaN/GaN
multilayer heterostructures grown by vapor-phase epitaxy. At high excitation densities
one of the modes in the luminescence spectrum, which is modulated by modes of the Fabry–Pe´rot
cavity formed by the GaN/air and GaN/sapphire-substrate interfaces, is sharply amplified
and begins to dominate the spectrum. The dependence of the luminescence intensity on pump
density has a clearly expressed threshold character. The threshold excitation density in
the vertical direction is 5–6 times greater than the stimulated-emission threshold for observation
from an end surface of the structure. The gain coefficient in the active region at the
threshold for surface-emitting lasing is estimated as 23105 cm21. The interaction between the
cavity modes and the gain spectrum is detected in the form of displacement~by up to 2.6
nm! of modes on the short-wavelength edge of the luminescence spectrum toward higher photon
energies. The characteristic temperature (T0) measured in the range from 16 to 120 K is
480 K. At higher temperaturesT0570 K. © 1999 American Institute of Physics.
@S1063-7850~99!01706-1#
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There has recently been intensive research into st
tures based on group-III nitrides in connection with the c
ation of light-emitting diodes and lasers which operate in
near-ultraviolet, blue, and green regions of the spectrum.
jection lasers with a long service life have already been
tained on the basis of InGaN/GaN quantum wells.1

Vertically emitting lasers are known to have several a
vantages over ordinary stripe lasers~small divergence of the
light beam and the possibility of creating an array of las
on a single growth substrate!. However, the formation of
highly reflective Bragg mirrors in the GaN/AlGaN syste
requires the growth of a large number of layers~.35 pairs!.

It should also be noted that the specific gain coeffici
of thick ~;0.1 mm! InGaN layers at high excitation densitie
is so great that some investigators observed stimulated e
sion in the vertical direction with optical pumping.2,3 On the
other hand, the use of dense quantum-dot arrays in the II
system is known to permit the realization of lasing in t
direction perpendicular to the surface even when highly
flective Bragg mirrors are not employed.5

In the present work we investigated the optical prop
ties of a structure with 12 InGaN/GaN quantum wells. T
structure was grown by metalorganic vapor-phase epit
under conditions conducive to breakup of the solid solut
into indium-enriched InGaN nanodomains, which can be
garded as dense quantum-dot arrays.6,7 The growth was car-
ried out in a horizontal reactor with inductive heating. H
drogen~for the growth of GaN! or argon~for the growth of
InGaN/GaN! served as the carrier gas, trimethylgalliu
~TMG! and trimethylindium~TMI ! served as the sources o
the group-III elements, and ammonia served as the sourc
nitrogen. Polished~0001!6308 sapphire was employed as th
substrate. Before being inserted into the reactor, the subs
4621063-7850/99/25(6)/4/$15.00
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was degreased in organic solvents. A buffer layer of AlG
was deposited at 530 °C. After the buffer layer was annea
at 1010 °C, an epitaxial layer of GaN with a thickness of 2
mm was deposited in an ammonia atmosphere at a temp
ture of 1050 °C and a pressure of 200 mbar. Then, the s
strate temperature was lowered to 800 °C, the pressure
raised to 600 mbar, and a thin~;24 nm! layer of InGaN with
a low ~7–8%! indium content was grown in an argon atm
sphere. Structures grown without such a low-temperature
derlayer exhibited a low luminescence efficiency, which h
also been noted by other researchers.4 Quantum wells were
formed by varying the substrate temperature from 730
850 °C~12 cycles! in the presence of constant fluxes of TM
and TMG. Such a method for forming a periodic multilay
structure permits fairly simple reconciliation of the need
lower the temperature during the growth of the InGaN lay
and the need to raise the temperature to grow the GaN ba
layers. In this case variation of the TMI flux is superfluou
since the entry of In into InGaN is strongly reduced when
temperature is raised at low layer growth rates~;0.1 nm/s in
the present case!. Then the substrate temperature was rais
to 1050 °C, and a GaN overlayer with a thickness of 0.1mm
was grown. The period of the multilayer structure and t
mean composition with respect to In in the active regi
were determined from x-ray diffractometric data and we
found to equal 12–13 nm and 8%, respectively. We estim
the effective thickness of the InGaN intrusion to be 4–5 n
on the basis of the temperature variation profile.

Photoluminescence~PL! was excited by a pulsed nitro
gen laser~l5337.1 nm! with a pulse power of 1.5 kW.
When surface-emitted PL was observed, the beam was
cused into a spot with a diameter of 400mm ~the excitation
density was 1 MW/cm2). To observe PL from an end sur
© 1999 American Institute of Physics
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FIG. 1. Dependence of the surface-emitted photolumin
cence intensity on excitation density at 150 K~the inset
shows the dependence of the surface-emitted photolumin
cence intensity on excitation density at 16 K! ~a!. Surface-
emitted luminescence spectra recorded at various excita
densities~b!.
th
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face, a cavity with a length of 3 mm was cleaved, and
laser beam was focused into a spot measuring 530.3 mm on
it by a cylindrical lens ~the excitation density was 10
kW/cm2). The pump density was lowered using neutral
ters. Emission was detected by a cooled photomultiplier
erating in a synchronous detection regime.

Figure 1 presents plots of the dependence of the surf
emitted photoluminescence intensity on excitation densit
16 and 150 K~Fig. 1a! and the PL spectra at various excit
tion densities and a temperature of 150 K~Fig. 1b!. As is
seen from the figure, at high excitation densiti
(600 kW/cm2, 150 K! one of the modes in the luminescen
spectrum modulated by the modes of the Fabry–Pe´rot micro-
cavity formed by the GaN/air and GaN/sapphire-substr
interfaces intensifies sharply and begins to dominate
spectrum, while the dependence of the luminescence in
sity on pump density exhibits a clear-cut threshold charac
The pronounced single-mode character of the emission s
trum at high pump densities attests to the presence of f
back in the system, and the character of the far-fi
distribution8 indicates passage into a lasing regime. Acco
ing to our data, surface-emitting lasing has been observed
the first time in a multilayer structure with quantum-si
InGaN/GaN intrusions.

The gain coefficient of the material of a multilayer stru
ture at the lasing threshold can be estimated from the co
tion of equality between the losses due to the escape o
diation (aext) and the effective gain of the system (gS):

aext5
1

2L
ln S 1

R1R2
D5gS , ~1!

where R1 and R2 are the reflection coefficients of th
GaN/Al2O3 ~2.4%! and GaN/air~17%! interfaces andL is
the cavity length. Inasmuch as the active region occup
only a small part of the total thickness of the structure,
gain coefficient of the active region should be no less th
23105 cm21.

When the pump density is increased, a blue shift of
modes of the Fabry–Pe´rot cavity ~a so-called chirp! is ob-
e

-

e-
at

te
e
n-
r.
c-
d-
d
-
or

i-
a-

s
e
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e

served due to the variation of the refractive index in t
active region. The largest shift is observed for the mode w
the shortest wavelength~Fig. 2!, while the long-wavelength
modes are scarcely shifted. This effect can be described
the Kramers–Kroning relations, and its large value~2.6 nm!
is caused by the enormous variation of the absorption~gain!
coefficient in the active region. An interaction between t
cavity modes and the absorption~gain! spectrum of the ac-
tive medium was previously noted for surface-emitting las
based on InGaAs/GaAs quantum dots.9

FIG. 2. Dependence of the position of the Fabry–Pe´rot cavity modes on
excitation density at 150 K.
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FIG. 3. Dependence of the photoluminescence intens
from an end surface on excitation density for two di
ferent lines at 16 K. The position of the lines is ind
cated by arrows in Fig. 3b~a!. Luminescence spectra
from an end surface recorded for various excitati
densities~b!.
ot
tio

f

T
5
e

-
in
ce
th
io
fo

ce.

sitic
ing

the
At
ries

on

ated
’s
on-
e-

tion
Figure 3 presents plots of the dependence of the ph
luminescence intensity from an end surface on excita
density for two different emission lines~Fig. 3a! and the PL
spectra for various excitation densities at 16 K~Fig. 3b!. The
position of lineA ~3.002 eV! corresponds to the energy o
the stimulated emission, and the position of lineB ~2.924
eV! corresponds to the spontaneous emission maximum.
PL line narrows sharply at pump densities of the order of
kW/cm2, indicating a transition to a stimulated-emission r
gime. At the same time, a sharp increase in the intensity
line A is observed, and the growth of the intensity of lineB
~spontaneous emission! slows. It is noteworthy that stimu
lated emission in the direction parallel to the surface beg
at significantly lower excitation densities than does surfa
emitting lasing. When stimulated emission appears in
direction parallel to the surface, the radiative-recombinat
time decreases, preventing further growth of the gain
light emitted in the direction perpendicular to the surfa
o-
n

he
0
-
of

s
-
e
n
r

This phenomenon must be taken into account as a para
effect and must be maximally suppressed in design
surface-emitting lasers.

Figure 4 shows the temperature dependence of
threshold pump density for lasing in the vertical direction.
temperatures up to 120 K the threshold pump density va
slowly, and the characteristic temperature (T0) is 480 K.
Such a dependence is characteristic of lasers based
quantum-dot~QD! structures.10 At higher temperatures the
threshold pump density increases. This can be associ
both with the thermal ejection of carriers from the QD
accompanied by their leakage into the GaN matrix and n
radiative recombination and with variation of the radiativ
recombination time with temperature.11 In the temperature
range 100–200 K the increase in the threshold excita
density is described well by the empirical formula
ita-
FIG. 4. Temperature dependence of the threshold exc
tion density for surface-emitting lasing.



ca
um
hl
c-

Ma
nd

T.

l-

n,
v,

at-

d,
-

.

er,
M.

ra,

465Tech. Phys. Lett. 25 (6), June 1999 Sakharov et al.
Pth5P03expS T

T0
D

with the characteristic temperatureT0570 K.
In the present work we showed that lasing in the verti

direction can be realized in a structure with several quant
size InGaN/GaN intrusions even in the absence of hig
reflective mirrors. The cavity for lasing in the vertical dire
tion is formed by the GaN/Al2O3 and GaN/air interfaces.
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Fluctuational electromagnetic interaction of the tip of a scanning microscope with the
surface of a solid
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A general formula for the lateral frictional force acting on the tip of a scanning microscope
moving parallel to a surface with a velocityV is obtained within fluctuational electromagnetic
theory. The contributions of various polarization mechanisms to this force are analyzed.
The dependences of the lateral forces on the velocity, radius of curvature, and distance of the tip
from the surface, as well as the temperature and the dielectric properties of the tribological
contact are obtained. It is shown for the first time that the lateral forces can change sign and
become accelerating for a definite combination of dielectric functions of the tip and the
surface. ©1999 American Institute of Physics.@S1063-7850~99!01806-6#
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Experiments performed with atomic-force and oth
types of scanning probe microscopes raise several pres
questions concerning the role of the various mechanisms
derlying the lateral frictional interaction of the sensitive e
ment, i.e., the tip, with the sample surface. As was noted
Refs. 1–4, one of these mechanisms is the dynamic~which
depends on the velocity of the tip! fluctuational electromag
netic interaction, which leads to a decelerating force of
form

F52hV, ~1!

where the coefficienth depends on the shape of the tip a
the distancez between its apex and the surface, as well as
the dielectric properties of the system. Formula~1! corre-
sponds to the first nonvanishing term in the expansion in
velocity, which is valid at smallV.

For typical values of the scanning parameters~a frame
advancement frequency equal to 1–10 kHz and a frame
equal to 10–1000 nm! the velocity of the tip falls in the
range 102621022 m/s, but in a vibratory regime it can reac
1–10 m/s. These or even somewhat greater velocities
possibly characteristic of the experimentally observ
‘‘stick-slip’’ motion of a tip in a stiffer contact.5

An analysis of the existing reports devoted to the cal
lation of h for a nonrelativistic spherical atom moving pa
allel to a surface reveals uncertainty both in the value of
exponent in the dependence ofh on the distancez to the
surface and in the value of the numerical coefficient. F
example, anh;z210 dependence was obtained in one of t
first studies focusing on this question,6 and anh;z25 de-
pendence was subsequently obtained in Refs. 7 and 8
well as in our previous study.9 In the present work, by no
confining ourselves to the condition of a zero temperaturT
used in Ref. 9, we obtained a more general formula for
lateral force acting on a moving nonrelativistic atom:
4661063-7850/99/25(6)/3/$15.00
r
ing
n-
-
in

e

n

e

ze

re
d

-

e

r

as

e

F~z,V!5
2\

p2V
E dvE E dkx dkyk exp~22kz!

3cothS v\

2kTD $~v1kxV!@D9~v!a9~v1kxV!

2D9~v1kxV!a9~v!#1~v2kxV!

3@D9~v!a9~v2kxV!2D9~v

2kxV!a9~v!#%, ~2!

where k5Akx
21ky

2, a9(v)5Im(v), D9(v)5Im(«(v)
21/«(v)11), a(v) is the dynamic polarizability of the
atom, and«(v) is the dielectric function of the surface. Th
integration is carried out over positive frequencies and po
tive values of the wave-vector projectionskx andky .

It is not difficult to see that the expansion of the force~2!
into a series for small velocities~the velocities characteristic
of probe microscopes can be considered small! contains only
odd powers ofV. In particular, in the linear approximation
after integration over the wave vectors, forh we have

h~z!5
3\

8pz5 E0

`

dv H 2Fa9~v!
dD9~v!

dv

2D9~v!
da9~v!

dv G1vFa9~v!
d2D9~v!

dv2

2D9~v!
d2a9~v!

dv2 G J cothS v\

2kTD . ~3!

The main difference between this formula and the analog
expression in Ref. 8 is that the dielectric part, rather than
Planck distribution, is differentiated under the integral si
@we note that the hyperbolic cotangent in~3!, unlike the
Planck distribution, also takes into account the zero-po
vibrations#. Therefore,h(z)Þ0 at T50 @compare this with
Eqs. ~63! and ~65! in Ref. 8#. In the latter case, after som
© 1999 American Institute of Physics
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simplifications associated with integration by parts, form
~7! can be brought into the more compact form

h~z!5
3\

4pz5 E0

`

dv a9~v!
dD9~v!

dv
. ~4!

We note that this formula is distinguished from the expr
sion used in Refs. 2 and 3 by an additional coefficient eq
to 1/2, since the term with the second derivative was
taken into account in~3! in those studies.

To calculate the decelerating force of an extended b
~the microscope tip! moving with a velocityV over a surface,
the spectrum of electromagnetic functions for a tip of ar
trary shape must be calculated as part of a rigorous solu
Since this is a very tedious task, in a first approximation
shall employ additive summation of the forces on the ba
of the formulas obtained above. The possibility of employi
the additivity approximation is supported by the results
the calculations of the van der Waals forces in Refs. 10–
in which it was shown that the geometric effects do not
ceed 20–25% in the worst case~they are more often consid
erably smaller!, and do not influence the power law of th
variation of the force with distance from the surface.

Assuming that the tip has the shape of a paraboloid
revolution @with the canonical equation for its surfacez
5(x21y2)/2R1h, whereR is the radius of curvature andh
is the distance between the tip apex and the surface#, let us
integrate formula~3! over the tip volume after preliminarily
expressing the polarizabilitya(v) of the atom according to
the Clausius–Mossotti formula. As a result, in the linear
proximation with respect to the velocity we obtain

h~z!5
3

64p

\R

h3
J„«1~v!,«~v!…. ~5!

Here the functionalJ„«1(v),«(v)… is defined by the expres
sion

J~«1~v!,«~v!!5E
0

`

cothS v\

2kTD H 2F D̃9~v!
dD9~v!

dv

2D9~v!
dD̃9~v!

dv
G

1vF D̃9~v!
d2D9~v!

dv2

2D9~v!
d2D̃9~v!

dv2 G J dv, ~6!

whereD̃9(v)5Im@«1(v)21/«1(v)12# and«1(v) is the di-
electric constant of the tip.

The temperature dependence ofJ„«1(v),«(v)… is strong
if v\<2kT and coth(x)→x21, and the main contribution to
the integral is associated with the low-frequency portion
the spectrum. Since at room temperature 2kT'0.05 eV, the
corresponding polarization mechanisms include dipolar
laxation in insulators, infrared absorption in ionic crysta
and low-frequency absorption in conductors~in the wave-
length range 20mm20.2 m!. In these cases the friction co
a

-
al
t

y

-
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e
is

f
2,
-

f

-

f

-
,

efficient h is clearly proportional to the temperature, if w
disregard the influence of the latter on the dielectric co
stants appearing in the integral. For optical mechanisms
absorption the temperature dependence of the integran
~6! vanishes, and we can use the following formula, which
similar to ~4!:

J„«1~v!,«~v!…52E D̃9~v!
dD9~v!

dv
dv. ~7!

Let us move on to a numerical estimation of the frictio
forces in tribological contacts with different polarizabilit
mechanisms, using known expressions for the dielec
functions:

a! the dielectric function for the orientational mechanis
in the Debye approximation@t is the relaxation time, and
«(0) is the static dielectric constant#

«~v!511
«~0!21

12 ivt
; ~8!

b! the dielectric function of ionic crystals near the infr
red absorption peak@v0 is the frequency of the transvers
optical phonon,«(`) is the high-frequency dielectric con
stant, andg is the linewidth#

«~v!5«~`!1
«~0!2«~`!

12~v/v0!21 igv/v0
2

; ~9!

c! the dielectric function of conducting crystals in th
Drude approximation@wp is the plasma frequency, an
«(0)51 in the case of metals#

«~v!5«~0!2
~vpt!2

11~vt!2
1

i ~vpt!2

vt~11~vt!2!
. ~10!

Concrete numerical calculations of the integralJ were
performed: 1! for a contact between pieces of quartz gla
@formula ~6! for various values of«(0) and t; the corre-
sponding plots are shown in Fig. 1#; 2! a ZnS–ZnS contac
@formula ~7! for v050.005 eV,«(0)55.1, «(`)52.93; the
dependence on the linewidthg is shown in Fig. 2#; 3! for a
contact between conducting crystals@metals and semicon
ductors; the results of the calculations for various values

FIG. 1. Dependence of the integralJ on the static dielectric constant and th
relaxation time of a quartz–quartz contact in the case of an orientati
dipole polarizability mechanism~1 — t53310210 s, 2 — t51029 s!.
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the relaxation time are listed in Table I~the values of the
plasma frequencies of Ag and Au were set equal to 8.83
9.2 eV!#. In all cases the temperature was equal to 300
Substitution of the largest of the calculated values ofJ into
Eqs.~5! and~1! gives estimates of the corresponding frictio
forces for z50.2 mm, R520 nm, andV51 m/s at the

FIG. 2. Dependence of the integralJ on the relative width of the infrared
absorption line in a ZnS–ZnS tribological contact.

TABLE I. Results of calculations of the integralJ for conducting crystals.

Contact t, s J

Si–Si 10211 9.6
Si–Si 10215 65.4
Ag–Ag 6.10215 76.2
Au–Au 3.8310215 46.3
Si–Au 3.8310215 16.7
Ge–Si 10214 20.23
Ge–Au 3.8310215 28.2
d
.

11 pN, 0.47 nN, and 0.36 pN levels. These values are wit
the experimental possibilities of modern probe microscop

A more intriguing result of the calculations~see Table 1!
is the possibility of reversal of the sign of the coefficienth,
i.e., we ultimately obtain an accelerating force on the tip
a definite combination of dielectric functions of the tribolog
cal partners.

Thus, the results of the present work attest to the po
bility of experimentally detecting fluctuational electroma
netic forces of different sign with characteristic dependen
on the temperature, tip radius, and distance between the
apex and the surface. Measurements of these forces can
vide a basis for applications of tribological contacts in t
study of the dielectric properties of solids on the nanostr
ture level. In addition, they must be taken into account wh
neutral beams travel in straight and bent nanotubes~see, for
example, Ref. 13!.
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A discrete two-parameter two-dimensional mapping, which describes the dynamics of two modes
in a free-electron laser~FEL!, is investigated by nonlinear dynamics methods. ©1999
American Institute of Physics.@S1063-7850~99!01906-0#
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When a free-electron laser~FEL! is employed as a gen
erator of coherent electromagnetic radiation, great imp
tance is attached to determining the character of the inte
tion of the longitudinal modes, as well as of the vario
routes to the onset of a multiple-frequency regime. T
problem can be solved using a discrete approximation
which the interaction of the electrons with the electroma
netic wave is taken into account only at the ends of
interaction space of the FEL.1,2 Presuming that the gain ban
of the generator contains many nonequidistant longitud
modes, we can assume that the amplification of each p
sitic mode is determined only by the field of the fundamen
mode and depends weakly on the other parasitic modes.
following discrete mapping, which describes the dynamics
two modes in an FEL, was obtained within this approxim
tion in Ref. 3:

R21xn112xn5L3uJ0~yn!J1~xn!u,

R21yn112yn5L3uJ0~xn!J1~yn!u, ~1!

wherexn and yn are the reduced amplitudes of the fund
mental and parasitic modes;n is the discrete time;R is the
transmission coefficient, which is equal to the product of
reflection coefficients of the mirrors;L is the normalized
length of the interaction space; andJ0 and J1 are Bessel
functions. Within the two-mode model, excitation of the fu
damental mode in the absence of the competitive mod
described byJ1, and the influence of the competitive mod
on it is described byJ0.

As was shown in Ref. 3, in the parameter plane of
transmission coefficientR and the normalized length of th
interaction spaceL there are two lines:Lst, which corre-
sponds to values ofL at which excitation of the generato
occurs at a single fundamental mode, andLcr , which corre-
sponds to excitation of the parasitic mode. At a small sup
criticality L.Lcr , a steady-state regime with the generati
mainly of two longitudinal modes sets in.

The relation~1!, however, merits more detailed scrutin
From the standpoint of the theory of dynamic systems, it
discrete two-parameter two-dimensional mapping. Here
present the results of an investigation of this mapping us
nonlinear dynamics methods.

A map of the dynamic regimes in theL, R plane and one
magnified fragment of it are shown in Figs. 1 and 2. In the
4691063-7850/99/25(6)/2/$15.00
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figures periodic regimes are indicated by different shade
gray, the numbers label the period of the cycle realized,
the letterss and n denote the cophasal and noncophasal
gimes, respectively. Computer simulation reveals theLst and
Lcr lines, which, in terms of the discrete mapping, corr
spond to the following sequence of regimes. AtL,Lst there
is a single stable fixed point at the origin of coordinates
the phase plane, i.e., atx50,y50. It becomes unstable at th
L5Lst line, and a new fixed point, for whichx.0 and y
50, appears. AsL increases further fromLst to Lcr , the
value of x increases to a definite value, and at the mom
whenL5Lcr a fixed point, for whichx.y.0, appears in a
soft manner. This corresponds to the birth of a second p
sitic mode.

It is not difficult, however, to see that such a pictur
which was predicted in Ref. 3, is observed only on the rig
hand side of the map of dynamic regimes, i.e., at fairly la
values of the transmission coefficientR. At small values ofR
the following occurs: the fixed point with the coordinatesx
.0, y50 undergoes a period-doubling bifurcation, whi
the second mode remains undisturbed, and the birth o

FIG. 1.
© 1999 American Institute of Physics
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parasitic mode occurs only whenL increases further. Thus
in the rangeR,0.5, of the two possible mechanisms for
loss of stability of the single-frequency regime, viz., the a
plitude regime~which is caused by modulation of one long
tudinal mode! and the frequency regime~which is caused by
competition between different modes!, only the first is real-
ized in the two-mode model of an FEL investigated.

Let us next examine the behavior of the mapping~1!
whenL exceeds the critical valueLcr .

In the regionR,0.5 the birth of two invariant curves
from two points which previously belonged to a cycle
period 2 takes place on thex, y phase plane asL increases.
~In terms of the original generator, self-modulation of t
modes with incommensurate frequencies under considera
takes place!. Then this ‘‘2-torus’’ breaks up through a lose o
smoothness to form a chaotic attractor.

If the dimensionless length of the interaction space
increased atR.0.5, we discover a ‘‘neutrality line,’’ toward
which numerous synchronization tongues extend. The m
nified fragment of the map in Fig. 2 shows tongues, wh
correspond to rotation numbers equal to 1/5, 1/6, and 1/7
we move along lineG on the parameter plane with increasin
L, computer simulation of the phase portraits reveals s
chronization with the formation of a cycle of period 5. The

FIG. 2.
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an invariant curve arises from each of the five points of
cycle. AsL is increased further, ‘‘corners’’ appear on the
curves, and an intricate attractor, which has a posit
Lyapunov exponent, forms. Finally, after an even larger
crease inL, two Lyapunov exponents become positive,
testing to the presence of hyperchaos in the system. As
move over the parameter plane, an invariant curve is
served near the left-hand boundary of the synchroniza
tongue with a rotation number of 1/5. This curve loses
smoothness and breaks up in accordance with
Afra�movich–Shil’nikov theorem to form a chaotic attracto

Another region for the existence of a stable fixed po
can be detected on the right-hand side of the map of dyna
regimes. In this case a regime of cophasal oscillations
which x5y, is realized~i.e., in terms of the original system
the generation of a fundamental mode and a parasitic m
with equal amplitudes is observed!. In Fig. 1 this region is
labeled 1s. This regime of parameter variation also beco
unstable, and period doubling occurs. It is significant that
2-cycle generator is asymmetric. Then a noncophasal 4-c
and an 8-cycle appears, the boundaries of their region
stability having a complex form. Thereafter, quasiperiod
chaotic, and hyperchaotic regimes appear again.

We note that the regions of hyperchaos occupy a con
erable fraction of the parameter plane, so that this regim
quite typical for the mapping~1!.

Our treatment revealed fine details and interesting f
tures of the complex regimes of a model mapping, wh
describes the dynamics of an FEL with a low-Q electrody-
namic system. The results presented here, especially the
of dynamic regimes, can serve as a useful ‘‘guide’’ for co
puter investigations of the original equations in partial d
rivatives.
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in this work.

This work was supported by Russian Fund for Fund
mental Research~RFBR! Grants No. 97-02-16414 and No
96-15-96921.

1N. S. Ginzburg and S. P. Kuznetsov, inRelativistic High-Frequency Elec-
tronics @in Russian#, Gor’ki�, ~1981!, No. 2, p. 101.

2A. P. Kuznetsov and A. P. Shirokov, Izv. Vyssh. Uchebn. Zaved., S
Prikl. Neline�naya Din.5~6!, 76 ~1997!.

3V. L. Bratman and A. V. Savilov, Izv. Vyssh. Uchebn. Zaved., Ser. Pri
Neline�naya Din.2~6!, 27 ~1994!.

Translated by P. Shelnitz



TECHNICAL PHYSICS LETTERS VOLUME 25, NUMBER 6 JUNE 1999
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A capacitive gas sensor has been created on the basis of ann-SnO2/SiO2 /p-Si heterostructure
with two successive oxide layers. The presence of polar C2H5OH, NH3, and H2O gas
molecules in air leads to a significant increase in the capacitance of the structure at room
temperature. An important feature of the adsorption process is a memory effect, which is confined
to the possibility of maintaining the capacitance value after removal of the active component
from the gas mixture. The possibility of quenching the accumulated useful signal by
electric-field pulses has been realized for the first time as applied to gas sensors. ©1999
American Institute of Physics.@S1063-7850~99!02006-6#
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1. Resistive gas sensors with a working element ba
on metal oxides are widely used for detecting hydrogen, o
gen, carbon monoxide, hydrogen sulfide, and other gase
the atmosphere. Their mechanism of action is based on
tecting a change in the conductivity of the oxide film und
the conditions of gas adsorption. Optimization of the para
eters of these sensors, i.e., their gas sensitivity, selecti
speed, etc., requires the development of new approache
cluding the creation of complex structures, whose elec
physical characteristics can be influenced by the adsorp
of gases on artificially created interfaces.1–5 A family of such
structures has already been created, the simplest among
being a diode based on a nonohmic contact with an ox
film. More complicated MOS~metal-oxide-semiconductor!
structures with a tunnel contact operate in a regime w
either measurement of the capacitance or detection o
change in the threshold voltage of the structure. The ope
ing principle of such structures is based on variation of
actual potential on the interface created by an externally
plied bias in response to the formation of a dipolar layer
adsorbed gas molecules. In practice, this effect leads to
placement of the current-voltage~IVC! and capacitance
voltage~CVC! characteristics of the structure along the b
(V) axis. Thus, the useful signal recorded when the cap
tanceC is measured in an active gas medium at a fixed b
has a fundamental amplitude constraint, which is determi
by the difference DC5Cmax(V,0)2Cmin(V.0) for the
CVC’s under stationary conditions.

2. The n-SnO2 /SiO2 /p-Si structures synthesized an
investigated in the present work can be regarded as a c
bined variant of the structures described above. A cro
sectional view of these structures is shown in Fig. 1. Sing
crystalp-type silicon with a resistivityr510 V•cm served
as the substrate. A SiO2 underlayer with a thickness of 0.03
mm was deposited by the aerosol-gel method.6 The SiO2

obtained in such a way has several features which disting
it from the thermally oxidized material traditionally em
ployed as the insulating layer in MOS structures. The refr
4711063-7850/99/25(6)/4/$15.00
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tive index of the layer obtained equals 1.488, which is som
what higher than the value for thermally grown silico
dioxide ~1.47!. A Fourier-transform IR-spectroscopic inve
tigation of SiO2 layers obtained by the aerosol-gel meth
showed that each layer contains residual charged rad
@alkoxy groups and protons~H1)#, which can form regions
of mobile space charge.

A nanocrystalline SnO2 film with a thickness of 0.80
mm was deposited by the pyrolysis of an aerosol.7 The struc-
ture of the film was investigated using x-ray diffractio
analysis, scanning electron microscopy, atomic-force micr
copy, and Auger electron analysis. It was found that the fi
has a porous microstructure and consists of grains measu
3–8 nm in diameter, which are assembled in agglomera
with a mean diameter of the order of 0.1mm. The resistivity
of the films was 10V•cm. It was established by specia
measurements that the gold contact on the nanocrysta
SnO2 film is ohmic.

3. The CVC’s of the structure were measured in t
system by determining the total impedance at a working
quency of 1 kHz. Since the structures investigated comp
a fairly complex system, a correct representation requ
consideration of an equivalent circuit, which, in the gene
case, includes the capacitances on the grain boundaries o
nanocrystalline SnO2 layer and the capacitances on th
SnO2 /SiO2 and SiO2 /Si interfaces, as well as the resistanc
corresponding to the various conductive channels. It is no
worthy that the structures have a finite conductivity~of the
order of tens ofmS! in the ac measurements. The fact
responsible for the finite conductivity may be the presence
charged radicals and protons in the SiO2 layer. The CVC’s
presented in this report can be regarded as plots of a ce
effective capacitance of the entire structure as a whole.
the measurements were performed atT520 °C.

Figure 2 shows CVC’s of the structures investigate
whose linear branches correspond to a positive bias app
to the Al/Si contact. Curve1 corresponds to the ground sta
of the structure with a low value ofC(V50)50.1 nF. In the
© 1999 American Institute of Physics
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presence of polar gas molecules, such as H2O, C2H5OH, or
NH3, a significant increase in capacitance is observed on
backward branch of the CVC. Curves2–4 were obtained
after a 10-min exposure of the structure to various gas m
tures~2 — 1% C2H5OH in air, 3— 1% H2O in air, 4 — 1%
NH3 in air!. A prolonged exposure~more than 10 h! leads to
saturation of the gas sensor signal. Curve5 in Fig. 2 corre-
sponds to the zero-bias saturation levelC55.8 nF obtained
after holding in air with 1% H2O for 24 h at room tempera
ture. It is important to note that the CVC’s of the structur
investigated differ qualitatively from the data obtained
Lundstrom for Pd/SiO2 /Si structures.1–3 The adsorption of
gas molecules inn-SnO2/SiO2 /p-Si structures leads to a sig
nificant increase in the capacitance, while the CVC’s for
structures investigated in Ref. 3 are shifted along theV axis.

4. The kinetics of the variation of the capacitance
response to periodic variation of the composition of the
medium at zero bias are shown in Fig. 3. A single cy
includes holding of the structure in air for 1 h followed by
replacement of the gas medium by a mixture of air with 1

FIG. 1. Cross-sectional view of ann-SnO2/SiO2 /p-Si heterostructure.
he

-

s

e

s
NH3 for 2 min. As can be seen from the figure, the capa
tance increases proportionally to the holding time in the
mixture containing NH3.

An important feature of the structures investigated
their ability to maintain the useful signalC(t) for a long time

FIG. 2. Typical capacitance-voltage characteristics of
n-SnO2 /SiO2 /p-Si structure in air~curve 1! after a 10-min exposure to
mixtures of air and 1% C2H5OH ~2!, 1% H2O ~3!, and 1% NH3 ~4! and after
a 24-h exposure to a mixture of air and 1% H2O ~5!. T520 °C.
of
e of
ith
-

FIG. 3. Kinetics of the variation of the capacitanceC of an
n-SnO2/SiO2 /p-Si structure in response to periodic variation
the composition of the gas phase. The arrow indicates the tim
supply of a quenching electric-field pulse of reverse polarity w
V528 V at T520 °C ~a!. Temporal variation of the concentra
tion of NH3 in air ~b!.
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FIG. 4. Kinetics of the variation of the capacitanceC of an
n-SnO2/SiO2 /p-Si structure in response to periodic variation
the composition of the gas phase. The arrows indicate the ti
of supply of a quenching electric-field pulse of reverse polar
with V528 V at T520 °C ~a!. Temporal variation of the con-
centration of C2H5OH in air ~b!.
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after the active component has been removed from the
mixture. This property underlies the memory of the syst
for an external disturbance and permits the use of the st
tures under consideration as sensors which can operate
dosimetric regime. The capacitance level achieved in
NH3 atmosphere remains unchanged after holding in air
more than 50 h. Similar plots ofC(t) are observed when ga
mixtures containing ethanol and water are used. The gas
sitivity S determined as the ratioC(t)/C(t50) after a 24-h
exposure to gas mixtures containing 1% NH3, C2H5OH, or
H2O was equal to 44, 33, and 58, respectively.

It should be stressed that the capacitative memory
covered in then-SnO2 /SiO2 /p-Si structures does not hav
any analogs. In practice, for all the types of structures e
ployed as capacitive gas sensors the times for a rise or fa
the useful signal in response to a change in the compos
of the gas medium at a fixed temperature are comparable
are of the order of several seconds at room temperature

5. A return to the ground state of a structure with a lo
capacitance value~curve 1 in Fig. 2! can be achieved by
supplying an electric-field pulse of reverse polarity with
amplitude of the order of 10–15 V. Successive quench
pulses do not influence the sensor properties of the struc
as is illustrated in Fig. 4, which shows the variation of t
capacitance of a structure in response to the periodic ad
sion of a gas mixture containing ethanol. The possibility
quenching the accumulated capacitive signal by an elec
field can be regarded as one of the most important adv
tages of the structures under consideration, since the spe
ordinary gas sensors can be increased only by heating
structure and, as a rule, their range of working temperatu
is consequently in the range 1002160 °C.

6. The mechanism for the adsorption and desorption
as
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polar gas molecules, which determines the CVC’s of
structures investigated, is fairly complicated, and additio
experiments, including some with simpler model objects,
needed to understand it. At the present time, we can o
presume that the adsorption of molecules on the interf
between the nanocrystalline SnO2 and SiO2 layers can be
accompanied by polarization of the weakly bonded alko
groups and H1 ions in the SiO2 underlayer. The polarization
process leads to the appearance of an internal electric fi
which holds the adsorbed molecules on the interface e
after removal of the source of polar molecules, and is th
responsible for the capacitive memory effect. The appli
tion of a pulse of an external field leads to the depolarizat
of SiO2, desorption of the polar molecules, and a return
the system to the low-capacitance ground state. This hyp
esis is indirectly confirmed by the fact that attempts to rep
duce the capacitive memory effect in structures with th
mally oxidized SiO2, as well as in structures withou
nanocrystalline SnO2 were unsuccessful.

More definite statements can be made regarding
prospects of the practical utilization of the structures inv
tigated for creating gas sensors of a new type. Among th
main advantages we can mention the possibility of realiz
a dosimetric measurement regime together with fast quen
ing of the accumulated capacitive signal by electric-fie
pulses at room temperature in the open air. It is importan
mention the broad possibilities of modifying the paramet
of a sensor by varying its configuration~the thicknesses o
the layers and the area of the upper gold contact!, as well as
by doping the nanocrystalline tin dioxide with various imp
rities.
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Statistics of normal-phase clusters and magnetic-flux trapping in films of high- Tc

superconductors
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The morphological properties of YBCO superconducting films and their relationship to magnetic
and transport phenomena are considered. A geometric probability analysis of the principal
statistical characteristics of normal-phase clusters is performed, and their influence on the dynamics
of trapped magnetic flux under the action of a pulsed transport current is revealed. The
superconducting film is treated as a percolation system. It is found that the critical currents have
a statistical distribution, which is specified by the morphology of the material being
studied. The critical current for passage of the film into the resistive state is found. ©1999
American Institute of Physics.@S1063-7850~99!02106-0#
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One of the promising ways to optimize the properties
superconducting materials is to raise the critical current
creating artificial pinning centers.1–4 If a superconductor
contains isolated normal-phase fragments in its bulk, t
can effectively trap magnetic flux and keep vortices fro
moving under the effect of the Lorentz force. The purpose
the present work was to study the geometric statistical pr
erties of normal-phase clusters and their effect on magne
flux trapping and on the critical currents in high-Tc super-
conductors.

The object of investigation was a YBCO supercondu
ing film containing normal-phase fragments with an assig
texture. Thea andb axes are oriented in the substrate pla
the normal-phase inclusions were created during growth
the film at the sites of defects on the boundary with
substrate and have a columnar structure directed along tc
axis. The scale of the inhomogeneities along this axis sign
cantly exceeds the film thickness; therefore, the distribut
of the magnetic flux is two-dimensional. The relative cov
age of the film surface by the normal phase is 19.5%. T
value is significantly smaller than the percolation thresh
for the transfer of magnetic flux in the transverse direct
~50% in the case of two-dimensional percolation5,6!. At the
same time, the superconducting phase occupies 80.5% o
surface, ensuring percolation of the transport current in
plane of the film in the superconducting percolation clus
Such a structure provides for effective pinning and there
raises the critical current, since the magnetic flux is trap
in the finite normal-phase clusters and vortices cannot p
etrate them without crossing the infinite superconduct
cluster.

To analyze the geometric statistical characteristics
normal-phase clusters which play the role of pinning cent
an electron photomicrograph of a film containing 256 su
clusters with a total area of 18.97mm2 was scanned. Figure
1 presents a histogram of a sampling of areas of norm
phase clusters, where the numberN of clusters having area
4751063-7850/99/25(6)/3/$15.00
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which fall within the respective class interval is plotted alo
the vertical axis, and the number of the class intervaln is
plotted along the horizontal axis. The maximum and mi
mum cluster areas are equal toSmax50.3684mm2 andSmin

50.0021 mm2, respectively, the sample meanS̄50.0741
mm2, the sample standard deviationss50.0696mm2, and
the standard error~i.e., the standard deviation for the mea
cluster area! s5ss /A25650.00435 mm2. The significant
asymmetry of the distribution (g51.7), as well as the statis
tically insignificant ~6%! discrepancy between the samp
mean and the standard deviation, allow us to conclude
there is an exponential distribution of areas of the norm
phase clusters, whose probability density has the form

f ~S!5
1

S
expS 2

S

S̄
D , ~1!

whereS is the area of a normal-phase cluster.
During the experiments the sample was cooled in a m

netic field to liquid-nitrogen temperature, and the critical cu
rents of the film were determined from the change in m
netization under the effect of transport-current pulses. W
the sample was cooled in a magnetic field directed along
c axis to temperatures below the critical point, the magne
flux was trapped in normal-phase clusters. The passag
current in the (a,b) plane caused a change in magnetizat
due to the depinning of magnetic flux from clusters in whi
the pinning force is weaker than the Lorentz force created
the transport current. Since a superconducting percola
cluster is formed in the film, when magnetic flux is releas
from pinning centers, the vortices must cross a region oc
pied by the superconducting phase.

In the subsequent treatment it must be taken into acco
that high-Tc superconductors are characterized by a sh
coherence length,7 because of which weak links readily form
in these materials. Such structural defects, as grain bou
aries, crystallites, and especially twin boundaries, wh
would simply serve as scattering centers if the cohere
© 1999 American Institute of Physics
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length were large, lead to the formation of weak links ove
broad range of spatial scales in high-Tc superconductors
Therefore, around each normal-phase cluster there are
ways weak links, along which vortices travel primarily und
the action of the Lorentz force.8–12 The larger are the dimen
sions of the cluster, the more such weak sites are found a
the perimeter of the superconducting space surroundin
and, therefore, the smaller is the critical current at which
release of magnetic flux from a given pinning center occu
Thus, each normal-phase cluster has its own value of
critical current. On the basis of these geometric argume
we presume that the critical current is inversely proportio
to the perimeterP of the normal-phase cluster:I}1/P. For
its part,P}AS; therefore,I}1/AS. We shall assume that th
concentration of weak links per unit of length of the perim
eter is constant for all clusters and that all clusters of eq
area have the same pinning force. Then for geometric
similar clusters the critical current equalsI 5b/AS, whereb
is the form factor.

When a transport current flows, magnetic flux is d
pinned first from clusters which have a small pinning force
small critical current, and, accordingly, large dimensio
Therefore, the change in the magnetizationM under the ac-
tion of a transport current is proportional to the number of
the normal-phase clusters whose critical current is less
the assigned value. The relative change in magnetization
be expressed in terms of the accumulated probability fu
tion F5F(S) for the distribution of areas of the norma
phase clusters, which is a measure of the number of clus

FIG. 1. Effect of a pulsed transport current on trapped magnetic flux:1 —
change in magnetization;2 — empirical distribution function of the critical
currents;3 — exponential-hyperbolic distribution of the critical current
Here I c is the critical current for passage into the resistive state. The i
shows a histogram of a sampling of areas of normal-phase clusters,N is the
number of clusters whose areas fall in the respective class interval, andn is
the number of the class interval.
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whose area does not exceed an assigned value ofS:

DM

M
512F~S!, where F~S![E

0

S

f ~S! dS. ~2!

Since, in accordance with the assumptions ma
S5b2/I 2, the exponential distribution of cluster areas~1!
generates an exponential-hyperbolic distribution of criti
currents:

DM

M
5expS 2

b2

S̄I 2D . ~3!

Thus, the entire distribution of critical currents dete
mined by the geometric statistical properties of the norm
phase clusters can be scanned in the changes in the tra
magnetic flux caused by transport-current pulses of differ
amplitude. The results of such measurements are prese
in Fig. 1. Each of the filled circles shows the change
magnetization of the film when a single current pulse with
duration of 100 ms is passed through it. Thermomagn
instability, which is unavoidable when a constant current
the same amplitude is passed, does not manage to dev
during such a short-lived disturbance, and the sample
mains superconducting up to the maximum values of
pulse amplitude. The transverse cross-sectional area o
film was 431025 cm2. The measurements of the magnetiz
tion were performed using a Hall sensor with a sensitivity
30 mV•Gs21 at a minimum measurable value of the ma
netic field equal to 0.02 G.

In order to establish the relationship between the dyna
ics of the trapped magnetic flux and the geometric morp
logical properties of the superconducting structure of
film, we calculated the empirical distribution functionF*
5F* (S) of the areas of the normal-phase clusters, wh
gives a statistical estimate of the accumulated probab
function F5F(S) @formula ~2!#. The value ofF* (S) for
each order statistic was calculated as the relative numbe
clusters whose areas do not exceed a given valueS. A coor-
dinate transformation of the form$F*→12F* ,S→b/AS%
gives an empirical distribution function of the normal-pha
clusters with respect to their critical currents, which is a s
tistical analog of the distribution function~3!. The distribu-
tion of critical currents thus obtained is shown in Fig.
~unfilled circles!. The form factorb50.649 A•mm was cal-
culated as a result of regression analysis: the data from
magnetic measurements~filled circles! were approximated
by the exponential-hyperbolic distribution~3! using the least-
squares method~curve3!.

It is important to note that the unfilled circles are al
experimental and reflect the morphological properties of
superconducting structure of the film.

As can be seen from the figure, curve3 provides an
essentially ideal description of the constant magnetizatio
currents less than 1 A. In the sample there are no pinn
centers with such small critical currents, and since the p
ning force is smaller in larger clusters, the constancy of
trapped flux in this range of transport currents is attributed
the absence of normal-phase clusters having a perim
which exceeds a certain threshold value. The area of

et
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largest cluster in the sampling equalsSmax50.3684 mm2,
which corresponds to a critical currentI min5b/ASmax51.07
A. The unfilled circles on the plot of the empirical distribu
tion function of critical currents begins at just this value~see
Fig. 1!.

Each normal-phase cluster has its own value of the c
cal current, which makes its own contribution to the statis
cal distribution. This distribution can be used to find t
critical current I c , whose continuous passage causes
sample to pass into the resistive state. Figure 1 shows ho
determineI c from the x intercept of the tangent passin
through the point of inflection on curve3. The coordinates of

the point of inflection are I 5bA2/(3S̄) and DM /M
5exp(23/2); the current for the transition to the resisti

state isI c5(2/3)3/2b/AS̄. The value for the film investigated
is I c51.3 A, which agrees well with the data from indepe
dent measurements of critical currents.

The main result of the present work is the establishm
of the decisive influence of the morphology of a superc
ducting structure, i.e., the statistical properties of the norm
phase clusters, on the trapping of magnetic flux and the c
cal currents of high-Tc superconductor films. Information o
the statistical distribution of the critical currents can be o
tained from the statistical properties of the geometric str
ture of the film. This is of direct interest for optimizing th
parameters of superconducting materials, particularly for
creasing the critical currents.
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plasma

M. A. Yakovlev
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It is shown numerically that the influence of the nonideality factor leads to an increase in the
breakdown time of a dense near-surface gas by a picosecond laser pulse. ©1999
American Institute of Physics.@S1063-7850~99!02206-5#
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The development of high-speed laser technologies w
extremely rapid transfer of energy to matter~on the pico- and
subpicosecond time scales! has been drawing increasing
greater attention to the interaction of ultrashort high-pow
laser pulses with various types of condensed matter.

When matter is irradiated by picosecond or shor
pulses (tp<10211 s!, the interaction has a pronounced no
equilibrium character. In particular, since the characteri
values of the electron-lattice and electron-electron relaxa
times in a metal target irradiated by high-power picoseco
pulses aretel;10210 s andtee;10215 s, respectively, the
lattice is scarcely heated during a pulse, while the elect
temperature tracks the temporal variation of the irradiat
pulse.1

The ultrafast ionization of a near-surface dense gas~with
a breakdown timet I!tel) was numerically simulated in
Ref. 2. It was shown that the decisive role in the breakdo
of a dense near-surface gas is played by the electrons o
electron boundary layer,3 and the threshold values of th
near-surface gas pressurepa and the laser emission intensi
I em at which ultrafast ionization of the gas~the formation of
a picosecond laser plasma! takes place were determined
the case of argon:pa;100 at andI em;1016 W/m2.

It should be noted that a picosecond laser plasma has
characteristic properties of a low-temperature, weakly i
ized plasma. In particular, the nonideality properties o
dense cold plasma begin to be manifested at the press
indicated above4 and lead to lowering of the ionization po
tential of the atoms as a consequence of the interaction o
charged particles through the dense neutral gas
polarization5 and exchange6 mechanisms, which was no
taken into account in the calculations in Ref. 2.

We also note that there has recently been a lively disc
sion of an exchange mechanism involving an acoustic fi
for the attraction of particles of like charge in connecti
with the problem of the formation of ordered structures in
nonideal dusty plasma.7,8

This report describes a numerical investigation of
effect of the lowering of the ionization potentialI→I 2DI in
a dense near-surface, weakly ionized plasma on the for
tion of a picosecond laser plasma. According to Refs. 5
6, the decrease in the ionization potentialDI due to the po-
larization and exchange mechanisms is
4781063-7850/99/25(6)/3/$15.00
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DI 5Ue1Ui1Uii , ~1!

where

DI 5S \2Apse

m
1

e2aa

«0d0
1

8nis ia
2 ~q1!

9mivT
2 D na . ~2!

Herese is the cross section for the elastic scattering of lo
energy electrons on a gas atom;m andmi are, respectively,
the effective masses of an electron and an ion;ni andna are
the concentrations of ions and the neutral gas;aa andd0 are
the polarizability and effective diameter of an atom;s ia(q1)
is the Fourier transform of the ‘‘ion-atom’’ interaction;q1

'mivT /\; andvT is the thermal velocity of the atoms.
Thus, at high pressures it can be assumed that the

crease in the ionization potential is linearly dependent on
concentration of the neutral gas.

In the case of argon under the conditions conside
above (Ta;300 K, na;1027 m23) the effects of the physi-
cal mechanisms cited on the lowering of the ionization p
tential are comparable (Ue , Ui;Uii !, but the role of the
exchange mechanism begins to increase as the temper
of the neutral gas decreases and the extent of ionization
creases.

It should also be noted that under the conditions o
picosecond laser plasma there are additional constraint
the decisive physical factors, i.e., in order for the polarizat
and exchange mechanisms to be able to influence the e
trophysical properties of a picosecond laser plasma, t
characteristic timestpol andtexch must not exceed the puls
durationtp;10212 s.

Since the polarization interaction is of an electroma
netic nature, it is manifested under essentially any conditi
@tpol;(na3ne)

21/33s21;10215 s#. On the other hand, the
exchange mechanism can manifest itself only at fairly h
concentrations of the neutral gas:texch;vf

21na
21/3,tp .

Thus, taking into account that the phase velocity of sound
a dense gasvf@vT ~Ref. 6!, we find that the exchange
mechanism for lowering the ionization potential can oper
in the case of argon atTa;300 K only at a concentration o
the neutral gasna>1027 m23, i.e., at a pressure of about
hundred atmospheres or more.

Evaluations of the expression~2! reveals that the de
crease in the ionization potential in argon under the con
© 1999 American Institute of Physics
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tions indicated above reaches values of;0.15I , i.e., the low-
ering of the ionization potential can have an apprecia
effect on the formation of a picosecond laser plasma.

To describe the kinetics of the ionization of a gas,
solved a system of equations, which combines the h
conduction equations for the electron temperature, the co
nuity equations of the electronic and ionic components,
Maxwell’s equations for the electric field of an electroma
netic wave and the field of uncompensated space charg
analogy to Ref. 2.

In contrast to Ref. 2, here we take into account the
crease in the ionization potential~2!, which leads to a chang
in the form of the heat-conduction equation in the g
(z.0):

3

2
k

]Te

]t
5

1

ne

]

]z Fxe

]Te

]z G2
3m

M
k~Te2Ta!ne

2S I 2DI 1
3

2
kTeD n I1

e2uEu2ne

2m~v21ne
2!

, ~3!

whereM is the mass of a gas atom;I is the ionization poten-
tial; ne is the frequency of electron collisions in the ga
which is equal to the sum of the electron-ion and electr
atom collisions; andn I is the ionization frequency calculate
from the classical Thompson formula.9 The frequency of
electron-atom collisions was calculated using the kno
temperature dependence of the transport scattering cross
tion of electrons on atoms of inert gases.10 The following
numerical parameters of the problem were chosen for

FIG. 1. Ratio of the concentrations of ions on a logarithmic scale a
function of time.
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calculations: an emission wavelengthl51.06 mm; an emis-
sion intensityI em;3310152331016 W/m2; refractive indi-
ces of the metal at the specified wavelengthk r51.5 andk i

510.1 ~which corresponds to a concentration of conduct
electrons in the metalnm5431028 m23); a gas concentra
tion na5102721028 m23 ~a pressurep5402400 at!; and
an ionization potentialI 515.8 eV~which corresponds to ar
gon!. In addition, the initial temperatureTA0 was varied from
300 to 3000 K, which did not noticeably influence the resu
obtained, and the dimensions of the calculation region w
l m510k i

21k0
21 and l a52l.

The principal finding is as follows: the lowering of th
ionization potential leads to a smoother course of the ion
tion process.

As the calculations in the time interval from 0.1 to 3 p
showed, all other conditions being equal, a gas which ha
higher ionization potential~below the label ‘‘wo’’ corre-
sponds to such a gas! is nevertheless ionized more rapid
than a gas with a lowered ionization potential~for which the
label ‘‘with’’ is used below! ~Fig. 1!.

Here curvey2_10 corresponds to an amplitude of th
electromagnetic waveE523109 V/m and a concentration
of the neutral gasna51031027 m23, and curvey2_20 cor-
responds toE523109 V/m andna52031027m23, respec-
tively.

a

FIG. 2. Relative breakdown rate of a dense near-surface gas with cons
ation of the correction for nonideality.
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To account for this phenomenon, we must compare
effective rates of development of the ionization process
the gas~the breakdown rate! without (kwo) and with consid-
eration of the lowering of the ionization potential (kwith).
Following Ref. 12, we can estimate the ratio betweenkwith

andkwo under the conditions considered:

kwo

kwith
'

~ I 2DI !

I

nwo

nwith
, ~4!

wherenwo , nwith ands I(T), s I 2DI(T) are, respectively, the
frequencies and cross sections of collisions of an elec
with a neutral atom without and with consideration of t
lowering of the ionization potential:

nwo5navTwo
s I~T!, nwith5navTwith

s I 2DI~T!. ~5!

With consideration of~5!, the expression~4! can be written
in the form

kwo

kwith
'

~ I 2DI !

I

vTwo
s I~T!

vTwith
s I 2DI~T!

. ~6!

The lowering of the ionization potential in the initia
stage leads to a more intense ionization process and, ac
ingly, to a greater loss of thermal energy from the electro
(vTwith

,vTwo
). In addition, another factor which raises th

ratio ~6! is the fact that, according to Ref. 10, in the electr
e
f

n

rd-
s

energy range considered~;1210 eV! the collision cross sec
tion of electrons with atoms increases with temperature,
s I 2DI,s I ; therefore, the ratio~6! can exceed unity. This
explains the paradox of a relative increase in the breakdo
time of a gas with lowering of the ionization potential~Fig.
2, wherek[ kwo /kwith!.
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White-light fiber-optic intermode interferometer
O. I. Kotov, L. B. Liokumovich, S. I. Markov, A. V. Medvedev, and V. M. Nikolaev

St. Petersburg State Technical University, St. Petersburg
~Submitted March 15, 1999!
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An interferometric system with a low-coherence light source and two multimode fiber-optic light
guides operating in an intermode interference regime is considered theoretically. It is
shown that the employment of fiber-optic intermode interferometers significantly expands the
range of permissible mismatch between the lengths of the reference and signal
interferometers. Mismatch up to a few centimeters is possible for light-emitting diodes~LED’s!.
The use of multimode light guides and intermode interference facilitates the construction
of systems with fibers of great length and matching to an optical source. ©1999 American
Institute of Physics.@S1063-7850~99!02306-X#
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White-light fiber-optic interferometers are used to me
sure vibrations, pressure, temperature, linear moveme
etc.1 They have a number of special features and gener
employ fibers to supply the light fluxes and convey the
away. Classical interferometers of the Fabry–Pe´rot, Michel-
son, and Mach–Zehnder types with small dimensio
(;102321022 m! are employed as the sensitive elements
such systems.

However, in some cases the use of white-light~low-
coherence! interferometry with extended fiber-optic interfe
ometers (;1022103 m! is attractive, for example, in signa
ing devices and distributed sensors. It is difficult to use
known white-light systems because of the complexity
equalizing the lengths of the reference and signal interfer
eters to within;1026 m. Just such equalization of the arm
is employed for absolute measurements.

This paper examines a white-light system, which e
ploys fiber-optic intermode interferometers.2,3 It permits the
use of light guides of great length and the determination
disturbances by measuring the displacement of interfere
bands with considerable relaxation of the requirements
equality between the lengths of the reference and signa
terferometers.

In the proposed system~Fig. 1! two multimode fiber-
optic light guides with identical parameters and lengthsL1

andL2 are considered.
To simplify the mathematical expressions, we assu

that the light guides are isotropic and lossless, as wel
regular, i.e., free of mode conversion.

Then the field for the component at a frequencyv at the
inlet end surface of the first light guide can be written in t
form

E1~x,y,L1 ,v!5(
i 51

N

ciEi~x,y!•n~v!exp$2 j b iL12 j w i%,

~1!

whereN is the number of propagating modes,ci , b i , w i ,
andEi are the amplitude factor, the propagation constant,
4811063-7850/99/25(6)/3/$15.00
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initial phase, and the distribution function of the transve
coordinates of thei th mode, andv(v) is the spectral func-
tion of the source field:

^n* ~v!n~v8!&5G~v!d~v2v8!. ~2!

Hered(v) is the Dirac delta function, andG(v) is the nor-
malized spectral power density of the optical source:

E
0

`

G~v! dv51. ~3!

The latter is related, in turn, to the complex coherence fu
tion g~t! of the source:

g~v!5E
0

`

G~v!e2 j vt dv. ~4!

The mode functionsEi are orthonormalized:

E
S
EiEk* ds5H 1, i 5k,

0, iÞk.
~5!

The field at the outlet end surface of the second light gu
can be written in a similar manner:

E2~x,y,L2 ,v!5 (
n51

N

DnEn•n~v! exp $2 j •bnL2%. ~6!

Next, the coefficientsDn must of defined in terms of the
coefficientsCi . For this purpose we equate the fields at t
outlet of the first light guide after the spatial filter~we as-
sume that it is infinitely thin! and at the entrance to th
second light guide~for L250!:

(
n51

N

DnEn•n~v!5(
i 51

N

ciEi uS1
•n~v! exp $2 j •b iL12 j w i%,

~7!

whereEi uS1
is the field of thei th mode after filtration in an

apertureS1.
Multiplying through~7! by En* and performing the inte-

gration over the entire transverse cross section, with con
eration of the orthnormality of theEn we obtain
© 1999 American Institute of Physics
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FIG. 1. Structural scheme of intermode interferomete
with a low-coherence source:1 — low-coherence opti-
cal source,2 — reference intermode interferomete
3— signal intermode interferometer,S1 , S2 — spatial
filters, 4 — photoreceiver.
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Dn5(
i 51

N

ci•exp $2 j •b iL12 j w i%•Kin , ~8!

where we have introduced the notation

Kin5E
S
Ei uS1

En* ds. ~9!

The coefficientsKin can be interpreted as the couplin
coefficients of thei th andnth modes in an ‘‘inhomogeneity’’
of apertureS1.

The field at the outlet from the second wavelength c
be written in the form

E2~x,y,L2 ,v!5 (
n51

N

En~x,y!•n~v!e2 j •bnL22 j wn

3F(
i 51

N

ciKin•e2 j •b i L12 j w iG . ~10!

To find the intensity detected by the photoreceiver,
must perform some transformations:

I 2~L2!5E
0

`E
S2

E E2~x,y,L2 ,v!E2* ds dv, ~11!

whereS2 represents the aperture of the second spatial fi
In order to integrate over the frequency, we must spec

the spectrum of the optical source@the functionG(v)# and
the frequency dependence ofb i .

We assume that the spectrum of the source is Gaus

G~v!5
1

GAp
e2

(v2v0)2

G2 , ~12!

whereG is the half-width of the line at the level of the max
mum value.

For b i(v) we utilize the expansion in a Taylor series

b i~v!5b i~v0!1~v2v0!
1

Vi
1 . . . , ~13!

whereVi5(db i /dv)21 is the group velocityof thei th mode
at the central frequency.

Integration over the frequency gives integrals of t
form

E
0

`

G~v!e2 j (b i2bk)L dv

5cos @b i~v0!2bk~v0!#L•e2
L2G2

4 •[ t i (v0)2tk(v0)] 2
,

~14!
n

e

r.
y

n:

wheret i(v0) is the group delay time of thei th mode at the
central frequency (v0) per unit of light-guide length.

The last exponential multiplier defines the coheren
function of the light sourceg~t!, and forLÞ0 it represents a
small, nearly zero quantity. Therefore, only the terms w
exponents containing multipliers of the form (L12L2),
which make a nonzero contribution under the conditionL1

'L2, remain inI 2(L2).
Under these conditions the expression forI 2 takes the

form

I 2~L2!5 (
n51

N

(
i 51

N S E
S2

En
2 dsD ci

2kin
2

12(
iÞk

N

(
k

N S E
S2

EiEk* dsD
3cickkik

2 cos @$b i~v0!2bk~v0!%

3~L12L2!#•e2[ t i (v0)2tk(v0)] 2
•

G2

4 (L12L2)2
. ~15!

A simpler expression is obtained for the two-mode
gime (N52):

I 2~L2!5c1
2k11

2 E
S2

E1
2 ds1c2k21

2 E
S2

E1
2 ds1c1k12

2 E
S2

E2
2 ds

1c2k22
2 E

S2

E2
2 ds12c1c2k12

2 S E
S2

E1E2 dsD
3cos @$b i~v0!2bk~v0!%

3~L12L2!#e2[ t12t2] 2
•

G2

4 (L12L2)2
. ~16!

Equation ~16! was used to calculate the plot ofI 2(L1

2L2)/I 0 shown in Fig. 2 (I 0 is the constant component o
the output intensity!. The following conditions were impose
in the calculation:

the modes are identically excited:c15c2;
the diaphragmsS1 and S2 close off half of the core of

the light guides, leading to the approximate relations

k115k225k125k2150.5;

E
S1,2

E1,2
2 ds5E

S1,2

E1E2 ds50.5;

the difference between the propagation constantsb1

2b2) and the difference between the group delayst1

2t2) were determined for a two-mode graded-index lig
guide using the formulas4
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FIG. 2. Dependence of the output intensity on the difference between the lengths of the light guides (L12L2): a — l50.85 mm, D5231022, b — l
51.3 mm, D5831023, c — l51.55mm, D5331023.
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D, where D5~n12n2!/n1 .

The width G of the emission line of the optical sourc
was chosen to correspond to spontaneous emitters of
LED type:5 G'831013 rad/s. We note thatG;2kT ~k is the
Boltzmann constant, andT is the temperature of the light
emitting diode! and does not depend on the working wav
lengthl.5

As can be seen from the figure, the half-width of t
correlation maximumDL0.5 depends strongly onD ~i.e.,on
the numerical aperture of the light guide! and reaches almos
1 cm for D5331023. At the same time, variation of th
wavelengthl of the light does not influenceDL0.5, but does
he

-

determine the number of interference maxima within the c
relation peak.

The contrast of the interference oscillations reache
maximum value of 50% whenL12L250. Problems associ
ated with insufficient contrast of the signal can be solv
when multielement and differential reception methods
employed.
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Controlling spatiotemporal chaos in a chain of bistable oscillators
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The processes in coupled oscillators and their control under bistability conditions are considered.
The possibility of stabilizing spatially homogeneous states is demonstrated. ©1999
American Institute of Physics.@S1063-7850~99!02406-4#
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1. The processes in spatially distributed~multidimen-
sional! oscillatory systems are often simulated by oscillat
coupled to one another in a chain or an array. Such
sembles have also been used successfully as models o
tributed media. A chain of identical dissipative oscillato
closed in a ring, in which the oscillators are subjected
cophasal excitation by a periodic external force, can be u
to analyze the possibility of controlling chaos. The eleme
of the chain are nonlinear, capable of undergoing regular
chaotic oscillations, and bistable. The last property me
that two different forms of steady motions can take place
fixed values of the parameters. Bistability is typical of no
autonomous oscillatory systems at nonlinear resona
where hysteresis is observed when the parameters are va
The coupling between the elements of the chain is symme
and local~the elements interact only with neighbors!, as well
as diffusive ~dissipative!. The problem of controlling spa
tiotemporal chaos is considered in its classical form, i
stabilization of motions in an unstable limit cycle embedd
in a chaotic attractor by small changes in a controlli
parameter.1–5 The possibility of stabilizing spatially homoge
neous states of an ensemble of bistable elements usin
element-by-element regulation procedure6 and the effective-
ness of this approach in the presence of noise are dem
strated.

2. The following discrete model was investigated und
the condition that the elements in the chain are identical
their excitation is cophasal:

xn11
m 5~122k! f ~xn

m!1k@ f ~xn
m11!1 f ~xn

m21!#, ~1!

wherex is a dynamic variable,n50,1,2, . . . is the discrete
time, m is the number of the element in the chain, andk is
the coupling coefficient. The boundary conditions are pe
odic: xn

15xn
M11 , whereM is the number of elements in th

chain. The basic chain elementf (xn
m) is a mapping, which

reflects the temporal dynamics of an oscillator. We used
multimodal multiparameter mapping

xn115 f ~xn!5xnexp@2d/N#cosF 2p

N~11bxn!G1A, ~2!

whose parameters characterize the amplitude (A) and nor-
malized frequency (N) of the external periodic disturbance
the dissipation (d), and the nonlinearity (b). The mapping
~2! has both regular and chaotic solutions, qualitatively
4841063-7850/99/25(6)/3/$15.00
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scribes the temporal dynamics of a nonlinear dissipative
cillator and the structure of its bifurcation sequences in
region of the existence of subharmonic oscillations and th
evolution to chaos, as well as reflects such nonlinear p
nomena as hysteresis, bistability, and multistability.7,8 The
form of a steady multistable oscillatory state is specified
the initial conditions.

At certain values of the parameters the system of eq
tions ~1! and ~2! goes over to a regime of developed sp
tiotemporal chaos.9,10 The attractors corresponding to suc
states contain a set of saddle periodic orbits, which can
stabilized by a controlling disturbance acting on the para
eters of the system.

3. Spatially homogeneous states of the chain were st
lized for two typical cases: for values of the parameters c
responding to an absence of hysteresis and the assoc
bistability in the elements of the chain and for the prese
of bistability in a single element. In accordance with t
control procedure used,6 the controlling disturbance is im
posed on the parameterA of each of the coupled oscillators
Thus, the parameterA depends both on the moment in tim
and on the number of the elementm and can be written in the
form

A5An
m5A01Ãn

m , ~3!

whereA0 is the constant component andÃn
m is the variable

component. Each of the elements in the chain is successi
subjected to the control procedure as its dynamic variablexn

m

comes into the vicinity of the state being stabilized.
The states stabilized in our work are fixed pointsx̄ of the

mapping~2!. Then, whenxn
m enters a small vicinity ofx̄, we

can write

xn11
m 5 x̄1 x̃n11

m , xn
m5 x̄1 x̃n

m, ~4!

wherex̃n11
m and x̃n

m are small perturbations. Substituting~3!
and ~4! into ~1! and linearizing the expression obtained, w
obtain the equation for a fixed point

x̄5A01 x̄ exp@2d/N#cosF 2p

N~11b x̄
G ~5!

and a linearized equation for the perturbationsx̃n11
m , from

which we find the valueÃn
m , at which the perturbationx̃n11

m

becomes equal to zero:
© 1999 American Institute of Physics
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FIG. 1. a — Plot of the mapping~2! for A56, d50.2,
N50.5, andb50.2 ~the chaotic attractor isindicated by th
thick line!; b — spatiotemporal diagram of the establis
ment of a homogeneous regime of period 1; c — regime of
developed spatiotemporal chaos; d–e — controlled tran
tion to a spatially homogeneous regime of period 1~e!; d
— intermediate stage of the transition.
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Ãn
m52exp@2d/N#H ~122k!~xn

m2 x̄!

3S x̄ sinF 2p

N~11b x̄!
G 2pb

N~11b x̄!2

1cosF 2p

N~11b x̄!
G D 1kS xn

m11cosF 2p

N~11bxn
m11!

G
1xn

m2vcosF 2p

N~11bxn
m21!

G
22x̄ cosF 2p

N~11b x̄!
G D J . ~6!

The controlling disturbance acts when two conditio
are satisfied simultaneously, viz.,uxn

m2 x̄u,« and

UkH S xn
m11cosF 2p

N~11bxn
m11!

G2 x̄cosF 2p

N~11b x̄
G D

1S xn
m21cosF 2p

N~11bxn
m21!

G
2 x̄cosF 2p

N~11b x̄!
G D J U,«,

i.e., when both terms in~6! are relatively small.
4. Let us first examine the controlled transition from

regime of spatiotemporal chaos to a spatially homogene
regime for values of the parameters at which the chain
ments have a single fixed point of period 1. The plot of t
function~2! for such values of the parameters and the cha
attractor which exists for them are shown in Fig. 1a. T
single orbit of period 1 appearing in the chaotic attrac
with these values of the parameters~Fig. 1! can be stabilized
us
e-
e
ic
e
r

by a controlling disturbance of the form~6! using the scheme
described above. The magnitude of the controlling dist
bance decreases with time. We note that the stabilizatio
regimes with time and in space takes place only when th
is weak coupling between the elements of the chain.
example,k50.005 for the plots in Figs. 1c–1e. This is b
cause the algorithm used is based on a method of succe
stabilization of the elements in the chain, and the weake
the coupling between the elements, the longer will the e
ment subjected to the controlling disturbance reside in
vicinity of the unstable state being stabilized and, con
quently, the higher will be the probability of cluster forma
tion.

Let us now consider the stabilization of spatially hom
geneous states of period 1 for the second typical case
which the parameters of the system are such that bistab
is observed in the elements of the chain and two cha
attractors coexist in them. The plot of the mapping~2! cor-
responding to this situation and the forms of the chaotic
tractors are presented in Fig. 2a. For the values of the par
eters chosen the system has three unstable fixed points
of which appear in a chaotic attractor. If the initial conditio
in all the elements of the chain are assigned in the basin
attraction of one chaotic attractor, the situation is similar
the one considered above for the absence of bistability. Th
each orbit of period 1 appearing in the attractor is stabiliz
in the chain according to the scheme described. If the ini
conditions are such that some of the elements in the ch
undergo oscillations in one chaotic attractor and others do
in the other chaotic attractor, a fairly broad window wi
respect to« and, therefore, a larger value of the controllin
disturbance are required to stabilize any of the regimes
period 1. This condition is fundamental, since regardless
the strength of the coupling between the elements the o
lations of an individual oscillator can occur in the absence
the controlling disturbance in only one of the attracto
Therefore, stabilization of the fixed point appearing in t
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other attractor is possible only for a value of« greater than
the interval with respect tox between the boundaries of th
chaotic attractors. The results demonstrating the contro
transition to each of the three possible spatially homo
neous regimes of period 1, including the one which does
belong to either of the attractors, are shown in Fig. 2.

FIG. 2. a — Plot of the mapping~2! for A52.6, d50.15, N50.28, and
b50.2 ~the coexisting chaotic attractors are indicated by the thick line!;
b — regime of developed spatiotemporal chaos in a region of bistabi
c–e — controlled transition to spatially homogeneous regimes of perio
~right-hand column! with various oscillation amplitudes: c —x5x1, d —
x5x2, e — x5x3 ~left-handcolumn — intermediate stage of the transitio!.
d
-

ot

The magnitude of the controlling disturbance needed
bring the chain into a spatially homogeneous regime in
bistability region can be reduced significantly, if rando
noise is allowed to act on the system. Owing to the prese
of noise, switching between the bistable states becomes
sible, and the oscillations of an individual oscillator can ta
place alternately near each chaotic attractor. By supply
noise to the system and simultaneously applying a cont
ling signal to it, we can try to force the oscillations of all th
elements of the chain to move into the vicinity of only on
selected chaotic attractor. Thereafter, the noise can be
moved, and stabilization of the spatially homogeneous
gime of period 1 appearing in that attractor can easily
achieved. For the case depicted in Fig. 2b the application
random noise with a maximum amplitude having an abso
valueD50.2 to the system led to fourfold decreases in t
absolute values of the controlling signal and the interval« in
which control takes place.

5. The approach used can be applied to the stabiliza
of spatially homogeneous and spatially periodic regimes w
different temporal and spatial periods, as well as to the
bilization of spatial regimes in a two-dimensional array
bistable oscillators.
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Radial-slit erosion discharge
S. E. Emelin, A. P. Kovshik, E. I. Ryumtsev, and V. S. Semenov

Scientific-Research Institute of Physics and Scientific-Research Institute of Radiophysics, St. Petersburg
State University
~Submitted March 10, 1999!
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A new type of erosion discharge, which is distinguished by the stability of the formation and
ease of observation of its nonequilibrium plasma in the form of radially propagating,
solitary waves, is described. ©1999 American Institute of Physics.@S1063-7850~99!02506-9#
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Among the electric discharges in a stream of gas1 there
are variants which create a highly nonequilibrium plasma
some regimes.2 Such regimes are distinguished by a reduc
gas temperature, instability of the discharge current, an
tendency for the appearance of propagating forms. The
pearance of these features is accompanied by an increa
the role of the metastable states and the sequential ioniza
mechanism.

The plasma of an electric discharge in a stream o
dispersed condensed phase3 or an erosion capillary
discharge4 has a number of structural features,5 a low tem-
perature, an elevated electron density, a high electric fi
intensity, and an increased lifetime after the current is in
rupted. In Refs. 6 and 7 these features were associated
the metastability of the energy states of a plasma base
degraded polymers and metals and with the effects of t
transport in the metastable material. The features discov
are consistent with the general picture of a dynamic str
tural transition.8

It can be presumed that the nonequilibrium characte
the plasma2 can be enhanced significantly by supplement
the ionization-wave propagation conditions with the con
tions characteristic of an erosion discharge.4 This idea can be
realized in a radial-slit erosion discharge, which can be c
ated by placing two walls composed of a readily vaporiz
dielectric, for example, a polymer,7 near consumable jack
knife electrodes.2

The design of the slit discharger~Fig. 1! used to create a
transverse discharge is an assembly of two parallel poly~m-
ethyl methacrylate! disks1 with a diameter of 100 mm and
thickness of 25 mm, which are clamped to one another
steel pins2 and separated by thin (;1 mm! polyethylene
spacers3 and4. The angle between consumable electrode5
wasincreased in comparison to Ref. 2 to 300°. Steel e
trodes5 with a diameter of 2 mm were partially insulated b
polyethylene tubes6 and were placed in grooves7 below the
surface of one of the disks1. To assign the initial form of the
discharge propagation front, the insulating interelectro
spacer4 has a circular head with a diameter of;10 mm, and
its center coincides with the center of the slit. Ten limitin
spacers3 are positioned in the slit opening with an azimuth
separation of 30°. To improve the stability of the functioni
of the discharger at large currents, the errors in the heigh
the slit must be kept smaller than 5%.
4871063-7850/99/25(6)/2/$15.00
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The electrical circuit is similar to the one employed
Ref. 4 and contains a 10-kV accumulator with a capacita
C50.8 mF, a current-limiting resistor withR512500 V,
and a 30-kV igniting pulsed transformer.

Upon ignition, breakdown occurs between the nea
electrode ends on the surface around the head of the in
electrode spacer, and a discharge in the form of an inc
plete disk appears in the radial slit. Then, if the curre
through the discharger and the active resistance excee
certain critical value, which depends on the accumula
voltage, the discharge extends to a shorter distance along
radius, the larger is the current. If the critical value of t
current is not exceeded, the discharge propagates rap
along the radius after a sufficient quantity of vaporized po
mer accumulates in the slit~Fig. 2!. As a result, The voltage
drop on it gradually rises to the total value, and the curr
decreases to zero with ultimate interruption of the curre
When the accumulator voltage is increased sufficiently,
discharge reaches the limiting spacers during propaga
and is fixed on them, and the trailing edge of the curr
pulse is very steep. In the range of currents from a few k
amperes to tens of amperes the characteristic self-cut
pulse duration is 0.1–1 ms. Interruption of the current
accompanied by a sound resembling a gunshot. The colo

FIG. 1. Design of a slit discharger:1 — disk, 2 — pins, 3 — limiting
spacers,4 — interelectrode spacer,5 — electrodes,6 — insulating tubes,7
— grooves
© 1999 American Institute of Physics
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FIG. 2. Integrated image of a radial-slit erosion discharg
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the luminescence of a static discharge is red to the eye,
the color of a moving discharge is blue.

The existence of a discharge in a thin slit is closely
lated to its interaction with the readily vaporized wall ma
rial, which is present in two principal forms: in the form of
wall surface and in the form of an aerosol produced a
result of vaporization of the wall and degradation of t
polymer by the discharge. In a low-temperature regime
principal mechanism of energy loss and loading of the d
charge is the depletion of charges as a result of their att
ment to the wall surface and aerosol particles. The meta
bility of the bound states of the charges leads to a decrea
their recombination rate. This causes, first, a delay and
longation of the wall vaporization process, so that it tak
place mainly behind the moving discharge, creating a reg
of increased aerosol density and pressure on the small-ra
side. Second, the energy stored in the aerosol which
passed through the discharge facilitates ionization
thereby promotes propagation toward regions of lower p
sure, i.e., toward the large-radius side.

Thus, the combination of the nonequilibrium nature
the plasma, the metastability of its energy states, and
propagation of the discharge until interruption of the curr
nd
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is an attribute of the nonstationary regime of a radial-
aerosol discharge. It can have numerous scientific and t
nical applications. The formation of a nonequilibrium den
plasma in a transverse discharge, the investigation of its
teraction with matter, the creation of shock waves, the de
opment of a high-power electric commutator, etc. can
cited as examples.
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Self-reproduction of multimode Hermite–Gaussian beams
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The condition for the self-reproduction of multimode Hermite–Gaussian beams is obtained and
analyzed. Partial self-reproduction planes are also considered. A numerical example is
presented. ©1999 American Institute of Physics.@S1063-7850~99!02606-3#
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When several types of coherent light fields propagate
a homogeneous space, self-reproduction, i.e., repetitio
the intensity distribution in a transverse cross section, can
observed. The repetition or self-reproduction of light fiel
with a transverse periodic structure is called the Tal
effect.1 A general condition which must be satisfied by lig
fields having longitudinal periodicity was derived b
Montgomery.2

Single-mode light beams are examples of se
reproducing beams with a period equal to zero. They incl
Bessel modes,3 as well as similarity-conserving Hermite
Gaussian and Laguerre–Gaussian modes.4 The conditions
for the rotation of modal light beams, which are also e
amples of fields with longitudinal periodicity~to within
scale!, were obtained in Refs. 5–8. The condition und
which the intensity distribution of a multimode Laguerre
Gaussian beam will self-reproduce to within scale at sev
distances was obtained in Ref. 9.

In this paper a similar condition is derived for mult
mode Hermite–Gaussian~HG! beams. Self-reproduction i
demonstrated for concrete modal beams using nume
simulation.

Let us consider a multimode HG beam propagating
free space. The complex amplitude of such a beam can
written in the form

E~x,y,z!5 (
m,n50

N

CmnCmn~x,y,z!, ~1!

where

Cmn~x,y,z!5
v0

v~z!
expF i ~m1n11!h~z!2

ik~x21y2!

2R~z!

2
x21y2

v2~z!
GHmS A2x

v~z!
DHnS A2y

v~z!
D , ~2!

v~z!5v0S 11
z2

z0
2D 1/2

, R~z!5zS 11
z0

2

z2D ,

h~z!5arctanS z

z0
D , ~3!

z is the longitudinal Cartesian coordinate,x and y are the
transverse coordinates,v0 is the radius of the Gaussian bea
4891063-7850/99/25(6)/3/$15.00
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at z50, v(z) is the radius of the Gaussian beam at anyz,
R(z) is the radius of curvature of the Gaussian bea
z05kv0

2/2 is the Rayleigh parameter of the Gaussian bea
Hm(x) is a Hermite polynomial,k is the wave number, and
Cmn are complex coefficients.

The expression for the light intensity in a transver
cross section of an HG beam has the form

I ~x,y,z!5
v0

2

v2~z!
expF22

x21y2

v2~z!
G

3H (
m,n50

N

uCmnu2Hm
2 S A2x

v~z!
DHn

2S A2y

v~z!
D

1(
m,n

N

(
m8,n8

N

uCmnCm8n8uHmS A2x

v~z!
D

3Hm8S A2x

v~z!
DHnS A2y

v~z!
DHn8S A2y

v~z!
D cosFm8n8

mn J ,

~4!

where

Fm8n8
mn

5argCmn2argCm8n8

1@~m2m8!1~n2n8!#h~z!. ~5!

In order for the intensity distribution~4! at the distance
z1 to be repeated to within scale at the distancez2, the func-
tions ~5! in each term in Eq.~4! must satisfy the condition

Fm8n8
mn

~z2!5Fm8n8
mn

~z1!12p l , l 51,2,3,. . . . ~6!

Substituting the function~5! into Eq. ~6!, we obtain an ex-
pression for the distancez2:

z25

z11z0 tanS 2p l

p D
12

z1

z0
tanS 2p l

p D , ~7!

where

p5~m2m8!1~n2n8!. ~8!

The presence of the parameterl in formula ~7! shows
that for a pair of modes with the numbers (m,n) and
© 1999 American Institute of Physics
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(m8,n8) there can be several distances at which the tra
verse intensity distribution of their sum recorded at a cert
z1 will be repeated.

Let us consider the example of a pair of modes w
p520 and find the distances at which the intensity distrib
tion recorded forz150 is repeated:

zl ,p5z0 tanS 2p l

p D , l 51,2,3,. . . . ~9!

In this case we obtain five repetitions with increasing peri
one of which appears at infinity:

z1,2050.3249•z0 , z2,2050.7265•z0 , z3,2051.3764•z0 ,

z4,2053.0777•z0 , z5,205`.

It is understood that all the variations appearing in the in
val @0,z1,p# will be repeated in the subsequent perio
@zl ,p ,zl 11,p# with a rate that slows with increasingl.

Let us next consider methods for choosing the mo
numbers for a self-reproducing beam of the type~1! contain-
ing more than two terms.

If a pair of modes with the numbers (m,n) and (m8,n8)
and p05(m2m8)1(n2n8) is chosen, the addition o
modes with the same phase velocities, i.e., with the num
(m9,n9) which are such that

m91n95m1n or m91n95m81n8, ~10!

permits the formation of a beam which self-reproduces at
same distances~7! as the original pair of modes. This i
because the additional modes will give only two valu
p85p0 and p850. Whenp50, the dependence onz in ~5!
vanishes, as in the case of a stable beam. An example of
a multimode beam withp0520 is provided by the combina
tion of seven modes (0,1)1(1,0)1(10,11)1(11,10)
1(9,12)1(8,13)1(0,20).

Another degree of freedom for choosing the numbers
the additional modes appears, if we consider the follow
repetition condition for~7!:

zl ,p5zl 8,p8 . ~11!

For example, if a pair of modes with the numbers (m,n) and
(m8,n8) and p05(m2m8)1(n2n8) is chosen, then for
repetition at the same distances the difference between
numbers of the additional modes must be

p5up0uq, q50,1,2,. . . , ~12!

and the numbers of the additional modes are found from
following relation:

m91n95m1n1up0uq, q50,1,2,. . . . ~13!

For example, if a (1,1)1(5,5) beam repeats its initial~at
z150) transverse intensity distribution at the distance@see
~9!#

z1,85z0 tanS p

4 D5z0 ,

a (1,1)1(0,2)1(5,5)1(4,6)1(9,9)1(8,10) beam will re-
peat at the same distance:

z1,85z2,165z0 .
s-
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It is interesting that the positions of the repetitions of t
initial ~at z150) intensity distribution relative toz0 can be
predicted as a function of the value ofup0u in ~13! ~see Table
I!.

If the distancesz1 andz2 in ~7! are assigned, the num
bers of the HG modes which must appear in the beam
order for it to have similar transverse intensity distributio
at these distances will satisfy the condition

2p l

p
5arctanF z0~z22z1!

z2z11z0
2 G , upu.4l . ~14!

It follows from Eq. ~14! that the distancesz1 and z2

cannot be assigned arbitrarily.
Apart from the distances for self-reproduction of the i

tensity distribution atz1, the distances of the ‘‘fractional’’
period ~4! can be interesting. Here we can draw an analo
to ‘‘fractional’’ Talbot period for lattices.11 The distances for
oneqth of the self-reproduction period will be described
the following manner (z150):

zl ,p
q 5z0 tanS 2p

q
•

l

pD , l 51,2,3,. . . . ~15!

The valueq52 corresponds to a ‘‘half-period.’’ In this
case for oddl 52s11 ands50,1,2, . . . instead of the addi
tion of the cross terms in~4! we have subtraction: cos(x
6pl)52cos(x), which can be defined as quasicontrasting.
similar situation is observed at half of the Talbot period f
lattices,11 where the shift of the original lattice image appea
as contrasting.

Figure 1 presents the results of the numerical simulat
for a three-mode (1,1)1(5,5)1(9,9) HG beam. All the
modes appear in the composition of the beam with eq
weights. The following parameters were used: the arr
measured 5123512 pixels, the region for variation of th
arguments wasx,yP@20.5 mm,0.5 mm#, the wavelength
was l50.63 mm, the radius of Gaussian beam wasv0

50.1 mm, and the Rayleigh parameter wasz05kv0
2/2

549.63 mm.
Using the expression~15!, we can obtain the following

distances for self-reproduction~for q52 and evenl ) and
quasicontrasting~for q52 and oddl ) (z150):

z2,8
2 5z0tanS p

1

4D5z0'49.63, z4,8
2 5z0tanS p

1

2D5`,

z1,8
2 5z0 tanS p

1

8D'20.71, z3,8
2 5z0 tanS p

3

8D'120.71.

TABLE I. Positions of the self-reproduction points.

Value of up0u Self-reproduction pointszl ,p0

up0u,4 None
up0u54 z1,p0

5`
4,up0u,8 z0,z1,p0

,`
up0u58 z1,p0

5z0 , z2,p0
5`

8,up0u,12 0,z1,p0
,z0,z2,p0

,`
up0u512a 0,z1,p0

,z0,z2,p0
,`, z3,p0

5`

aThe pattern subsequently repeats with a multiple increase in the numb
self-reproduction points.
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FIG. 1. Binary phase~a! ~white — 0, black —p), intensity ~b! in the z50 plane, and intensity distributions in the following planes:z520.71 mm~c!,
z533.16 mm~d!, z549.63 mm~e!, z574.27 mm~f!, z5120.71 mm~g!.
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For a quarter-period we have the following distances~for
q54, l 52s11, s50,1,2 . . . ):

z1,8
4 5z0 tanS p

2
•

1

8D'9.87, z3,8
4 5z0 tanS p

2
•

3

8D'33.16,

z5,8
4 5z0 tanS p

2
•

5

8D'74.27, z7,8
4 5z0 tanS p

2
•

7

8D'249.51.

Figure 1a shows a binary phase~white — 0, black —
p), and Fig. 1b shows the intensity in thez50 plane~the
size corresponds to the size of the aperture, 1 mm!. The
ensuing figures show the intensity distributions at vario
distances:z1,8

2 520.71 mm~c!, z3,8
4 533.16 mm~d!, z2,8

2 5z0

549.63 mm~e!, z5,8
4 574.27 mm~f!, and z3,8

2 5120.71 mm
~g! ~the size of each frameis equal to 1.6 mm!.

It is seen from Fig. 1 that the intensity patterns
z150 ~b! and z5z0 ~e! coincide to within scale. The sam
agreement is observed forz520.71 mm ~c! and
z5120.71 mm~g!. Their repetition can also be predicted u
ing formula ~7!.

For a quarter-period the similarity of the intensity dist
bution patterns in Figs. 1d and 1f is possible only
argCmn2argCm8n850 ~this condition was satisfied in ou
case!.

Thus, the condition@formulas~7! and~8!# which must be
s

t

imposed on the mode number of an HG beam in order
self-reproduction to occur has been obtained in this wo
The condition for partial self-reproduction has also been c
sidered. A numerical example for a three-mode HG be
with two self-reproduction planes has been presented.

This work was carried out with support from the Russi
Fund for Fundamental Research~Grants Nos. 98-01-00894
and 99-01-00430!.

1H. F. Talbot, Philos. Mag.9, 401 ~1936!.
2W. D. Montgomery, J. Opt. Soc. Am.57, 772 ~1967!.
3J. Durnin, J. Opt. Soc. Am. A4, 651 ~1987!.
4A. Yariv, Introduction to Optical Electronics, 2nd ed., Holt, Rinehart and
Winston, New York ~1976! @Russ. transl., Vysshaya Shkola, Mosco
~1983!#.

5E. Abramochkin and V. Volostnikov, Opt. Commun.102, 336 ~1993!.
6Y. V. Schechner, R. Piestun, and J. Shamir, Phys. Rev. E54, 50 ~1996!.
7V. V. Kotlyar, V. A. Soifer, and S. N. Khonina, J. Mod. Opt.44, 1409
~1997!.

8V. V. Kotlyar, V. A. So�fer, and S. N. Khonina, Pis’ma Zh. Tekh. Fiz
23~17!, 1 ~1997! @Tech. Phys. Lett.23, 657 ~1997!#.

9R. Piestun, Y. V. Schechner, and J. Shamir, Opt. Lett.22, 200 ~1997!.
10V. V. Kotlyar, S. N. Khonina, and V. A. Soifer, Optik~Stuttgart! 108, 20

~1998!.
11J. Westerholm, J. Turunen, and J. Huttunen, J. Opt. Soc. Am. A11, 1283

~1994!.

Translated by P. Shelnitz



TECHNICAL PHYSICS LETTERS VOLUME 25, NUMBER 6 JUNE 1999
Nonlinear zero-range potential model for the scattering of sound intensity by a
Helmholtz resonator
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The scattering of an intense sound wave by a Helmholtz resonator can be described by a
nonlinear~to take into account the hydrodynamic effects in the resonator throat! zero-range
potential model. The case in which the wave is linear everywhere except in the resonator
throat is considered. A comparison with the results of other models is made. ©1999 American
Institute of Physics.@S1063-7850~99!02706-8#
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The problem of the Helmholtz resonator, i.e., a resona
with a small orifice, was first posed by Rayleigh at the b
ginning of this century.1 Many approaches to the proble
have been developed since then. The leading-order term
the asymptotic expansion~in the small orifice diameter«)
have been obtained~on a rigorous mathematical basis! for
solving the scattering problem~see, for example, the review
in Ref. 2!. Since the problem is complicated, various mod
have been proposed for solving it. We shall proceed wit
the so-called zero-width-slit model, which is based on ope
tor extension theory5 and is similar to the zero-range pote
tial method in quantum mechanics.3,4 The model problem is
considerably simpler than the fundamental problem; nev
theless, it yields the leading-order terms of the asympt
expansion under consideration. In addition, it permits the
of the powerful machinery of operator theory. Therefo
there should be interest in expanding the area of applica
of the model, which is the purpose of the present work.
note that all the approaches mentioned above were de
oped for a linear Helmholtz resonator. However, it is kno
that this resonator is not linear in the case of inten
sound.6–8 This calls for taking into account the hydrody
namic effects in describing oscillations in the resona
throat. Several models of such a resonator were propose
Refs. 9–11. In this paper we present another model, wh
can be called the nonlinear zero-range potential mode
comparison with the results in Ref. 9 will be made. T
proposed model is a natural generalization of the correspo
ing linear model; therefore, we shall first briefly describe t
linear variant.12

Let V in be a closed bounded region inR3, and letVex be
a half-plane, so thatVexùV in5r 0. We consider the Laplace
operator 2D52(D in

% Dex) with the Neumann boundar
condition. We narrow it to a set of smooth functions th
vanish at the pointr 0. The closure of the operator obtaine
will be symmetric with the defect indices~2, 2!. Its self-
conjugate extensions also provide a model which inter
us. Without describing all the possible extensions here~see
Refs. 5 and 12!, we shall consider only the one which is mo
natural from the physical standpoint, whose domain of d
nition consists of all the elements of the form
4921063-7850/99/25(6)/3/$15.00
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u5u0
in,ex1j1

in,exG1
in,ex~r ,r 0 ,k0!, r PV in,ex,

where u0
in (u0

ex) is from the Sobolev spaceH2(V in)
(H2(Vex)), G1

in,ex is the Green’s function for the regio
V1

in,ex, andk0
2 is some negative number~a regular value of

the operator!. In addition, the following relation holds:

j1
in5j1

ex, j2
in52j2

ex, ~1!

where j2
in,ex5u0

in,ex(r 0). For the extended~model! operator
under consideration, the solution of the problem of the sc
tering of a plane wave has the form:5,12

c~r ,n,k!5H c0~r ,n,k!1bexG
ex~r ,r 0 ,k!, r PVex,

binG
in~r ,r 0 ,k!, r PV in,

~2!

where

c0~r ,n,k!5eik(r ,n)1eik(r ,n* )

is the sum of the incident and reflected plane waves~in the
absence of an orifice!, kn (kn* ) is the wave vector of the
incident ~reflected! wave, and

bin5bex5
c0~r 0 ,n,k!

D in1Dex
,

D in,ex5~Gin,ex~r ,r 0 ,k!2Gin,ex~r ,r 0 ,k0!!ur 5r 0
.

We note that

D in5~l2l0! (
n51

` uCn~r 0!u2

~ln2l!~ln2l0!
,

wherel05k0
2, ln is an eigenvalue of theoperator2D in, and

Cn is the corresponding eigenfunction.
It was shown in the preceding studies that the mo

parameterl0 can be chosen such that the model solut
would give the leading-order term of the asymptote in the
width « for the corresponding solution of the ‘‘real’’ prob
lem with an orifice of diameter« ~Ref. 12!.

Let us now move on to the nonlinear variant of th
model. We note that in the analysis of the scattering of
tense sound by a Helmholtz resonator we have nonlin
effects only in the resonator throat.9 Therefore, we introduce
only one nonlinearity, viz., the one corresponding to a ‘‘no
© 1999 American Institute of Physics
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FIG. 1. Dependence of the absorption coefficient onk in the
vicinity of the resonance value 2.22144~in dimensionless
form!. Values of the parameters:I — k057, a51, b51; II —
k057, a51.3, b51; III — k057, a52, b51. The dashed
curve corresponds to the second~‘‘nonphysical’’! solution with
the following values of the parameters:k057, a51.3, b51.
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linear’’ point orifice, into the model. The starting point of th
construction is the same as before, but we construct the
tension itself differently. We choose the nonlinear coupli
j6

in , j6
ex ~i.e., the extended operator will be nonlinear!. In the

linear case one of the selection rules for the extensions
the requirement that they be self-conjugate. In the nonlin
case this requirement no longer exits. Taking into acco
that the resonator must be linear for sound waves of sm
amplitude, we can examine a quadratic nonlinearity, whic
a perturbation of the linear self-conjugate extension~1!:

j1
in5j1

ex1a~j1
ex!2,

j2
in52j2

ex1b~j2
ex!2, ~3!

wherea andb are constants. We obtain the solution for t
scattering of a plane wave in the form

c~r ,n,k!5H c0~r ,n,k!1aexG
ex~r ,r 0 ,k!, r PVex,

ainG
in~r ,r 0 ,k!, r PV in,

~4!

wherec0(r ,n,k) is the same as in the linear case. Taki
into account~3!, we find

ain5aex1aex
2 ,
x-

as
ar
nt
ll

is

~aex1aex
2 !D in52aexDex2c01b~aex

2 Dex
2

12c0Dexaex1c0
2!,

wherec05c0(r 0 ,n,k). Therefore,

aex5
2A6AA224c0~bc021!~bDex

2 2aD in!

2~bdex
2 2aD in!

, ~5!

A52bc0Dex2Dex2D in .

Thus, we have two solutions. If

~2bc0Dex2Dex2D in!254c0~bc021!~bDex
2 2aD in!,

they coincide. The corresponding valuek is a bifurcation
point. The coefficientP (P5uaex/f0u2) characterizes the ab
sorption of power. Letk1

2 be the first positive eigenvalue o
2D in ~which corresponds to the first resonant frequenc!.
When the minus sign is chosen in~5!, we haveP51 at the
resonance frequency. In addition, as the nonlinearity is
minished, this solution tends to the solution obtained in
linear case, i.e., this choice of sign corresponds to the c
mon physical situation. The other solution give
P51(a2c0

2) at resonance. Generally speaking, it is a no
FIG. 2. Dependence of the absorption coefficient onk in the
vicinity of the resonance value 2.22144~in dimensionless form!.
Values of the parameters:I — k053, a51.3, b51; II —
k056, a51.3, b51; III — k057, a51.3, b51.
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physical solution. However, it may correspond to anot
physical situation, viz., the presence of an acoustically ac
medium ~for example, bubbles in a liquid! in the orifice
zone. The behavior of this solution is similar to what w
described in papers on an ‘‘acoustic laser.’’13

For the solution of the first type with a suitable choice
parameters, the behavior ofK(k) near the resonance fre
quency is similar to the dependence described in Ref. 9.
choice of parameters was empirical both in our model an
the model in Ref. 9. One difference is that our model gen
ally gives sharper resonance peaks. The dependences o
model parametersa and k0 are shown in Figs. 1 and 2
respectively. The influence ofb is similar to the influence of
a, but is weaker. The parametera characterizes the strengt
of the nonlinearity, andk0 is related to the width of the
orifice.

This work was partially supported by a grant from t
Russian Fund for Fundamental Research~RFBR!.
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A method for measuring mechanical stresses in the bulk of machine parts, which simplifies the
known methods and does not require significant destruction of the test sample, is proposed.
© 1999 American Institute of Physics.@S1063-7850~99!02806-2#
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The evaluation of the stressed state of structural
ments and machine parts reduces mainly to the determina
of strains upon loading.1 Theoretical calculations are usual
performed using methods based on the resistance of ma
als and the theory of elasticity. However, in practice, es
cially in the case of machine parts of complex design, di
culties of a mathematical character arise when the exte
loading scheme is fairly complex, and the solution is eith
excessively cumbersome or totally impossible due to a l
of a series of experimental data. In these cases, the theo
cal methods have been successfully supplemented by ex
mental methods, which permit faster and more accu
achievement of the goal than do analytical methods, as
as testing of the accuracy and correctness of the approxim
calculation methods. Among the experimental calculat
methods, the photoelasticity or polarization-optical metho
most often employed.2 This method is based on the ability o
certain transparent materials to alter their optical proper
as a result of their deformation upon loading. Despite
perfection and universality of this method, it is characteriz
by some inaccuracies. They are associated chiefly with
special features of the mechanical properties of polymer
terials. For example, in accordance with the photoelasti
method, to study the stressed state in the bulk of the tra
parent polymeric solid serving as the model object, the m
terial must be cut into thin plates after removal of the loa
interference patterns in the form of bands of isoclines a
isochromes are obtained from each of them by pass
monochromatic light through them, and a far from simp
analysis is performed, in which equations with many para
eters must be solved. It is assumed here that the strains
accordingly, the stresses in the sample remain unchan
after removal of the load. This assumption is supported
the fact that a stress is ‘‘frozen’’ in a material loaded
elevated temperatures~below the melting point! and then
cooled under the load to room temperature. However
should be taken into account that errors in the estimation
the magnitude and distribution of the mechanical stres
clearly arise because the test sample is sawed into thin pl
The mechanical stresses appearing when the materia
sawed are superimposed on the stresses being investig
The resultant error will be greater, the thinner are the pla
4951063-7850/99/25(6)/3/$15.00
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cut. Therefore, the photoelasticity method is classified a
destructive testing method, which lowers the value of t
method to a definite extent.

For the purpose of simplifying the procedure for meas
ing mechanical stresses in the bulk of machine parts of v
ous design and improving the correctness of the meas
ments, we propose a method for measuring mechan
stresses in the bulk of model solids essentially without s
nificant destruction of the test sample. The method is ba
on the dependence of the resistivity of a conducting polym
composite on applied mechanical load.

Let us examine the proposed method in greater deta
is known3 that the resistivity of a polymer composite consis
ing of a polymer binder and a conducting filler is limited b
the mean distance between filler particles, i.e., the resisti
of a composite increases with increasing values of this
tance and decreases with decreasing values. Accordin
experimental data, in a region of elastic strains the logarit
of the resistivity of a material increases linearly in respon
to a tensile strain and decreases in response to a compre
strain.4 Such a dependence is stipulated by the conduc
mechanism of conducting composites.5 In practice, situations
frequently arise in which individual portions of machin
parts are subjected to nonuniform loading~for example, the
teeth of gear drives!. Loading anisotropy causes strain a
isotropy and, accordingly, stresses in the bulk of the sam
Also, if the sample is made from a conducting compos
then in the case under discussion the microstructure at i
vidual sites will depend on the local strain, and, according
the resistivity at individual sites will, in turn, reflect the
stressed state. Thus, the distribution of the stresses in
bulk of a sample can be obtained by measuring local re
tivities.

The method just described of estimating the distribut
of the stresses in the bulk of a sample of a solid underlies
experimental procedure.

The material needed, i.e., a conducting polymer comp
ite based on a polymer binder with high physicomechan
characteristics and a conducting filler~carbon black, graph-
ite, metal powders!, is first obtained using a technolog
which ensures that the samples have the required mecha
and conducting properties. Greater attention is focused
obtaining a material with a highly uniform distribution of th
© 1999 American Institute of Physics
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FIG. 1. Model sample of a conducting polymer compos
with a grid drawn on it, as well as holes~a! and probe
electrodes~b!.
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filler particles in the polymer matrix. The shape and dime
sions of the model sample are chosen in accordance with
problem posed. In our experiment we used a sample in
form of a parallelepiped measuring 80350330 ~mm!. A
square grid is drawn on two adjacent planes of the para
epiped, as shown in Fig. 1a. As the density of the grid po
is increased, the possibility of increasing the accuracy of
measurement of the distribution of stresses in the bulk u
loading increases, if the grid is drawn between neighbor
grid points.

The next step in preparing the sample is to drill th
~1–1.5 mm! holes in the sample perpendicular to one of t
faces of the parallelepiped with the grid between grid poi
~Fig. 1a!. Metal ~steel! probe electrodes are inserted throu
the holes to measure the resistivity between neighbo
holes at a definite depth in the sample. The probes are co
with an insulating lacquer except at their ends~Fig. 1b!. A
contact loop made from a thin (0.220.3 mm! bronze wire is
soldered to one end of the probe, and a current lead is
dered to the other end.

An experiment to measure local stresses is carried ou
the following manner: probe electrodes are inserted i
neighboring holes to the same depth. The flexible loops
the electrode tips with a diameter slightly larger than
holes ensure reliable contact with the body of the sampl
the depth selected. The other ends of the electrodes are
nected to a sensitive tensometer~we used an ISD-3 static
strain meter!. In the present case the role of the strain sen
~strain resistor! is performed by the resistance of an eleme
tary cube with an edge equal to the side of an elemen
square in the grid. The local resistivitiesRi jk are measured a
the probes are displaced by equal distances into the inte
of the sample, and in order to avoid the edge effect,
measurements of the local resistivity should be perform
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between holes at distances no less than 4.5 mm from
edge of the sample. Measurements are performed both be
and after the load is applied. The local resistivity of ea
elementary cube must be measured before the load is
plied, because the preparation of a conducting compo
with exceptionally high electrical uniformity~for example,
with respect to the resistivity! is essentially impossible~i.e.,
the original values of the resistivity of these cubes dif
from one another by a certain amount!, and the changes in
resistivity in response to small strains can lie within t
spread of the original values of the resistivity of the eleme
tary cubes. However, things are simplified by the fact t
the plots of the logarithm of the resistivityRi jk versus« i jk

recorded for any elementary cube are linear, have the s
slope relative to the rectangular coordinate axes~Fig. 2!, and
are satisfactorily described by the equation

l nRi jk5I nRi jk« i jk , ~1!

whereRi jk is the initial value of the resistivity of the respec
tive elementary cube.

We shall utilize the familiar dependence of the mecha
cal stresses of a solid on elastic strain~Hooke’s law!, which,
in our case, takes the form

s i jk5E« i jk , ~2!

whereE is the relaxational Young’s modulus of the test m
terial.

By combining Eqs.~1! and ~2! we obtain formula~3!,
which can be used to calculate the local stresses:

s i jk5Eln~Ri jk
0 /Ri jk !. ~3!

The application of the proposed method for calculati
local stresses by measuring the local resistivities of a mo
is illustrated below in the example of elastic deformation
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a sample in the form of a parallelepiped obtained from
composite material based on polycarbonate and graphite

This material was obtained in the following manner.
mixture of Diflon polycarbonate with GM-G graphite~30
wt. %! was heated in a mold under a pressure of 10 MP
250 °C for 10 min and then cooled without pressure
200 °C and finally to room temperature under a pressure
100 MPa~Refs. 5 and 6!.

The numerical values of the local stresses calcula
from formula ~3! in the case of a parallelepiped measuri
80350330 ~mm! under a 0.1-MPa load are listed in Table

FIG. 2. Dependence of the resistivity of elementary cubes on strain f
composite based on polycarbonate with a graphite filler~30 wt. %!. The
hatched area shows the dispersion of this dependence due to the varia
of the original resistivity values of the individual elementary cubes.
a

at

of

d

As expected, in accordance with the data in the table,
largest mechanical stresses in the model appear in reg
near the point of application of the load and gradually d
crease with increasing distance from that point in the rad
directions. The character of the distribution of the loc
stresses in the loaded model agrees well with the data
tained by other methods.1,2

It should be noted that the present method enables u
study the kinetics of the variation of local stresses after
loading, as well as under the conditions of loading in a d
namic regime.

1G. Ya. Pochtovik and A. B. Zlochevski�, Methods and Means for Testing
Structural Elements@in Russian#, Vysshaya Shkola, Moscow~1973!.

2A. J. Durelli and W. F. Riley,Introduction to Photomechanics, Prentice-
Hall, Englewood Cliffs, NJ~1965! @Russ. transl., Mir, Moscow~1970!#.

3V. E. Gul’ and L. Z. Shenfil’,Conducting Polymer Composites@in Rus-
sian#, Khimiya, Moscow~1984!.

4Dzh. N. Aneli and G. M. Topchishvili, Kauch. Rezina, No. 9, 10~1987!.
5J. N. Aneli, L. M. Khananasvili, and G. E. Zaikov,Structuring and Con-
ductivity of Polymer Composites, Nova Science Publishers, New Yor
~1998!.

6Dzh. R. Aneli, D. I. Gventsadze, I. G. Mamasakhlisov, and I. P. Kaverk
Plast. Massy, No. 3, 31~1983!.

Translated by P. Shelnitz
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TABLE I. Values of local stresses~in MPa! for layer k54 for the coordi-
nates 4,0,4 of the point (d53 mm! of application of the load (F51 kgf!.

i

j 0.11 0.26 0.34 0.92 0.90 0.34 0.25 0.08
0.13 0.27 0.42 0.56 0.53 0.39 0.25 0.10
0.12 0.18 0.38 0.35 0.32 0.36 0.17 0.08
0.10 0.15 0.16 0.24 0.21 0.16 0.15 0.07
0.06 0.12 0.14 0.15 0.13 0.14 0.11 0.04
0.02 0.06 0.09 0.08 0.06 0.07 0.04 0.01
0.01 0.02 0.04 0.04 0.03 0.03 0.02 0.01
0.00 0.00 0.01 0.02 0.02 0.02 0.01 0.00



TECHNICAL PHYSICS LETTERS VOLUME 25, NUMBER 6 JUNE 1999
Generation of a homogeneous plasma in a glow discharge with a hollow anode and a
wide-aperture hollow cathode

N. V. Gavrilov, D. R. Emlin, and S. P. Nikulin
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Academy of Sciences, Ekaterinburg
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The principles for designing electrode systems for sources of ion beams of large cross section on
the basis of a glow discharge are considered, and a system with combined magnetic and
electrostatic confinement of the fast electrons in a wide-aperture hollow cathode and the generation
of an ion-emitting plasma in the anode cavity is proposed. It is shown that the system
investigated generates a plasma with a nearly homogeneous distribution of the ion emission
current density at low gas pressures and can be effectively used to obtain ion beams over a broad
range of energies. ©1999 American Institute of Physics.@S1063-7850~99!02906-7#
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The employment of a glow discharge in sources of bro
ion beams1,2 provides for increased reliability and simple o
eration of the sources, as well as a considerable increas
the duration of the generation of beams of chemically ac
gases, in comparison to hot-cathode systems.3 The main
problems arising in such applications of glow discharges
clude the need to reduce the admission of gas to the leve
hot-cathode ion sources in order to maintain the breakdo
strength of the accelerating gap, as well as to lower the p
sure in the working chamber in order to optimize the io
treatment conditions. A solution to this problem has be
achieved using a hollow-cathode glow discharge of spec
design.4 However, the radial distribution of the plasma de
sity in such systems is inhomogeneous, making it difficult
obtain a beam of large cross section. In addition, the achie
ment of a high current density in low-energy ion beams
hampered by the negative influence of the near-cath
layer, which is characterized by a considerable~up to 1 kV!
potential drop and a large thickness, comparable to the di
eter of the openings in the emitter.

A significant improvement in the character of the dist
bution and the formation of a homogeneous plasma in a c
siderable portion of the cathode cavity can be ensured w
weak magnetic fields are applied.5 Sources of broad high
energy~tens of kiloelectron volts! ion beams with a hollow
cathode in a magnetic field have been developed and e
tively employed, but the formation of a high-current low
energy beam requires a decrease in the potential differe
Dw between the emitterand the plasma,6,7 which hampers
ignition of the discharge. A decrease inDw can be achieved
in another plasma-emission system,7 in which the ion-
emitting plasma is created in an anode cavity communica
with the cathode cavity through a small aperture. Howev
in such a system the radial distribution of the plasma den
is highly inhomogeneous, making it difficult to form a broa
beam. For this reason, a study of the possibility of obtain
a dense homogeneous plasma in hollow-anode systems
great interest.

An inhomogeneous distribution appears in the ano
4981063-7850/99/25(6)/3/$15.00
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cavity, because electrons enter it through a narrow near-a
opening. The diameter of the exit aperture of a hollow ca
ode can be increased without destroying the stability of
discharge, if there is magnetic confinement of the fast e
trons along with electrostatic confinement in the hollow ca
ode. The efficiency of such a combined technique of elect
confinement, which is often employed in cylindrical magn
tron sputtering systems,8 is attributed to the fact that the ap
plication of a longitudinal magnetic field sharply reduces t
velocity of the fast particles starting from the cylindric
cathode surface toward the exit aperture. As a result,
residence time of the fast electrons in the cavity increas
and they manage to effect a number of ionization acts i
sufficient for sustaining the discharge.

The electrode system used in the experiment is show
Fig. 1. The dimensions of hollow cathode 1 were vari
during the experiments, and the diameter of its exit apert
d had values of 1, 5, and 8 cm. The diameters of holl
anode 2 and the cathode were equal to 13 cm, and t
lengths were equal to 6–8 cm. Emitter 3 had a cathodic
floating potential. The flux of gas~argon! admitted into the

FIG. 1. Electrode system of a glow-discharge plasma-emission system
© 1999 American Institute of Physics
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FIG. 2. Radial profiles of the ion emission current dens
for discharge currents equal to 0.8~1!, 0.6 ~2!, and 0.4 A
~3!. The magnetic induction wasB51022 T.
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cathode cavity was 10 cm3/min, and the pressure in th
vacuum chamber did not exceed 1022 Pa. The magnetic field
(B50230 mT! was induced by two coils 4. The discharg
current was varied in the range 0.1–1 A.

The results of the experiments show that the characte
the radial distribution of the plasma density varies sign
cantly asd is increased. Whend51 cm, the radial profile of
the saturation ion current density from the plasma in
plane of electrode 3 has a sharp maximum on the axis of
system, and when the aperture diameter is increased, a
teau, whose width is close tod, appears on the distribution
of
-

e
e
la-

Figure 2 shows the profiles obtained using a cathode w
d58 cm for various values of the discharge current with
floating potential on electrode 3. AsB is increased, the ion
emission current densityj increases, and the discharge ign
tion voltageU decreases~Fig. 3! with a resultant significant
decrease in the cost of an ion in the beam. The characte
the distribution does not vary significantly, whereas in oth
plasma-emission systems an increase inB generally leads to
a drastic increase in the inhomogeneity of the plasma, an
systems of the inverted magnetron type it leads to a decr
in the emission current.
FIG. 3. Dependence of the discharge ignition voltage~1, 2!
and the ion emission current density~3, 4!on magnetic field
induction with cathodic~2, 3! and floating~1, 4! potentials
on the emitter. The discharge current was 0.7 A.
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In the experiments with an inhomogeneous magn
field ~in this case a different current was passed through
coils! it was found that the ignition voltage is influence
predominantly by the field in the cathode region and that
efficiency and character of the distribution of the ion em
sion current is influenced by the field strength in the ano
region of the discharge, creating a possibility for independ
optimization of the conditions for sustaining the dischar
and ion emission from the plasma.

When electrode3 was under a cathodic potential, ign
tion of the discharge was facilitated significantly, and t
cutoff pressure and ignition voltage of the discharge
creased~Fig. 3!. The emission current density was 1.5–
times higher than with a floating potential, but the charac
of its radial distribution remained unchanged. However,
results of the calculations and experiments show that
cathode layer hinders achievement of the optimal form of
emission plasma surface when a low-energy beam (;1 keV!
is generated. This leads to considerable losses of ions on
screen electrode and calls for an increase in the field inten
in the accelerating gap. Therefore, it is preferable to use
tems with a cathodic potential on the emitter, which hav
higher energy efficiency, in sources of ions of higher en
gies~tens of kiloelectron volts!. As for sources of low-energy
ion beams, as has already been noted above, here it is b
to use systems with a floating potential on the emitter,
which Dw is small.
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The results obtained in the present work make it poss
to obtain ion beams of large cross section over a broad ra
of energies and provide for significant improvement in t
parameters of glow-discharge sources of gas ions.

This work was carried out within an NIS-IPP proje
according to contracts Nos. 774233 and 857153 with
Brookhaven National Laboratory, U.S.A.
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Evaluation of the mechanical properties of multicomponent materials of stochastic
structure
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A new algorithm for simulating the mechanical behavior of a composite material of stochastic
structure is proposed. The use of a model material, which is composed according to the
parameters of the shape, size, and orientation distributions of the components in the real composite,
as a standard medium is proposed. A procedure is proposed for determining the bounds of
the interval of microvolume sizes in the model material which ensure that it is locally
representative. The possibility of preliminarily estimating these bounds from the parameters
of the distributions of geometric characteristics of the microvolumes, which does not require the
solution of a sequence of inverse problems, is demonstrated. ©1999 American Institute
of Physics.@S1063-7850~99!03006-2#
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One of the basic techniques in the mechanics of comp
ites is utilization of the concept of an effective medium. T
properties of the effective medium are specified as the p
erties of a standard material, which is most often eithe
reduced~homogeneous! material or a material with a regula
structure.1 In the former case there is no possibility for o
taining information on the distribution of microstresses, a
in the latter case it is impossible to take into account
concentration inhomogeneity and the chaotic character of
reinforcement, which are characteristic of many real comp
ites.

The use of a model material composed of a matrix r
domly filled by discrete inclusions as a standard materia
proposed. A geometric model of the structure is construc
using Neumann’s method from the parameters of the sh
size, and orientation distributions of the inclusions. This p
mits direct simulation of the features of the structure and
a consequence, the mechanical response of real compo
The macroscopic properties of the model material are
sumed to be effective and are determined by the method
stochastic mechanics from the distributions of loc
properties.2 The local mechanical properties are determin
by the response of microvolumes of the model materia
external loading. The problem of selecting the sizes of th
microvolumes which ensure that they are representativ
the local sense is considered. A three-phase model
composite3 is used to determine the parameters of the m
chanical response of a microvolume in a uniform field
external disturbances.

The problem posed is solved in a planar formulation
finite element analysis as applied to estimating the ela
properties of a fiber-filled composite when it is loaded tra
versely to the direction of the fibers. Figure 1a presents
model structure of such a material and its characteristics.
relative characteristic size of the fragment of the structure
the model material investigated isD/B550, and the volume
fraction of the inclusions equals 0.46. The dependence of
5011063-7850/99/25(6)/3/$15.00
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variances2 of the volume ratio between the components
L/B for a random sampling of fragments is presented in F
1b. It is seen that there is a characteristic range of microv
ume sizes (L0,L/B,L1), which corresponds to the regio
of the abrupt change in the character ofs2(L/B). The elastic
properties are characterized by the following values of
Lamé constants:l i /lm56 andm i /mm56.6 ~the subscripts
m and i label the matrix and the inclusions!. The calculation
scheme is shown in Fig. 1c. The conditions of ideal mecha
cal contact are satisfied on the interfaces between the c
ponents. The loading conditions simulate the case of unia
macroscopic stretching.

Figures 2a and 2b present the results of the applica
of the proposed scheme for determining elastic propertie
two randomly selected points in the model material in ca
of stretching in mutually orthogonal directions. The relati
sizeL/B of each fragment of the structure was varied in t
range 1.5. . . 7.5. The volume ratio between the compone
C was also determined for each fragment. A correlation
observed between the changes in the level of variation
the volume ratio of the components in the material and
levels of variation of the local effective elastic properties
the sizeL/B of the model fragment is varied. The resul
presented show that there are considerable differences
tween the mechanical responses of microvolumes co
sponding to different points in the model structure, which
not vanish as the size of the fragments increases. This
ports the claim in Ref. 1 that a faithful estimation of th
effective mechanical properties of a material requires the
of information on the distribution functions of its local prop
erties.

The dependence of the statistical parameters of the
tributions of the elastic properties and the volume ratios
the components in microvolumes of the model composite
their sizes in a randomly formed sampling was investigat
Figures 2c and 2d present plots of the distribution densi
ofthe relative elastic moduliE/Em andG/Gm for samplings
© 1999 American Institute of Physics
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FIG. 1. Parameters of the structure of a model material a
calculation scheme: a — structure of the model material; b —
dependence of the variances2 of the volume ratio between
the components of the model material on the size of the fr
ments; c — calculation scheme for determining the effectiv
parameters of a microvolume of the model material~1 —
effective medium,2 — inclusions,3 — matrix!.
n

x

e

the
el.
of microvolumes of various sizes (E andG are the effective
Young’s modulus and shear modulus of a microvolume, a
Em andGm are the corresponding moduli of the matrix!. A
three-parameter Weibull distribution was used to appro
d

i-

mate the distribution of the effective elastic moduli of th
microvolumes. The size of the samplings formed (N5300)
makes it possible to reliably estimate the parameters of
distributions for an assigned significance lev
-

ial

l-

es
FIG. 2. Calculation results: a — dependence of the
relative elastic characteristicsl i ( i 5x,y) for two
points (P, Q) of the model material on the microvol
ume size for stretching in orthogonal directions; b —
volume ratio between the components of the mater
(C) for two points (P, Q) within a microvolume as a
function of its size; c — distribution densities of the
relative Young’s modulus for samplings of microvo
umes of various size; d — distribution densities of the
relative shear modulus for samplings of microvolum
of various size.
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The plots of the distribution densities of the relative ela
tic moduli in Figs. 2c and 2d, like the data in Figs. 2a and
attest to the existence of a strong dependenceof the resu
the numerical estimation of the mechanical properties o
microvolume on its size. The plots presented allow us
state that the results obtained for different values of the r
tive size of the microvolumes become similar atL/B>3.0.
This bound of the similarity region of the plots of the dist
bution density of the relative elastic moduli (L/B>3.0) falls
in the same size interval (L0 ,L1) as does the region of th
abrupt change in the character ofs2(L/B) ~Fig. 1b!.

The results obtained allow us to draw the following co
clusions.

1. The use of a model material with a stochastic struct
as a standard permits estimation of the mechanical resp
of multicomponent materials with consideration of the ch
acteristic features of the real structure, as well as the lo
irregularities in the loading and straining parameters cau
by them.4

2. There is a minimum microvolume sizeL0 in the
model structure, which permits allowance for the influen
of its elements on the local mechanical response of the c
-
,
of
a
o
a-

-

e
se
-
al
d

e
-

posite. There is a maximum microvolume sizeL1, at which
locality of the estimates of the properties is lost. Microvo
umes whose size falls in the interval (L0 ,L1) can be re-
garded as locally representative. The results of the avera
of the mechanical responses of microvolumes of the s
indicated determine the local effective parameters of stat
the composite material.

3. A preliminary estimate of the bounds of the interval
microvolume sizes in a composite which ensure that it
locally representative can be obtained from the results o
analysis of the dependence of the variance of the volu
ratio between the components on a characteristic geom
parameter of the structure (L/B).
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