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Abstract—A series of numerical dynamical models for the LMC are constructed in order to fit the observed
rotational velocities and stellar velocity dispersions at various galactocentric distances. The models include
a three-dimensional spherical disk and nonevolving spherical components with various relative masses.
The two LMC rotation curves presented by Kim et al. (1998) and Sofue (2000), which differ strongly in
the inner region of the galaxy, are compared. The latter curve requires the presence of a massive dark bulge.
Models based on the rotation curve of Sofue (2000) cannot account for the observed velocity dispersion or
the presence of a long-lived bar in the galaxy. A model with no dark bulge is in good agreement with the
observations if we assume that the disk dominates over the halo in terms of the mass within the optical
radius (about 7 kpc). c© 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The results of recent studies suggest that the mor-
phology of the Large Magellanic Cloud is more com-
plex than previously believed. When observed in HI,
the galaxy appears more symmetrical than in op-
tical images and resembles a classical disk galaxy
[1]. The gaseous disk can be traced to a galacto-
centric distance of 7 kpc. Individual stars can be
distinguished to about the same distance. Rotation-
curve measurements based on HI and brightest-star
observations can be used to construct models for the
mass distribution in the galaxy. The photometric and
stellar-kinematic data, as well as the presence of a
bar, appreciably constrain the uncertainties in the free
parameters describing the radial dependences of the
mass density in the disk and halo.

At large distances from the center of the LMC, the
observed disk rotational velocities (as inferred from
both gas and stars) lie in the range 68–80 km/s, with
no sign of a velocity decrease with radius. Sofue’s [2]
reanalysis of the data of Kim et al. [1] led him to con-
struct an HI rotation curve with a significantly higher
rotational-velocity gradient in the central region (r �
2 kpc) than for the V K

gas rotation curve of Kim et al.
[1]. This discrepancy is due primarily to the different
choices of kinematic center in the two studies. To
explain the high gradient of the gas velocity in the
vicinity of his adopted center, Sofue [2] had to intro-
duce a dark bulge, which mainly affects motions at
r � 1 kpc. The second distinguishing feature of So-
fue’s [2] model is the short radial scale of the surface
density, equal to 1 kpc—significantly smaller than
the exponential scale length of L = 1.6 kpc usually
adopted for the LMC. No massive bulge is required
1063-7729/02/4603-0173$22.00 c©
to interpret the rotation curve reported by Kim et al.
[1]. To investigate whether or not the LMC has such
a dark, massive bulge, we constructed two series of
dynamical models for each of these rotation curves.
Our dynamical modeling was based on a numeri-
cal solution of the equations of motion for N self-
gravitating bodies, taking into account the external
potential.

The aim of the dynamical modeling was to obtain
constraints that would make it possible to choose be-
tween the rotation curves of Kim et al. [1] and Sofue
[2], and thereby test the possibility that the LMC has
a dark bulge. Our main conclusion is that the rotation
curve of Kim et al. [1] is in better agreement with the
collected observational data for the LMC and that no
significant amount of dark mass inside the LMC is
required.

2. DYNAMICAL MODELING

The observed rotation curve of the galaxy is con-
sistent with various radial density distributions in
the disk and spherical subsystems, so estimates of
the relative masses of these subsystems can vary
appreciably. This uncertainty can be reduced sig-
nificantly by requiring that the model rotational ve-
locities and stellar velocity dispersions both agree
with the observed values. Our analysis is based on
the assumption that the stellar velocity dispersion
ensures gravitational stability of the stellar disk in
the LMC. Therefore, when modeling the galaxy, we
initially specified an obviously unstable distribution
of the velocity dispersion in the stellar disk, which
attained a quasi-stationary level in the process of its
2002 MAIK “Nauka/Interperiodica”
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Fig. 1. (a) Disk, halo, bulge, and core contributions to the circular velocity of the galaxy (solid bold curve) and the radial
distributions of the observed and model velocities for models with (b) µ = 1.9 and L = 1.6 kpc (LMC1), (c) µ = 1.1 and
L = 1.6 kpc (LMC4), and (d) the maximum-disk model with µ = 0.8 and L = 1 kpc. Shown are the HI rotational velocities
(+), the stellar rotational velocities (�); large and small symbols correspond to data from [17] and [6], respectively), the observed
stellar velocity dispersion (◦), model estimates of the stellar rotational velocities (•), and model estimates of the stellar line-of-
sight velocity dispersion (�).
evolution. In this approach, under certain conditions,
the disk can develop a bar.

A detailed description of the dynamical stellar-disk
models and conditions for the numerical simulations
we applied can be found in [3]. The main feature of this
study is that we now compute the gravitational forces
between particles using the TREEcode algorithm [4]
instead of the particle–particle method, making it
possible to increase the number of particles N . The
comparison of models with the same initial conditions
and the same number of particles convinced us of the
good agreement between the results obtained using
the two different methods.

The LMC contains a significant amount of gas
(Mgas = 5.2× 108 M� within 8 kpc), which makes up
∼7% of the total mass [1]. However, in our modeling,
we do not distinguish between the gaseous and stellar
subsystems and assign both components to the disk.
The model consists of a disk with finite width and ra-
dius Rd = 4L (where L is the radial exponential disk
scale length) and a spherical subsystem. In general,
the spherical subsystem includes three components:
core, bulge, and halo. We fitted the volume density
distribution of the first two components by the King
law

�c, b =
(�0)c, b[

1 + (r/bc, b)2
]3/2

,

where the subscripts c and b refer to the core and
bulge, respectively. The masses in these subsystems
are contained only within some radius r ≤ (rc, b)max.
We approximated the density distribution in the halo
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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Fig. 2. Comparison of the observed and model parameters of the rotation curve V K
gas(r) for (a) the model with a massive halo

µ = 1.3 and (b) the maximum-disk model (µ = 0.74). Notation is the same as in Fig. 1.
by the quasi-isothermal law

�h =
�0h

1 + (r/a)2

characterized by two parameters: the scale length a
and central density �0h, or, alternatively, the mass
Mh within r ≤ R = 4L. The total relative mass of the
spherical components is µ = (Mh +Mb +Mc)/Md.
We assumed all nondisk components to be rigid, i.e.,
nonevolving. In our dynamical models, we used a
system of units in which the gravitational constant
G = 1, R = 1, and the disk mass Md = 1.

The results of the dynamical modeling include
the radial dependences of the circular rotational
velocity Vc, azimuthal velocity V of the disk ro-
tation, and line-of-sight velocity dispersion cs =√
c2ϕ sin2 i+ c2z cos2 i along the major axis of the

galaxy. The development of barlike features can be
identified via Fourier analysis of the surface density in
ϕ and ln r [5] coordinates. For the Fourier coefficients,
we have

A(m, p, t) =
1
N

N∑
j=1

exp
{
i
[
mϕj(t) + p ln rj(t)

]}
,

where rj and ϕj are the radial and azimuthal coor-
dinates of the jth particle, m is an integer, and the
parameter p characterizes the degree of twisting of the
spiral waves. We performed our computations with
m = 0, 1, 2, 3, 4, 5, 6, and various p values. The case
p = 0 corresponds to spoke-type perturbations. The
domination of perturbations with m = 2 and p = 0
indicates the presence of a bar. We also considered the
ASTRONOMY REPORTS Vol. 46 No. 3 2002
integrated amplitudes of the Fourier harmonics

Â(m) =

√√√√
15∑

p=−15

|A(m, p)|2.

The heating of an initially cool disk can involve
a substantial redistribution of mass, which slightly
changes the circular rotational velocity. This results
in a dependence (usually weak) of the radial velocity
dispersion cr(r) on the initial state of the system.
To avoid this, when constructing a marginally stable
equilibrium disk, we used an iterative procedure in
which we could chose a subcritical level for the initial
state. In the first iteration, we specified obviously
unstable initial distributions of the velocity dispersion
and disk thickness. We performed the next compu-
tation from an initial state intermediate between the
initial and final states (after several disk revolutions)
of the previous iteration, etc.

3. OBSERVATIONAL DATA

3.1. Mass Distribution in the Disk Component

We used the commonly accepted values for
the LMC’s distance (50.1 kpc) and inclination
(i = 33◦) [6].

The radial profiles of the disk surface brightness,
RR Lyrae stars, and carbon stars fit an exponential
law with L = 1.6 kpc well (see [7] and references
therein).
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Fig. 3. Time dependence of the integrated amplitudes of Fourier harmonics for various modes m in the model with V S
gas(r).

Waves with different azimuthal numbers dissipate after the disk heats (t � 10). The final state of the system is axisymmetric,
without the development of a long-lived bar. The inset shows contours of surface density in the disk plane σ(x, y) at t = 40,
which corresponds to 5 Gyr.
3.2. The Bar

An optical bar about 3.3 kpc in length stands out
in the central part of the LMC. A distinctive feature
of the central region of the LMC is the offset between
the bar and the kinematic center [8]. Note, however,
that the possible presence of a bar in the density
distribution of the LMC is still under debate [9].

The observational data seem to rule out active star
formation in the central region of the galaxy within the
last (2–4)×109 yr [10]. Holtzman [11] found most of
the stars to be older than 4 Gyr and concluded that
the fraction of old stars is higher in the bar region
than in the outer regions of the galaxy, independent
of the model adopted. We therefore assume that the
bar in the LMC is a stable structural feature: its age
is estimated to be 2–9 Gyr, based on various obser-
vational data [11–13]. It follows that, even if the bar
initially formed as the result of a tidal interaction or
some other mechanism, rather than the development
of a global bar-mode instability, the conditions in the
galaxy must allow the bar to persist for at least several
billion years.
3.3. Kinematics of Gas and Stars

Our dynamical models are based on the gas rota-
tion curves of Sofue [2] (V S

gas(r)) and Kim et al. [1]

(V K
gas(r)) (Figs. 1a, 2a, bold curves). Figures 1 and

2 also show the rotational velocities V� and velocity
dispersion cobs of the stellar subsystem. We adopted
a smoothed version of the gas rotation curve for the
circular rotation curve Vc(r).

The kimematics of the disk stars in the LMC have
been studied fairly thoroughly. Kunkel et al. [6] con-
structed a rotation curve for galactocentric distances
from 3–12 kpc based on data for 759 carbon stars.
We use this rotation curve, taking into account the
galaxy’s inclination i = 33◦ (Figs. 1, 2). The velocity
dispersion for these stars varies only slightly with the
radius and is equal to cobs = 12–16 km/s, which in
the opinion of Kunkel et al. [6] indicates a relatively
young age. In addition to these data, Figs. 1 and 2
show the radial dependences of the rotational velocity
and velocity dispersion of the disk stars obtained by
Alves and Nelson [7].
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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The center of mass (0, 0) is close to the center of the bar.
A kinematic analysis of more than five hundred
carbon stars [14] revealed, together with a younger
population with a velocity dispersion of about 8 km/s,
an old disk component with a velocity dispersion of
� 22 km/s. Zaritsky et al. [15] derived a velocity
dispersion of 18.4 ± 2.8 km/s based on data for 190
Vertical Red Clump stars. The kinematic data for
ASTRONOMY REPORTS Vol. 46 No. 3 2002
planetary nebula reported by Meatheringham et al.
[16] yield cobs = 19.1 ± 1 km/s, in agreement with
these results. An analysis of the motions of 975 car-
bon stars yielded a maximum circular rotational ve-
locity of � 80 km/s at a galactocentric distance of
3.4 kpc, and a line-of-sight velocity dispersion of cr =
28 ± 14 km/s for the disk component [17].
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Note that the radial dependence of the rotational
velocity and stellar velocity dispersion change some-
what if we displace the kinematic center, following
Sofue [2]. However, since the velocity dispersion cobs
depends only slightly on the radial distance, the ra-
dial profile of the velocity dispersion remains virtually
unchanged and appreciable changes in the stellar ro-
tation curve V� are possible only in the central region,
r � 1 kpc. It is for this reason, in particular, that the
kinematic parameters of stars near the center of the
LMC should be considered more trustworthy.

4. RESULTS OF DYNAMICAL MODELING
OF THE LMC

To elucidate the role of certain factors relating
the rotational velocity and stellar velocity dispersion,
we constructed more than 20 dynamical models with
various mass distributions and with N = 40–180 ×
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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103 disk particles. The table presents parameters for
some of these models. Varying the number of particles
enabled us to analyze the role of numerical effects
in the dynamical models. When constructing models
with the rotation curve V S

gas(r) [2], we used more
particles than when using the curve V K

gas(r), in order
to avoid numerical effects in the case of rapid rotation
in the central region [18]. Since Sofue [2] considered a
mass distribution that differs from the usually adopted
brightness distribution in order to explain the rotation
curve V S

gas (see Section 3), we constructed several
dynamical models with different radial disk scalesL =
1–1.6 kpc, treating it as a free parameter.

4.1. Dynamical models with the rotation curve V S
gas

Let us now consider the case of the rotation
curve V S

gas(r) with L = 1.6 kpc and a massive halo
(µ = 1.9). To explain the central maximum in the
rotation curve, the model includes a compact core
with bc/L = 0.035 in addition to the massive bulge
(Mb/Md = 0.23). Figure 1a shows the contributions
from various components to the circular rotational
velocity Vc(r), and Fig. 1b the distributions of the ob-
served quantities cobs, Vgas, V� and the corresponding
model quantities cs, Vc, and V . At the edge of the
galaxy, a steady state is attained at very low stellar-
velocity dispersions—the radial velocity dispersion is
cr = 10–14 km/s at r > 3L, which is comparable to
the gas-velocity dispersion. This model assumes a
substantial margin for stability: cs < cobs within the
galaxy, where cs and cobs are line-of-sight velocity
dispersions (see Section 2). The stellar rotational
velocity V in this model is comparable to the circular
velocity Vc and significantly exceeds the observed
stellar rotational velocities V� in the central region,
which is one drawback of the model. Increasing µ
worsens the discrepancy with the observed velocity
dispersion.

Moreover, models with high µ fail to develop any
long-lived bar, no matter what initial distribution of
stellar velocity dispersion is considered. The com-
bined effect of the two factors—the relatively massive
halo and the concentrated core—make the central bar
a short-lived feature that appears during the heating
of the system, as evidenced by the decrease of the am-
plitudes of all Fourier harmonics, including them = 2
mode, with time (Fig. 3). Even if the initial conditions
are specified to correspond to a very cool disk with a
small Toomre parameter QT < 1 throughout a large
interval of radial distances, the system still develops a
steady-state, axisymmetric density distribution after
violent heating and the formation of a barlike feature
at the initial stage (Fig. 3 shows contours of the
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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surface-mass density at the outer disk boundary after
∼ 12 orbital periods).

An alternative to the above model for the adopted
L value is a maximum disk model (MDM), where µ =
1.1 (LMC4 model in Fig. 1c). In this case, the velocity
dispersion cs at the edge of the disk is in agreement
with the observed distribution. However, the line-of-
sight velocity dispersion in the central region is cs �
40–50 km/s, in contradiction with the observations.
An initially cool disk can develop a bar, which, how-
ever, also proves to be a short-lived feature. Figure 4a
shows the time dependence of the amplitude A(m =
2, p) of the second harmonic. The presence of a bar
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Parameters of the dynamical models for the LMC

Model N Mn a Mb b rmax Mc b rmax µ

LMC2a 80000 1.3 0.66 1.3

LMC5 80000 0.74 1.07 0.74

LMC4 180000 0.9 1.26 0.18 0.074 0.20 0.041 0.0067 0.034 1.12

LMC1 180000 1.77 1.13 0.22 0.082 0.20 0.061 0.0092 0.039 2.05

LMC6 180000 0.71 1.98 0.071 0.070 0.32 0.53 0.0098 0.055 0.83
corresponds to p = 0. After it finally develops (t � 5–
6), the bar begins to be disrupted due to scattering in
the concentrated core. As a result, its lifetime is lim-
ited to ∼(2–3) × 109 yrs, which only slightly exceeds
the lower limit for the bar’s age based on an analysis
of its stellar content. The shorter lifetime of the bar
in the previous case (µ = 1.9) compared to the case
of µ = 1.1 must be due not only to the different halo
masses for the two models, but also to the fact that
the disk becomes thicker in the MDM case. There-
fore, a compact core with a radial scale length much
shorter than the inferred vertical disk scale length of
h �360 pc does not provide a rapid disruption of the
bar mode, and the dissipation process continues over
∼10 bar revolutions. The formation and subsequent
evolution of the bar are characterized by a low value
of the first harmonic m = 1, which is near the noise
level, implying that the bar center, kinematic center,
and center of mass are coincident.

Models with more concentrated disks (L = 1 kpc)
and the same rotation curve V S

gas show even poorer
agreement with the observed velocity dispersion;
nearly the entire disk has a large margin of stability,
whereas the opposite condition is satisfied at the very
center of the system: cobs < cs.

4.2. Dynamical Models with the Rotation Curve V K
gas

We now describe the results of dynamical model-
ing with the rotation curve V K

gas(r), whose interpreta-
tion requires neither a bulge nor a core.

In model LMC2a, with a massive halo (µ = 1.3),
the stellar velocity dispersions obey the condition
cs < cobs everywhere except at the very center, and
satisfactory agreement is achieved with the rotational
velocities of stars at r > 1.5L (Fig. 2a). Better agree-
ment can be achieved between the modeling results
and the observed velocity dispersion and rotational
velocity of stars in the MDM with µ = 0.7 (model
LMC5) for V K

gas(r) (Fig. 2b). This confirms the small
mass of the halo in the LMC reported by Zasov [19],
based on kinematic data for disk globular clusters and
the condition of marginal gravitational stability for the
disk.

Models with the rotation curve V K
gas(r) always de-

velop a bar if the initial disk is not too hot. Fig-
ure 5 shows the model surface-brightness distribu-
tion, which exhibits a long-lived bar (� 4 × 109 yr if
computed for the LMC). The presence of the bar is
indicated by the domination of the p = 0 harmonic in
the m = 2 mode. The angular rotational velocity of
the bar in this model is Ωbar = 23 km/(s kpc), which
corresponds to a corotation radius of Rc � 1.55 kpc.

One distinguishing feature of the development of
the bar structure in models with V K

gas(r) is the large
amplitude of the first mode m = 1 under certain con-
ditions, which remains important throughout the evo-
lution of the bar and characterizes the disruption of
the bar’s symmetry with respect to the center of the
galaxy. This latter property is in good agreement with
the observed offset between the kinematic center and
bar center. Figure 6 shows the temporal dynamics of
Fourier harmonics and surface-density contours in
the bar region, which demonstrate the offset of the
bar center relative to the kinematic center and the
center of mass of the system as a whole at the initial
stage, as a result of the development of perturbations
with the azimuthal number m = 1. Due to the rigid
halo in the dynamical model adopted here, this effect
diminishes with time (Fig. 5). Note that bars whose
centers are offset from the center of the galaxy as a
whole are not uncommon among late-type galaxies.
Numerical simulations show that this situation can
arise when a bar develops in an initially cool disk
where one-armed perturbations are subject to strong
gravitational instability. This can take place when the
mass of the disk is much greater than that of the halo
nearly throughout the disk. The dominant instability
of the m = 1 mode in the disk may be fairly typical of
both the linear and nonlinear stages of the evolution
of perturbations [18, 20].

The above discussion is illustrated in Fig. 7, which
shows the radial dependences of the mass within a
given radius for models LMC4 and LMC5. In the
case of the rotation curve V S

gas(r), the mass of the
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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disk dominates at 1.5 kpc ≤ r ≤ 6 kpc (Fig. 7a). In
the model based on the rotation curve V K

gas(r), most
of the mass of the galaxy can be concentrated in the
disk components at all radii (Fig. 7b). In this case, the
mass of the halo at r < 2L = 3.2 kpc is only 20% of
the mass of the disk; i.e., dark mass plays only a minor
role.

A model with a less massive halo (µ < 0.7) con-
sistent with Vgas beyond r > 4 kpc cannot be con-
structed using the isothermal halo model considered
here. However, if the observed increase of the Vgas
curve at the edge of the disk is due to tidal effects and
not to an increase of the circular velocity, the mass of
the halo may be even lower.

5. CONCLUSIONS

We now summarize the specific properties of
models with the rotation curve as derived by Sofue
(with a dark bulge) that make models with V K

gas(r)
(without a dark bulge) more consistent with the
observations. (1) Models with V S

gas(r) fail to explain
the observed radial dependence of the stellar velocities
in the inner part of the galaxy at r < 2L. (2) In these
models, either the bar mode does not develop or the
lifetime of the bar is insufficiently long. (3) In models
with massive bulges, the amplitude of the one-arm
mode m = 1 characterizing the asymmetry in the
mass distribution is very small (comparable to the
noise level) throughout the evolution of the system,
in contrast to models with V K

gas(r), where the m = 1
mode has a large amplitude during the development of
the bar and is exceeded only slightly by the amplitude
of the second mode throughout the evolution. This
provides a natural explanation for the observed offset
of the kinematic center of the LMC with respect to the
center of the bar, even without invoking tidal effects.
(4) To ensure disk stability, models with V S

gas(r)
require a line-of-sight stellar velocity dispersion of
> 40 km/s, which appreciably exceeds the observed
value cobs. Models with short radial disk scales L �
1 kpc are less consistent with the observed distri-
butions of the rotational velocity and stellar velocity
dispersion than are models with L = 1.6 kpc.

Thus, the rotation curve of Kim et al. [1] appears
to be preferable. Our results do not confirm the need
for a dark bulge in the LMC.

When the dynamical models constructed are ap-
plied to the maximum-disk model for the LMC, the
resulting halo mass within r < 4L = 6.4 kpc is about
70% of the mass of the disk component. The observed
velocity dispersion at the edge of the disk (cobs(r ≥
3) � 16–20 km/s) [6, 7, 17] implies that this region
ASTRONOMY REPORTS Vol. 46 No. 3 2002
possesses a margin of stability, even in the MDM
model. It is important that the dynamical models we
have constructed do not rule out the existence of a
more massive halo with µ � 1–2; however, in this
case, the velocity dispersion in the stellar disk must
be due to other factors than dynamical heating as a
result of gravitational instability.
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Abstract—The spatial structure of the metal-poor globular cluster M15 is studied as a function of
magnitude interval ∆B and the limiting B magnitude of star counts. Astrometric and photometric
measurements of two plates obtained with the 2-m reflector of the National Academy of Sciences of
Bulgaria were used. Analysis of the differential and integrated apparent (∆F (r) and F (r)) and spatial
(∆f(r) and f(r)) stellar density distributions in different∆B intervals and to different limiting magnitudes
reaching B = 21.5m indicates that the cluster structure changes systematically as we consider fainter
stars, beginning with the transition region between the subgiant branch and the main-sequence turnoff
in the (V,B − V ) diagram. This variation is manifest in two ways: a homological growth in the radii of
spatial zones of the cluster and of the cluster radius in accordance with a single law, and variations in the
stellar density, with the rate of increase in the number of faint stars growing toward the outer zones of the
cluster. Empirical relations describing these variations and parameters determining the cluster structure
are obtained. c© 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

This work continues our studies of the deep spatial
structure of a number of globular and open clusters
(M56 [1], M12 [2], NGC 6535 [3], NGC 6171 [4],
NGC 5466 [5], M92 [6], the Pleiades, Prasepe, and
Coma [7]) based on star counts, using the tech-
nique of Kholopov [8, 9]. We have already shown that
the structure of these objects changes systematically
with increasing limiting magnitude for cluster sub-
systems containing stars below the transition region
between the subgiant branch and the main-sequence
(MS) turnoff on the (V,B − V ) diagram. It is there-
fore of interest to apply the same technique to other
clusters with different parameters.
In the current paper, we analyze the spatial struc-

ture of the metal-poor globular cluster M15 (NGC
7078) (α2000.0 = 21h30.0m, δ2000.0 = +12◦10′, l =
65.02◦, b = −27.32◦, concentration class CC=IV,
[m/H] = −2.02) in different magnitude intervals and
to different limiting magnitudes for star counts.
M15’s strong metal deficiency, membership in the
Galactic halo population, old age, and collapsed core
make this cluster a very interesting object. Accord-
ingly, both its photometric and structural properties
have been comparatively well studied (see, e.g., [10–
16]). However, a complete comparative analysis of the
spatial structures of individual cluster subsystems to
deep limitingmagnitudes has not yet been carried out.
A detailed analysis of the distribution of stars located
near or below the MS turnoff can therefore provide
1063-7729/02/4603-0182$22.00 c©
additional information about the spatial structure of
the cluster.

2. DATA

We performed star counts on plate no. 1824 and
1846 taken in 1991 at the Ritchey–Chrétien focus
of the 2-m telescope (F = 16 m) of the National
Astronomical Observatory of Bulgaria in 1991. The
overall plate size was 30 × 30 cm, with a plate scale
of 12.89′′/mm, and an unvignetted field radius of
12 cm. The emulsion used was ZU21, with a GG 385
filter. The exposure, seeing, and limiting magnitude
for plate no. 1824 are t = 15 min, τ ≈ 1′′, and B =
19.25m, and the corresponding parameters for plate
no. 1846 are t = 120min, τ ≈ 1.5′′, and B = 21.5m.

3. COORDINATE MEASUREMENT AND
PHOTOMETRY OF PLATE STARS

We measured the Cartesian coordinates of
4963 stars down to B = 19.25m on plate no. 1824
within a circle of radius 9 cm centered on the cluster
center using the ASCORECORD measuring ma-
chine at the Institute of Astronomy of the Academy
of Sciences of Bulgaria, to an average accuracy of
±0.05 mm.
We measured the Cartesian coordinates and B

magnitudes of 21 374 stars down to B = 21.5m on
plate no. 1846 within a circle of the same radius
using the ASCOIRIS iris photometer at the National
2002 MAIK “Nauka/Interperiodica”
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Fig. 1. (a) B − Ri, (b) V, B − V , and (c)B − ln(∆fi/∆B) diagrams for the globular clusterM15 (Ri is in arcmin and∆fi in
mag/arcmin3).
Astronomical Observatory of Bulgaria. We used the
photographic calibration of Sandage [10]. The mea-
sured coordinates are accurate to ±0.05 mm; Table 1
gives the mean accuracy of the measured B mag-
nitudes as a function of distance r from the cluster
center for various ∆B intervals. We did not consider
the central region of the cluster, where star images
overlap and cannot be resolved.

4. DIFFERENTIAL AND INTEGRATED
DISTRIBUTIONS OF THE APPARENT AND

SPATIAL STELLAR DENSITY

We used the measurements for plate no. 1846 and
the technique of Kholopov [8, 9] (assuming spherical
symmetry) to compute the following apparent stellar
density distributions as a function of the distance r,
which we determined as the arithmetic mean of the
coordinates of all stars measured.
(a) Differential curves ∆F (r, ϕ,∆B), obtained

in eight 90-degree projected radial sectors of the
cluster. The sectors are rotated by 45◦ in azimuth
ϕ relative to each other, so they include stars in
different directions from the cluster center with
B magnitudes within the intervals B < 15.78m,
B = 15.78–16.68m , 16.68–17.68m , 17.68–18.68m ,
18.68–19.18m , 19.18–19.68m , 19.68–20.18m , 20.18–
20.68m, 20.68–21.18m , and 21.18–21.5m .
(b) Differential curves ∆F (r,∆B) averaged over

all directions from the cluster center and determined
for the same B-magnitude intervals.
(c) Integrated curves F (r,B) averaged over all

directions and including stars down to the limiting
magnitudes B = 16.68, 17.68, 18.68, 19.18, 19.68,
20.18, 20.68, 21.18, and 21.5m.
All ∆B intervals and limiting B magnitudes are

shown by straight lines in the (V,B − V ) diagram for
M15 (Fig. 1) adopted from [10]. Some ∆F (r,∆B)
curves are shown in Fig. 2. The vertical error bars
ASTRONOMY REPORTS Vol. 46 No. 3 2002
indicate the scatter in the data derived by assuming
a Poisson distribution of stars in each zone [9]. The
density F is in stars/arcmin2 and the radius r in
arcmin. None of the curves reaches the cluster center,
since the plate image of the center cannot be resolved
into individual stars.

We used our measurements of plate no. 1824 and
the same method to construct integrated F (r, ϕ,B)
and F (r,B) curves for all cluster stars down to
B < 19.25m. Figure 3 shows the F (r,B) curve using
the same units as in the previous case. This curve
is in satisfactory agreement with the corresponding
F (r,B) curve forB < 19.18m based on plate no. 1846
for r > 4′; the two curves show some systematic
differences at r < 4′, which are due to the higher
photometric errors in the central part of the cluster
on the second plate, where the higher background

Table 1. Average errors of B stellar photometry

∆B
r

2.0–3.5′ 3.5–4.5′ 4.5–18.0′

<15.78m ±0.3m ±0.10m ±0.10m

15.78–16.68 0.3 0.10 0.10

16.68–17.68 0.3 0.10 0.10

17.68–18.68 0.4 0.10 0.10

18.68–19.18 0.4 0.10 0.10

19.18–19.68 0.4 0.10 0.10

19.68–20.18 0.4 0.15 0.10

20.18–20.68 0.4 0.15 0.10

20.68–21.18 – 0.20 0.10

21.18–21.50 – – 0.20
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Fig. 2. Differential curves of the apparent and spatial stellar density in the globular cluster M15 for various B-magnitude
intervals. See text for units.
density makes it difficult to correct for it using the
Weaver method.
Figure 4 shows contours of the differential appar-

ent stellar density derived from ∆F (r, ϕ,∆B). The
contours (stars/arcmin2) increase in multiples of four
and correspond to the excess above the mean density
∆Fφ(ϕ,∆B) in the given direction (Figure 4 shows
the densities of field stars in square regions). A com-
parison of all the apparent stellar density contours
reveals systematic deviations from sphericity in the
cluster corona, primarily for subsystems of bright
stars. These deviations are associated with statistical
fluctuations due to the small number of stars in the
corona and they decrease with increasing B. We have
observed a similar pattern in various other clusters
[4, 5], as have other authors.

When computing the differential and integrated
stellar spatial distributions ∆f(r,∆B) and f(r,B),
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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Fig. 2. (Contd.)
we took the cluster radius Rc for each ∆F (r,∆B)
and F (r,B) curve to be the horizontal coordinate of
the intersection of this curve with the corresponding
mean apparent density of field stars ∆Fφ or Fφ. Ta-
ble 2 lists the radii (in arcmin) determined in this way
and averaged over all directions (Rc = R7). We de-
rived ∆f(r,∆B) and f(r,B) from the corresponding
∆F (r,∆B) and F (r,B) using the numerical tech-
nique of Kholopov [9] (a = 1, spherical symmetry).
NOMY REPORTS Vol. 46 No. 3 2002
Figures 2 and 3 show some of the ∆f(r,∆B) curves
(in stars/arcmin3).

5. ANALYSIS OF THE STELLAR DENSITY
DISTRIBUTIONS

5.1. Spatial Zones in the Cluster Structure

The ∆F , F , ∆f , and f curves can be used to
fairly confidently identify six spatial zones in the clus-
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Fig. 3. Integrated curves of the apparent and spatial stellar density distributions in M15 to limiting magnitude B = 19.25m ,
based on plate no. 1824. See text for the units.
ter such that the density gradient remains approx-
imately constant or varies only slightly within each
zone and changes rapidly at the boundary between
zones. These zones are listed below in order of in-
creasing distance from the cluster center, in accor-
dance with the terminology of Kholopov [9, 11].

Zone II. Inner core of radius R2. This is the region
with the fastest decrease of stellar density. The radius
inferred from the F and f curves for B < 19.25m

based on plate no. 1824 isR2 ≈ 2′, whereas the radius
inferred from the F and f curves for B < 19.18m

based on plate no. 1846 is R2 ≈ 3′. This discrepancy
is due to the poor agreement of the curves based on
the two different plates in the central region of the
ASTRONOMY REPORTS Vol. 46 No. 3 2002



SPATIAL STRUCTURE OF M15 187

 

0.15
±0.10

0.10
±0.06

0.07
±0.05

0.15
±0.14

0.11
±0.08

0.16
±0.11

0.16
±0.09

0.13
±0.08

 

1

 

′

 

N

W

 

B

 

 < 15.78

 

m

 

0
0.03
0.12
0.48
1.92
7.68
30.7

 

0

 

0.10
±0.07

0.10
±0.07

0.09
±0.05

0.11
±0.08

0.07
±0.06

0.12
±0.09

0.10
±0.07

0.08
±0.06

 

1

 

′

 

N

W

15.78

 

 – 

 

16.68

 

m

 

0
0.03
0.12
0.48
1.92
7.68
30.7

 

0

 

0.22
±0.15

0.19
±0.11

0.30
±0.20

0.22
±0.14

0.22
±0.20

0.15
±0.10

0.19
±0.11

0.26
±0.18

 

1

 

′

 

N

W

16.68

 

 – 

 

17.68

 

m

 

0
0.12
0.48
1.92
7.68
30.7

 

0

 

0.31
±0.23

0.29
±0.18

0.20
±0.18

0.33
±0.15

0.25
±0.23

0.27
±0.12

0.30
±0.22

0.40
±0.18

 

1

 

′

 

N

W

17.68

 

 – 

 

18.68

 

m

 

0
0.12
0.48
1.92
7.68
30.7

 

0

 

0.17
±0.12

0.22
±0.15

0.20
±0.16

0.14
±0.10

0.14
±0.10

0.12
±0.05

0.13
±0.07

0.09
±0.07

 

1

 

′

 

N

W

18.68

 

 – 

 

19.18

 

m

 

0
0.12
0.48
1.92
7.68
30.7

 

0

 

0.18
±0.07

0.38
±0.13

0.35
±0.20

0.22
±0.11

0.24
±0.15

0.26
±0.14

0.17
±0.10

0.20
±0.12

 

1

 

′

 

N

W

19.18

 

 – 

 

19.68

 

m

 

0
0.12
0.48
1.92
7.68
30.7

 

0

 
(‡)

Fig. 4. Contours of differential apparent stellar density in M15 normalized to the corresponding density of field stars. The
B-magnitude intervals, contour levels, field-star density and dispersion (within square regions), and the directions North and
West are indicated.
cluster, at r < 4′. We believe that the first R2 value is
closer to the real value. Moreover, Kholopov [11] also
gives R2 ≈ 2′ for bright-star subsystems to limiting
magnitudesmpg � 16.6m andmpg � 7.3m (see Fig. 5
below).

Zone III. Outer core region of radius R3, defined
as the boundary between the core and the corona.

Zone IV. Inner corona of radius R4, characterized
by a slow decrease in the stellar density.
ASTRONOMY REPORTS Vol. 46 No. 3 2002
Zones V and VI. Intermediate corona zones with
radii R5 and R6, with fairly slow decreases in density.

Zone VII. Outer corona of radius R7, which we
adopt as the cluster radius Rc.

In some cases, these last two zones are difficult or
impossible to identify for some stellar subsystems in
some directions, due to weak variation of the zone-to-
zone density gradient and fluctuations in the corona
region.



188 ˘ ˘
PEIKOV, KADIISKAYA
 

0.25
±0.11

0.22
±0.07

0.22
±0.18

0.35
±0.18

0.25
±0.20

0.28
±0.16

0.25
±0.13

0.25
±0.15

 

1

 

′

 

N

W

19.68 – 20.18

 

m

 

0
0.12
0.48
1.92
7.68
30.7

 

0

 

0.37
±0.13

0.30
±0.10

0.25
±0.18

0.35
±0.15

0.30
±0.10

0.40
±0.10

0.20
±0.12

0.17
±0.10

 

1

 

′

 

N

W

20.18 – 20.68

 

m

 

0
0.12
0.48
1.92
7.68
30.7

 

0

 

0.30
±0.10

0.40
±0.20

0.45
±0.15

0.40
±0.20

0.50
±0.10

0.40
±0.15

0.50
±0.20

0.55
±0.17

 

1

 

′

 

N

W

20.68 – 21.18

 

m

 

0
0.12
0.48
1.92
7.68

 

0

 

0.35
±0.10

0.30
±0.14

0.30
±0.14

0.40
±0.15

0.31
±0.08

0.25
±0.10

0.20
±0.10

0.25
±0.07

 

1

 

′

 

N

W

21.18 – 21.5

 

m

 

0
0.12
0.48
1.92
7.68

 

0

 
(b)

Fig. 4. (Contd.)
Since our density curves do not reach the cluster
center, it is impossible to identify the first central core
zone of radius R1. Kholopov [11] gives R1 = 0.5′,
derived for a subsystem of stars to limiting magnitude
mpg � 16.6m.

Table 2 gives the mean radii Ri (i is the zone
number) together with their standard deviations (in
arcmin). A colon indicates data that are uncertain due
to the smaller number of estimates used. Figure 5
compares radii the Ri for each zone with the corre-
sponding B limiting magnitudes for stars of the given
subsystem. The table gives the radii Ri (in arcmin
and pc), as well as the apparent B band magnitudes
and absolute magnitudes MB . We have adopted the
cluster distance rc, distance modulus ModappV , and
color excess EB−V from the catalog of Kukarkin [17].

5.2. Layered Structure of M15

Another interesting feature that we established by
analyzing ∆F and ∆f curves is that the densities
in the inner parts of most of the zones lie above the
mean-gradient curve, while the opposite is true at the
zone boundaries. This situation is manifest as steps
and waves in the curves in Fig. 2. The effect can
be seen most clearly near the cluster corona and is
gradually washed out in the transition toward fainter
B magnitudes (i.e., with an increase in the number
of stars). Kholopov [9] has also noted this same phe-
nomena in other clusters.

At the same time, the width of each zone ∆Ri =
Ri −Ri−1 (i = 3, ..., 7) remains approximately con-
stant or increases slightly toward outer zones (Fig. 5)
for each stellar subsystem. The only exceptions are
the first and second zones (R1,R2), whose widths are
almost half those of the other zones. This is due to the
fact that R1 is the only point defined as the location
where the outward density gradient df/dr abruptly
increases [9], whereas the other Ri are defined as
points where df/dr decreases. The central zone of
the core can therefore be considered to be only the
first half of the inner core zone, with the two halves
together making up the entire zone.

The above considerations lead us to suggest that,
in some sense, M15 possesses a layered structure in
which the individual layers correspond to the spatial
zones indicated above. Other clusters that we have
observed [1–6] exhibit similar structures.
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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Table 2. Radii of spatial zones in M15

B ∆B R2 R3 R4 R5 R6 R7

15.78m <15.78m 2.81′ ± 0.17′ 4.28′ ± 0.27′ 6.02′ ± 0.26′ 8.73′ ± 0.42′ 10.96′ ± 0.41′ 13.15′ ± 0.38′

16.68 15.78–16.68 2.98 ± 0.18 4.18 ± 0.28 6.14 ± 0.50 8.96 ± 0.25 11.47 ± 0.32 13.1:–

17.68 16.68–17.68 3.04 ± 0.09 4.30 ± 0.31 6.01 ± 0.72 8.07 ± 0.61 10.79 ± 0.62 13.4:–

18.68 17.68–18.68 3.29 ± 0.22 4.39 ± 0.28 5.99 ± 0.40 8.38 ± 0.32 10.99 ± 0.46 13.5:–

19.18 18.68–19.18 3.68 ± 0.30 4.96 ± 0.39 6.98 ± 0.49 8.95 ± 0.53 11.44 ± 0.48 13.58 ± 0.25

19.25 – 1.96 ± 0.24 3.93 ± 0.47 5.95 ± 0.50 8.39 ± 0.56 11.33 ± 0.49 13.6:–

19.68 19.18–19.68 3.64 ± 0.08 4.72 ± 0.40 6.76 ± 0.81 9.20 ± 0.59 11.54 ± 0.39 13.88 ± 0.44

20.18 19.68–20.18 3.66 ± 0.10 5.03 ± 0.35 7.54 ± 0.36 10.16 ± 0.68 12.77 ± 0.51 15.37 ± 0.49

20.68 20.18–20.68 3.86 ± 0.32 5.41 ± 0.26 7.90 ± 0.58 10.69 ± 0.45 12.94 ± 0.52 15.17 ± 0.45

21.18 20.68–21.18 4.1: – 5.71 ± 0.25 8.25 ± 0.47 11.04 ± 0.65 12.89 ± 0.60 15.61 ± 0.33

21.50 21.18–21.50 4.2: – 5.85 ± 0.25 7.93 ± 0.20 10.40 ± 0.35 13.28 ± 0.26 16.25 ± 0.55

Table 3. Structural parameters of M15

i r̃i ai bi B0i Blim,i

1 0.079 – – – –

2∗ 0.334∗ ± 0.035 – – – –

2 0.499 ± 0.043 0.281 ± 0.043 1.88 ± 0.86 6.69m ± 4.08 17.50m

3 0.696 ± 0.037 0.485 ± 0.050 4.62 ± 1.01 9.53 ± 3.06 18.35

4 1.0– 0.732 ± 0.075 7.40 ± 1.52 10.11± 3.11 18.35

5 1.418 ± 0.081 0.859 ± 0.085 7.51 ± 1.71 8.74 ± 2.86 18.65

6 1.759 ± 0.125 0.827 ± 0.072 4.39 ± 1.46 5.31 ± 2.23 18.65

7 2.045 ± 0.142 1.052 ± 0.090 6.44 ± 1.84 6.12 ± 2.27 18.70

A = 0.547 ± 0.042 B0 = 7.43m ± 0.92 Blim = 18.54m ± 0.26
∗ Asterisk indicates a value derived frommeasurements of plate no. 1824.
5.3. Dependence of the Cluster Radius and Zones
on Limiting Magnitude

The first manifestation of the systematic variation
of the spatial structure of M15 is an increase of the
radii of the zones and of the cluster itself Ri in the
transition toward fainter B magnitudes. It is evident
from Table 2 and Fig. 5 that, beginning withB = 14m

(the magnitude of the brightest cluster stars, shown
by the vertical dashed line in Fig. 5) and contin-
uing to B = B lim = 18.54m ± 0.26m, the zone radii
remain virtually constant (Ri(B) = const), while they
systematically increase at B > Blim. This increase is
stronger for the outer than for the inner layers. A com-
parison with the (V,B − V ) diagram (Fig. 1) shows
that the limiting magnitude Blim at which Ri(B) be-
gins to change corresponds to the transition region
ASTRONOMY REPORTS Vol. 46 No. 3 2002
between the subgiant branch and the MS turnoff, in
agreement with our earlier results [1–6].

Following our technique [1–6], we obtained a
least-squares fit to the systematic behavior of Ri(B)
as a function of B at B > Blim using the linear
relationship

Ri = aiB − bi = ai(B −B0i), i = 2, ..., 7,

where ai, bi, and B0i = bi/ai are constant for the
ith radius; we then computed the relative zone radii
r̃i = Ri(B)/R4(B) normalized toR4(B). Table 3 lists
ai, bi, B0i, and r̃i. The parameter r̃1 was derived from
the data of Kholopov [11], and the asterisk indicates
a value based on plate no. 1824. We found the lim-
iting B magnitudes to be approximately the same
within the quoted errors for all r̃i, r̃i(B) ≈ const. In
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Table 4.Differential and integrated stellar spatial density function near the boundaries of zones of M15

∆B ∆f2 ∆f3 ∆f4 ∆f5 ∆f6 ∆f7 ∆N (r > 4′)

14.00–15.78m 2.0 0.100 0.004 0.001 0.003 0 58

15.78–16.68 1.4 0.144 0.020 0.002 0 – 108

16.68–17.68 4.5 0.215 0.100 0.004 0 – 179

17.68–18.68 7.4 1.00 0.090 0.020 0 – 409

18.68–19.18 2.2 0.20 0.050 0.010 0.004 0 481

19.18–19.68 4.0 1.00 0.100 0.030 0.020 0 993

19.68–20.18 3.6 1.50 0.085 0.025 0.007 0 1742

20.18–20.68 – 0.93 0.20 0.050 0.020 0 2372

20.68–21.18 – 1.20 0.29 0.040 0.020 0 2685

21.18–21.50 – 0.53 0.20 0.050 0.020 0 2029

B f2 f3 f4 f5 f6 f7 N (r > 4′)

16.68m 3.2 0.230 0.017 0.005 0.005 0 166

17.68 6.7 0.470 0.090 0.015 0 – 345

18.68 15.0 1.40 0.160 0.020 0 – 754

19.18 25.0 2.00 0.290 0.080 0.015 0 1235

19.68 10.0 1.13 0.240 0.060 0.030 0 2228

20.18 19.0 1.50 0.320 0.080 0.013 0 3970

20.68 25.0 3.20 0.40 0.120 0.050 0 6342

21.18 – 4.20 0.65 0.170 0.070 0 9027

21.50 – 5.75 1.10 0.270 0.080 0 11056
other words, to a first approximation, the increase of
Ri(B) with B is homologous. As before [1–6], we
will refer to such a cluster as a homologous cluster.
The homologous structure of M15 may break down
somewhat in the last two zones (nos. 6, 7; Fig. 5) for
reasons that remain unclear.
Applying the least-squares technique to the ai and

bi from Table. 3, we can find the value of B0 for a
homologous cluster:

bi = B0ai, B0 = 7.43m ± 0.92m.

We obtain in absolute magnitudes (in accordance
with [17])MB0 = −7.88m.
We also derived the following empirical relation

based on the data in Table 3:

ai = Ar̃i,

where A = const. Table 3 gives the least-squares-fit
value of the parameter A.
Finally, we derive a single relation for the size of

the homologous cluster structure:

R = Ar̃(B −B0), B > Blim
for arbitrary B and arbitrary relative distance r̃ from
the center of the system. It remains unclear to what
limiting magnitudes this relation can be extrapolated.

5.4. Dependence of the Spatial Stellar Density near
the Zone Boundaries on Limiting B Magnitude

This is the second manifestation of the variation
of the spatial structure of the cluster as a function
of B magnitude. We determined the corresponding
f(Ri(B), B) and ∆f(Ri(B),∆B) (or equivalently
f(r̃i, B), ∆(r̃i,∆B)) near the boundaries of the spa-
tial zones (in stars/arcmin3) for all limiting B mag-
nitudes and ∆ intervals based on the data for Ri(B)
and the f and ∆f curves; the results are presented in
Table 4. We also list the numbers of stars N(B) and
∆N(∆B) in the cluster and its subsystems for r > 4′,
which are statistically free of contamination by field
stars. Figure 6 shows the ln[∆f(Ri(B),∆B)/∆B]
dependences, i = 2, ..., 7 for the corresponding zones,
as well as ln[∆N(∆B)/∆B] (with f in stars/arcmin3

and stars/pc3).
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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Fig. 5. Dependence of the zone radii for M15 on limiting
magnitude. The zone number i = 2–7 is indicated.

The function f(Ri(B), B) can be considered the
integrated luminosity function of M15, and
∆f(Ri(B),∆B) the differential luminosity function
as a function of relative distance from the cluster
center r̃, which is statistically free of the effects
of field stars and of the projection of outer regions
of the cluster onto inner ones. A comparison of
the ln(∆f/∆B) histograms in Fig. 6 shows that
here, too, we can see a systematic change in the
cluster structure at B > Blim. The mean logarithmic

slopes
∂

∂B

(
ln

∆f(Ri(B),∆B)
∆B

)
at B < Blim are

approximately constant for the different zones (i.e.
for different r̃i), whereas at B > Blim they increase
systematically toward outer cluster zones. We con-
clude that the rate of increase in the number of faint
stars near and below the MS turnoff is lowest in the
cluster core and highest in the cluster corona. This
means that faint stars are less concentrated toward
the center of M15. Moreover, atB > Blim, the cluster
luminosity function itself depends on distance from
the center.

6. RESULTS AND DISCUSSION

The principal manifestations of the systematic
variation of the spatial structure of M15 as a function
of limiting magnitude are illustrated in Fig. 1. We
can see that the spatial structure of the cluster
remains nearly constant above the transition region
between the subgiant branch and MS turnoff, but
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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Fig. 6. Magnitude dependence of the total number of
stars in M15 and of the differential stellar density at the
boundary of each zone at r > 4′. The zone number i =
2–6 is indicated. (The left and right scales give ∆fi in
stars/arcmin3 and stars/pc3, respectively.)

changes systematically below this region. The radii
of zones and of the cluster as a whole increase in
accordance with a single law, as does the stellar
density distribution in the cluster. These results are
similar to those obtained earlier for other clusters
[1–6].
The absence of systematic variations of the cluster

structure for B < B lim is due to observational se-
lection effects: we cannot observe stars with lower
masses, which were located far above the present-
day turnoff point when they lay on the ZAMS and
have now evolved into the domain of white dwarfs and
neutron stars. The cluster stars that are now observed
above the MS turnoff have masses approximately
equal to those of stars located near the turnoff point
(i.e., their progenitors) and therefore maintain their
spatial distribution. This is why the cluster displays
no structural changes at B < Blim.
Following our ideas expressed in [1–6], we sug-

gest that the change in the structure of M15 observed
at B > Blim is due to changes in the mean masses
of stars located near or below the MS turnoff point
on the (V,B − V ) diagram, in accordance with the
mass–luminosity relation.
As in our earlier studies, we consider the observed

systematic change of the cluster structure to have its
origin in processes occurring during the formation of
the cluster from the interstellar medium, not in the
cluster’s subsequent dynamic evolution due to stellar
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encounters and dissipation. Support for this view can
be found in King’s formula for the cluster relaxation
time

τ = 0.35
√
NR

3
/mG/ ln(N/2),

which yields for M15 τ ≈ 40.109 yr (for the mean
mass of a cluster star m, total cluster mass Mc, and
half-mass radius R from [18]), which exceeds the age
of the cluster. In addition, the structural change is
especially prominent in the corona rather than the
cluster core, where the effects of dynamic evolution
are minimal. We suggest that, after the formation of
the cluster, its subsequent dynamic evolution tends
to disrupt rather than create the observed structural
changes.
In view of all the above considerations, we suggest

that, physically, the parameter B0 (and, accordingly,
MB0 , the magnitude at which the radii of the zones
and of the cluster would become zero if the Ri(B)
relation were extrapolated to B < Blim, see above)
represents the magnitude of the brightest stars of the
cluster immediately after its formation. We also note
in conclusion that the structural changes studied in
this and our earlier papers are observed in clusters
with different parameters and so must represent com-
mon behavior for most of these objects.
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Abstract—This Catalog of Star-Forming Regions in the Galaxy contains coordinates and fluxes of young
objects in the radio and infrared, as well as data on the radial velocities of recombination and molecular
lines, for more than three thousand star-forming regions. In addition to photometric and kinematic data,
we present information on diffuse and reflecting nebulae, dark and molecular clouds, and other objects
related to young stars. The catalog consists of two parts. The main catalog lists star-forming regions
in order of Galactic longitude and is supplemented by analogous information for star-forming regions in
complexes of dark clouds with large angular sizes that are closest to the Sun. The main catalog is located at
www.strasbg.-u.fr/pub/cats. In our preliminary study of the catalog data using a formal classification of the
star-forming regions, we subdivided these objects into several classes and characterized them as being pop-
ulated primarily by massive or low-mass stars at early or late stages of the star-formation process. We also
distinguish between relatively nearby and distant complexes. c© 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Studies of star-forming regions (SFRs) began
with the discovery of compact H II regions in the late
1960s [1, 2], received a strong push from the IRAS in-
frared survey [3], and made further progress thanks to
improvements in observations of interstellar masers
[4]. In SFRs, we observe young stars, protostars,
and related objects and phenomena. These include
H II regions, IR sources with negative spectral in-
dices (S ∼ να), pre-main-sequence stars with IR ex-
cesses, non-stellar maser sources, reflecting nebulae
in complexes of dark clouds, Herbig–Haro objects,
and hot spots in molecular clouds. A SFR can include
objects of any combination of these types. There is
extensive literature on SFRs. In addition to multi-
faceted and detailed studies of individual SFRs, many
surveys of the Galactic plane in the optical, infrared,
submillimeter, millimeter, and radio have been pub-
lished. However, no master list of such regions with
their principal observational characteristics has been
compiled.

The “Catalog of Star-Forming Regions in the
Galaxy” described here (hereafter, simply “the cata-
log”) is a list of Galactic SFRs along with a com-
pilation of observational data on young objects in
SFRs extracted from scientific journals and other
catalogs. The catalog contains about 3300 SFRs and
candidate SFRs, which include about 4000 IRAS
sources, 500 hydroxyl masers, 700 water masers,
and 700 methanol masers. The catalog also presents
SFRs in dark-cloud complexes closest to the Sun,
where stars of low and intermediate masses are pri-
marily formed. It is difficult to evaluate the catalog’s
1063-7729/02/4603-0193$22.00 c©
completeness, and we can only note that nearly all
large surveys in the radio, infrared, submillimeter,
and millimeter published by 1998 were included. This
level of completeness was not achieved for individual
SFRs.

Section 2 presents the contents of the catalog and
describes its structure and format. Section 3 dis-
cusses techniques used to include observational data
in the catalog and some criteria for the identification
of individual sources and their assignment to SFRs.
Section 4 presents a formal classification of the cata-
log objects and our preliminary conclusions about the
physical nature of the resulting classes.

2. DESCRIPTION OF THE CATALOG

The catalog contains the following observational
data: (a) photometric and kinematic characteristics
of SFRs in the radio and infrared, (b) principal data
on optical and dark nebulae and molecular clouds
related to SFRs (coordinates, sizes, velocities), and
(c) radiation fluxes and radial velocities of nonstellar
maser sources (OH, H2O,methanol (CH3OH), etc.).
The photometric data include continuum radio fluxes
from H II regions formed by massive stars, stellar
winds, or accretion shock waves in low-mass stars,
as well as IR fluxes from the dust components of
cocoons and disk structures around young stars or
the dense cores of molecular clouds heated by these
stars. The kinematic data include the radial velocities
of recombination lines in H II regions and of numer-
ous interstellar molecular lines in circumstellar disks
and progenitor clouds.
2002 MAIK “Nauka/Interperiodica”
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The catalog consists of the main catalog, a sup-
plement, and appendices. The supplement presents
information similar to that of the main catalog for
SFRs in dust–cloud complexes closest to the Sun,
covering many degrees on the sky. The appendices
include references, a short list of sources, and a table
of source names and positions. The volume of the
catalog exceeds 13 Mbytes.

2.1. Main Catalog

The main catalog is available at www.strasbg.-
u.fr/pub/cats; a fragment is shown in Table 1. All
SFRs and their subsystems are ordered according
to increasing Galactic longitude. The first column
gives the source’s Galactic coordinates, treated as an
“lb-name” of the source. The second column con-
tains the Galactic coordinates of SFR subsystems
and sources at all wavelengths. The third column
gives a code for the type of data: D—data on dark
nebulae and globules; O—optical data; R—radio data
for continuum fluxes and velocities of recombination
lines; IR—infrared data; M—data on molecular lines,
including maser sources. The fourth column presents
the source name corresponding to the given type of
data (O, R, IR, D); for M data, the name of the
molecule is also indicated. The fifth column contains
the source designation in the original reference or
the object type; a morphological description, such as
‘ridge’ ‘core’, ‘halo’, ‘envelope’, ‘cloud’, or ‘globule’,
or a comment, such as ‘diff. emission’, ‘peak’, or
‘outflow’, may appear here. For ultracompact H II
regions, the R data may give the morphological class
of the H II region: 〈CH〉 (core–halo), 〈SH〉 (shell),
〈I〉 (irregular), 〈SP 〉 (spherical), 〈C〉 (cometary), 〈U〉
(unresolved), 〈MP 〉 (multiple peaks), 〈AL〉 (arch-
like), 〈P 〉 (partially extended), 〈D〉 (double peak),
〈G〉 (Gaussian). For IRAS sources associated with
low-mass stars, the evolutionary type of the young
object according to [5, 6] may be given: 〈0〉 (class 0),
〈1〉 (class 1), 〈2〉 (class 2), 〈3〉 (class 3). The sixth
and seventh columns contain the right ascension and
declination (1950.0). The eighth column presents the
frequency in GHz for R and M data and the wave-
length in µm for IR and O data. The ninth column
presents the flux density in Jy for R and IR data;
for masers, it gives the peak flux density in Jy or,
if a square bracket “[” precedes the flux value, the
integrated flux in Jy km s−1. The tenth and eleventh
columns give the size of the source or/and of the
beam; the latter case is indicated by an asterisk af-
ter the unit of measurement. The twelfth column
presents the central radial velocities of lines Vc rel-
ative to the local standard of rest (LSR, with the
Sun’s velocity towards the apex being 20 km/s) and
the line widths in km/s. If several radial velocities
are observed, they are separated by commas. The
line widths follow the corresponding velocities and
are separated from them by semicolons. If multiple
overlapping velocities are observed, lower and upper
limits for the velocity ranges are given, separated by
a forward slash. The thirteenth column gives a bibli-
ographic reference code. Galactic-center sources are
presented at the end of the catalog, separate from the
general list of SFRs.

The vast majority of sources have a small num-
ber of observations. For example, for more than a
thousand SFRs, the observations are summarized in
only five rows, four of them usually corresponding
to the four IRAS bands. In the course of further
detailed studies, it may become possible to merge
many of these SFRs with one another or with other
SFRs. More than ten rows are given for more than
1200 SFRs. For 80 SFRs, the number of rows ex-
ceeds 100, and for 12 SFRs, it exceeds 400. Well-
studied extended SFRs show hierarchical structure:
they consist of several subsystems that may consist
of smaller subsystems, and so forth.

2.2. Supplement
Data on SFRs in extended cloud complexes clos-

est to the Sun are presented in the supplement, which
consists of 17 files with a format similar to that of
the main catalog. The same complexes also appear in
the main catalog, but only under the names of their
principal components.

The supplement includes 15 extended cloud com-
plexes within 1000 pc of the Sun: (1) the Canis Major
complex, (2) the Cepheus complex (Cepheus Flare),
(3) the Chamaeleon complex, and (4) the Coalsack,
(5) the Corona Australis complex, (6) the Gum Neb-
ula, (7) the Lupus complex, (8) the Norma cloud,
(9) the Ophiuchus complex, (10) the Orion complex,
(11) the Perseus complex, (12) the Serpens cloud,
(13) the Taurus and Auriga complex, and (14) the
Vela complex.

2.3. Bibliography
The bibliographic reference code is a five-digit

number, with the first two figures corresponding to
the year of publication of the original reference and the
last three being the number attributed to that paper.
The bibliography includes about 5800 references.

2.4. Table of Source Names and Positions
The table of source names and positions is a list

of commonly used names of individual sources in the
SFRs (in the optical, radio, and IR) in alphabetical
order, with the Galactic coordinates of the corre-
sponding SFR indicated. In addition to the names
and positions in the first two columns of the file, the
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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Table 1. Fragment of the Catalog

lb-name lb (source) Type Name Label RA(1950) DEC(1950) ν or λ Fν or Fλ Siz

1 2 3 4 5 6 7 8 9 10

000.00+0.19 O RCW138 17 41 42 −28 49 00 0.6563 8

0.02 +0.13 O S17 17 42 00 −28 50 00 0.6562 8

O 17 42 00 −28 50 00 0.6563

359.98+0.15 R S8 17 41 49.7 −28 50 40 4.750 0.420E+0 2.9

R S8 17 41 51.5 −28 50 57 10.700 0.650E+0 2.2

R S8 17 41 49.7 −28 50 40 4.750 0.340E+0

R S8 17 41 51.5 −28 50 57 10.700 0.150E+0

0.01 +0.14 IR FIR26 17 41 54 −28 50 12 69 0.800E+3

359.971+0.170 IR 17417–2851 17 41 44.26 −28 50 53.1 100 0.250E+4 〈T 〉

IR 17417–2851 17 41 44.26 −28 50 53.1 60 0.658E+3 〈T 〉

IR 17417–2851 17 41 44.26 −28 50 53.1 25 0.860E+1 〈T 〉

IR 17417–2851 17 41 44.26 −28 50 53.1 12 0.230E+1 〈T 〉

359.971+0.170 IR 17417–2851 17 41 42.9 −28 51 07 100 0.177E+4

IR 17417–2851 17 41 42.9 −28 51 07 60 0.671E+3

IR 17417–2851 17 41 42.9 −28 51 07 25 0.538E+2

IR 17417–2851 17 41 42.9 −28 51 07 12 0.107E+2

M CS 17 41 42.9 −28 51 07 97.981

M NH3 17 41 42.9 −28 51 06.9 23.694

M NH3 17 41 42.9 −28 51 06.9 23.723

359.977+0.168 M H2O–E 17 41 44.11 −28 50 50.8 22.2 I 0.930E+0
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1.5 ′∗ 86012

1.0 ′∗ 86012

1.0 ′∗ 86012

7 ′′∗ +15.5,+14/+18 98003

5 ′′∗ +14.5 89009

A
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T
R
O
N
O
M
Y
R
E
P
O
R
T
S

V
ol.46

N
o.3

2002
Table 1. (Contd.)

1 2 3 4 5 6 7 8 9

359.975+0.172 IR IRS 17 41 44.2 −28 50 54 4.8 0.965E+0

IR IRS 17 41 44.2 −28 50 54 3.5 0.248E+0

IR IRS 17 41 44.2 −28 50 54 2.2 0.205E−1

IR IRS 17 41 44.2 −28 50 54 1.65 0.155E−2

000.00−0.18 R S25 17 43 08.5 −29 00 36 10.700 0.320E+0

R S25 17 43 08.5 −29 00 36 10.700 0.150E+0

359.996−0.168 IR 17430–2900 17 43 05.3 −29 00 30 100 < 0.254E+4

IR 17430–2900 17 43 05.3 −29 00 30 60 0.555E+3

IR 17430–2900 17 43 05.3 −29 00 30 25 0.118E+3

IR 17430–2900 17 43 05.3 −29 00 30 12 0.835E+1

000.01−0.55 O S18 17 44 36 −29 12 00 0.6563

O 17 44 36 −29 12 00 0.6563

0.05−0.54 R 17 44 39 −29 09 18 22.2 0.330E + 1

M CO 17 44 09 −29 12 00 115.27

359.970−0.458 R 17 44 09.22 −29 10 57.7 22 < 0.500E−1

359.970−0.459 IR 17441–2910 17 44 09.6 −29 10 58 100 0.369E+4

IR 17441–2910 17 44 09.6 −29 10 58 60 0.174E+4

IR 17441–2910 17 44 09.6 −29 10 58 25 0.228E+3

IR 17441–2910 17 44 09.6 −29 10 58 12 0.275E+2

359.970−0.457 M OH–E 17 44 09.13 −29 10 56.5 1.665 0.104E+2

M OH–E 17 44 09.2 −29 10 57 1.7 0.130E+2
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third column indicates whether the SFR is contained
in the main catalog (I) or the supplement (II). In
addition to the bibliographic data for the original
catalog, the list of references in the table of source
names and positions includes the following catalogs
and surveys: BBW—Galactic emission and reflec-
tion nebulae [7], BHR—southern Bok globules [8],
CB—small, optically selected molecular clouds [9],
CTB—1400MHzH II regions [10],DG—reflection
nebulae in the Palomar Sky Survey [11], DR—
Cygnus X region [12], DWB—optically visible H II
regions [13], FIRSSE—far-infrared sky survey [14],
G—survey of southern H II regions [15], GGD—
new Herbig–Haro objects [16], GL—dark nebulae
and globules for Galactic longitudes 240◦–360◦ [17],
GM—new and interesting nebulae [18], GY—
new objects resembling Herbig–Haro objects [19],
HFE—100-micron survey of the Galactic plane [20],
IC—2000.0 NGC catalog [21], KR—21-cm survey
of the Galactic plane between L = 93◦ and L = 162◦
[22], L—dark nebulae [23], LkHA—members and
candidate members of the group of Herbig Ae/Be
(HAEBE) stars [24], MWC—Mt. Wilson catalog
[24], NGC—2000.0 NGC catalog [21], RAFGL—
revised catalog of the AFGL IR sky survey [25],
RWC—Hα regions in the southern Milky Way [26],
RNO—red and nebulous objects in dark clouds
[27], S—H II regions [28], Sa—southern dark dust
clouds [29, 30], SG—nebulae [31],VBH—reflecting
nebulae [32], VDB—reflecting nebulae [33], W—
radio survey [34].

2.5. Short List of Sources
The short list of SFRs lists all objects in the main

catalog according to their lb names, together with
other traditional names of the sources and a list of
data types for the SFRs (Table 2). The data types are
indicated by numbers: an absence of data for a given
type is indicated by a 0, while the presence of data is
indicated by a 1 for O data, a 2 for R data, a 3 for IR
data, a 4 for M data, and a 5 for D data.

3. DISCUSSION OF THE METHODS
3.1. Determinations of Boundaries

of Star-Formation Regions
The natural boundaries of a SFR are the edges of

its parent molecular cloud or cloud complex. How-
ever, the clouds of only a small number of nearby
SFRs have been mapped. For most SFRs, only the
velocities of molecular clouds toward associated radio
or IR sources are known. Thus, additional criteria
are needed to know whether to ascribe sources to
a particular SFR. We adopt closeness of the coor-
dinates and/or radial velocities of the objects under
consideration as our primary criteria.
ASTRONOMY REPORTS Vol. 46 No. 3 2002
Table 2. Short list of SFRs

No. lb name Data types Name

1 000.00+0.19 01234 RCW138

2 000.00−0.18 00230

3 000.01−0.55 01234 S18

4 000.06−0.20 00030 FIR16

5 000.06−0.31 00200

6 000.10−0.17 00234

7 000.13−0.55 01234 S19, RCW140

8 000.17+0.15 00200

9 000.18−0.19 00030 FIR37

10 000.22−0.16 00030 FIR17

11 000.28−0.46 00234

12 000.30−0.36 00200

13 000.33−0.19 01234 S20, RCW141

14 000.35−0.28 00200

15 000.35−0.82 00230

16 000.39−0.54 00234

17 000.39−0.42 00200

18 000.47−0.35 00200

19 000.50+0.17 00234

20 000.52+0.18 00234

21 000.53+0.27 00200

22 000.56−0.38 00200

23 000.57−0.63 00234

24 000.59−0.22 00200

25 000.59−0.50 00234

26 000.59−0.86 01234 S21

27 000.65+0.63 00230

28 000.76+0.16 00200

In the case of distant regions of the inner part
of the Galaxy, it is often difficult to judge if similar
coordinates and velocities really correspond to spatial
proximity, due to ambiguity in distance determina-
tions. Such sources were usually taken to be indepen-
dent. In the absence of radial-velocity measurements,
sources can be considered to be genetically related
only if their positions in various spectral ranges are
very close (comparable to the sizes of the sources
themselves) or coincident. Checks for common origin
should be repeated each time new observations be-
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come available for such sources. For this reason, the
total number of SFRs in the catalog has only formal
significance, and no doubt will be revised as more
observations become available.

3.2. Positions and Sizes of Sources
As a rule, we adopted the positions and sizes of

sources from the original references. We redetermined
the coordinates and sizes using the images in the
original papers only in rare cases. We also performed
similar estimates based on available images to deter-
mine the sizes of molecular clouds (outflows).

3.3. Sources in the Near Infrared
The spectral flux density is always expressed in

Jansky. However, the fluxes of most IR sources at
0.9–20 µm are traditionally expressed in magni-
tudes. Calibration data are needed to transform these
into the corresponding flux densities in Jansky. We
adopted the following rule for this conversion: if the
original paper contains no reference to the calibration
used, we applied the calibration of Wilson et al. [35]
for data published prior to 1983 and that of Koornneef
for later publications [36].

3.4. Maser Sources
Surveys of maser sources with ordinary radio tele-

scopes (with beam widths of about 1′ or more) have
low positional accuracy, and the velocity ranges for
some masers reaches tens or even hundreds of km/s
or more. VLA observations of masers with arcsecond
resolution reveal multiple maser spots at the positions
of known sources, as a rule, scattered around ultra-
compact H II regions or IRAS sources. Each spot
is observed within a narrow range of radial veloci-
ties. The spatial distributions of maser spots are very
nonuniform, and usually groups or clusters of spots
can be distinguished. For most well-studied OH,
H2O, and CH3OH masers, the mean sizes of these
groups is less than 1′′ [37, 38]. Forster et al. [36] and
Caswell et al. [37] suggested that each maser group
was connected with a single ultracompact H II re-
gion or massive protostar. Often, several such groups
are observed around IRAS sources, indicating, as
do groups of ultracompact H II regions, a forming
star cluster or association. Accordingly, each group of
maser spots can be considered an individual forming
protostar, i.e., a separate source with the Galactic
coordinates given in Column 2. However, since VLA
observations have not been acquired for all known
maser sources, and the identification of clusters of
spots is a somewhat arbitrary process, the catalog
considers clusters of maser spots to be individual
groups only when their coordinates are separated
from those of other spots by more than 5′′–10′′.
4. PRELIMINARY ANALYSIS

4.1. Two Types of Star-Forming Regions

One common feature of all young stars is violent
atmospheric activity, which is revealed, on the one
hand, by the ejection of matter in the form of wind,
jets, etc., and the interactions of these outflows with
the ambient medium, and, on the other hand, by the
accretion ofmatter. One of themost remarkableman-
ifestations of interactions are molecular outflows, vis-
ible in the optical as bipolar nebulae [39–42], which
are observed near young stars of all nascent masses.
At the same time, other observational characteristics
differ considerably for young stars with high and low
masses.

Larson [43] found a correlation between the mass
of the parent cloud and the mass of the most massive
star born in the cloud. Massive stars are mainly
formed in giant molecular clouds in the spiral arms
of the Galaxy. The high luminosity of these stars
makes them observable in most parts of the Galaxy.
Due to their low luminosities, intermediate- and
low-mass young stars are visible predominately near
the Sun, in small compact clouds outside the main
spiral arms. For most SFRs, either data on massive
stars or on intermediate/low-mass stars dominate.
The main difference in the observational manifesta-
tions of these two types of star formation is associated
with the fact that massive stars are formed very
rapidly, and this process is essentially invisible in the
optical, since the stars evolve to the main sequence
before they emerge from their dust cocoons [44, 45],
whereas intermediate- and low-mass stars become
visible in the optical long before they reach the main
sequence [5].

Massive, young stars are observed as compact,
bright IR sources, with their maximum radiation at
100 µm, and also as ultracompact H II regions. An
undetectable or low level of radio flux is usually as-
sociated with the formation of massive stars prior to
the main sequence [46]. In the optically thick dust
cocoon surrounding a massive protostar, all the UV
radiation is reemitted in the IR flux [46]. Inside the
cocoon, the star ejects a strong stellar wind at ve-
locity up to several thousand km/s, forming a cavity
inside the cocoon. The star ionizes the cavity, which
is observed as an ultracompact H II region with a
characteristic size of 1017 cm [44]. The morphological
types of such regions [44] are presented in the catalog,
in accordance with the original references [46–48].
The molecular flows around massive stars are poorly
collimated, but their energy is much higher than that
of the strongly collimated flows around low-mass
stars [49]. The catalog also indicates observations of
molecular flows. The stage with an ultracompact H II
region inside a cocoon lasts approximately 105 yr.
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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Fig. 1. (a) Distribution of SFRs in the Galaxy (sample A). (b) Distribution of IRAS sources in dark-cloud complexes closest
to the Sun and in globules.
Wood and Churchwell [44] suggest that massive stars
spend some 20% of their lifetime on the main se-
quence inside cocoons.

Massive young objects are often associated with
OH, H2O, and methanol (CH3OH) maser sources.
Due to their high luminosity, water maser emission at
22.2 GHz and methanol maser emission at 6.6 GHz
are the best tracers of ultracompact H II regions [50–
52]. Finding new masers can enable the discovery of
new regions of formation of massive stars.

Intermediate- and low-mass stars evolving to-
ward the main sequence can be divided into four
classes according to the shape of their spectra [5, 6].
These correspond to an evolutionary sequence for the
sources. Class 0 corresponds to protostellar objects
deeply embedded in dust clouds, invisible in the opti-
cal near-IR, and intermediate-IR. They are sources
of strong millimeter radiation, and their bolometric
luminosities indicate that the mass of circumstellar
material exceeds that of the central source, which is
actively accreting this surrounding material. Thus far,
this is the earliest observed stage in the formation of
protostars. Class I corresponds to the next stage in
the evolution of a protostellar object, when it remains
ASTRONOMY REPORTS Vol. 46 No. 3 2002
invisible in the optical but becomes observable in the
entire IR range, with a spectrum that grows rapidly
toward long wavelengths. Class II corresponds to an
optical star with an IR spectrum that is flat or de-
creases toward long wavelengths and exhibits strong
Hα emission. These stars have not yet reached the
main sequence (classical T Tauri stars and Ae/Be
stars), and have a strong IR excess due to their
circumstellar disks. Class III refers to stars with a
weak IR excess relative to the star’s reddened black-
body radiation. These stars are approaching the main
sequence, and already have no disk (weak-line T
Tauri stars and/or strong X-ray sources with rela-
tively weak Hα emission). The evolutionary classes
for low-mass stars presented in the catalog are those
published in the original references. As a rule, the
catalog includes predominantly Class 0 and Class I
objects, with a relatively small number of Class II
objects.

4.2. Galactic Distribution of the SFRs

To study the distribution of the SFRs in the
Galaxy, we subdivide them into SFRs closest to the
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Fig. 2. The density distribution of IRAS sources (sample B) in (a) longitude and (b) latitude.
Sun, in which we observe primarily the formation of
low-mass stars, and more distant SFRs, in which we
observe the formation of massive stars.

We carry out this subdivision as follows. From the
short list of SFRs, we exclude (i) objects connected
with known dark clouds and globules (D data, N =
423), (ii) SFRs with Galactic latitudes in excess of
5◦ (N = 71), and (iii) SFRs for which no velocity
data are available (N = 530; these regions are only
candidate SFRs).We then combine the first two types
of objects with SFRs in the catalog supplement. This
divides the SFRs into two samples: sample A dom-
inated by regions forming massive stars and con-
sisting primarily of distant objects (N = 2243) and
sample B dominated by regions forming low-mass
stars and situated close to the Sun (within 1000 pc).

The sky distribution of the SFRs in sample A is
shown in Fig. 1a. The density and narrowness of the
central part of the distribution stands out; here, we
find the main spirals and molecular disk of the Galaxy.
A warp in the plane of the outer disk can clearly be
seen toward the Galactic anticenter [53, 54].
The distribution of the IRAS sources in sample
B is presented in Fig. 1b. Each dark-cloud complex
appears as a cluster of IRAS sources (circles), while
globules containing dark stellar objects are shown
as crosses. The general distribution of nearby SFRs
reflects the distribution of matter in Gould’s belt.

Figure 2 presents histograms of the distributions
of nearby young objects of sample B in longitude and
latitude. These histograms are very nonuniform: the
peaks of the distributions correlate with the positions
of complexes of dark clouds. The large range of peak
amplitudes in the histograms testify to differences in
the star-formation intensity in different complexes.
The latitude distribution has three maxima: at 0◦,
+18◦, and −18◦. The central maximum corresponds
to SFRs in the Galactic plane, whereas the other two
provide evidence for an envelope-like distribution of
the nearby dense gas.

4.3. Formal Classification of SFRs
An SFR can include forming stars, accretion disks

or cocoons around young stars, H II regions around
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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Table 3. SFRs of various classes in sample A

SFR class N(SFRs) N(SFRs + M) SFR class N(SFRs) N(SFRs + M)

IM 883 200 OM 21 0

RIM 651 327 R 20 0

ORIM 324 148 OI 15 0

OIM 112 9 M 13 13

RM 92 0 ORM 12 0

RI 35 0 O 10 0

ORI 30 0 OR 9 0
massive stars, jets, Herbig–Haro objects, reflection
and infrared nebulae, molecular outflows, andmasers,
as well as dark and molecular clouds and cloud
cores—the parent material from which the stars are
formed.

Each of these objects corresponds to a type of
information presented in the catalog: O—optical
objects (stars, diffuse and reflection nebulae, Herbig–
Haro objects); D—dark clouds and globules; IR—
accretion disks, cocoons, and the dense cores of
molecular clouds; R—H II regions and their motions;
M—the molecular composition of the circumstellar
gas around a star, its motion, and the presence of
masers. Each SFR can be described by a set of these
data types, which we will call the “class” of the SFR.
Thus, class RIM means that a given SFR includes
data of types R, IR, and M; class OIM includes data
types O, IR, and M; and so forth.

Table 3 presents rates of occurrence of various
SFR classes in sample A. Column 1 lists the SFR
classes, while columns 2 and 3 give the number of
SFRs in each class and the number of SFRs in each
class containing H2Omasers.

Three classes in sample A—IM (883 objects),
RIM (651), and ORIM (324)—are the richest and
include the majority of the SFRs. Two represent the
most typical SFRs. Figure 3a–3h show the Galactic
distributions for each class. The appearance of a dis-
tribution provides clues to the possible physical na-
ture of the corresponding class. RIM objects (Fig. 3a)
are mainly distributed in the inner Galaxy, very close
to the Galactic plane. This distribution is character-
istic of SFRs in which massive stars are formed. The
lack of optical data indicates large distances for these
objects. RI SFRs (Fig. 3f) represent the same type of
object. ORIM objects (Fig. 3c) show a fairly uniform
distribution in longitude. The availability of radio and
optical data suggests that these SFRs are mainly re-
gions of the formation of massive stars relatively near
the Sun (about 3 kpc). These SFRs are probably as-
sociated with the spiral arms closest to the Sun. The
ASTRONOMY REPORTS Vol. 46 No. 3 2002
sparse ORI class (Fig. 3g) probably contains similar
objects. The distribution of IM objects (Fig. 3b) is
very similar to the overall distribution for all the SFRs
(Fig. 1a). This suggests that the IM objects are not a
homogeneous class, and instead represent a mixture
of SFRs in which massive and low-mass stars are
formed.

Two more classes of SFR contain significant
numbers of objects, andmay represent specific phases
of star formation. These are classes OIM (Fig. 3d)
and RM (Fig. 3e). Class OIM shows a fairly extended
latitude distribution and appears to include nearby
SFRs, with protostars and intermediate/low-mass
stars that are already visible in the optical, embedded
in reflection or emission nebulae and surrounded by
molecular clouds.

Class RM corresponds to the final evolutionary
phase of regions in which massive stars are formed,
without signs of new star formation, when only an
H II region and the remnants of the parent cloud re-
main. The absence of optical nebulae and the narrow
latitude distribution testify to large distances for these
objects. Among nearby H II regions, classes O, OR,
OI, and OM are similar. The number of objects in
these classes is an order of magnitude lower than the
number of SFRs in classes RIM and ORIM, sug-
gesting that the formation of massive stars is mainly
concentrated in large complexes in which centers
of star formation appear one after another, until the
remains of the initial cloud dissipate under the action
of the radiation and wind from the young, expanding
clusters and associations that have already formed.
The lifetime of such a complex exceeds that of a single
H II region by at least an order of magnitude.

R objects have distributions similar to those for
RIM and RM objects; further studies may make it
possible to assign them to one of these two classes.
The remaining poor classes (O, OM, OI) are made up
of relatively nearby objects and probably correspond
to evolved SFRs with both massive and low-mass
stars. ClassM corresponds to isolatedmaser sources,
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Fig. 3. Distributions of SFRs of various classes on the sky: (a) class RIM, (b) class IM, (c) class ORIM, (d) class OIM,
(e) class RM, (f) class RI, (g) class ORI, (h) class OM.
which act as beacons marking new star-forming re-
gions.

The density distributions in longitude for the three
richest SFR classes (RIM, IM, and ORIM) are
shown in Figs. 4a–4c. We compare each distri-
bution with that for the subsample from the same
class containing H2O masers. For class RIM, the
two distributions are well correlated (Fig. 4a); the
probability of them representing the same distribution
is 0.83, according to a χ2 criterion (the calculated
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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Fig. 4. Histograms of distributions in longitude for classes (a) RIM, (b) IM, and (c) ORIM, together with the corresponding
distributions for subsamples containing H2O masers.
value is χ2 = 11.7, with the number of degrees of
freedom being n = 18). This result is equivalent to
the statement that H2O masers are good tracers
of regions of formation of massive stars [55, 56].
The peaks of both distributions correspond to the
tangential directions of spiral arms; the ratio of the
total number of RIM objects to the number of RIM
objects associated with H2Omasers is 2.8.

The distributions of all ORIM objects and of the
subsample of these objects containing H2O masers
(Fig. 4c) are also similar, with the probability that
they represent the same population being 0.75 (χ2 =
13.6 and n = 18). This supports the above suggestion
that these objects correspond to regions of massive-
star formation in the solar neighborhood. The ratio of
the total number of the ORIM objects to the number
associated with H2O masers is 3.1, close to the ratio
for the RIMobjects. This supports the hypothesis that
the objects in these two classes have similar natures.

The shape of the density-distribution histogram
for the IM objects (Fig. 4b) is unusual. The distribu-
ASTRONOMY REPORTS Vol. 46 No. 3 2002
tion of these objects in the sky (Fig. 3b) resembles
the overall distribution of all SFRs, suggesting that
it includes two groups of SFRs. The first corresponds
to regions of formation of massive stars, mainly be-
tween −60◦ and +60◦, with obvious peaks at 30◦ and
−30◦; this is supported by the narrow distribution in
latitude. The second group, which is predominantly
located in the outer parts of the disk, corresponds to
regions of formation of low-mass stars. A comparison
of the density distributions for class IM as a whole and
for the subsample containing H2O masers (Fig. 4b)
yields the probability that they are the same that is
close to zero. The ratio of the total number of IM
objects to the number associated with H2O masers
is 4.4, nearly a factor of 1.5 larger than the ratios
for the RIM and ORIM objects. This may mean that
more than half of the IM objects are regions of forma-
tion of low-mass stars. If we consider subsamples of
SFRs containing any masers (OH, H2O, CH3OH),
rather than only H2O masers, the probabilities that
the maser objects and overall class of objects have
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the same distributions become slightly lower: 0.65
and 0.61 for the classes RIM and ORIM, respectively.
This may indicate that H2Omasers are better indica-
tors of massive-star formation than other masers.

5. CONCLUSIONS

Our catalog presents descriptions of more than
three thousand SFRs, of which of the order of 500 are
candidate SFRs. The candidate objects are primarily
those for which velocity data are lacking. The catalog
contains data on the photometric fluxes of the SFRs
and their radial velocities, as well as information on
diffuse and reflection nebulae, dark and molecular
clouds, and other objects associated with young stars.
This is a unique catalog, with no counterpart among
other catalogs. Our preliminary analysis of the cat-
alog data based on sets of data types for each SFR
enables a division of the SFRs into classes, which
may correspond to regions in which predominantly
massive or low-mass stars are formed. Analysis of
data for these classes should ultimately make it possi-
ble to draw some conclusions concerning the relative
durations of various phases of star formation. In the
future, we plan to study the large-scale structure of
the Galactic disk and of individual spiral arms using
the catalog data, and also to continue a more de-
tailed classification of the SFRs. Our catalog does
not permit absolute statistical estimation of the total
number of SFRs in the Galaxy, since existing obser-
vations cannot reveal physical associations between
distant, poorly studied SFRs; however, relative sta-
tistical estimates are possible. The catalog presents
the principle information for each SFR, facilitating
the selection of objects for further studies and making
it a useful tool for observers. It also opens awide range
of further studies in various fields of astrophysics.
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Original Russian Text Copyright c© 2002 by Popov, Bartel, Cannon, Novikov, Kondrat’ev, Altunin.
Microstructure of Pulsar Radio Pulses Measured
with a Time Resolution of 62.5 ns at 1650 MHz

M. V. Popov1, N. Bartel2, W. H. Cannon2, 3,
A. Yu. Novikov3, V. I. Kondratiev1, and V. I. Altunin4

1Astro Space Center, Lebedev Physical Institute, ul. Profsoyuznaya 84/32, Moscow, 119991 Russia
2Department of Physics and Astronomy, York University, Toronto, Ontario, M2J 1P3 Canada

3Space Geodynamics Laboratory/CRESTech, Toronto, Ontario, M2J 2K1 Canada
4Jet Propulsion Laboratory, 4800 Oak Grove Dr., Pasadena CA, 91109 USA

Received April 25, 2001

Abstract—We present an analysis of pulsar observations carried out on two frequency channels at
1634MHz and 1650 MHz with a time resolution of 62.5 ns on the 70-m radio telescope of the NASADeep
Space Network in Tidbinbilla. The data were recorded using the S2 system, intended primarily for VLBI
observations. Microstructure with characteristic timescales of 270, 80, and 150 µs was detected in pulsars
В0833− 45, В1749− 28, and В1933 + 16, respectively. The distribution of microstructure timescales for
the Vela pulsar (В0833 − 45) is characterized by a gradual growth with decreasing timescale to 200 µs;
the distribution has a maximum at 20–200 µs and falls off sharply for timescales below 20 µs. The
statistical relation between the microstructure modulation index m and the corresponding timescale τµ
can be approximated by the power law dependence m ∝ τ0.5

µ ; i.e., the intensity is higher for micropulses
with longer durations. This contradicts the predictions of nonlinear models for the formation of micropulses
by supercompact soliton wave packets. In all the pulsars studied, the time delays of the micropulses
between the two frequency channels deviate from the expected dispersion laws for the interstellar plasma.
In particular, the micropulses in the low-frequency channel arrive earlier than predicted by the dispersion
measures derived previously from the mean pulse profiles. The deviation from the dispersion delay is
determined most accurately for В0833− 45, and is 4.9 ± 0.2 µs. Such anomalous delays are proba-
bly associated with the effects of propagation of the radio emission within the pulsar magnetosphere.
c© 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The microstructure of the radio pulses of pulsars
represents rapid variations in the intensities of indi-
vidual pulses with characteristic timescales from sev-
eral to several hundreds of microseconds. Such rapid
fluctuations in the observed radio emission could arise
from beam effects associated with rotation of the pul-
sar or themotion of the radiating region along a curvi-
linear trajectory (magnetic force line). Alternatively,
microstructure could reflect spatial (longitudinal or
radial) modulations of the electric-charge density of
the radiating region. Finally, the micropulses could
represent actual flares of the radio emission. It is most
likely that the observed microstructure is generated
by a combination of these factors, and a key task is
distinguishing between these effects in order to study
the geometric characteristics of the radio emission,
such as the directional beam emitted by the elemen-
tary emission region and the magnetic-field structure
constraining the motion of this region. It is also of
1063-7729/02/4603-0206$22.00 c©
interest to investigate the physics of processes under-
lying the radio-emission mechanism itself.
In spite of thirty years of studies of pulsars, there is

no general agreement about the mechanism for their
radio emission. In our view, multifrequency investi-
gations of microstructure with submicrosecond time
resolution and polarization sensitivity represent the
most promising approach for obtaining new data that
can improve our understanding of the radio-emission
mechanism and other physical processes occurring
in the neutron-star magnetosphere. Unfortunately,
investigations of microstructure have received ap-
preciably less attention than studies of certain other
properties of pulsars, such as their mean profiles, fluc-
tuation spectra, regular subpulse drift, and nulling.
This is due to several circumstances.
First, in order to study the structure of individual

pulses with high time resolution, it is necessary to
record the received signal using a rather broad fre-
quency bandwidth, which requires the use of rapid
analog–digital converters and leads to the need to
2002 MAIK “Nauka/Interperiodica”



MICROSTRUCTURE OF PULSAR RADIO PULSES 207
record and store huge volumes of digital data. Sec-
ond, dispersion of the radio waves in the interstellar
medium and scattering on inhomogeneities in the
interstellar plasma broadens the micropulses in time.
Dispersion of the radio waves is a linear process, and
its effect can be fully eliminated via digital filtering of
the received signal using the predetection compensa-
tion technique proposed by Hankins [1, 2].
Interstellar scattering displays purely statistical

behavior and fundamentally limits the achievable
time resolution. For example, the scattering time at
111 MHz is about 10 µs, even for the nearest pulsars;
it is possible to achieve a time resolution of 0.5 µs at
408 MHz for pulsars with dispersion measures less
than 15 pc/cm3, and the same time resolution can
be obtained for pulsars with dispersions measures
up to 90 pc/cm3 at 1650 MHz. These estimates for
the scattering time were derived using the empirical
formula obtained by Cordes and presented by Han-
kins [3]. Thus, one factor hindering microstructure
studies is the fact that reconstruction of the shape of
a recorded signal via predetection compensation for
the dispersion requires appreciable computational re-
sources, and the subsequent analysis of the individual
correlation functions is difficult to automate.
Finally, we should note that it is not possible to

average a signal in time if we wish to analyze the
structure of individual pulses with the maximum time
resolution allowed by a given frequency bandwidth.
The required high sensitivity can be provided only by
very large radio telescopes.
The first microstructure studies were carried out

by Hankins [4] for the bright pulsars В0950 + 08
and В1133 + 16 at meter wavelengths on the 300-m
Arecibo telescope in 1971–1972. The time resolu-
tion in these first observations was 8 µs, and the
characteristic timescales for the microstructures of
the two pulsars were 175 and 575 µs, respectively.
Later, Cordes [5, 6] and Boriakoff [7] discovered
microstructure in В1919 + 21 and В2016 + 28 at
318 and 430 MHz, also in observations on the
Arecibo telescope. Our group published several ar-
ticles presenting results of microstructure studies
of the three pulsars В0809 + 74, В0950 + 08, and
В1133 + 16 based on observations obtained on the
Large Phased Array at the Pushchino Radio Astron-
omy Observatory at 102.5 MHz with a time resolu-
tion of 10 µs [8–10]. All these investigations were
carried out at meter wavelengths, where the radio
flux densities of pulsars are maximum. It appears
that the depth of modulation of microstructure is
also maximum at low frequencies [11, 12]. However,
later studies have shown that microstructure can be
fairly well defined at decimeter wavelengths as well.
Using the 100-m Effelsberg telescope, Bartel [13]
discovered micropulses for В1133 + 16 at 2700MHz;
ASTRONOMY REPORTS Vol. 46 No. 3 2002
the shortest micropulses had durations of about 6 µs
and had correlated intensities in a 20 MHz band.
Bartel and Hankins [14] detected micropulses with a
duration of 2.5 µs at 1720MHz for this same pulsar in
observations on the Effelsberg 100-m telescope with
a time resolution of 100 ns.
In their comparison of microstructure parameters

for В1133 + 16 measured at 102.5 and 1400 MHz,
Smirnova et al. [15] showed that the probability of
the appearance of microstructure decreases at the
higher frequency, while the depth of its modulation
remains roughly the same as at the lower frequency.
Microstructure studies at relatively high (decimeter)
frequencies have certain advantages, of which the
most important is the possibility of achieving sub-
microsecond time resolution thanks to the decrease
in the characteristic scattering time with increasing
observing frequency. Johnston et al. [16] demon-
strated the existence of microstructure at 1413 MHz
for В0833 − 45 (the Vela pulsar). We have already
investigated the properties of microstructure of three
bright pulsars at 1650 MHz (В0950 + 08, В1133 +
16, and В1929 + 10) [17]. The current paper presents
a microstructure analysis for four more pulsars based
on observations carried out at 1650 MHz with a time
resolution of 62.5 ns.

2. OBSERVATIONS AND DATA REDUCTION

The observations were obtained on the 70-m Tid-
binbilla radio telescope in Australia. This telescope is
part of the NASADeep Space Network, but also con-
ducts a limited number of scientific radio astronomy
observations. We observed В0833 − 45, В1749 − 28,
and В1933 + 16 onMay 30, 1999, and В1641 − 45 on
September 6, 1997, during specialized tests that were
part of a program to prepare for future interferometric
experiments with the HALCA orbiting antenna [18].
The data were recorded using an S2 system, intended
primarily for VLBI observations [19, 20]. This system
enabled continuous recording of the received signal in
two frequency channels with bandwidths of 16 MHz
each. The two channels were adjacent in frequency,
at 1634 and 1650 MHz (these are the lower edges
of each band). The signal was digitized with two-bit
sampling and four-level quantization at the Nyquist
frequency. The received left-circularly polarized sig-
nal was recorded in each channel.
The recorded data were subsequently copied from

the S2 video cassettes to the hard disk of a SUN
workstation at the Space Geodynamics Laboratory
in Toronto via a specialized (TCI) data interface. A
similar method was applied by Kempner et al. [21]
and in our earlier microstructure studies using the S2
system [17]. In the first stage of the data reduction,
the two-bit signal was decoded, and a crude detection
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Table 1.Main data-reduction parameters: period P , dispersion measure DM and reference, number of recorded pulses
N , number of strong pulses selected for microstructure analysis Np, number of counts T in selected window used to
compute CCF, mean signal-to-noise ratio SNR

PSR (B) P , s DM, pc/cm3 Reference N Np T SNR

0833−45 0.089 68.012 ± 0.007 [22] 3370 1230 131 072 0.30

1641−45 0.455 480 ± 5 [23] 2250 486 524 288 0.20

1749−28 0.562 50.88 ± 0.14 [24] 2700 685 524 288 0.06

1933+16 0.359 158.53 ± 0.05 [25] 6700 339 524 288 0.05
and averaging of the detected signal was performed
with a time constant of 128 µs (essentially every
count of the decoded signal was squared, and the
result was averaged over 4096 points). Further, by
synchronously averaging the signal with a time inter-
val corresponding to the pulsar period, we determined
the pulse phase and separated out that part of the
recording (the “window”) containing strong pulses
exceeding a specified threshold.
The criterion used to select strong pulses was

the signal-to-noise ratio SNR = (ON−OFF)/OFF,
where ON and OFF are the mean signals in and
outside the selected window. We selected individual
pulses with SNR values exceeding 0.05 for further
analysis; i.e., the increase in the antenna temperature
for these pulses was at least 5% of the system noise
temperature. The system noise temperature for the
70-m Tidbinbilla telescope at 1650 MHz was about
50 Jy. Thus, the flux densities of the selected pulses
averaged in the window exceeded 2.5 Jy. The number
of strong pulses selected for further analysis for each
pulsar is indicated in Table 1. In this way, the volume
of data for the full analysis was reduced by a factor of
several hundred.
We again decoded the two-bit signals for the se-

lected pulses using a specialized algorithm taking
into account the current coding statistics. The de-
coded data were further reduced applying the method
for predetection compensation of dispersion smearing
of the pulses proposed by Hankins in 1971 [1, 2]. The
essence of this method is that the spectrum of the
analyzed signal derived by performing a fast Fourier
transform of the data is corrected in both amplitude
(for nonuniformity in the frequency characteristics
of the received track) and in phase (for dispersion
delay of the radio signal in the interstellar medium,
by multiplying by a complex function computed for
the corresponding dispersion measure). At this stage,
narrow-band radio interference (if present) was re-
moved from the spectrum, together with the phase-
calibration tones. After correcting the spectrum, we
performed a digital detection of the signal consisting
of an inverse Fourier transform of the corrected spec-
trum, in which the complex amplitudes of harmonics
corresponding to negative frequencies were assumed
to be zero. As a result, the detected signal represents
a sum of the squares of the real and imaginary parts of
each complex number in the dataset obtained after the
inverse Fourier transform. A more detailed descrip-
tion of the data-reduction method is given in [17].
Figure 1 presents an example of individual pulses of
В0833 − 45 in the two frequency channels after re-
moval of dispersion smearing; the correlation between
the fine structure in the pulses at the two frequencies
is clearly visible.

3. MICROSTRUCTURE PARAMETERS

3.1. Cross-Correlation Functions

It is traditional to analyze microstructure pa-
rameters by calculating the autocorrelation func-
tions (ACFs) of the reconstructed signals. In our
observations, we recorded the signals at 1634 MHz
and 1650 MHz in two adjacent 16-MHz frequency
channels, so that the relative “detuning” between
the channels was about 1%. Therefore, we used the
cross-correlation functions (CCFs) rather than the
ACFs between the intensities reconstructed in the
two channels. In contrast to ACFs, CCFs do not
contain a noise peak at zero time shift, making it
easier to distinguish features corresponding to the
shortest timescales. The normalized CCFs R1,2(τ)
were calculated using the expression

R1,2(τ) = [R1,1(0)R2,2(0)]−1/2 (1)

×
T∑

t=1

I1(t)I2(t+ τ),

where I1(t) and I2(t) are the reconstructed intensities
in the two frequency channels, t is the reading num-
ber, T is the total number of readings in the selected
window, and R1,1(0) and R2,2(0) are the unnormal-
ized ACFs; zero shift in the CCF (τ = 0) corresponds
to the dispersion delay between the frequency chan-
nels. The calculated CCFs for each pulsar were then
averaged; the averaged CCFs after smoothing over
1 µs are shown in Fig. 2. This figure has two parts:
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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Fig. 1. Example of an individual pulse for В0833 − 45 in the frequency channels at (a) 1650 MHz and (b) 1634 MHz. Pulse
smearing due to interstellar dispersion and the time dispersion delay between frequencies have been removed. The intensities
shown were averaged with a time constant of 10 µs after detection.
the left panel presents sections of the mean CCFs for
time shifts ±4 ms, while the right panel shows the
central sections of the same CCFs within 1 ms of the
maxima. Table 1 presents the parameters used when
calculating and averaging the CCFs.

3.2. Characteristic Timescale for the Microstructure

The characteristic timescale for themicrostructure
is determined from the mean CCF, from the break
where the steep falloff in the central part of the CCF
makes a transition to a more gradual decrease with
an increase in the time shift. We can see this break
in the CCFs for pulsars В0833 − 45, В1749 − 28, and
В1933 + 16 in Fig. 2. The CCF for В1641 − 45 does
not show signs of the presence of microstructure. The
characteristic microstructure timescales τµmeasured
from the observed CCF breaks are presented in Ta-
ble 2.
ASTRONOMY REPORTS Vol. 46 No. 3 2002
This table also gives the characteristic scattering
time τscat derived by recalculating published data
(references given in the table) to a frequency of
1650 MHz using the dependence τscat ∝ ν−4. A
comparison of the characteristic microstructure and
scattering timescales for the three pulsars in which
microstructure was detected indicates that the former
greatly exceed the latter, so they do not require
correction for scattering. The scattering time for
pulsar В1641 − 45 is about 1.5 ms, and the absence
of detectable microstructure in the mean CCF of this
pulsar may well be due to the influence of scattering.

3.3. Depth of Modulation of the Microstructure

The depth of modulation of the microstructure can
be characterized by the modulation index, which is
the square root of the relative amplitude of a mi-
crostructure feature in the normalized ACF corrected
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Fig. 2. Mean cross-correlation functions (CCFs) between the intensities of individual pulsar pulses reconstructed using
predetection dispersion compensation in the two frequency channels (1634 and 1650 MHz). The CCFs were calculated and
averaged with time steps of 31.25 ns; they are shown here after averaging with a time interval of 1 µs. The right-hand part of
the figure shows the central parts of the CCFs on an expanded scale.
for noise [6]. According to the model for amplitude-
modulated noise [29], the ACF of a pulsar radio pulse
extrapolated to zero shift will always be equal to 0.5.
Due to the influence of noise and possible decorre-
lation of the signal, the maxima of the CCFs in our
two frequency channels are not equal to 0.5. However,
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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Table 2. Main parameters derived from our analysis: dispersion measure DM; difference between the observed and
calculated time delays between frequency channels δtobs − δtcalcd; characteristic microstructure scale τµ; characteristic
scattering time at 1650 MHz τscat calculated using the dependence τscat ∝ ν−4, with references in the neighboring
column; microstructure modulation indexmµ

PSR (B) DM, pc/cm3 δtobs − δtcalcd, µs τµ, µs τscat, µs Reference mµ

0833−45 67.85 ± 0.01 −4.9 ± 0.2 270 ± 10 8 [26] 0.25

1641−45 479.0 ± 0.1 −31.2 ± 2.0 1500 [27]

1749−28 50.5 ± 0.2 −11.4 ± 7.0 80 ± 10 0.07 [28] 0.07

1933+16 156.7 ± 0.5 −55 ± 15 150 ± 10 2 [28] 0.09
we can determine a multiplicative factor to apply to
all the CCF values such that their maxima become
equal to 0.5. When determining the microstructure
modulation indices, we multiplied the measured am-
plitudes of microstructure features in the measured
CCFs by this factor. The resulting modulation indices
are presented in Table 2.
The microstructure modulation index for В0833 −

45 is 0.25, typical also for other pulsars displaying
microstructure with timescales of hundreds of mi-
croseconds. For example, the modulation indices for
В0950 + 08 and В1929 + 10 measured by us earlier
at this same frequency (1650 MHz) [17] were 0.31
and 0.26. The microstructure modulation of the radio
pulses of В1749 − 28 and В1933 + 16 appear to be
the weakest of those measured earlier. Note, however,
that the characteristic microstructure timescales
for these pulsars are appreciably shorter than that
for В0833 − 45, and microstructure with a shorter
timescale is also expected to have a lower modulation
index. This last assertion will be considered further in
Section 3.5. Note also that the short microstructure
timescales (about 10 µs) detected earlier for В1133 +
16 and В1929 + 10 [17] have fairly low modulation
indices (0.10 and 0.13, respectively).

3.4. Time Delay Between Frequency Channels

The dispersion delay between the 1634 and
1650 MHz frequency channels is about 30 µs for
a dispersion measure of 1 pc/cm3; the dispersion
smearing of the pulses in the receiver band is com-
parable. Realization of the maximum achievable
time resolution (62.5 ns) requires knowledge of the
dispersion measure to within 0.002 pc/cm3. None of
the dispersion measures of the pulsars studied here
were known to this accuracy. When we used the
previously determined dispersion measures in Table 1
in the data reduction, the position of the CCFmaxima
did not correspond to the expected dispersion delay
between the frequency channels. The differences
between the observed delays and the delays calculated
using the previously determined dispersion measures
ASTRONOMY REPORTS Vol. 46 No. 3 2002
are presented in Table 2, together with the implied
corrected values for the dispersion measures.
We estimated the rms error in the position of the

CCF maxima using the formula

∆δtobs ∼
4τ
SNR

(NpT )−1/2,

proposed by Chasheı̆ and Shishov [30]. Here, τ is the
CCF half-width, Np the number of averaged pulses,
T the number of points used to calculate the CCF,
and SNR the mean signal-to-noise ratio for the given
pulsar. For all four pulsars, the observed delays were
less than the calculated values, which formally implies
the need to decrease the previously determined dis-
persion measures. For В1749 − 28 and В1933 + 16,
which had relatively low SNR values, the measured
deviations in the delay lie within ±2.2σ and ±3.7σ,
respectively, while the deviations for В0833 − 45 and
В1641 − 45 appreciably exceed the estimated rms
errors (24.5σ and 15.6σ, respectively). The disper-
sion measure for В1641 − 45 was only poorly known
(±5 pc/cm3), so in principle it is possible to ascribe
the deviation in the pulse time delay between channels
to the required correction to the dispersion measure.
This is not true of В0833− 45, whose dispersionmea-
sure was accurately measured by Manchester [22]
based on the positions of the mean pulse profile at
660 and 1700MHz at epochs (January–March 1999)
close to that for our observations (May 1999). There-
fore, we conclude that the microstructure in В0833 −
45 with characteristic timescale 270 µs does not fol-
low a strict dispersion smearing law corresponding to
the dispersion measure derived earlier from the posi-
tion of the mean pulse profile. The observed deviation
between 1634 and 1650 MHz is −4.9 ± 0.2 µs; i.e.,
the micropulses arrive 4.9 µs earlier at the lower fre-
quency. Similar deviations implying a need for lower
dispersion delays were derived by us earlier for two
other pulsars, В0950 + 08 and В1133 + 16 [17], for
which the deviations were about 2 µs.
The expectation that the times for the appearance

of micropulses at different frequencies should strictly
follow the dispersion-delay law for the interstellar
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plasma is based on measurements carried out with
lower time resolution and a larger difference between
frequencies than in our observations. In 1983, Bori-
akoff [31] showed that the delay in the appearance of
micropulses in В1133 + 16 at 196.3 and 318 MHz
corresponded to the delay derived from the mean
pulse profile to within about 100 µs. The same con-
clusion was drawn by Popov et al. [32] based on
their observations of В0809 + 74, В0950 + 08, and
В1133 + 16 simultaneously at three frequencies from
67–102 MHz using the DKR-1000 cross radio tele-
scope in Pushchino, for which the accuracy in the
time-delay measurements was about 70 µs.
Thus, we believe that the derived deviation in the

micropulse arrival times for В0833 − 45 at our two
frequencies from the expected interstellar dispersion
law is real and reflects the conditions under which the
micropulses were formed and propagated through the
pulsar magnetosphere.

3.5. Analysis of Individual CCFs for B0833 – 45

Many bright pulses were recorded for В0833 − 45,
making it possible to analyze the CCFs for individual
pulses in addition to the mean CCF. The individual
pulses for В1641 − 45 are not much weaker than
those for В0833− 45; however, in this case, the CCFs
for individual pulses do not show any signs of mi-
crostructure, which is apparently smeared by scat-
tering on inhomogeneities in the interstellar plasma.
The vast majority of individual pulses for В1749 − 28
and В1933 + 16 are not sufficiently strong to enable
reliable identification of microstructure features in
the individual CCFs against the background noise.
The rms noise fluctuations for the cross-correlation
functions are σ = 1/

√
Nt, where N is the number

of points used to calculate the CCF and t is the
number of points over which the CCF values were
averaged. We chose N = 524 288 for the calculation
of the CCFs (Table 1) and averaged the CCFs over
1 µs intervals (t = 32); in this case, σ = 0.0002. We
can see in Fig. 2 that the maxima of the CCFs (Amax)
for В1749 − 28 and В1933 + 16 are about 0.0015,
and that the microstructure modulation index m for
the mean CCFs for these pulsars is roughly 0.08; in
this case, the expected amplitudes of microstructure
features in individual CCFs are m2Amax ≈ 0.00001,
which is less than σ. Therefore, we limited our analy-
sis of individual CCFs to В0833−45.
Figure 3 presents the central sections of the CCFs

for three strong individual pulses for В0833 − 45 as
examples. Microstructure is clearly visible in these
CCFs: there is a microstructure feature correspond-
ing to a timescale of 20 µs in the left panel, two mi-
crostructure scales (50, 300 µs) can be distinguished
in the center panel, and the presence of quasi-periodic
microstructure with a period of about 500 µs can
be seen in the right panel. We measured the mi-
crostructure parameters for individual CCFs inter-
actively using a screen display by placing the cur-
sor over the CCF break points. In all, we analyzed
919 CCFs containing 1360 microstructure features
(many pulses display several microstructure scales).
Some pulses had smooth, structureless CCFs with-
out breaks indicating the presence of microstructure
on a particular timescale; this was true of 67 of the
919 pulses analyzed.
The distribution of the characteristic microstruc-

ture timescales is presented in the left panel of
Fig. 4. We can see that the probability for detecting
microstructure with a specified timescale grows for
shorter micropulses down to timescales of about
200 µs. Further, the distribution shows a flat maxi-
mum from 200 to 20 µs, after which there is a sharp
drop toward shorter timescales. The distributions
of microstructure timescales analyzed by us earlier
for В0950 + 08, В1133 + 16, and В1929 + 10 [17]
were characterized by a growth in the probability
of detecting microstructure for shorter micropulses
right to the shortest timescales measured for these
three pulsars—7, 6, and 5 µs, respectively. It is quite
possible that the presence of a flat maximum in the
microstructure timescale distribution for В0833 − 45
is associated with the influence of scattering on
inhomogeneities in the interstellar plasma.
The right panel of Fig. 4 presents the dependence

of the microstructure modulation index on the mi-
crostructure timescale. The tendency for the modula-
tion index to decrease with decreasing timescale was
discovered by us earlier for В0950 + 08, В1133 + 16,
and В1929 + 10 [17]. The dependence for В0833 − 45
can be described fairly well by the power-law relation
m ∝ τ0.5

µ .

4. DISCUSSION

We have analyzed the time structures of individ-
ual pulses for four pulsars with a time resolution
of 62.5 ns at 1634 and 1650 MHz. We have de-
tected microstructure for В0833 − 45, В1749 − 28,
and В1933 + 16 for the first time and measured its
parameters. Only В1641 − 45 did not show any signs
of microstructure; however, this pulsar has a very high
dispersion measure, and the corresponding charac-
teristic scattering time is about 1.5 ms. Therefore,
it is probable that this pulsar’s microstructure has
been smeared by scattering on inhomogeneities in
the interstellar plasma. In our earlier study [17], we
presented results for microstructure analyses for the
three additional pulsars B0950 + 08, В1133 + 16, and
В1929 + 10, obtained using a similar method, with
the same resolution, and at the same frequency. All
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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three pulsars showed well-defined microstructure.
We conclude that the presence of microstructure in
individual pulses at 1650 MHz is typical of the radio
emission of pulsars.

Usually, microstructure is manifest in the mean
ACF (CCF) as a break at one or more timescales
characteristic of the given pulsar. However, the ab-
sence of such a break in the mean ACF does not
necessarily testify to an absence of microstructure.
Our analysis of individual pulses indicates that each
pulsar shows a wide range in its distribution of mi-
crostructure scales, and there may not be a dominant
scale that gives rise to a break in the mean ACF.
ASTRONOMY REPORTS Vol. 46 No. 3 2002
In all the pulsars we have studied, the distri-
butions of microstructure timescales grow toward
shorter timescales, then fall off sharply at some min-
imum timescale. Likewise, all these pulsars display
a tendency for the microstructure modulation index
(i.e., the amplitude of micropulses) to decrease with
decreasing timescale. This behavior is shown most
clearly by В0833 − 45 (Fig. 4, right panel).
We have detected deviations in the delays of

micropulses between our two frequency channels
from the expected dispersion law corresponding to
the dispersion measures derived from the mean pulse
profiles; the micropulses arrive at the lower frequency



214 POPOV et al.
earlier than the calculated time. The deviation for
В0833 − 45 is 4.9 ± 0.2 µs. All these properties of
the microstructure must be taken into account when
developing theoretical models for pulsar-radiation
mechanisms and the propagation of the radio emis-
sion through the neutron-star magnetosphere. For
example, in their study of some aspects of the prop-
agation of the radio emission in the pulsar magneto-
sphere, Lyutikov and Parikh [33] showed that the time
delay due to refraction could reach 10 µs.
Possible mechanisms for the generation of pulsar

radio emission can be divided into three groups [34]:
coherent curvature radiation by clumps of plasma, in-
trinsic plasma mechanisms, and maser mechanisms.
Models for the formation of short micropulses are
based on nonlinear effects arising during interactions
between streams of charged relativistic particles and
plasma waves in the pulsar magnetosphere. Asseo
and coauthors [35, 36] suggest that two-stream in-
stabilities could give rise to a growth in strong plasma
turbulence, leading to the formation of compact wave
packets forming so-called Langmuir microstructures
with timescales of several microseconds. Another in-
terpretation is based on nonlinear models describ-
ing the formation of self-consistent instabilities dur-
ing the propagation of a very strong electromagnetic
wave through an electron–positron plasma [37–40].
These models show that self-consistent modulational
instabilities can lead to a steady state due to a balance
between nonlinear effects and dispersion. Possible
steady-state solutions corresponding to the relevant
nonlinear equations describe isolated wave packets—
solitons—which could be identified with the observed
micropulses. Weatherall [41] attempted a numerical
simulation of the generation of micropulses based
on nonlinear wave dynamics; this model can form
micropulses with durations from 1 to 10 ns.
One characteristic feature of these nonlinear mod-

els is the prediction of a dependence between the du-
ration and intensity of micropulses such that shorter
micropulses are stronger. Our analysis has revealed
the opposite dependence: shorter micropulses have
lower amplitudes than longer ones (Fig. 4, left panel).
Therefore, we are forced to conclude that, at least in
their current form, nonlinear models do not provide an
adequate description of some of the observed proper-
ties of micropulses. In our view, the characteristics of
microstructure reflect the spatial (radial) flow struc-
ture of the turbulent relativistic plasma in the regions
in which the radio emission is generated and through
which it propagates.
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Abstract—W75N is one of the first OH masers in which 100% linear polarization has been observed
in several spots. Two spots contain Zeeman pairs, corresponding to magnetic fields of 5.2 and 7.7 mG.
Another Zeeman pair consisting of two linearly polarized components was tentatively detected in one
spot. The linearly polarized spots are σ components for the case when the magnetic field is perpendicular
to the line of sight. For these spots, the magnetic field is perpendicular to the plane of the circum-
stellar disk, though a correction for Galactic Faraday rotation may considerably modify this conclusion.
c© 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

OH maser emission is strongly polarized, usually
circularly, though some masers have an admixture of
linear polarization, which is a component of elliptic
polarization. The importance of polarized OH-maser
features lies in the physics of maser excitation and
saturation properties. Modern theories for the polar-
ization of OH masers require the presence of a mag-
netic field of a few milligauss in the emission region.
This value is three orders of magnitude greater than
the intensity of the magnetic field in the Galaxy, but
is comparable to that estimated for a density of 106–
107 cm−3 if the interstellar gas and magnetic field are
compressed. Determining the intensity and direction
of the magnetic field would help us to understand
its role in the formation of interstellar disks or shock
fronts at interfaces between compact H II regions and
surrounding molecular clouds.

The polarization properties of OH maser emission
are predicted in theoretical models based on Zee-
man splitting [1]. If the Zeeman splitting exceeds
the linewidth (B > 0.5 mG), three 100%-polarized
components should be observed: a nonshifted π com-
ponent, linearly polarized parallel to the direction of
the magnetic field projected onto the celestial sphere,
and two 100% elliptically polarized σ components,
displaced in frequency and located on either side of
the π component. The relative intensity of the π com-
ponent and degree of ellipticity depend on the angle
θ between the line of sight and magnetic field. If
θ = π/2, the π component is maximum and the σ
1063-7729/02/4603-0216$22.00 c©
components are linearly polarized and are perpendic-
ular to the magnetic field. If θ = 0, the π-component
intensity is zero and the σ components have opposite
circular polarizations. If 0 < θ < π/2, the π compo-
nent is linearly polarized, is aligned with the magnetic
field, and has an intermediate intensity, while the σ
components are elliptically polarized with the major
axis of the ellipse being perpendicular to the magnetic
field. Such a pattern, with all the features described
above, has never been observed in OH masers. Usu-
ally, strong circular polarization with only one sense
is observed in individual maser spots. In some cases,
circular polarization with opposite senses has been
observed from a single maser spot, in which case the
line components were interpreted as a Zeeman pair.
Linear polarization has been observed only rarely, and
usually only as a component of elliptically polarized
emission. The best studied source of polarized OH
emission is the maser W3(OH), in which Garcı́a-
Barreto et al. [2] found several dozen circularly po-
larized features, 16 of them elliptically polarized. Only
three features had a higher degree of linear than cir-
cular polarization; the maximum degree of linear po-
larization was 46%. Five Zeeman pairs were iden-
tified. Garcı́a-Barreto et al. [2] concluded that none
of the features detected could be identified as a π
component. The majority of the features were sin-
gle and circularly polarized. In a similar polarization
study of G35.02−0.74N with lower angular resolu-
tion, Hutawarakorn and Cohen [3] found 25 circu-
larly polarized spectral features; four were Zeeman
pairs and five features showed linear polarization, with
2002 MAIK “Nauka/Interperiodica”
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the maximum degree of the linear polarization being
63%. These were interpreted as σ components.

W75N is another well-studied OH maser, asso-
ciated with a star-forming region and ultracompact
H II region at a distance of 2 kpc [4]. VLBI mapping
in the main OH line at 1665 MHz revealed nine
maser spots in an extended region 1.5′′ in size [5].
Single-dish polarization measurements [5] detected
polarization from several of the maser spots in the
VLBI map and isolated two Zeeman pairs with circu-
lar polarizations of opposite senses in the spectrum.
Polarization studies of W75N with high angular res-
olution were carried out using the MERLIN array [6].
Baart et al. [6] also detected several Zeeman pairs
that were circularly polarized with opposite senses,
which were cospatial within the errors. In addition,
Baart et al. [6] suggested that seven linearly polar-
ized components were present in the spectrum, based
on the fact that some spectral features represented
circularly polarized pairs with opposite senses formed
in the same region and having identical line-of-sight
velocities, in contrast to pairs in which the velocities
are different. However, no cross-correlation measure-
ments were done in these observations, which are
required to estimate the degree of linear polarization.
The prevalence of circular polarization and the low
level of linear polarization is a problem that have long
existed in the theory of maser polarization. Goldre-
ich et al. [1] suggested that Faraday rotation in the
emission regions may destroy linear polarization so
that only circular polarization remains. If the linear
polarization detected by Baart et al. [6] is real, this
result can be used to test polarizationmodels. The po-
larization structure of OHmasers may be smeared by
poor spectral and spatial resolution if several adjacent
features are blended. Baart et al. [6] observed with an
angular resolution of 280 mas and spectral resolution
of 0.3 km/s, which is not sufficiently high, as will be
clear from our results.

In the current paper, we report new polarization
studies of W75N with higher angular and spectral
resolution and with a full polarization analysis includ-
ing all the Stokes parameters. This makes it possible
to exclude any mutual influence of spectral features.
In addition, we have mapped W75N for the first time
in the other main OH line at 1667 MHz.

2. POLARIZATION MAP OF W75N

2.1. Polarization of Maser Spots

All maser spots whose parameters are listed in
Table 1 [7] were mapped in all Stokes parameters.
This enabled us to determine the full polarization
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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Fig. 1. Distribution of position angles χ of the linear
polarization for maser spots in W75N. χ̄ = 4◦ ± 17◦.

properties of the maser spots. The degree of circular
polarization in percent in Table 1 was calculated as

mC = 100
V

I
. (1)

Positive V corresponds to right-hand circular polar-
ization. The degree of linear polarization was calcu-
lated as

mL = 100

√
Q2 + U2

I
(2)

and the position angle of the electric vector of linear
polarization was calculated as

χ =
1
2
arctan

U

Q
(3)

with the position angle increasing from the north
toward the east. The quantities I,Q,U , and V are the
Stokes parameters at the peak of the map of the cor-
responding maser spot (in Jy/beam). In some cases,
the degree of polarization exceeds 100%. This could
be due to position offsets of the peaks in different
Stokes parameters, and also to errors in the intensity
measurements.

It follows from the table that all the maser spots
are strongly polarized, up to 100%. There are two
types of maser spots. The first includes spots that are
strongly linearly polarized (mL > 70%): E, F, G, H,
J, K. The polarization of the spots in this group is
not purely linear, and includes a small admixture of
circular polarization, making the overall polarization
elliptical. The degree of circular polarization varies
from less than 0.3 to 80%. Baart et al. [6] proposed
some candidate linearly polarized components based
on the small positional differences and identical ve-
locities for some pairs with opposite circular polar-
izations. Here, we have a full polarization information
and much higher accuracy for the spot positions,
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making it possible to confirm or reject the candidate
features of Baart et al. [6]. Our analysis confirms five
of the seven candidates initially identified in MER-
LIN data: J = A,A; G = F,C; F = G,D; E = H,E;
A,B = N,K. The first letter is the designation in Ta-
ble 1 from [7], and the last letter the designation of
Baart et al. [6]. The other two candidates, D, B and
M, J, are not present in our data. Spot A,B = N,K
is polarized, mainly circularly, with a degree of lin-
ear polarization of only 9.3%. There is also a pair
of oppositely polarized spectral features at a velocity
of 9.35 km/s in the spectrum, which resembles a
linearly polarized feature suitable for calibration, but
it is absent from the cross-correlation spectrum (see
Fig. 2a in [7]). This means that the left- and right-
hand circular (LHC and RHC) polarizations come
from different, spatially separated condensations, as
is confirmed by mapping (feature B, C in Table 1 [7]).
Two independent maser spots with opposite circu-
lar polarizations have coincident radial velocities by
chance. Their blended line could be interpreted as
a linearly polarized feature in the absence of a full
polarization analysis and high-resolution mapping.
Only one linearly polarized spot is present in the
1667-MHz transition, with a degree of linear polar-
ization of 41.6% and degree of circular polarization of
23%.

For the spots of this group, the position angle
of the linear polarization vector lies in the interval
from−23◦ to+23◦, with the average value 3.9◦ ± 17◦
(Fig. 1). This vector is perpendicular to the major axis
of the maser spots, which have an average position
angle of 93◦ ± 28◦. This correlation between the di-
rection of the major axis and the linear polarization
vector makes it more probable that the alignment of
the maser spots has an internal origin and is closely
associated with the direction of the magnetic field
responsible for the polarization of the maser-spot
emission. Figure 2 presents maps of the polarized
and total intensities for some of the linearly polarized
spots.

Another group of spots includes those whose
emission is strongly circularly polarized, with an ad-
mixture of linear polarization (spots A–D, I,M,N,O).
The degree of circular polarization in these spots is
close to 100%, while the degree of linear polarization
is less than 5–17.9%; only spot L has intermediate
linear and circular polarizations.

2.2. Identification of Zeeman Pairs

Spots A and B at 1665 MHz as well as M and
O at 1667 MHz are observed at the same position.
The offsets between them are 0.8 and 1.1 mas re-
spectively, which is less than the beamwidth and spot
size. Figure 3 shows the total-intensity map of spot A
(grey scale) and the difference of the intensities of
the RHC and LHC polarization maps; the peak in-
tensity in the LHC polarization is made equal to the
peak intensity in the RHC polarization by multiplying
by an appropriate factor. In this figure, positive val-
ues are shown by solid contours and negative values
by dashed contours. The difference between the two
circular-polarization intensities is zero at the total-
intensity peak. Small residual intensities toward the
northeast (positive) and southeast (negative) of the
peak have appeared due to a 0.6-mas offset in right
ascension and declination of the beam in RHC po-
larization relative to the beam in LHC polarization;
this is a consequence of small calibration errors. This
map illustrates the spatial coincidence of the RHC
and LHC polarizations of spots with different radial
velocities within the errors, which are of the order of
1 mas, and confirms the Zeeman origin of the splitting
into two oppositely polarized spectral features.

The polarization of the features is circular, with
two opposite senses in each spot with velocity differ-
ences within the pairs of 3.07 and 2.7 km/s, respec-
tively. Based on these properties, we can identify the
two pairs as σ± Zeeman components with magnetic
fields of 5.2 and 7.7 mG, respectively (a positive sign
corresponds to field directed away from the Earth).
Both pairs are elliptically polarized and the position
angles of the polarization are approximately the same,
as is required for σ components. Nevertheless, there
are differences from the theoretically expected pattern
for Zeeman pairs. For example, the intensities of the
RHC and LHC polarized emission are not equal.
The ratio of the intensities of the circularly polarized
features is 5 for pair A, B and 1.8 for pair M, O. The
linearly polarized intensities are also different, with
the ratio being 2.2 for pair A, B and 1.2 for pair M, O.

Another important deviation from the theoreti-
cal Zeeman pattern is the complete absence of the
π component. In a Zeeman pair, the π component
should be present at the average velocity of the pair.
We carried out careful searches for π components
in the two Zeeman pairs and detected no emission
exceeding the noise level between the σ components
in the two Zeeman pairs—A, B at 10.9 km/s and
M, O at 7.3 km/s. In addition, the π components
should be linearly polarized, and we have found the
emission from each maser spot to be elliptically po-
larized. The only spot in which circular polarization
was not found is spot E. Therefore, we conclude that
there is no π component in the Zeeman spectrum
of the OH maser W75N. Baart et al. [6] suggested
the presence of several Zeeman pairs, which is not
confirmed in our study. For the pair at radial velocities
of 3.8 km/s (LHC) and 6.5 km/s (RHC) proposed
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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Fig. 2. Maps of the linearly-polarized and total intensity of maser spots in W75N. The sticks show the linear polarization,
with their being proportional to the linearly-polarized intensity and their orientation corresponding to the position angle of
the linear polarization. The contours show the total intensity at levels 0.1, 0.5, and 0.9 × the peak intensity. (a) Spot A, peak
value

√
Q2 + U2 = 1.6 Jy/beam, I = 16.9 Jy/beam; (b) spot E,

√
Q2 + U2 = 5.4 Jy/beam, I = 5.8 Jy/beam; (c) spot F,√

Q2 + U2 = 9.9 Jy/beam, I = 10.2 Jy/beam; (d) spots G and H,
√

Q2 + U2 = 3.0 Jy/beam, I = 3.3 Jy/beam (G),√
Q2 + U2 = 2.0 Jy/beam, I = 29 Jy/beam (H); (e) spot L,

√
Q2 + U2 = 8.9 Jy/beam, I = 21.3 Jy/beam.
by Baart et al. [6], we have confirmed only the LHC
component, with the LHC/RHC ratio exceeding 28;
the LHC/RHC ratio in the pairs of Baart et al. [6]
is five. For another Zeeman pair proposed by Baart
et al. [6], with velocities of 4.8 km/s (LHC) and
ASTRONOMY REPORTS Vol. 46 No. 3 2002
9.6 km/s (RHC), we could not find the corresponding
LHC component, implying a RHC/LHC ratio greater
than 350, while Baart et al. [6] giveRHC/LHC = 12.

Haschick et al. [5] suggested the presence of
two other Zeeman pairs, which are also absent from
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our spectra. The discrepancy between our data and
the earlier results may be due to variability of the
Zeeman-component intensities. In no pair did we
see identical intensities of the σ components, and the
intensity ratio may vary appreciably. If the intensity
ratio of the σ components is very large, the weaker
component becomes undetectable. This may explain
the presence of only one circularly polarized spectral
feature in the OH masers.

2.3. Polarization Status

Figure 4 shows the degree of circular polarization
as a function of the degree of linear polarization for all
the spots. The spots are labeled with the same letters
as in Table 1 [7]. The dashed curve shows the circle on
which completely polarized features should lie. Most
spots are located near this 100% polarization curve.
An obvious exception is spot L (1667 MHz), which
is polarized 47%. A clearly trend is that the spots
are either mainly circularly polarized and located in
the top and bottom left corners of the diagram, or are
mainly linearly polarized and are located to the right,
in the middle of the diagram. The numbers on the
dashed curve correspond to the angle θ between the
line of sight and the magnetic field according to the
relations

mL = 100
sin2 θ

1 + cos2 θ
, mC = ±100

cos θ
1 + cos2 θ

. (4)
These equations describe the polarization of the σ
components in the theory of Goldreich et al. [1] for the
case when the Zeeman splitting exceeds the linewidth
(see also [8]). Most of the maser spots occupy two
regions in the diagram: θ < 30◦ and 80◦ < θ < 90◦.
If all the spots are σ components, this means that
the line of sight is either parallel or perpendicular to
the magnetic field, and that there are no intermediate
cases. The spots that are mainly circularly polarized
are almost definitely σ components, though frequently
without the second member of the pair. The spots
that are mainly linearly polarized are either σ com-
ponents for which θ ≈ 90◦ or π components. It is very
important to determine the direction of the magnetic
field correctly: it is parallel to the E vector for π
components and perpendicular to the E vector for σ
components. As noted in Section 1, an admixture of
a small amount of circular polarization makes these
components elliptically polarized, so they should be σ
components, since π components can have no contri-
bution from circular polarization.

The single linearly polarized spot L at 1667MHz is
clearly not polarized 100% and is an exception among
the maser spots in W75N. In a model with a weak
magnetic field, the degree of linear polarization for
sin2 θ > 1/3 is [1]

mL = 100
3 sin2 θ − 2
3 sin2 θ

. (5)

For this spot, mL = 41.6% with θ = 43◦.4. The
degree of circular polarization changes across the line
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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Fig. 4. Degree of circular polarizationmC of maser spots
in W75N as a function of the degree of linear polar-
ization mL. Completely polarized features should lie on
the dashed curve. Negative values of mC indicate LHC
polarization or elliptical polarization, and correspond to
negative values of V in Table 1 from [7].

profile (Fig. 5), reversing its sign, as predicted by the
theory for the case of small splitting [8]. However,
the circular-polarization profile is shifted and strongly
distorted in comparison with the theoretical profile,
probably due to nonlinear mode competition in the
maser. The linear polarization grows toward the red
side of the line profile, whereas the circular polariza-
tion is greater on the blue side.

3. DISCUSSION

3.1. Linear Polarization

The most important result of this work is the dis-
covery of several linearly polarizedmaser spots having
degrees of polarization of almost 100%. The existence
of linear polarization in both these spots and cir-
cularly polarized spots means that Faraday rotation,
proposed as a mechanism suppressing π components
[1], does not play an important role in the OH maser
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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W75N. The linearly polarized components are σ com-
ponents in Zeeman groups. This conclusion can be
verified if the second σ component of the Zeeman pair,
with linearly polarized emission displaced in radial ve-
locity by the necessary amount, is detected. We have
tentatively found the Zeeman counterpart for linearly
polarized feature F. It is displaced in radial velocity
by 6.3 km/s (corresponding to a magnetic field in-
tensity of 10.7 mG) and is almost completely linearly
polarized, with a position angle close to that of spot F.
This suggests an interpretation of these two features
as σ components of spots F and F1. However, this
must be confirmed by more sensitive measurements,
since the detection of component F1 is not reliable; its
intensity is only 0.003 of the intensity of component
F. This is not surprising, since Zeeman pairs always
have unequal component intensities, but component
F1 has also been detected at the edge of the receiver
spectral band, in the last (128th) channel. The linearly
polarized Zeeman counterparts may be too weak to
be detectable. A difference in the intensities of the
Zeeman σ components may be a common property of
OH masers, possibly associated with gradients of the
velocity and magnetic field [9]. It is more difficult to
explain the absence of the π component. As we em-
phasized above, internal Faraday rotation cannot be
responsible for this result. In themodel calculations of
masers carried out by Gray and Field [10], both π and
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σ components are obtained, and the σ components
dominate over π components at angles θ = 0◦–55◦,
where the σ components are polarized circularly or
elliptically. At angles θ = 55◦–90◦, π components
dominant and are linearly polarized. The effects of
saturation due tomode competition strongly suppress
the intensity of the weaker component; i.e., the π
component for angles θ = 0◦–55◦ and the σ com-
ponent for angles θ = 55◦–90◦. Gray and Field [10]
noted that suppression of the σ component is much
less efficient than suppression of the π component by
σ components. The model of Gray and Field [10] con-
tradicts our conclusion that linearly polarized spots
in W75N radiate as σ components at angles θ close
to 90◦; the model predicts the dominance of linearly
polarized π components for angles θ close to 90◦.
Our identification of the linearly polarized spots as σ
components is based on the presence of some degree
of circular polarization in all spots except for spot E.
This is a very strong argument that these features
are σ components, at least until another scenario
allowing a contribution of circular polarization to π
components can be found.

An alternative explanation of the observed linear
polarization is that it results from saturated maser
amplification in a weak magnetic field, where the
Zeeman splitting is smaller than the linewidth. For
sin2 θ ≤ 1/3, or θ ≤ 35◦.5, there is only one 100%
linearly polarized line with its E vector parallel to the
magnetic field (case 2a in [1]). For θ > 35◦.5, the linear
polarization will be weaker, and circular polarization
will be visible in the line wings (see Section 2.7). This
model could explain the linear polarization in W75N,
but the observed admixture of circular polarization
remains unexplained, as in the π components of the
Zeeman splitting. This model imposes a constraint on
the magnetic-field intensity, which should not exceed
0.5 mG; this is much smaller than the value obtained
for spots A, B, F, F1 and M, O (see Section 2). It is
more likely that this explanation is applicable to the
observed linear polarizations of methanol and H2O
masers. Finally, if confirmed, the detection of the Zee-
man counterpart F1 for spot F will testify that linearly
polarized features can be interpreted as σ components
of Zeeman groups.

3.2. Nature of the Maser Spots

In W75N, we have mapped 14 maser spots
(see Fig. 5 in [7]), of which two or possibly three
have coincident Zeeman components. Each maser
spot has its own radial velocity, distinct from those of
other spots, and corresponds to a narrow feature with
a width of about 0.2–0.3 km/s. The spots radiating
at 1667 MHz are not positionally coincident with
those radiating at 1665 MHz. Nearly every spot has
100% elliptical polarization. We interpret them as the
σ components of Zeeman groups. The magnetic field
in the Zeeman pairs is from 5 to 11 mG, the same
value derived for other OH masers [2]. We suggest
that the magnetic-field intensity is of the same order
in other spots, in which the second σ component
is not seen. Maser spots in W75N are partially
resolved in VLBA observations, with typical sizes of
5–10 mas, or 10–20 AU at a distance of 2 kpc. The
spots are elongated, with the dominant position angle
of the major axis of the structural ellipse being about
90◦, whereas the position angle of the polarization
electric vector is about 0◦; i.e., it is perpendicular to
the major axis of the structural ellipses of the spots.
The axis ratio is ten or greater; i.e., the spots form
long, thin filaments. If they are σ components, the
linear polarization vector should be perpendicular to
the magnetic field, and the direction of the magnetic
field coincides with that of the filaments’ major axis.

This is valid for all the maser spots, as follows from
the histograms given in Fig. 6 of [7] and in Fig. 1 of
this paper. Unfortunately, the direction of the mag-
netic field cannot be reliably determined from linear
polarization measurements, due to uncertainty in the
Galactic Faraday rotation in the direction of themaser
sources. The OH masers are located in the Galactic
disk, where the Faraday rotation is maximum. The
total Faraday rotation in the Galactic plane measured
for extragalactic sources follows the formula

RM(l) = RM0 sin(l0 − l), (6)

where RM0 = 1607 rad m−2 and l0 = 62.1◦ [11]. The
Galactic longitude of W75N is l = 81.9◦, and we
obtain from (6) RM = −544 radm−2, with an uncer-
tainty of 10%.

At the wavelength of the OH emission (λ =
18 cm), the Faraday rotation is (−544) × (0.18)2 =
−17.6 ± 1.8 rad. This is the total Faraday rotation in
the Galactic disk; the distance to W75N (2 kpc) is
probably about half the total effective path through
the disk. Therefore, the Faraday rotation in W75N
could be half this value, or about−9± 0.9 rad. This is
a large rotation, roughly three complete revolutions,
and correction of the position angle of the linearly
polarized components could introduce a large uncer-
tainty. Therefore, it is not possible to determine the
direction of the magnetic field in the OHmaser spots.

3.3. Model of the W75N region

The OH maser spots in W75N are located around
the ultracompact H II region VLA1. Spots J and
K may be associated with the ultracompact region
VLA2 (see Fig. 5 in [7]). In one model, the OH
masers lie at a D-type ionization front [13] or in
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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a photodissociation zone [14] surrounding the H II
region. The geometry of the maser spots in W75N is
consistent with thismodel, though themodel does not
predict the observed radial-velocity gradient along the
chain of maser spots—from 10 km/s in spots A, B to
3.7 km/s in spot I. This gradient is more consistent
with outflow or disk models. Based on the elongated
shape of the ultracompact H II region VLA1 and the
fact that the chain of H2O and OH maser spots is
oriented parallel to the bipolar flow observed inW75N
on larger scales, Torrelles et al. [15] proposed that
the masers trace the the outflow on scales of about
1′′ and that VLA1 is the energy source of the bipolar
outflow. Our higher precision measurements of the
absolute positions of the OH masers show that they
are not projected onto VLA1 (Fig. 7 in [15]) but are
instead shifted, forming an arch around VLA1. The
H2O masers appear to form an arch closer to VLA1.
This geometry is better described by a disk around
VLA1, in which the OH maser spots are located
about 2000 AU from VLA1, and the H2Omasers are
a factor of two to five closer. Such a disk model was
first proposed by Haschick et al. [5]. VLA1 marks
the position of the ionization source and center of
gravity of the system. We suggest (Section 3.2) that
there may be an O9 star with a mass of 20M� at
the center of VLA1, which gravitationally confines
a disk with a radius of 2000 AU. In this model, the
elongated shape of VLA1 reflects the distribution of
matter in the disk, which becomes visible at radio
wavelengths due to ionization by the central star. The
OH maser spots are also elongated, and their orien-
tation is approximately perpendicular to the disk. We
cannot determine the direction of the magnetic field
in the disk from the linear-polarization data due to
uncertainty in the Faraday rotation in the Galaxy (see
Section 3.2), but we can establish that the orientation
of the magnetic field is not random and that the field is
well organized in some direction, as follows from the
histogram in Fig. 6 in [7].

4. CONCLUSIONS

One result of this study is the discovery of several
linearly polarized maser spots, having degrees of po-
larization of almost 100%.

We have obtained the first polarization map of
W75N in the second main line of OH at 1667 MHz.

Spots A and B at 1665 MHz and spots M and O
at 1667 MHz have the same coordinates. They are
circularly polarized in opposite directions, and their
position offset is smaller than the measurement error.
ASTRONOMY REPORTS Vol. 46 No. 3 2002
Based on these properties, we identify the two pairs
as σ± components of Zeeman groups. Both pairs are
elliptically polarized and have very similar polarization
position angles, as is required for σ components. The
two maser spots to which these Zeeman pairs belong
have magnetic fields of 5.2 and 7.7 mG.

In linearly polarized maser spots, σ components
arise if the line of sight is perpendicular to the mag-
netic field. We have tentatively detected a Zeeman
pair consisting of linearly polarized components with
a magnetic field of 10.7 mG. The magnetic-field di-
rection uncorrected for Galactic Faraday rotation is
perpendicular to the disk plane, as determined from
the linearly polarized spots.

ACKNOWLEDGMENTS

V.I.S. and I.E.V. gratefully acknowledge partial
support from the Russian Foundation for Basic Re-
search (project no. 01-02-16902) and INTAS (grant
no. 97-11451).

REFERENCES
1. P. Goldreich, D. A. Keeley, and J. Y. Kwan, Astrophys.

J. 179, 111 (1973).
2. J. A. Garcia-Barreto, B. F. Burke, et al., Astrophys.

J. 326, 954 (1988).
3. B. Hutawarakorn and R. J. Cohen, Mon. Not. R.

Astron. Soc. 303, 845 (1999).
4. H. J. Habing, W. M. Goss, H. E. Mattews, and

A. Winnberg, Astron. Astrophys. 35, 1 (1974).
5. A. D. Haschick, M. J. Reid, B. F. Burke, et al.,

Astrophys. J. 244, 76 (1981).
6. E. E. Baart, R. J. Cohen, R. D. Davies, et al., Mon.

Not. R. Astron. Soc. 219, 145 (1986).
7. V. I. Slysh, I. E. Val’tts, and V. Migenes, Astron. Zh.

78, 1073 (2001) [Astron. Rep. 45, 942 (2001)].
8. M. Elitzur, Astrophys. J. 457, 415 (1996).
9. A. H. Cook, Nature 211, 503 (1996).

10. M. D. Gray and D. Field, Astron. Astrophys. 298, 243
(1995).

11. A. W. Clegg, J. M. Cordes, J. K. Simonetti, and
S. R. Kulkarni, Astrophys. J. 386, 143 (1992).

12. V. I. Slysh, I. E. Val’tts, S. V. Kalenskiı̆, and
G. M. Larionov, Astron. Zh. 76, 751 (1999) [Astron.
Rep. 43, 657 (1999)].

13. M. Elitzur and T. de Jong, Astron. Astrophys. 67, 323
(1978).

14. T. W. Hartquist and A. Sternberg, Mon. Not. R. As-
tron. Soc. 248, 48 (1991).

15. J. M. Torrelles, J. F. Gomez, L. F. Rodriguez, et al.,
Astrophys. J. 489, 744 (1997).

Translated by G. Rudnitskı̆i



Astronomy Reports, Vol. 46, No. 3, 2002, pp. 224–232. Translated from Astronomicheskĭı Zhurnal, Vol. 79, No. 3, 2002, pp. 249–258.
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Abstract—We have obtained spectral energy distributions for 41 7m–8m stars near the celestial equator
(δ = ±3◦). The λλ3100–7600 Å spectral range is studied with a spectral resolution of 50 Å. The relative
rms error in the visible is 1–2%, increasing to 3–5% towards the edges of the wavelength interval studied.
All stars are referenced to a single standard, the circumpolar star HD 221525. The synthetic colors of
common stars are compared with those observed in four photometric systems: UBV , WBV R, uvby,
and that of the TYCHO catalog. The program stars are recommended as secondary spectrophotometric
standards. c© 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

This is the last in a short series of papers con-
cerned with the compilation of a uniform system
of intermediate-brightness (7m–9m) regional spec-
trophotometric standards. In the first two papers [1,
2], we presented spectral energy distributions for stars
in two zones of the celestial sphere: with declinations
δ > 85◦ (circumpolar standards) and near 40◦ dec-
lination (intermediate-declination standards). Here,
we present our spectral energy distributions for stars
located in the equatorial zone, with declinations from
−3◦ to +3◦. The value of equatorial standards is
obvious. They can be used both in the northern and
southern hemispheres, leading to better uniformity in
observational results. This is especially important for
catalogs and various surveys. It was not a coincidence
that Oke [3] and Hayes [4] selected stars along
the celestial equator for their spectrophotometric
standards and that the UBVRI standards estab-
lished by Landolt [5] are especially popular among
photometrists.

2. CHOICE OF STARS

Initially, we selected 44 stars as equatorial inter-
mediate-brightness spectrophotometric standards.
These are more or less uniformly distributed along
the equator, with declinations from −3◦ to +3◦. Our
photometric requirements for these stars were the
usual ones: absence of variability, multiplicity, or
peculiarities. Unfortunately, when we chose the can-
didate standards (late 1992), only sparse and crude
data were available for most of the selected stars, and
it later became clear that some did not satisfy the
above requirements and had to be excluded from our
final list of standards. In the end, 41 stars remained on
1063-7729/02/4603-0224$22.00 c©
this list. Like the intermediate-declination standards
[2], these are 7m–8m stars of luminosity classes IV
to V, belonging to spectral types either B8–A2 (early
types) or G0–G5 (late types). As a rule, early- and
late-type standards alternate in right ascension. Most
users tend to prefer early-type stars as standards.
Low-resolution spectra of such stars appear relatively
smooth far from Balmer lines, making them well
suited for instrumental calibration or the reduction
of spectra of other objects. We included G stars in
our list of standards for the following reasons. First,
the integrated spectra of most galaxies are most
similar to G-star spectra. Second, the spectra of
G stars are smooth at 4400–9000 Å making them
very suitable for standardization when using ordinary
(not sensitized) CCD chips. It is also important that,
in contrast to the spectra of early-type stars, their
spectra show no strong flux gradient in this range.
Finally, the resulting spectrophotometric data for the
G stars can be used to search for photometric solar
analogs.

The list of our program stars is presented in Ta-
ble 1, together with their principal characteristics.
These data are taken from the compiled sky catalog
[9]. Note that the photometric data in [9] are very
uncertain.

3. INSTRUMENTATION, PRIMARY
STANDARD, AND OBSERVATION METHODS

All our observations were carried out in 1993–
1994 at the former Tien Shan mountain observa-
tory of the Sternberg Astronomical Institute (h =
2800 m above the sea level). We used the 1-m Karl
Zeiss (Jena) telescope (D/F = 1/13) with a single-
channel, concave, diffraction grating, photoelectric
2002 MAIK “Nauka/Interperiodica”
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spectrometer. The general description of the spec-
trometer can be found in [10], and some of its oper-
ational features are discussed in [1]. Here, we present
only basic information concerning the instrument and
the observation method.

The spectrometer’s design corresponds to the
Seya–Namioka scheme, and the reciprocal disper-
sion in the studied wavelength range varies from 24–
28 Å/mm. The spectra are scanned with uniform
rotation of the grating and a scanning rate of 28 Å/s.
The detector was a FEU-79 photomultiplier with
analog recording. The width of the spectrometer exit
slit was 0.8–1.1 mm and was not changed during a
night. The spectral resolution was coarsened to the
standard 50 Å when measuring the recorded spectra,
by dividing them into intervals for averaging. When
observing early-type stars, including the standard,
the readings at red wavelengths were artificially
increased by switching to a different amplification
regime. The change in the amplifier sensitivity oc-
curred near 6000 Å, simultaneous with the insertion
or removal of a dividing filter. The overall sensitivity of
the receiving and recording path was checked using
an artificial light source.

As in [1, 2], all the equatorial standards were ref-
erenced to a single standard, the circumpolar star
HD 221525 (V = 5.58; F0IV). Its spectral energy
distribution was derived by us earlier [11]. Note that
our energy distribution for HD 221525 is expressed
on the energy scale defined by Vega in accordance
with the work of Hayes [12], and the star itself was
used as one of the primary standards when creating
the photometric WBVR catalog [13]. HD 221525
was found to be among the best primary spectropho-
tometric standards in the study [14].

We used a differential observation technique—the
method of equal altitudes. When reducing the da-
ta to extraatmospheric values, we used the mean
transparency for the Earth’s atmosphere. Note that
the atmospheric transparency at Tien Shan deteri-
orated during our observations due to the eruption
of Pinatubo (the Philippines) in Summer 1991. The
specialized measurements of [15] indicate that the
transparency coefficient at the Tien Shan Observa-
tory worsened by 10–12% during that period.

For three years, from 1991 to 1994, a large aure-
ola (several tens of degrees in size) remained visible
around the Sun independent of season or weather,
testifying to the presence of a large amount of dust in
the stratosphere. This may also be responsible for the
abnormally low number of clear nights in those years.
In our reduction, we used the transparency coefficient
derived in [15]. Each star was observed from four to
six times on different nights, with a single observation
usually consisting of four (less often, two) scans in
ASTRONOMY REPORTS Vol. 46 No. 3 2002
Table 1. Equatorial standards and their main characteris-
tics

No. HD α2000 δ2000 V B − V Sp

1 2830 00h31m. 7 −01◦48′ 7m. 03 0m. 08 A0

2 3628 00 39.2 03 08 7. 32 0. 63 G2V

3 9716 01 35.1 −02 20 7. 5 0. 1 A0V

4 13043 02 07.6 −00 37 6. 91 0. 61 G2V

5 17808 02 51.4 −03 00 8. 0 0. 1 A0V

6 20619 03 19.0 −02 51 7. 04 0. 65 dG2

7 23009 03 41.6 −00 10 7. 8 0. 1 A0V

8 27063 04 16.5 −00 34 7. 8 0. 7 G0V

9 29788 04 41.6 00 34 8. 0 0. 0 B9.5V

10 36117 05 29.5 −00 03 7. 97 0.10 A0

11 39833 05 55.0 −00 30 7. 8 0. 7 G0V

12 46090 06 31.4 02 55 7. 70 0. 7 G0V

13 47221 06 37.7 01 49 7. 9 0. 0 B9.5V

14 59688 07 31.2 02 10 7. 5 0. 7 G0V

15 71431 08 27.5 00 50 7. 8 0. 7 G0V

16 75620 08 51.1 00 28 8. 01 0. 08 A0V

17 80916 09 22.5 −01 05 8. 00 0. 1 A0V

18 83290 09 37.4 01 53 7. 9 0. 7 G0V

19 88725 10 14.1 03 09 7. 76 0. 60 G1V

20 90212 10 24.8 −00 47 7. 9 0. 1 A0V

21 100237 11 32.0 −01 47 7. 6 0. 1 A0V

22 102844 11 50.4 −02 25 7. 90 0. 7 G0V

23 108228 12 26.0 02 03 7. 6 0. 1 A0V

24 109098 12 32.1 −01 46 7. 6 0. 7 G0V

25 121513 13 55.8 01 31 8. 0 0. 1 A0V

26 126053 14 23.3 01 14 6. 27 0. 63 G1V

27 133409 15 04.4 −00 54 8. 0 0. 1 A0V

28 138369 15 31.7 00 53 7. 7 0. 6 G0V

29 147470 16 22.9 00 30 7. 7 0. 1 A0V

30 152391 16 53.0 −00 02 6. 64 0. 76 G6V

31 158509 17 29.6 01 33 7. 9 0. 0 B9.5V

32 169225 18 23.8 −01 09 7. 5 0. 0 B9.5V

33 172233 18 39.2 00 06 8. 04 0. 61 G0

34 185198 19 37.9 01 30 7. 5 0. 0 B9.5V

35 186104 19 42.5 01 35 7. 7 0. 6 G0V

36 193559 20 20.7 01 23 8. 0 0. 0 B9.5V

37 194764 20 27.4 −01 34 7. 1 0. 7 G0V

38 203993 21 25.5 02 03 7. 53 0. 01 A0

39 212837 22 27.1 −01 19 6. 8 0. 6 G0

40 216261 22 51.6 −01 49 7. 90 0. 1 A0V

41 219018 23 12.6 02 41 7. 72 0. 63 G5
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Table 2. Spectral energy distributions of the equatorial standards (in 10−6 erg cm−2 s−1 cm−1)

λ, Å
Standard No. (from Table 1)

1 2 3 4 5 6 7 8 9 10

3175 477 188 294 261 283 238 164 91 252 201

3325 478 240 296 357 271 315 156 109 247 194

3475 466 241 293 357 261 316 157 104 242 187

3625 471 260 296 384 252 333 159 119 246 181

3775 552 268 381 410 322 333 207 116 301 227

4025 1283 439 819 690 657 538 459 197 621 486

4225 1166 435 764 690 579 523 404 197 588 437

4425 1022 463 674 733 498 579 360 216 546 390

4625 936 501 636 788 446 623 329 238 504 352

4775 822 489 564 770 394 616 294 234 470 314

5025 735 465 510 714 348 574 262 217 417 282

5175 673 435 479 677 325 546 243 206 386 259

5375 611 462 437 715 290 563 217 218 362 241

5575 562 462 407 703 269 579 205 223 339 222

5775 510 445 375 685 242 564 191 215 320 201

6025 464 430 344 655 219 555 175 212 292 183

6225 416 407 310 624 200 526 160 200 267 168

6425 373 392 281 597 179 507 143 190 242 152

6675 329 370 254 568 162 482 131 185 220 140

6925 299 357 231 539 147 456 121 172 206 126

7175 264 333 207 511 137 440 107 171 186 115

7375 238 321 195 473 127 422 101 160 178 113

7575 218 298 188 436 113 386 90 154 169 102

λ, Å 11 12 13 14 15 16 17 18 19 20

3175 132 171 550 178 168 200 101 84 165 240

3325 167 235 510 223 190 195 97 95 177 227

3475 155 221 479 213 193 197 99 88 189 217

3625 173 245 444 240 205 189 102 98 197 218

3775 180 266 475 249 226 226 120 96 199 279

4025 304 433 663 406 341 496 252 160 295 594

4225 295 421 567 397 339 445 237 158 281 526

4425 317 471 484 422 359 396 211 168 304 466

4625 345 530 424 458 380 368 200 181 323 423

4775 344 509 375 445 366 331 178 177 306 373

5025 312 480 331 419 345 287 160 167 298 333
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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Table 2. (Contd.)

λ, Å 11 12 13 14 15 16 17 18 19 20

5175 296 445 302 397 339 267 149 159 283 305

5375 317 482 271 422 344 241 134 164 297 279

5575 318 488 245 414 347 226 131 166 295 260

5775 314 493 220 410 331 203 118 162 287 239

6025 300 489 197 395 316 187 110 158 276 214

6225 287 456 177 373 302 170 103 152 265 191

6425 278 440 157 355 294 153 94 136 251 171

6675 265 439 140 346 274 138 85 137 245 157

6925 255 411 135 327 266 128 75 132 229 134

7175 236 393 116 310 255 121 73 125 217 127

7375 225 394 106 298 240 116 69 115 212 115

7575 209 375 93 280 235 109 59 108 190 100

λ, Å 21 22 23 24 25 26 27 28 29 30

3175 440 113 389 188 181 510 141 186 250 244

3325 409 145 363 226 176 698 146 216 245 339

3475 397 138 358 221 173 696 141 207 239 324

3625 388 149 343 251 171 747 146 215 244 359

3775 512 159 448 259 222 792 180 239 334 368

4025 030 255 980 431 501 1213 375 390 682 655

4225 892 253 882 418 453 1192 350 388 609 651

4425 775 263 762 458 397 1273 322 422 541 772

4625 691 286 681 490 362 1347 304 456 485 879

4775 613 278 608 485 328 1327 274 441 426 881

5025 525 262 540 450 285 1239 251 402 388 820

5175 491 253 501 429 271 1137 231 381 360 741

5375 436 264 451 466 247 1216 215 414 324 842

5575 395 266 417 454 228 1182 203 410 301 846

5775 350 264 369 436 207 1164 191 401 270 845

6025 304 250 333 440 190 1120 173 392 246 820

6225 273 242 306 405 176 1068 160 361 224 784

6425 238 230 283 390 157 1032 149 356 201 759

6675 215 225 248 373 146 1021 135 338 184 730

6925 190 219 217 343 135 967 125 316 165 695

7175 167 209 199 335 125 933 114 305 147 656

7375 143 203 186 325 119 945 109 294 139 643

7575 124 198 167 320 111 847 99 280 128 620
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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Table 2. (Contd.)

λ, Å 31 32 33 34 35 36 37 38 39 40 41

3175 271 236 115 632 133 239 173 393 265 154 140

3325 255 230 138 591 175 232 237 396 361 159 174

3475 244 231 129 559 160 225 234 391 364 155 167

3625 229 235 144 536 181 217 265 375 408 151 182

3775 264 331 150 575 184 250 294 459 443 193 189

4025 432 637 243 771 312 465 494 868 728 424 315

4225 394 575 248 710 308 413 502 767 742 390 313

4425 342 515 258 632 343 360 543 683 780 346 329

4625 310 466 271 592 366 326 596 634 838 325 360

4775 283 425 264 543 361 290 583 568 826 288 360

5025 250 392 246 520 330 257 542 483 776 265 333

5175 232 363 225 493 311 235 519 435 742 242 310

5375 217 339 244 472 335 214 553 395 785 223 335

5575 201 320 237 449 335 196 559 367 764 211 330

5775 190 294 237 421 333 179 535 343 756 195 316

6025 168 255 220 375 320 160 524 313 730 176 302

6225 152 235 206 352 302 146 487 283 692 158 283

6425 141 215 198 322 289 130 467 256 666 143 275

6675 125 196 188 293 272 119 450 239 648 133 261

6925 115 180 175 273 261 110 435 210 604 124 252

7175 111 168 170 249 250 100 417 190 580 115 245

7375 93 150 163 233 237 95 391 172 545 108 237

7575 87 141 148 210 225 88 370 152 507 98 228
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different directions. The standard was observed in
the north, while the program stars were observed in
the south, near the meridian, leading to the danger
of instrumental and atmospheric azimuthal effects.
Instrumental effects were removed using an artifi-
cial light source. The situation is not so simple for
transparency. Although no difference in transparency
between the northern and southern directions was
apparent visually, this does not exclude the possi-
bility of such differences. Extensive specialized ob-
servations would be required to detect and quantify
possible differences of the atmospheric transparency
toward the celestial pole; we have not performed such
observations. We expected the danger of an azimuthal
effect to be low for observations at zenith distances
not exceeding 45◦–48◦. Of course, this can be con-
sidered a weak point in our technique. We took into
account the sky background only for nights near the
full Moon; it was negligible for program stars on all
other nights. The entire program has taken thirty full
or partial nights.

In our numerical reduction, we used well-known
formulas for differential observations. However, in
contrast to the observations for the catalog [10],
we applied readings corresponding to the integrated
spectrum rather than the integrated envelope curve
for the primary standard. This was necessitated by the
spectral energy distribution of HD 221525, which is
not suitable for plotting a trustworthy envelope curve.

After the numerical computer reduction, we de-
rived large-scale E(λ) plots for each star. These were
used to apply final corrections toE(λ) at some points.
From five to ten such corrections were made for the
entire spectrum (90 points). Usually, corrections were
needed for points at the very edges of the studied
wavelength range and also near 6000 Å where the
filter was introduced and the amplification regime
changed. Note that we did not apply strong smooth-
ing, as can be seen from the data presented. Our
final results—the extra-atmospheric monochromatic
illuminations from the equatorial standards—are pre-
sented in Table 2. The first line gives the star numbers
from Table 1 and the first column the central wave-
lengths of the averaged intervals (in Angstroms). As
in [1, 2], the data on the energy distribution was
obtained in a “continuous” form. However, because of
their large volume, they are presented in Table 2 in a
discrete form, for 23 of the 90 spectral points studied.
The data will be completely presented in electronic
form at the Astronomical Data Center.

4. INTERNAL ACCURACY AND AGREEMENT
WITH BROAD-BAND PHOTOMETRY

A traditional measure of accuracy is the relative
rms error, though, strictly speaking, it reflects in-
ternal consistency rather than overall accuracy. The
ASTRONOMY REPORTS Vol. 46 No. 3 2002
relative rms error of our data in the visible is 1–2%,
rising to 3–5% near the edges of the wavelength
interval studied. Despite the fact that the fluxes of
the secondary standards are one to two orders of
magnitude lower than those of stars of the catalog
[10], the internal consistency shown by the secondary
standards is better by a factor of 1.5–2. This increased
accuracy is due to the larger aperture of the telescope,
better guiding, better and more stable transparency
(compared to Kamenskoe Plateau), the use of a single
standard, and the larger number of observations. The
origin of the scatter in our final results is mainly
instrumental. As expected in this case, the errors in-
crease with increasing ambient temperature and de-
creasing stellar brightness and are virtually indepen-
dent of the air mass difference between the program
star and standard.

It is impossible to directly determine the external
agreement for the program stars, since no similar
data obtained by other authors are available. How-
ever, there is an indirect method that can be applied
to check our results, which we have used from the
very beginning of our large-scale spectrophotometric
observations [16]. We are referring to comparisons
between color indices computed from energy distri-
butions (sometimes called “synthetic” color indices)
and those directly observed. Such comparisons are
possible for the vast majority of stars for which spec-
trophotometric measurements are available, since the
total number of stars with photometric data is higher
by a factor of a hundred. Note that this same approach
is used by theorists for model-atmosphere compar-
isons (see, for instance, [17]). Obviously, this compar-
ison will be more significant if we use a larger number
of photometric systems and increase the number of
observations in one of these. Experience shows that
candidate standard stars should be observed many
times, by different observers using different instru-
mentation at different sites. Otherwise, there exists
the danger of obtaining “standard” data with hidden
systematic and random errors; it also cannot be ruled
out that a standard star proves to be variable.

We included the four most reliable and widely used
photometric systems in our comparison: the Johnson
UBV , Sternberg Astronomical Institute WBVR,
and Strömgren ubvy systems, as well as the system
of the TYCHO catalog. By definition,

mi −mj =
−2.5 log[ΣE(λ)ϕi(λ)∆λ/ΣE(λ)ϕj(λ)∆λ] + Cij ,

where mi andmj are the i and j magnitudes, E(λ) is
the spectral energy distribution of the star, ϕi(λ) and
ϕj(λ) are the response curves for the i and j bands,
andCij is a constant that depends on the zero point of
the magnitude scale and the choice of measurement
units.
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Table 3. δV , δ(U −B), and δ(B − V ) deviations for the
UBV system

No. HD Vobs δV δ(U −B) δ(B − V )

1 2830 7.03 0.04 – 0.01

2 3628 7.32 0.05 – 0.01

3 13043 6.91 0.10 0.05 0.01

4 20619 7.04 0.02 0.03 0.01

5 36117 7.97 −0.04 −0.02 0.01

6 75620 8.01 0.02 0.03 0.00

7 88725 7.76 0.01 0.05 0.00

8 126053 6.27 0.04 0.09 0.05

9 152391 6.64 0.02 0.04 0.02

10 172233 8.04 0.06 0.09 0.04

11 219018 7.72 0.08 – 0.02

Mean 0.036 0.045 0.016

Table 4. δV , δ(W −B), and δ(B − V ) deviations for the
WBV R system

No. HD Vobs δV δ(W −B) δ(B − V )

1 2830 7.058 0.067 −0.014 −0.010

2 13043 6.883 0.074 −0.035 0.005

3 20619 7.025 0.028 0.012 −0.018

4 126053 6.266 0.039 −0.004 0.033

5 152391 6.625 0.010 −0.032 0.006

6 194764 7.117 0.040 −0.018 0.001

7 212837 6.781 0.075 −0.021 0.005

Mean 0.048 −0.016 0.003

Thus, the computed color indices depend on the
spectral energy distribution, the system response
curves, and the constants Cij . Naturally, the com-
putation of synthetic colors requires continuous data
on the energy distribution in the integrated spectrum,
in the form of an uninterrupted histogram, which are
not always available. We adopted the response curves
for the photometric systems from [13, 18–20].

Although the technique used for computing color
indices has been described numerous times in the
literature (for example, cf. [21]), we wish to discuss
our determination of the constants in somewhat more
detail. Two approaches are found in the literature:
the first is based on the use of data for a single star,
and the second on the use of data for many stars.
The first method is less resource-intensive and more
transparent, but requires very accurate photomet-
ric and spectrophotometric data for the chosen star.
Obviously, any random error in the data becomes a
source of systematic errors in this case. Most often,
the main primary spectrophotometric standard Vega
is used to determine the constants; this was done, for
example, in [14, 18]. Kharitonov et al. [22] preferred
the second method, since they felt this made it possi-
ble to avoid systematic errors. We do not agree with
this point of view. Although the agreement between
the spectrophotometric and photometric data may be
better in this case, the results of the comparison will
not necessarily be more reliable: the second approach
implicitly assumes the absence of systematic errors
in the spectrophotometric data, which is not always
the case. Moreover, the main goal of the photometric
comparison is precisely to reveal systematic errors
or demonstrate their absence. Note that, in the first
method, we actually determine to what extent the
spectrophotometric data are homogeneous with re-
spect to the primary standard. In the process, it is
assumed that the scale of the photometric system
is linear, as is the case for most well-known sys-
tems. For these reasons, we decided to use the first
approach. Because the primary standard for all our
program stars was HD 221525, it was natural to
use this star when determining the constants as well,
also having in mind the lack of data for Vega in the
TYCHO catalog. We determined the constants for
the TYCHO and uvby systems using HD 221525,
and for the UBV and WBVR systems using Vega.
In this procedure, we assume that the computed and
directly observed color indices should be equal for the
chosen star. Remember thatE(λ) forHD 221525 was
derived for the Vega system, in accordance with the
work of Hayes [12].

Proceeding as described above, we computed
color indices for all the intermediate-brightness
standards in three broad-band (UBV , WBVR, and
TYCHO) photometric systems and one intermediate-
band (the Strömgren) system. We then calculated
deviations for common stars, i.e., differences in the
directly observed color indices and those computed
from the energy distributions. The photometric da-
ta for the Strömgren system were taken from the
electronic version of the catalog [23]. It is known
that, instead of ordinary color indices, the uvby
system uses combinations of color indices, also
called indices. To make the comparison data more
uniform, we transformed these indices into color
indices. The TYCHO catalog contains BT and VT

magnitudes; we formed theBT − VT color indices via
simple subtraction. Note that this is the first time the
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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TYCHO catalog has been used for comparison with
spectrophotometric data.

The deviations in the various systems are pre-
sented in Tables 3–6. These tables show that the
deviations for most stars are within one or two hun-
dredths of a magnitude, which is quite satisfactory,
even for standards. However, several cases of rela-
tively large deviations are present.

For 11 of the 41 stars on our list, there exist UBV
photoelectric data (the catalog of Nicolet [24]), and
WBVR data are available for seven [13]. The corre-
sponding color differences (deviations) are collected
in Tables 3 and 4. We computed the V magnitudes in
accordance with the WBVR response curves. Note
that they coincide with the analogous UBV mag-
nitudes to within 0.01m, and we did not recompute
them for the latter system. We conclude that the
agreement of the WBVR color indices is excellent
(δ(W −B) = −0.016 and δ(B − V ) = 0.003), being
somewhat worse for the UBV indices (δ(U −B) =
0.045 and δ(B − V ) = 0.016). This discrepancy be-
tween the mean deviations found for the two simi-
lar systems is surprising, especially since five of the
seven stars in Table 3 are also in Table 4. For exam-
ple, the deviations in the ultraviolet for the Johnson
UBV system indicate that the spectrophotometric
measurements in this range are too high (too blue),
whereas the deviations in theWBVR system indicate
them to be too low. This discrepancy is difficult to
explain for two such similar systems. The same is true
of the relatively high deviation for the V magnitudes.
Elucidation of the origin of these discrepancies re-
quires additional observations, including spectropho-
tometry.

In the TYCHO catalog system, five stars of the
41 show δ(BT − VT ) deviations within 0.030–0.045,
while the values for the remaining stars are below
0.030, within the combined photometric and spec-
trophotometric errors. Unfortunately, a systematic
deviation of up to 0.01 is present whose origin remains
unclear. Note that some stars show discrepant results
for different comparisons of photometric systems. In
these cases, the deviations in one of the systems must
clearly be due to photometric errors for that system.
Several stars demonstrate discrepancies between the
computed color index and the mean value for the
corresponding spectral type. This is especially true
of the G5IV stars. This is probably due to errors in
their spectral classification.

The results of our comparison with photometric
data in the intermediate-band uvby system are pre-
sented in Table 6. In general, the deviations are within
the expected range, but the δ(u− v) values for three
of the 26 stars in common (marked with “!”) are high.
However, the most surprising thing is that the sum of
the deviations is the lowest for v − b; the next lowest
ASTRONOMY REPORTS Vol. 46 No. 3 2002
Table 5. δ(BT − VT ) deviations for the TYCHO catalog
system

No. HD BT − VT δ(BT − VT )
1 2830 −0.088 −0.027
2 3628 0.693 −0.012
3 9716 0.189 −0.003
4 13043 0.700 0.011
5 17808 0.027 −0.019
6 20619 0.721 −0.007
7 23009 0.118 −0.018
8 27063 0.749 0.013
9 29788 0.214 −0.035

10 36117 0.115 −0.025
11 39833 0.687 −0.029
12 46090 0.782 0.008
13 47221 −0.137 −0.045
14 59688 0.705 0.007
15 71431 0.659 −0.007
16 75620 0.123 −0.012
17 80916 0.152 −0.027
18 83290 0.707 0.001
19 88725 0.694 0.025
20 90212 0.079 −0.014
21 100237 −0.002 0.009
22 102844 0.701 0.002
23 108228 0.059 −0.022
24 109098 0.712 −0.003
25 121513 0.141 0.001
26 126053 0.708 0.043
27 133409 0.229 −0.020
28 138369 0.686 −0.010
29 147470 0.100 0.022
30 152391 0.856 −0.030
31 158509 0.060 −0.020
32 185198 0.191 −0.020
33 186104 0.726 −0.009
34 193559 0.042 0.001
35 194764 0.746 −0.007
36 203993 0.035 −0.023
37 212837 0.697 −0.011
38 216261 0.165 −0.028
39 219018 0.693 −0.034
Mean −0.0096

sum is for u− v (even including the three discrepant
points), and the sum is highest for b− y. In addition,
as for our comparison with the TYCHO catalog, this
last color index demonstrates a systematic offset. On
average, the computed color indices are 0.015 bluer
than the directly observed values. Our analysis again
confirms that, if we wish to identify reliable standards
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Table 6. Deviations in the Strömgren uvby system

No. HD δ(u − v) δ(v − b) δ(b− y)

1 2830 −0.020 +0.002 −0.013

2 3628 −0.021 −0.008 −0.018

3 13043 −0.028 −0.008 −0.011

4 20619 +0.012 −0.007 −0.022

5 23009 −0.007 +0.001 −0.011

6 27063 −0.015 −0.016 −0.013

7 36117 +0.025 −0.006 −0.010

8 39833 +0.015 −0.002 −0.033

9 46090 +0.022 −0.004 −0.009

10 59688 +0.040 0.000 −0.022

11 71431 +0.078! 0.000 −0.026

12 80916 −0.030 +0.007 −0.013

13 83290 +0.086! −0.011 −0.026

14 88725 +0.025 −0.029 −0.027

15 90212 +0.023 −0.003 −0.028

16 100237 +0.020 +0.001 +0.001

17 102844 +0.067! −0.011 −0.028

18 109098 −0.003 −0.014 −0.037

19 126053 −0.007 +0.015 +0.014

20 133409 +0.019 −0.015 −0.013

21 138369 +0.017 +0.002 −0.016

22 152391 −0.003 −0.012 −0.019

23 169225 +0.016 −0.010 −0.024

24 172233 +0.017 −0.001 +0.004

25 186104 +0.019 +0.005 −0.012

26 194764 −0.016 −0.015 −0.015

Mean +0.0042∗ −0.0054 −0.0159

Note: ∗ Without the three values marked with “!.”

of any kind, we must observe candidate stars many
times. However, it also follows that the vast majority
of our data on the spectral energy distributions of the
program stars can be used for standardization. Tables
3–6 demonstrate that virtually all of these data are
accurate and trustworthy.
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Abstract—Evolutionary computations for intermediate-mass stars are analyzed using observed param-
eters for eclipsing SB2 binaries and theoretical parameters based on evolutionary tracks. Modern ob-
servations cannot be used to distinguish between models with and without convective overshooting for
stars in the vicinity of the main sequence. Statistically significant discrepancies between the observed and
computed stellar parameters are associated with systematic errors in photometric effective temperatures.
After taking into account systematic effects, the theoretical computations fit the observational data
uniformly well throughout the entire mass interval studied. Empirical and semiempirical (i.e., reduced
to the ZAMS and with solar elemental abundances) formulas for the mass–luminosity, mass–effective
temperature, and mass–radius relations are proposed. c© 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

One fundamental problem in which the mass–
luminosity relation (MLR) plays an important role
is the determination of the form of the initial mass
function (IMF) dN/dm. The general form of the
IMF is often described by a power-law dependence
dN/dm = mγ , where γ = −2.35 for a Salpeter IMF.

It is virtually impossible to derive the initial mass
function from direct star counts within a magnitude
interval m,m+ dm. The principal technique used to
determine the IMFs of field stars is to obtain the
distribution of the stars in some well-known observa-
tional parameter (in most cases, the magnitude) and
then transform this into a stellar-mass distribution
using the appropriate MLR and evolutionary correc-
tions [1].

The most important quantity for precise deter-
mination of the IMF is not the MLR itself but its
derivative. If we are interested in the IMF, the accu-
racy of the usual power-law approximations of em-
pirical MLRs becomes insufficient. In addition, we
must assume that the available observational data are
uniform in evolutionary status and chemical compo-
sition, which is certainly not true for the field stars
on which empirical MLRs are usually based. The
true behavior of MLRs can only be understood using
accurate stellar models.

Empirical MLRs based on a limited number of
relatively reliable determinations of the masses and
luminosities of components of spectral binaries with
observed eclipses and of visual binaries provide a
powerful tool for estimating the masses of main-
sequence (MS) stars with known magnitudes and
distances [2–5].
1063-7729/02/4603-0233$22.00 c©
However, as noted in [6], we have already reached
a fundamental limit in the accuracy of such MLRs
for some classes of objects, and it is impossible to
obtain more detailed information about the form of the
corresponding relations by averaging a larger number
of more accurate data [3].

However, it is not desirable to base analyses of
MLRs solely on theoretical models. The results of
theoretical computations can be subject to biases due
to the adopted assumptions or simplifications. There-
fore, the characteristic features of a theoretical MLR
can differ from its real features; combined with the
existence of nonmonotonic portions of the luminosity
function, this can lead to erroneous conclusions about
the IMF. The aim of the current study is to determine
if there are systematic discrepancies between modern
stellar models and observational data and, if there
are, identify the origins of these discrepancies using
observations of eclipsing binaries. This will enable us
to draw conclusions concerning the overall adequacy
of various modern models and differences between
them on the basis of high-precision data, which are
seldom [8] used to address such problems.

Section 2 describes the observational and com-
putational results used in this work. In Section 3,
we present our formulation of the problem and the
method we have used to attack it. Section 4 analyzes
the results obtained. Section 5 presents empirical and
semiempirical mass–luminosity, mass-effective tem-
perature, and mass–radius relations. We summarize
our conclusions in Section 6.

2. SEMIEMPIRICAL LUMINOSITIES,
TEMPERATURES, AND RADII

In [6], we obtained uniform estimates of the ages
and metallicities of 43 double-line eclipsing binaries
2002 MAIK “Nauka/Interperiodica”
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Fig. 1.Distribution of the components of the 43 eclipsing binaries studied on the followingdiagrams (corrected for evolutionary
effects and differences in chemical composition): (a) mass–radius; (b) mass–effective temperature, and (c) mass–bolometric
luminosity. Shown for comparison are theoretical ZAMS relations corresponding to the Geneva models for solar metallicity,
Z = 0.02 (short dashed curves), the empirical relations (long dashed curves), and the semiempirical relations (solid curves).
using two independent grids of evolutionary tracks
(computed by the Geneva and Padova groups). We
tested the results for stability and estimated their
accuracy based on the errors for the observational
data (the masses and radii of components). The ages
and metallicities estimated using the two grids of
evolutionary tracks were in good agreement, within
the quoted errors. We also found a reasonable agree-
ment with the data obtained in [8] and with indepen-
dent estimates of the metallicities and ages based on
photoelectric measurements and membership of the
binaries in clusters with known parameters.

The observational parameters of the stars studied
are listed in Tables 2 and 3 of [6]. We can easily
compute how these data (for example, the radii) would
change if, other conditions being equal, all the ob-
served stars had the same (for example, solar) chem-
ical composition and were at the same evolutionary
stage [for example, on the zero-age main sequence
(ZAMS)]:

Rsemi-obs(mobs, aZAMS, Z�) = Robs (1)

+ [(R(mobs, aZAMS, Z�) −R(mobs, a, Z)]),

where Robs is the observational radius; R(mobs, a, z)
is the radius derived from tracks for the observedmass
and the computed age and chemical composition; and
R(mobs, aZAMS, Z�) is the radius computed for the
observed mass, age, and solar chemical composition.
The semiempirical radii Rsemi-obs(mobs, aZAMS, Z�)
(and the corresponding effective temperatures and lu-
minosities) computed in this way are listed in Table 1
(for the Geneva models). We computed the errors of
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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Table 1. Observational masses (see Tables 1, 2 in [6]), as well as the radii, effective temperatures, and luminosities of
components reduced to the ZAMS for solar chemical composition

Name/HDNo. m (A)/m�
m (B)/m�

r (A)/m�
r (B)/m�

logTeff (A), K
logTeff (B), K

logLbol (A)/L�
logLbol (B)/L�

GG Lup 4.129 ± 0.044 2.292 ± 0.024 4.168 ± 0.030 2.34 ± 0.12
HD 135 876 2.515 ± 0.024 1.659 ± 0.019 4.045 ± 0.047 1.57 ± 0.19
ζ Phe 3.930 ± 0.045 2.237 ± 0.017 4.187 ± 0.010 2.39 ± 0.04
HD 6882 2.551 ± 0.026 1.679 ± 0.023 4.087 ± 0.007 1.75 ± 0.03
IQ Per 3.53 ± 0.06 2.243 ± 0.031 4.099 ± 0.007 2.05 ± 0.03
HD 24 909 1.72 ± 0.04 1.439 ± 0.020 3.888 ± 0.006 0.82 ± 0.03
PV Cas 2.81 ± 0.05 2.038 ± 0.091 4.011 ± 0.011 1.61 ± 0.04
HD 240 208 2.76 ± 0.06 2.079 ± 0.068 4.011 ± 0.010 1.63 ± 0.04
V451 Oph 2.776 ± 0.063 1.835 ± 0.038 4.076 ± 0.032 1.78 ± 0.13
HD 170 470 2.356 ± 0.052 1.656 ± 0.030 4.014 ± 0.022 1.44 ± 0.09
RXHer 2.75 ± 0.06 1.867 ± 0.107 4.047 ± 0.030 1.68 ± 0.12
HD 170 757 2.33 ± 0.05 1.669 ± 0.100 4.004 ± 0.020 1.41 ± 0.09
TZMen 2.487 ± 0.025 1.904 ± 0.020 4.023 ± 0.017 1.60 ± 0.07
HD 39 780 1.504 ± 0.010 1.401 ± 0.015 3.856 ± 0.018 0.66 ± 0.07
AR Aur 2.480 ± 0.098 1.604 ± 0.041 4.063 ± 0.012 1.61 ± 0.05
HD 34 364 2.294 ± 0.093 1.649 ± 0.040 4.008 ± 0.013 1.41 ± 0.05
V1031Ori 2.473 ± 0.018 1.837 ± 4.359 3.906 ± 0.039 1.76 ± 0.17
HD 38 735 2.286 ± 0.016 2.234 ± 0.179 3.934 ± 0.027 1.56 ± 0.11
β Aur 2.355 ± 0.028 1.924 ± 0.062 3.991 ± 0.019 1.49 ± 0.08
HD 40 183 2.271 ± 0.025 1.893 ± 0.056 3.985 ± 0.019 1.45 ± 0.08
V1647 Sgr 2.189 ± 0.037 1.669 ± 0.238 3.992 ± 0.020 1.37 ± 0.05
HD 163 708 1.972 ± 0.033 1.522 ± 0.116 3.968 ± 0.016 1.19 ± 0.06
VV Pyx 2.101 ± 0.022 1.801 ± 0.035 4.001 ± 0.009 1.47 ± 0.04
HD 71 581 2.099 ± 0.019 1.802 ± 0.035 4.001 ± 0.009 1.47 ± 0.04
CM Lac 1.88 ± 0.09 1.476 ± 0.060 3.942 ± 0.015 1.06 ± 0.07
HD 209 147 1.47 ± 0.04 1.366 ± 0.061 3.854 ± 0.200 0.64 ± 0.09
RS Cha 1.858 ± 0.016 1.036 ± 0.056 3.990 ± 0.010 0.94 ± 0.05
HD 75 747 1.821 ± 0.018 1.266 ± 0.055 3.954 ± 0.010 0.97 ± 0.05
V477 Cyg 1.79 ± 0.12 1.414 ± 0.051 3.946 ± 0.019 1.04 ± 0.07
HD 190 786 1.35 ± 0.07 1.133 ± 0.047 3.818 ± 0.025 0.35 ± 0.09
ZZ Boo 1.72 ± 0.08 1.605 ± 0.172 3.868 ± 0.012 0.83 ± 0.05
HD 121 648 1.72 ± 0.08 1.605 ± 0.172 3.868 ± 0.012 0.83 ± 0.05
TX Her 1.62 ± 0.04 1.509 ± 0.053 3.866 ± 0.010 0.77 ± 0.05
HD 156 965 1.45 ± 0.03 1.429 ± 0.050 3.826 ± 0.010 0.56 ± 0.05
PV Pup 1.565 ± 0.011 1.446 ± 0.018 3.842 ± 0.019 0.64 ± 0.08
HD 62 863 1.554 ± 0.013 1.409 ± 0.018 3.842 ± 0.019 0.62 ± 0.08
V442 Cyg 1.564 ± 0.024 1.495 ± 0.034 3.879 ± 0.010 0.81 ± 0.03
HD 33 4426 1.410 ± 0.023 1.403 ± 0.034 3.844 ± 0.006 0.61 ± 0.03
CWEri 1.52 ± 0.015 1.443 ± 0.276 3.875 ± 0.019 0.77 ± 0.07
HD 19 115 1.28 ± 0.01 1.295 ± 0.100 3.821 ± 0.010 0.45 ± 0.07
RZ Cha 1.518 ± 0.021 1.469 ± 0.072 3.869 ± 0.012 0.76 ± 0.06
HD 93 486 1.509 ± 0.027 1.493 ± 0.030 3.866 ± 0.010 0.76 ± 0.04
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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Table 1. (Contd.)

Name/HDNo. m (A)/m�
m (B)/m�

r (A)/m�
r (B)/m�

logTeff (A), K
logTeff (B), K

logLbol (A)/L�
logLbol (B)/L�

BWAqr 1.49 ± 0.020 1.467 ± 2.208 3.843 ± 0.042 0.65 ± 0.06
BD - 16 6074 1.39 ± 0.020 1.436 ± 0.187 3.826 ± 0.014 0.57 ± 0.06
DMVir 1.454 ± 0.008 1.427 ± 0.066 3.825 ± 0.009 0.56 ± 0.03
HD 123423 1.448 ± 0.008 1.419 ± 0.064 3.826 ± 0.020 0.56 ± 0.03
CD Tau 1.442 ± 0.016 1.246 ± 0.041 3.832 ± 0.003 0.47 ± 0.02
HD 34335 1.368 ± 0.016 1.296 ± 0.030 3.809 ± 0.003 0.41 ± 0.02
V1143Cyg 1.391 ± 0.016 1.265 ± 0.023 3.808 ± 0.007 0.39 ± 0.03
HD 185 912 1.347 ± 0.013 1.238 ± 0.023 3.804 ± 0.007 0.35 ± 0.03
TV Cet 1.39 ± 0.05 1.399 ± 0.112 3.821 ± 0.010 0.52 ± 0.07
HD 20173 1.27 ± 0.04 1.197 ± 0.062 3.801 ± 0.007 0.31 ± 0.05
BS Dra 1.37 ± 0.03 1.330 ± 0.150 3.809 ± 0.012 0.43 ± 0.03
HD 190 020 1.37 ± 0.03 1.330 ± 0.150 3.809 ± 0.012 0.43 ± 0.03
HSHya 1.34 ± 0.05 1.240 ± 0.140 3.810 ± 0.007 0.38 ± 0.09
HD 90 242 1.28 ± 0.05 1.136 ± 0.140 3.801 ± 0.007 0.27 ± 0.10
BK Peg 1.27 ± 0.01 1.251 ± 0.150 3.788 ± 0.005 0.29 ± 0.09
BD +255 003 1.43 ± 0.02 1.425 ± 0.275 3.817 ± 0.008 0.53 ± 0.09
UXMen 1.238 ± 0.006 1.124 ± 0.022 3.792 ± 0.007 0.22 ± 0.03
HD 37 513 1.198 ± 0.007 1.086 ± 0.020 3.787 ± 0.007 0.17 ± 0.03
VZHya 1.23 ± 0.03 1.175 ± 0.087 3.811 ± 0.008 0.33 ± 0.04
HD 72 257 1.12 ± 0.03 1.016 ± 0.045 3.793 ± 0.007 0.13 ± 0.04
FL Lyr 1.221 ± 0.016 1.159 ± 0.031 3.787 ± 0.009 0.22 ± 0.03
HD 179 890 0.960 ± 0.012 0.916 ± 0.030 3.719 ± 0.009 −0.24 ± 0.054
UV Psc 1.22 ± 0.08 0.967 ± 0.026 3.765 ± 0.010 −0.01 ± 0.05
HD 7700 0.87 ± 0.03 0.871 ± 0.030 3.694 ± 0.010 −0.38 ± 0.055
EWOri 1.194 ± 0.014 1.106 ± 0.011 3.773 ± 0.007 0.06 ± 0.03
HD 287 727 1.158 ± 0.014 0.987 ± 0.011 3.757 ± 0.007 0.01 ± 0.03
WZOph 1.12 ± 0.04 1.114 ± 0.030 3.783 ± 0.005 0.18 ± 0.03
HD 154 676 1.12 ± 0.04 1.114 ± 0.030 3.783 ± 0.005 0.18 ± 0.03
UV Leo 1.105 ± 0.012 0.942 ± 0.073 3.764 ± 0.006 −0.04 ± 0.03
HD 92 109 1.105 ± 0.012 0.965 ± 0.073 3.762 ± 0.025 −0.03 ± 0.03
HS Aur 0.900 ± 0.019 0.883 ± 9.352 3.715 ± 0.113 −0.03 ± 0.35
BD +47 1350 0.879 ± 0.017 0.782 ± 1.677 3.703 ± 0.050 −0.44 ± 0.25
V539Ara 6.24 ± 0.07 3.324 ± 0.085 4.286 ± 0.010 3.14 ± 0.05
HD 161 783 5.31 ± 0.06 3.118 ± 0.080 4.246 ± 0.010 2.92 ± 0.06
CV Vel 6.100 ± 0.044 3.317 ± 0.036 4.271 ± 0.012 3.08 ± 0.05
HD 77 464 5.996 ± 0.035 3.240 ± 0.036 4.267 ± 0.012 3.04 ± 0.05
AG Per 5.36 ± 0.16 2.769 ± 0.150 4.258 ± 0.020 2.83 ± 0.08
HD 25 833 4.90 ± 0.15 2.566 ± 0.150 4.221 ± 0.020 2.65 ± 0.08
UOph 4.93 ± 0.05 2.990 ± 0.064 4.233 ± 0.040 2.84 ± 0.16
HD 156 247 4.56 ± 0.04 2.702 ± 0.050 4.209 ± 0.040 2.64 ± 0.16
DI Her 5.185 ± 0.108 2.528 ± 0.046 4.236 ± 0.020 2.70 ± 0.08
HD 175 227 4.534 ± 0.066 2.339 ± 0.045 4.185 ± 0.020 2.43 ± 0.08
V760 Sco 4.69 ± 0.17 2.781 ± 0.726 4.236 ± 0.027 2.77 ± 0.06
HD 147 683 4.42 ± 0.14 2.439 ± 0.423 4.221 ± 0.018 2.59 ± 0.05
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these quantities using the formula

∆Robs(mobs, aZAMS, Z�)=[((∆R(mobs, a, Z))2 (2)

+ (∆Robs)2])1/2,

where ∆Robs is the observational error of the radius
and ∆R(mobs, a, Z) = F (mobs, a, Z,∆a,∆Z) is the
error of the radius computed using the age and chem-
ical composition computed in [6]. Figure 1 shows
how Fig. 1 of [6] changes after introducing these
evolutionary and metallicity corrections.

3. (O − C) DIFFERENCES

Observations of binary stars (in contrast to clus-
ters) are seldom used to test theoretical models. The
Cambridge group [8] applied data for SB2 eclipsing
systems to their computations and concluded that it
was possible to fit the components of a single system
using coeval models having the same chemical com-
position. They also evaluated their results with sta-
tistical tests (comparing the computed and predicted
numbers of stars at various evolutionary stages). We
use a different approach here.

Of the various observational parameters for the
sample of 86 stars presented in Tables 2 and 3 of [6],
we chose the masses and radii for our computations.
We selected the age and metallicity of each system
so that the computed masses and radii would be
as close as possible to the corresponding observed
values. The effective-temperature data can be used to
compare the computations with observations, since
the method used to derive them ensures that they are
independent of both mass and radius. The luminosi-
ties were calculated from the observational radii and
temperatures and are therefore less suitable for this
purpose.

We now compute for each star the quantity

(O − C)T = log T obs
eff − log Teff(mobs, a, Z), (3)

where T obs
eff is the observational effective temperature

from Tables 2 and 3 of [6] and Teff(mobs, a, Z) is the
effective temperature calculated for the observational
mass mobs and computed a,Z. We can evaluate the
agreement between the computations and observa-
tions using the overall characteristics of the (O −
C) values. The (O −C) differences are equal to the
distances of the points in Fig. 1 from the constant-
mass ZAMS relations for solar chemical composi-
tion in the same figure [cf. (1) and (3)]. Therefore,
these differences can also be viewed as deviations of
the monometallic, semiempirical temperatures for the
ZAMS from the corresponding theoretical values.

The errors are computed analogously to for-
mula (2), i.e., as combinations of the errors of the
ASTRONOMY REPORTS Vol. 46 No. 3 2002
Table 2. Properties of the (O − C)T distributions: coeffi-
cient r for correlation with mass (the confidence interval is
±0.11 in all cases) and validity of the hypothesis that the
distributions are normal P (χ2 ≥ χ2

0)

O − C r P

(O − C)0T 0.50 ≤0.05
(O − C)G 0.18 0.38

(O − C)P 0.05 0.57

(O − C)Covs 0.18 0.82

(O − C)Cstd 0.14 0.35

observed and computed values. Note that, in most
cases, the error of a computed quantity does not
exceed the observational error, and, in more than half
the cases, it is much lower than the observational
error.

To compare various models, we computed the
quantities (O − C)T (and similarly (O − C)L for
luminosities) based on the tracks computed by the
Padova (P) and Geneva (G) groups. Because the
theory of convective overshooting is now being widely
discussed in connection with stellar evolutionary
computations, we also used two models computed
by the Cambridge group [9], which differ only in their
treatment of this question. These are a so-called stan-
dard model with a Schwartzschild convective core
(Cstd) and a convective-overshoot model (Covs). We
propose, first, to assess differences between the tracks
with and without overshooting (Cstd, Covs) for the
observed parameters of MS stars and, second, to
compare the results obtained with different overshoot
models (G, P, Covs). We computed a,Z for the
systems studied using the Covs and Cstd tracks (in a
way similar to that described in [6]), then determined
(O − C).

In addition to (O − C)G, (O −C)P, (O − C)Covs,
and (O −C)Cstd, we construct for comparison a
number of other quantities, which we refer to by
analogy as (O − C)0:

(O−C)0T = log T obs
eff − log Teff(mobs, aZAMS, Z�),

(4)

which are the distances from the observational da-
ta points to the mass–effective temperature relation
(MTR) at a given mass. We now analyze the distri-
butions of these quantities.

Note that (O − C)0T shows some correlation with
mass (see the linear correlation coefficients in Ta-
ble 2), as is quite natural, whereas there is virtually
no correlation for the other (O − C)T relations. The
χ2 values in Table 2 show the probability that the
(O −C)T distributions are normal. We can seen from
the table that this hypothesis can be refuted in none of
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Fig. 2. Distributions of (O − C)T in the inverse sample
distribution function–inverse Laplace function plane (a
eyeball test that the distributions are normal): (a) (O −
C)0T , (b) (O − C)CstdT , (c) (O − C)CovsT , (d) (O − C)PT ,
(e) (O − C)GT . Approximating lines fit to the first half of
the samples are also drawn.

the cases except (O−C)0T . Figure 2 shows the distri-
butions of (O − C)T in the inverse sample function–
inverse Laplace function plane (providing a so-called
eyeball test of whether the distributions are normal
[10]). The deviations of the data points in these figures
from straight lines correspond to deviations from a
normal distribution. Figure 2a (the inverse (O − C)0T
sampling distribution function) shows the presence of
systematic deviations, which are not apparent in any
of the other cases (although there are a few outliers,
especially at the maximum values along the hori-
zontal axes, which were not used in our subsequent
analysis).

Given the normal nature of the series on the whole,
we discarded stars with large (O − C) values using
the criterion of Chauvenet; this excluded three stars
for the P and G tracks and seven for the Сstd and
Covs tracks. The larger fraction of unsatisfactory fits
for theCstd and Covsmodels may be due to their rela-
tively narrow metallicity range: in [9], models without
overshooting were computed only for Z = 0.01, 0.02,
and 0.03.We accordingly restricted our computations
with the Covs models to the same chemical composi-
tions to facilitate a trustworthy comparison with our
results.

We thus have the four series (O −C)G, (O −C)P,
(O − C)Covs, and (O − C)Cstd, which have approx-
imately normal distributions and do not depend di-
rectly on the mass. In the ideal case, (O −C) forms
a series of random observational errors without any
systematic component due to evolution or the disper-
sion in chemical composition. In all four cases, the
distributions of (O − C) prove to be biased. These
small biases are due to the existence of a lower bound
for the age (ZAMS) and the fact that a consider-
able number of stars in our sample are close to this
boundary (the upper bound for the age can be taken
to be infinitely remote for all the objects studied and
all models considered). This inevitable byproduct of
this type of computation is also present in the results
of [8] when the observed luminosities are compared
with those corresponding to the computed a,Z val-
ues. The mean (O − C) bias is determined by the
technical details of the method employed; it appears
to be unrelated to the degree of agreement between
the observations and computations and has no effect
on our subsequent discussion. We will analyze the
uniformity of the closeness of the computed and ob-
served parameters; i.e., how the distribution of (O −
C) behaves in different mass intervals.

4. SMOOTHING OF (O − C)

To establish the behavior of (O − C) as a function
of mass, we used a smoothing technique similar to
a moving average [10]. We made a transformation
from the initial series values to their arithmetic means
over mass intervals. The number of data points was
the same in each interval, so that the lengths of the
intervals varied significantly. After testing using var-
ious numbers of data points per interval, we chose
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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Fig. 3. Smoothed (O − C)T (a, b, e, g) and the probability of a nonrandom deviation of the mean (O − C)T for the ith interval
from the mean over the entire range (b, d, f, h) for the G, P, Covs, and Cstd models, respectively. The horizontal axis plots the
number of the mass interval normalized to unity (i = n/N). The negative shift of the mean (O − C)T throughout the entire
mass range is due to the asymmetric nature of the stellar-age distribution (see Section 3). The solid curves show (O − C)T

values smoothed over 20 data points, and the dashed curves show smoothed (O − C)T for even and odd numbers of the stellar
series sorted by mass. The solid horizontal line shows the mean (O − C)T for the ensemble, and the long dashed lines, its
standard deviation. Plots b, d, f, and h also show the probability of a nonrandom deviation of the mean (O − C)L (bold dashed
lines).
N = 20 (makingN too large would inevitably smooth
out all features, whereas making it too small would
make it impossible to neglect statistical fluctuations.
Our estimates show that varyingN within reasonable
limits (±10) does not affect our conclusions).

The (O − C) distributions in smoothed intervals
remain close to normal, making it possible to com-
pute the probability of nonrandom deviations of the
ASTRONOMY REPORTS Vol. 46 No. 3 2002
mean for each interval from the mean for the en-
tire distribution. Figure 3 shows smoothed (O −C)T
curves for all the tracks studied, together with these
probabilities. It is clear that even the behavior of the
smoothed curve is, to some extent, determined by the
chosen sample of stars. To assess the influence of
our choice of objects on the behavior of the smoothed
curve, we subdivided the (O−C) series into two parts
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Fig. 3. (Contd.)
by numbering (O −C)iT in order of increasing stellar
mass and dividing the sample into even- and odd-
numbered data points. The smoothed (O − C)T for
the even ((O−C)T (e)) and odd ((O−C)T (o)) points
are also shown in Fig. 3. On the whole, the two series
exhibit very similar behavior (the linear-correlation
coefficients (e) and (o) for the different models range
from 0.87 to 0.96 for a confidence interval of 0.13).
However, of the two main features shown by (O −
C)T (a dip in the mass interval (1.1 − 1.5)m� and a
rise atm > 1.5m�), only the rising portion is present
in both subsamples. The dip visible for only one half of
the sample must be considered to have low statistical
significance and to be a random fluctuation.

The statistically significant excess near 1.5m� ap-
pears to have the following origin. Ribas et al. [11]
showed that photometric effective temperatures T phot
eff

were systematically shifted relative to temperatures
derived from stellar radii using Hipparcos parallaxes
(THip

eff ), with the shift depending on temperature. Al-
though the parallax temperatures are constrained by
the BC− Teff relation and therefore cannot be com-
pletely independent, Ribas et al. [11] point out that
these temperatures should be more accurate than
photometric temperatures. We now analyze how our
(O − C)T relations change if we introduce the cor-
responding correction to our observed (photometric)
temperatures.

We computed the corrections to (O − C)T as fol-
lows. For 40 stars from Table 1 in [11], we com-
puted (OHip −Ophot) = log THip

eff − log T phot
eff (exclud-

ing the system V1647 Sgr, as in [11]) and estimated
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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Fig. 4. Smoothed (O − C)T for models (a) G, (b) P, (c) Covs, and (d) Cstd (thin solid curves), the computed correction
(OHip − Ophot) (dashed curves), and their sum—the smoothed (O − C)T corrected for inhomogeneity of the photometric
effective-temperature estimation (bold solid curves).
the masses from the theoretical MTR. The accuracy
of the resulting masses is (0.1 − 0.3)m� (based on
the errors in the effective temperatures). We then
smoothed the correction (OHip −Ophot) in the same
way as for (O − C) for the same mass intervals (thus
the condition of constant number of data points with-
in a mass interval for (OHip −Ophot) was retained,
preserving the scale).

Figure 4 shows the smoothed (O − C)T and
(OHip −Ophot) and the smoothed (O−C)T − (OHip −
Ophot) corrected for the photometric temperature shift
ASTRONOMY REPORTS Vol. 46 No. 3 2002
for all four theoretical models. It is evident that the
positions of the maxima of (O − C)T and (OHip −
Ophot) on the Cstd and Covs tracks coincide and that
the corrected relations become virtually monotonic.
We found no significant differences between the
results for models with and without overshooting. The
maxima for models G and P are somewhat shifted
relative to the maximum of (OHip −Ophot), so the
corresponding features do not disappear altogether
but become insignificant. The sharp increase in the
errors in (O − C)T − (OHip −Ophot) toward large
masses is due to the considerable scatter of (OHip −
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Table 3. Empirical and averaged semiempirical MLR, MTR, and MRR. The mean approximation error is shown for the
empirical relations

m/m� logLemp/L� logLsemi−emp/L� logT emp
eff logT semi−emp

eff log remp/r� log rsemi−emp/r�

0.900 −0.1633 ± 0.10 −0.522 ± 0.121 3.7186 ± 0.027 3.677 ± 0.013 −0.0425 ± 0.068 −0.125 ± 0.089

1.010 0.0176 −0.268 ± 0.099 3.7410 3.710 ± 0.011 0.0242 −0.051 ± 0.072

1.120 0.1895 −0.036 ± 0.080 3.7629 3.741 ± 0.009 0.0808 0.010 ± 0.057

1.230 0.3529 0.175 ± 0.066 3.7843 3.771 ± 0.008 0.1286 0.060 ± 0.045

1.340 0.5079 0.367 ± 0.054 3.8053 3.799 ± 0.007 0.1686 0.101 ± 0.035

1.450 0.6550 0.540 ± 0.047 3.8258 3.826 ± 0.008 0.2020 0.135 ± 0.027

1.560 0.7942 0.698 ± 0.042 3.8459 3.851 ± 0.008 0.2297 0.162 ± 0.021

1.670 0.9259 0.840 ± 0.039 3.8655 3.875 ± 0.008 0.2527 0.183 ± 0.016

1.780 1.0505 0.968 ± 0.038 3.8847 3.898 ± 0.009 0.2716 0.201 ± 0.012

1.890 1.1681 1.085 ± 0.038 3.9033 3.919 ± 0.009 0.2873 0.214 ± 0.010

2.000 1.2790 1.190 ± 0.039 3.9215 3.939 ± 0.009 0.3002 0.226 ± 0.008

2.450 1.6692 1.526 ± 0.041 3.9911 4.009 ± 0.009 0.3356 0.257 ± 0.008

2.900 1.9714 1.763 ± 0.046 4.0528 4.063 ± 0.008 0.3594 0.285 ± 0.014

3.350 2.2044 1.953 ± 0.057 4.1064 4.104 ± 0.008 0.3831 0.320 ± 0.017

3.800 2.3870 2.133 ± 0.068 4.1518 4.137 ± 0.010 0.4081 0.361 ± 0.017

4.250 2.5382 2.323 ± 0.074 4.1891 4.164 ± 0.013 0.4318 0.399 ± 0.012

4.700 2.6768 2.528 ± 0.072 4.2179 4.189 ± 0.014 0.4525 0.423 ± 0.007

5.150 2.8216 2.735 ± 0.063 4.2384 4.215 ± 0.013 0.4743 0.432 ± 0.004

5.600 2.9916 2.915 ± 0.050 4.2503 4.248 ± 0.009 0.5127 0.436 ± 0.004

6.050 3.2055 3.024 ± 0.039 4.2535 4.289 ± 0.005 0.5998 0.468 ± 0.032
Ophot) in [11]. It is possible that the tendency for a
small increase of (O − C)T − (OHip −Ophot) with
increasing mass, which is present for all the models,
is due to insufficient adequacy in the computation of
(OHip −Ophot) for bright stars (see Fig. 2 in [11]).

The coincidence of the positions of the features
for (O − C)T and (OHip −Ophot) should not be in-
terpreted as evidence in favor of the Cambridge mod-
els. First, after being corrected for the systematic
shift of the photometric temperatures, all deviations
of the corrected (O − C)T values from the corre-
sponding mean are within the quoted errors. Second,
differences between the positions of the maximum
of (O − C) for all tracks do not exceed 0.2m� at
the centers of the intervals averaged. This means
that they are within the errors in the masses esti-
mated from the effective temperatures for the sample
[11]. Third, the tracks computed by the Cambridge
group yield obviously underestimated (B − V ) val-
ues, and, consequently, overestimated effective tem-
peratures in the interval 0.4 < (B − V ) < 0.8 (see,
e.g., Figs. 4, 7, 8 in [9]). These color indices cor-
respond approximately to the mass interval 1m� <
m < 1.5m�. In this case, the corrected relation for
the Cambridge models should exhibit a minimum
in the corresponding region; i.e., the maximum of
(OHip −Ophot) should be more prominent and pos-
sibly compensate the features in models G or P. Thus,
the solution of this problem requires more precise
elucidation of the nature of the systematic errors in
the effective temperatures, or alternatively the mass
application of other methods for determining these
temperatures.

The above discussion concerning (O−C)T is also
fully applicable to (O − C)L, since the behavior of
(O − C)L is mainly determined by the form of (O −
C)T . The difference between the observed and com-
puted radii (O − C)R can be minimized by choos-
ing appropriate ages and metallicities. The sample of
these quantities does not obey a normal distribution
and has no systematic features, so its form has virtu-
ally no effect on (O − C)L. Figure 3 illustrates this
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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statement: the behavior of the probabilities of non-
random deviations of the mass-interval means from
the overall mean is nearly the same for (O − C)T and
(O − C)L.

5. SEMIEMPIRICAL MASS–LUMINOSITY,
MASS-RADIUS, AND MASS–EFFECTIVE

TEMPERATURE RELATIONS

Finally, we analyzed the resulting (see Section 2)
semiempirical mass–luminosity, mass–radius, and
mass–effective temperature relations (MLR, MRR,
and MTR; the MRR uses the logarithm of the radius)
by comparing them with theoretical and empirical re-
lations. We obtained a weighted-average polynomial
fit of the positions of observed ZAMS stars with solar
metallicity. Theweights were inversely proportional to
the combined errors of the observations and compu-
tations (see Section 2). We chose the degree of the
polynomial based on the following criterion. Suppose
we have N points (mi, fi ± σfi

) approximated by a
polynomial Fn of degree n. The accuracy of the fit can
be characterized by the quantity

χ̃2 =
χ2

d
, (5)

where d = N − n is the number of degrees of free-
dom for

χ2 =
N∑

i=1

Fn(mi) − f2
i

σ2
fi

+ σ2
Fn

(6)

and σFn is the standard deviation of the coefficients of
the approximating IDL function.

The quantity χ2 decreases with increasing n, how-
ever, d also decreases and χ̃2 has a minimum at some
ASTRONOMY REPORTS Vol. 46 No. 3 2002
n0, which is the chosen degree of the fitting polyno-
mial. The value of χ̃2 at the minimum corresponds
to probabilities 65–99%, and χ̃2(n0) ≥ 95% in most
cases.

We have for the empirical (initial) and semiempir-
ical (corrected for evolutionary effects and the metal-
licity dispersion) relations: n0 = 4 (MLR), n0 = 3
(MTR), and n0 = 5 (MRR). The empirical relations
are shown in Fig. 1 and listed in Table 3. Note that σ
in this table characterizes the accuracy of the fit and
is not equal to the half-width of the empirical relations
(which, in turn, can be estimated from Fig. 1 in [6]).

We computed the mean semiempirical relations
and their errors based on four semiempirical relations
constructed for various theoretical models. They are
also shown in Fig. 1 and presented in Table 3. These
relations are well defined for the mass interval (1 −
2)m� (since it is highly populated) and are accord-
ingly tabulated inmore detail. The uncertainties in the
interval (3 − 6)m� are much higher, due to the small
number of observed objects and, as expected, exceed
the formal errors from Table 3.

It is of interest to compare the behavior of the
derivative of the MLR for the theoretical and approxi-
mated empirical and semiempirical relations. Let us
consider only the region where the empirical rela-
tions are reasonably well defined. Figure 5 presents
the derivatives of MLRs determined in various ways:
the theoretical MLR (Covs; the difference between
the derivatives of different theoretical MLRs is es-
sentially zero for m ≥ 1.5m� and does not exceed
0.1 in d logL/dm for m ≤ 1.5m�, as far as we can
judge, given the relatively large mass step adopted by
the Padova and Geneva groups), mean semiempirical
MLR, our own empirical polynomial-approximation
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MLR, and, for comparison, the commonly used log-
arithmic approximation of the empirical MLR [5]. In
the region considered, the logarithmic approxima-
tion is less suitable in terms of the closeness of its
derivative to the theoretical derivative. The deriva-
tive of the semiempirical MLR is clearly overesti-
mated in the mass interval (1.2 − 1.7)m�, whereas
the derivative of the empirical logarithmic approxi-
mation agrees almost perfectly with the theoretical
derivative form ≥ 1.4m�. This may indicate that the
amount of observational data for masses near m =
1.5m� is insufficient for our task. On the other hand,
for masses below 1.2m�, the derivatives of the empir-
ical and semiempirical MLRs are in better agreement
than those of the theoretical and empirical polynomial
or logarithmic approximations. This is precisely the
region where the turnoff of the observed luminosity
function lies, and the derivative of the MLR can be
used to correctly take into account the star-formation
history when constructing the IMF.

We can see that differences between the behavior
of the derivatives of different MLRs become impor-
tant for masses below 2m� and can reach 0.5 in
d logL/dm for masses 1m�. The relative scatter of
these quantities is about a factor of two higher for
m ≈ 1m� than form ≈ 2m�.

6. CONCLUSIONS

We have analyzed systematic differences between
theoretical computations and observations using da-
ta for the MS components of SB2 eclipsing binary
systems. We have compared parameters (the effective
temperatures) estimated using theoretical computa-
tions together with the observational masses and radii
of the stars, assuming a common origin (age and
metallicity) for all components of a given system and
corresponding values of the observed parameters.

We found that (O − C)T follows a normal distri-
bution. The observed shift of the ensemble-averaged
(O − C)T is associated with the specific nature of the
method employed (the lower bound for the age in the
tracks used, which distorts the age distribution) and
of the distribution of the stars in the Hertzsprung–
Russell diagram. We analyzed shifts of the mean
(O−C) averaged over various mass intervals relative
to the ensemble-averaged mean in order to elucidate
possible origins for these shifts. The dip in (O −C)
computed for four sets of models in the mass interval
(1 − 1.5)m� is not real and appears to be a random
fluctuation associated with individual peculiarities of
the sample used. At the same time, the maximum
exhibited by all the (O − C)T curves at m ≥ 1.5m�
is statistically significant and not random. This max-
imum is due to a systematic shift of the photometric
effective-temperature scale, as is evident from a com-
parison with temperatures determined using Hippar-
cos data [11].

Thus, the results of our analysis lead us to con-
clude that there is no statistically significant evidence
for systematic differences between the observed and
computed stellar parameters that could not be due to
observational uncertainties or computational errors.
The models analyzed approximate the parameters of
stars with a range of moderate masses well and uni-
formly.

In addition, note that our analysis for main-
sequence stars does not provide any means to distin-
guish between models with and without convective
overshooting.

Based on selected accurate observational data, we
have proposed polynomial fits to the empirical MLR,
MTR, and MRR. In the mass interval (1 − 3)m�,
the polynomial approximation is preferable to the log-
arithmic approximation in terms of the agreement
between the slopes of the empirical and theoretical
MLRs.

Our conclusion that the results of theoretical com-
putations approximate the observational data in a
uniform way suggests the use of mean, semiempirical
relations between the mass and other parameters de-
rived from empirical data taking into account effects
associated with the dispersions in the ages and chem-
ical compositions of field stars. In most cases, the
computed uncertainties in the corrections are consid-
erably smaller than the observational errors. The pro-
posed semiempirical relations result from transform-
ing the observational empirical relations into relations
that are uniform in evolutionary status andmetallicity.
The width of these relations is determined primarily
by random observational errors and can be reduced
as further observations become available (in contrast
to the widths of empirical relations, which are ap-
preciably influenced by evolutionary effects and the
metallicity dispersion, even at the currently achieved
accuracy). The semiempirical relations are in best
agreement with the theoretical models in the impor-
tant region m ≈ 1m�, whereas empirical relations
show maximum deviations from the computed rela-
tions for such masses.
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Abstract—Data on the global magnetic field (GMF) of the Sun as a star for 1968–1999 are used to
determine the correlation of the GMF with the radial component of the interplanetary magnetic field
(IMF) | Br |; all data were averaged over a half year. The time variations in the GMF | H | are better
correlated with variations in | Br | than the results of extrapolating the field from the “source surface”
to the Earth’s orbit in a potential model based on magnetic synoptic maps of the photosphere. Possible
origins for the higher correlation between the GMF and IMF are discussed. For both the GMF and IMF,
the source surface actually corresponds to the quiet photosphere—i.e., background fields and coronal
holes—rather than to a spherical surface artificially placed ≈ 2.5 R� from the center of the Sun, as
assumed in potential models (R� is the solar radius). The mean effective strength of the photospheric
field is about 1.9 G. There is a nearly linear dependence between | H | and | Br |. The strong correlation
between variations in | H | and | Br | casts doubt on the validity of correcting solar magnetic fields using
the so-called “saturation” factor δ−1 (for magnetograph measurements in the λ 525.0 nm FeI line).
c© 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Active processes on the Sun and in the interplan-
etary medium are mainly controlled by the strong
magnetic fields of active regions (ARs). At the same
time, the sector structures in the polarity distributions
of the global magnetic field (GMF) of the Sun as a
star and of the interplanetary magnetic field (IMF)
depend mainly on the pattern of weak, large-scale
(background) fields outside ARs. Moreover, regular
heliospheric magnetic fields and processes such as
cosmic-ray modulation also depend chiefly on the
background fields [1]. For this reason, the IMF po-
larity distribution is frequently used to analyze the
structure and evolution of large-scale solar fields, and,
under certain assumptions, measurements of the IMF
strength can be used to improve the calibration of
measurements of the photospheric magnetic field (see
Section 6).

At the same time, on average, potential models
describing the field in the transition region between
the photosphere and the so-called source surface are
in good agreement with the sector structure of the he-
liospheric field. However, such models cannot explain
the actual IMF strengths at the Earth’s orbit. (It is
usually assumed that the base of the heliosphere, or
the spherical source surface, isRS = (2.35–3.25) R�
from the center of the Sun, where R� is the solar
radius; see, e.g., [1–3] for more details.)
1063-7729/02/4603-0246$22.00 c©
In 1971, Wilcox [4] suggested that a special or-
ganization is inherent in the GMF, independent of
the configuration of ARs—the basic element of the
Babcock–Leighton model for the solar cycle. In this
case, the boundaries of the background fields are
stretched in the north–south direction, and do not
experience differential rotation, while the magnetic
fluxes of ARs are essentially balanced. Thus, it is
the total signal of the background fields that should
dominate in both the GMF and IMF. In this view, the
GMF and IMF are relatively independent of the fields
of sunspots and ARs [5, 6].

In GMF measurements [7–11], the longitudinal
Zeeman effect for a photospheric absorption line
is recorded using light from the entire solar disk.
Therefore, the solar-magnetograph signal used to
determine the GMF is a weighted average of all
the photospheric fields, including the mean fields of
coronal holes, spots, and ARs (or, more precisely,
the mean line-of-sight components of these fields;
limb-darkening makes the main contribution to the
weighting function).

IMF measurements obtained using the Ulysses
magnetometer [12] have demonstrated that the radial
component of the IMF | Br | does not depend on he-
liographic latitude ϕ. Accordingly, Wang and Sheeley
[3] extrapolated the photospheric field to the Earth’s
orbit using a potential model (for a spherical shell
betweenR� andRS = 2.5R�) and the concept of the
2002 MAIK “Nauka/Interperiodica”
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source surface. Comparisons with the measured IMF
showed that the solar-magnetograph data (obtained
in the λ 525.0 nm FeI line) should be increased by a
factor

δ−1 = 4.5 − 2.5 sin2 ϕ, (1)

which depends on the heliographic latitude (and takes
into account the so-called line-saturation effect,
see Section 2). This implies that the field increases
sharply at the poles during epochs of solar-activity
minima, reaching a mean value of about 10 G in the
polar coronal hole. Wang and Sheeley [3] compared
the componentBr of the IMFwith the solar magnetic
field using magnetic synoptic maps obtained at the
Mt. Wilson Observatory (MWO) and Wilcox Solar
Observatory (WSO) in 1970–1993. Here, we are
interested in knowing (i) how necessary it is to
introduce the saturation factor δ−1, (ii) what its role
is in comparing another important parameter of solar
magnetism—the GMF—with the IMF, (iii) whether
IMF measurements can be used to improve the cal-
ibration of photospheric-field measurements (GMF
measurements, in particular), (iv) to what extent an
extrapolation of synoptic maps can unambiguously
represent the IMF at the Earth’s orbit, and (v) what
the role of the GMF is in this context and what the
main photospheric sources of the GMF and IMF are.

2. THE SATURATION FACTOR
It is usually believed that magnetograph signals

in the λ 525.0 line are underestimated, since (i)
the photospheric magnetic fields are concentrated in
thin ropes less that 1′′ across with field strengths of
≈1.5 kG, resulting in “saturation” of the Zeeman
polarization signal [13, 14] and (ii) the depths of
lines with low excitation potentials (in particular,
the λ 525.0 line) decrease due to the increase of the
temperature in magnetic elements, which additionally
lowers the signal. For this reason, a multiplicative
factor δ−1 that depends on the heliocentric distance
ρ is used to correct the measurements. (In this
connection, some observers prefer to use other lines
that are less sensitive to the magnetic field (and
therefore less subject to saturation) when measuring
magnetic fields, such as the λ 523.3 FeI line; see, e.g.,
[15].)
Relationship (1) was derived by Ulrich [16] from

MWO magnetograms obtained in the λ 525.0 and
λ 523.3 FeI lines. (In the original formula, the he-
liocentric angle θ was used in place of ϕ, and the
spatial resolution of the magnetograms was taken
into account [3].) However, the MWO data [13] show
that, for θ < 60◦, the saturation factor varies from the
center to the limb as
δ−1 = 0.48 + 1.33(1 − ρ2)1/2 ≈ 1.8 − 0.9 sin2 θ,

(2)
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which differs substantially from (1) with θ replaced by
ϕ (the ratio of the mean values of δ−1 is about 2.5 for
θ < 60◦).
A different δ−1 factor was obtained in 1978 by

Svalgaard et al. [17] from WSO magnetograms [17]
(λ 525.0, with a resolution of 175′′ × 175′′); they found
that δ−1 = 1.8, completely independent of ρ = sin θ.
Interesting results were also obtained in Crimean

observations: the measured line-of-sight field de-
pended not only on ρ, but possibly also on the
magnetic sensitivity of the line gλ2 and its equivalent
width (g is the Landé factor and λ the wavelength)
[18, 19]. Howard and Stenflo [13] and Gopasyuk
[20] suggested that the discrepancy between the
strengths measured in different lines was due to
variations of the field in the solar atmosphere with
height (accompanied by divergence of the field lines),
temperature effects, and superfine field structure.

3. EXTRAPOLATION
OF THE PHOTOSPHERIC FIELD

The result of [3] is based on a calculation of the
open magnetic flux from the Sun, | FS |, based on the
magnitudes of the photospheric fields and proportion-
ality to | Br | (by definition, magnetic configurations
are called open if their magnetic field lines reach the
source surface). The data on the photospheric fields
were taken from MWO and WSO synoptic maps
spanning the 24 years from 1970 to 1993 by Wang
and Sheeley [3]. They used a potential approximation
to calculate the total flux | FS | and extrapolate it into
the corona, employing a thin-layer model for extrap-
olation into the heliosphere. They assumed that the
measured line-of-sight photospheric field corrected
for the effects of projection and saturation is the radial
component of a potential field (see [2] for more de-
tails). No electric currents are present in the coronal
region between the photosphere and the spherical
source surface at radius RS = 2.5 R�. The magnetic
field lines at the source surface are radial, and the
magnitude of the radial component of the IMF at a
distance R = RE from the Sun (at the Earth’s orbit)
is

| Br |= | FS |
4πR2

E

. (3)

The model assumes that, on average, the magnetic
flux at the Earth’s orbit is distributed isotropically.
Wang and Sheeley [3] constructed time-variation

curves for three-month moving averages of the radial
IMF component | Br | measured by satellites and
the extrapolated radial component computed from
synoptic maps. They found that, using the Stanford
factor δ−1 = 1.8, there was a significant discrepancy
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Fig. 1.Variation of the semiannual average of the radial component of the IMF at the Earth’s orbit in 1970–1993: (а) measured
values | Br | (solid circles) and extrapolated photospheric field | Br |′ for a saturation factor of δ−1 = 1.8 (open circles);
(b) calculated values | Br |′′ for a factor of δ−1 = 4.5 − 2.5 sin2 ϕ (in each case, the three-month values from [3] are averaged
over τ = 0.5 yr).
between | Br | and the extrapolated values | Br |′; the
computed magnitude of the radial IMF component
was a factor of two to three smaller than the true | Br |
1 AU from the Sun. (A substantial difference between
the power spectra of the IMF and GMF variations
was noted previously in [21].)

We reconstructed the graphs of [3] using an av-
eraging interval of τ = 0.5 yr. The results are shown
in Fig. 1а, which shows the poor agreement between
| Br | and | Br |′, with a large vertical discrepancy.
The correlation coefficient between | Br | and | Br |′
is r = 0.35 (corresponding to 2.5σ).

However, upon correcting the maps using the
latitude-dependent factor (1), Wang and Sheeley
[3] obtained a satisfactory agreement between the
measured and recalculated magnitudes of the radial
component of the IMF (| Br | and | Br |′′, respec-
tively) for both the overall (24-year) averages and
their behavior with time. For the variations in the
semiannual values of | Br | and | Br |′′ shown in
Fig. 1, the correlation coefficient is r = 0.69, with a
good agreement between the mean levels.

In addition to synoptic maps, several observatories
obtained another time series for the same 24 years—
GMF measurements, which provide independent in-
formation about themagnetic variability of the Sun. It
is interesting to compare these with variations of the
magnitude of the radial IMF component.
4. GMF SIGNAL OF THE SUN AS A STAR

The GMF for a given day is a weighted integrated
value of the line-of-sight magnetic field of the visible
hemisphere of the Sun. Measurements of the GMF
were pioneered by Severny [5, 22] and his coworkers
at the Crimean Astrophysical Observatory in 1968.

Such measurements are done using a Babcock
magnetograph, which records the circular polariza-
tion in the wings of the λ 525.0 line. These measure-
ments were conducted systematically at theMWOby
Scherrer and Howard in 1970–1982 [7, 10] and have
been carried out regularly at theWSO since 1975 [23]
and at the Sayan Solar Observatory since 1982 (see
[7–11, 24] for more details).

A total of 11 878 GMF measurements carried out
at these four observatories in 1968–1999 have been
published and are available for analysis. All are based
on the measurements of λ 525.0 line. No special cal-
ibration or saturation factors were introduced. How-
ever, to obtain a unified time sequence, we multiplied
the GMF values from each observatory by a nor-
malizing coefficient k (see table), determined by the
rms deviation ∆ of the given dataset. This coefficient
reduced ∆ for each of the four independent datasets
to the common rms value, 0.63 G (i.e., to the mean
∆ for the four observatories). This yielded a single set
of GMF values for 1968–1999, with the number of
measurements N = 11878 and ∆ = 0.63 G. In this
32-year dataset, 9694 measurements were made in
the interval 1970–1993 considered in [3].
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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Measured GMF of the Sun for 1968–1999

Observatory Interval, years N ∆, G k Reference

Crimea 1968–1999 1707 0.661 0.953 [11, 25]

Mt. Wilson (MWO) 1970–1982 2457 0.670 0.940 [10]

Sayan (SSO) 1982–1993 313 0.775 0.813 [8, 9]

Stanford (WSO)1975–1999 7401 0.413 1.525 [23]

All data 1968–1999 11878 0.629 – –
As noted above, the strength of the GMF is deter-
mined chiefly by extensive areas of quiet photosphere
occupied by background fields [5–7, 26]. The fields
of ARs and spots are essentially balanced (they are
closed configurations), and the dominant contribu-
tion to the GMF is made by open configurations, or,
as is now commonly accepted, the fields of coronal
holes. (Note, however, that some coronal holes may
also be associated with closed configurations [27].)
We emphasize that the GMF does not determine a
mean (with a sign) strength of the photospheric field;
instead, it is proportional to the imbalance between
the contributions of open configurations with oppo-
site polarities.

5. VARIATION OF THE MAGNITUDE
OF THE GMF IN 1970–1993

We converted the 24-year GMF measurements
into a series of 9694 magnitudes, which were then
used to calculate half-yearly averages of the strength
of the GMF, | H |. Their variations are shown in
Fig. 2b. The overall mean of the GMF magnitude is
〈| H |〉 = 0.49 G.
The variations in the GMF magnitude correlate

well with the variations in the IMF (| Br |) shown
in Fig. 2a. The correlation coefficient is r = 0.73,
much higher than for the | Br |–| Br |′ correlation
for the two curves in Fig. 1a (r = 0.35). Applying a
correction based on δ−1(ϕ) [see expression (1)] to the
synoptic maps [3] increases r to 0.69, but this values
remains significantly lower than for the | Br |–| H |
correlation.
Note that | Br |, as well as the extrapolated fields

from magnetograms and the GMF magnitude, dis-
play gradual increases with time. This is demon-
strated by linear-regression equations calculated for
the four quantities whose variations are represented in
Figs. 1 and 2. Upon removing these linear trends, we
obtain even more interesting values for the correlation
coefficients:

| Br | – | Br |′, r = 0.12,

| Br | – | Br |′′, r = 0.57,
ASTRONOMY REPORTS Vol. 46 No. 3 2002
| Br | – | H |, r = 0.74.

It follows that the IMF (we mean the radial com-
ponent of the IMF | Br | unless otherwise specified)
is best correlated with the GMF measurements un-
corrected for saturation, rather than with the extrap-
olated synoptic maps corrected for saturation.
For each quantity, we obtained linear trends and

determined the rms residuals after subtracting the
trends ∆. For | Br |, | Br |′, and | Br |′′, these are
0.168, 0.247, and 0.201, respectively (in relative
units). The variations of the GMF are much larger,
∆ = 0.445.

6. CALIBRATION OF THE GMF

The distributions of the line-of-sight velocity
and UV emission in coronal holes—regions of open
magnetic field—have demonstrated that the holes
are sources of high-speed solar wind [28]. The field
carried by the solar wind from coronal holes is de-
termined by the magnetic-field topology in the holes
and should therefore mainly determine the GMF of
the Sun. There is some evidence that the magnetic
fields in quiet regions and coronal holes are almost
radial, at least at the level where the λ 525.0 line is
formed; see, e.g., [2, 17]. (This same fact suggests
that model interpolations have limited usefulness,
since a radial photospheric field cannot be potential;
see Section 9. This, however, does not prohibit using
measured values of the photospheric field to impose
boundary conditions for the potential-field problem.)
We assume that the mean strength of the pho-

tospheric background field is H0 ≈ 2.0 G [7, 26]. To
crudely estimate the measured GMF, we also assume
that the visible hemisphere is completely covered by
a radial magnetic field H0 (like a monopole field, or
a dipole field viewed from a pole). We integrate the
field over the solar disk taking into account the limb-
darkening function and the inclination of the field lines
θ to obtain the GMF:

| H |≈ 0.71 ×H0 ≈ 1.42 G. (4)

This is in satisfactory agreement with the maximum
GMF amplitude ∼ 1.1 G in Fig. 2b. On average, we
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Fig. 2. Variation of the semiannual values of (a) the IMF | Br | and (b) the magnitude of the GMF | H |.
have for the radial IMF component at the Earth’s
orbit

〈| Br |H〉 = α×H0 ≈ 3.06 nT, (5)

where

α =
(
R�
RE

)2

× cosψ ≈ 1.53 × 10−5, (6)

andψ = 45◦ is themean angle of the IMFArchimedes
spiral 1 AU from the Sun (the subscript H in (5)
refers to the GMF-based extrapolation). The value
(5) agrees well with the observed 24-year mean for
the radial component of the IMF: 〈| Br |〉 = 2.95 nT
(Fig. 1; see also the similar treatment of Scherrer [7]).
Our result for the GMF is in contrast with the

radial IMF extrapolated into the heliosphere using
synoptic maps and the potential model (with thin
current sheets); see our Fig. 1 and Fig. 2 in [3]. For
the Stanford factor δ−1 = 1.8, the overall average of
the calculated IMF is 〈| Br |′〉 = 1.61 nT (Fig. 1a),
which is a factor of 1.83 lower than the measured
value, 2.95 nT. To obtain better agreement between
| Br | and the IMF computed in the potential model,
we must increase the photospheric field using the
latitude-dependent factor δ−1(ϕ) [see (1) and [3]],
which is about a factor of 4.5 at the center of the disk
and a factor of 2 at the poles.
Let us suppose, however, that the GMF is indeed

underestimated due to saturation. In this case, ac-
cording to the extrapolation [3], we should introduce
Ulrich’s factor δ−1(ϕ) [16] for the background field;
see (1) with ϕ replaced by θ. We also assume that the
maximum observed magnitude of the GMF (without
saturation taken into account) is 1.1 G. Integration of
the uniform line-of-sight field over the solar disk (tak-
ing into account limb darkening) yields a coefficient of
2.55 instead of 0.71 in (4). Therefore, the maximum
| H | becomes 1.1 × (2.55/0.71) ≈ 3.95 G, while the
overall average GMF becomes about (2.55/0.71) ×
0.49 ≈ 1.76 G. If we extrapolate this to the Earth’s
orbit in the simplest way [using (6)], we obtain for the
mean IMF 〈| Br |H〉 ≈ 2.69 nT, which is close to the
observed value 〈| Br |〉 = 2.95 nT.
Of course, this is actually impossible, since the

mutual compensation of the fluxes of opposite polar-
ities in the photosphere should substantially (by at
least a factor of a few) reduce both overall averages,
〈| H |〉 and 〈| Br |H〉.
For the mean radial IMF component, introducing

a saturation factor yields a strength that is too large
compared to (5), 〈| Br |〉 ≈ α×H0 × 2.55/0.71 ≈
11.0 nT. This is in strong disagreement with the
measured IMF (see Fig. 1a, where the mean | Br |
is about 3.0 nT).
Therefore, the factor δ−1(ϕ) results in an er-

roneous, several-fold overestimation of the pho-
tospheric magnetic field. (We note that a similar
extrapolation of our 〈| H |〉 = 0.49 G to the Earth’s
orbit based on (6) yields the reasonable value 0.75 nT,
which is about a quarter the actual value, 〈| Br |〉 =
2.95 nT. However, this may be due not to saturation
of the magnetic-field signal but instead to the simple
compensation of background fields of opposite polar-
ities when the Zeeman polarization is integrated over
the solar disk.)
These results argue against correcting measured

solar magnetic field values using a saturation factor.
At the very least, they cast doubt on the validity of the
latitude dependence (1); thus, the situationwith using
the correction δ−1 becomes ambiguous and remains
problematic (see also Section 8). In fact, when con-
sidering the GMF, no saturation factor is needed to
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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bring the effective mean strength of the background
fields H0 into agreement with the measured strength
| Br |. Moreover, as we saw in Section 5, the time
variations of | Br | are also in better agreement with
variations of the amplitude of the GMF than with
variations of | Br |′ or | Br |′′ based on a δ−1 correc-
tion.
If the visible disk of the Sun (more precisely, the

central area with radius ≈0.6 R� [7]) is occupied
by a unipolar background field, the maximum GMF
strength is≈1.42G. This is in reasonable agreement
with the actual GMF maximum, ≈1.1 G in Fig. 2b.
(This figure, however, refers to semiannual averages,
whereas the GMF magnitude may reach ≈3.2 G on
our scale of GMF values on some days; this was
the case, in particular, in 1991 [29].) At solar-activity
minima, the GMF is weak and | H |= 0.10–0.15 G
(Fig. 2b). As noted above, this is due to the mutual
compensation of areas of background field with op-
posite polarities and the substantial decrease in the
amplitude of the 27- to 28-day variations at solar-
activity minima. Thus, there is a strong (to 50%),
cyclic modulation of the GMF (seen in Fig. 2b),
which greatly exceeds the modulation of the IMF.

7. EFFECTIVE STRENGTH
OF THE PHOTOSPHERIC FIELD

The original values of | Br | (reduced as described
in [3]) were averaged over three-month intervals. For
a given day, however, the magnetograph records not
the true strength of the photospheric field but instead
a quantity proportional to the mean magnetic flux
of a photospheric area corresponding to the spatial
resolution of the instrument. Thus, the measuring
procedure neglects fine structure of the fields—the
fact that magnetic elements within the aperture of
the telescope (and spectrograph) have different polar-
ities and strengths. As before, we denote the mean
effective strength of the background field (directed
radially in the photosphere) asH0, which we assumed
to be 2.0 G. However, according to various estimates,
it is actually equal to 0.8–2.2 G, even without any
correction δ−1 for saturation; see, e.g., [7, 26]. We
can now improve H0 using the overall average | Br |
(2.95 nT) for the 24-year IMF series:

H0 =
〈| Br |〉
α

= 1.93 G. (7)

Since the pioneering publications of Severny [5,
22], it has been commonly acknowledged that the
GMF is determined primarily by the excess area of
the solar disk occupied by background fields of one
polarity or another. It has also been indirectly implied
that unipolar regions of large-scale field have nearly
the same effective mean strengthH0. However, as we
ASTRONOMY REPORTS Vol. 46 No. 3 2002
saw in Section 5, variations in | Br | are well cor-
related with variations in the amplitude of the GMF
| H |. This means that variations in | H | depend not
only on the areas of background structures but also
to a large extent on variations in H0—at least on our
averaging time scale, τ = 0.5 yr.
It is therefore natural to suppose that (i) variations

in the GMF are largely due to variations in H0 and
(ii) a substantial excess of one polarity or another
over the solar disk—i.e., a relatively large magnetic
imbalance, or a large GMF amplitude—is observed
when H0 is significantly increased. (This is consis-
tent with the well-known fact that the elements that
are predominant in the quiet photosphere (in terms
of area) have the same sign that dominates in the
background field and theGMF. This regularity under-
lies techniques for identifying structures in the solar
background field.)
It is even reasonable to suggest that the initial

origin for an imbalance, i.e., for a substantial growth
in | H |, could be precisely a growth in the strength
H0 (of one polarity or another) over almost the entire
visible hemisphere of the Sun, or over a substantial
portion of this hemisphere.
Thus, we postulate in this section that variability

of the GMF is mainly due to variations in H0 rather
than variations in the areas occupied by magnetic-
field structures. In fact, area variations could well be
secondary compared to variations in H0. From the
standpoint of the physics of solar magnetic structures
and the dynamo mechanism, large-scale (global)
variations in H0—and, therefore, in the total mag-
netic flux of the photosphere—could be associated
with the emergence of field from (or from beneath) the
convection zone into the photosphere over the large
areas characteristic of the large-scale structures of
the background field.

8. RELATIVE VARIATIONS
IN THE GMF AND IMF

Let us assume that linear trends in | Br | and | H |
are insignificant or have been removed. Variations
about the overall averages are determined by the solar
rotation, solar activity, the solar cycle, and the mag-
netic variability of the Sun in general. Variations due
to changes in H0 itself are also present. (We neglect
complex heliospheric MHD processes and attendant
phenomena; their effects should largely be smoothed
out in the half-yearly averages.)
We introduce the following notation: δ(x) is the

departure of a quantity x from its mean value, i.e., the
variation of x;∆(x) is the rms, or standard, deviation
of δ(x); and H ′

0 is the actual (time-dependent) mean
effective strength of the photospheric field. We will
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Fig. 3. Variations in the semiannual averages of the radial IMF component in 1970–1993: the solid circles and solid curve
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on the measured GMF of the Sun and the empirical law (8).
assume below that the magnetic-field lines are radial
in the photosphere and, in accordance with the model
of Parker [30], twisted in the heliosphere (this model is
firmly supported by theUlysses results [12]) and that
the standard deviations of | Br | and H ′

0 are roughly
the same.

We adopt H ′
0 = H0 + δ(H ′

0) to be the strength
of the background field and introduce the parameter
K = ∆(| Br |)/(〈| Br |〉) = 0.168. We can then eas-
ily find

| Br |H= αH0 ×
[
1 +K

| H | −〈| H |〉
∆(| H |)

]
. (8)

Figure 3 shows the variations in | Br |H computed
using (8) compared to the actual variations in the
radial IMF; the correlation coefficient is 0.74, as in
Section 5. Therefore, the radial IMF can be much
more reliably extrapolated to the Earth’s orbit using
observations of the GMF rather than synoptic maps
of the photosphere and the potential model (as is now
the standard practice).

According to Fig. 2, the extremum GMF values
(| H |) are about 0.1 and 1.1 G. Thus, it follows
from (8) that the effective strength of the background
fields ranges from 1.35 to 2.84 G, with an average of
about 1.93 G. These figures are in more or less good
agreement with the estimates of [7, 26]. However,
the GMF is zero on some days, while it sometimes
(e.g., in 1991) reaches 3.2 G. Therefore, the actual
range of variations in the effective strength of the
photospheric field H ′

0 (on a daily time scale) is much
wider, approximately from 1.2 to 6.0 G.

With regard to the sector structure of the IMF
polarity, according to [3], the potential approximation
results in a satisfactory agreement between the ex-
trapolated and observed IMF structures (in partic-
ular, with respect to the high-latitude (up to 50◦S)
polarities indicated by the Ulysses data). The sector
structure of the GMF also exhibits good agreement
with that of the IMF, as has been demonstrated in a
numerous studies [7, 24, 31, 32]. For this reason, we
do not consider the polarities of the GMF and IMF.
The dependence (8) can be written

| Br |= αH0 ×
1 + C | H |
1 + C〈| H |〉 , (9)

where C = 1.241 G−1 equalizes the scales of the rel-
ative variations in the IMF (| Br |) and GMF (| H |).
The correlation coefficient is r = 0.74, and this cor-
relation is much better than the correlation between
| Br | and the potential extrapolation [3]. It is espe-
cially interesting that the GMF data are original,
without any correction for saturation.
It is best to compare our result for the GMF with

the extrapolation [3] for δ−1 = const (= 1.8), since,
in essence, this factor changes only the scale of the
magnetic field in the potential model. For our data,
this would imply an increase in the GMF by a factor
of 1.8 (without changes in the relative GMF varia-
tions and, therefore, in the GMF–| Br | correlation),
retaining a relatively high r. In contrast, the Wang–
Sheeley extrapolation of synoptic maps with the fac-
tor δ−1 = 1.8 yielded variations in the computed IMF
(| Br |′) that were virtually uncorrelated with varia-
tions in | Br | (r = 0.12)!
(Wang and Sheeley themselves noted that the

resulting | Br |′ values indicated the presence of
broad maxima on the declining branches of the
cycle and of minima near solar-activity maxima in
1979–1980 and 1989–1990 (Fig. 1a). Naturally,
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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using the latitude-dependent factor (1) enhances
the contribution from low-latitude fields, especially
in years of solar-activity maxima, which improves
the correlation. However, the correlation remains
markedly lower than the correlation between | Br |
and the extrapolated GMF.)

9. CONCLUSION

Extrapolation of the photospheric field from the
source surface to the Earth’s orbit based on some
potential model leads to a curious situation: the cor-
relation with the actual strength | Br | (1 AU from
the Sun) is worse for the computed, model radial
IMF component than for | Br | values based on GMF
measurements. This casts doubt on the validity of
correcting synoptic photospheric field maps using a
latitude-dependent saturation factor δ−1 [see (1) and
Section 8]. Accordingly, the implication that the field
is strongly concentrated at the Sun’s poles (up to
10 G, according to [3]; see also [33]) is likewise put
in doubt.
The satisfactory correlation between theGMF and

IMF suggests that the usual interpretation invoking
a saturation factor should be critically reviewed and
that the problem of discrepancies between field mea-
surements in various lines remains unresolved. We
suggest that, together with purely solar effects, these
discrepancies are largely associated with instrumen-
tal errors in measurements of the magnetic field, as
well as complex photospheric factors related to the
Zeeman splitting of absorption lines in the nonuni-
form solar atmosphere. The GMF strength (| H |)
exhibits a larger relative modulation in the activity
cycle that do the measured radial IMF component (|
Br |) and the extrapolated values of | Br |′ and | Br |′′.
This may be due to the fact that background fields
with opposite polarities are averaged in GMF ob-
servations, while magnetogram measurements yield
the strength of the IMF, independent of the direction
of the magnetic vector (to some extent, this is also
true in connection with the reduction of magnetic
maps).
Thus,we conclude that, on average (over 24 years),

the GMF better represents the behavior of the radial
IMF component than does the field extrapolated from
an imaginary source surface to the Earth’s orbit using
synoptic maps.
The IMF (| Br |) and GMF are linked by the linear

relationship (9) with a correlation coefficient r = 0.74,
which can be written

| Br |=
(
R�
RE

)2

cosψ(H0)min × (1 + C | H |), (10)

where (H0)min = 1.20G is theminimum effective field
strength in the quiet photosphere, C = 1.24 G−1 and
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| H | is the GMF amplitude (in G). The deviations
from this dependence seen in Fig. 3 can be accounted
for by IMF variations due to complexMHDprocesses
in the heliosphere (in particular, interactions between
magnetized solar-wind streams with differing speeds
and shock waves). Some deviations can be attributed
to the nonuniformity of the GMF data obtained at
various observatories, which are subject to normal-
ization errors associated with the reduction of the data
to a single time sequence.
Dependence (10) argues in favor of the Parker

model, in which open magnetic field lines issue ra-
dially from the photosphere, and are then twisted by
the solar rotation into Archimedes spirals. As in the
potential model, the field strength decreases in pro-
portion to R−2 (where R is heliocentric distance).
The relative variations in | Br | show an approxi-

mately linear dependence on the synchronous varia-
tions of the (0.5-yr averaged) GMF and are propor-
tional to fluctuations in the mean effective strength of
the background fields,H ′

0.
In other words, variations in the (radial) magnetic

field are unisonic over the entire heliosphere and, on
average, synchronous with fluctuations in the GMF
of the Sun as a star, as well as with the effective
strengthH ′

0 (at least when averaged over several solar
rotations).
It would be interesting to relate these global

magnetic-field fluctuations, which involve the entire
solar surface and heliosphere, to dynamo processes
in and beneath the convection zone, where new
magnetic flux appears to be generated. We note,
however, that according to the Ulysses data the IMF
is also highly sensitive to dynamical processes in the
solar wind, especially plasma-compression effects.
For this reason, it is difficult to use the strength of the
IMF to directly judge the behavior of its true source—
solar magnetic fields [12].
Data on the GMF confirm the presence of a pos-

itive trend in the strength of the solar magnetic field
and—accordingly, in the IMF—in 1970–1993 [3, 34].
However, this trend was observed only within this re-
stricted time interval; the complete data for the GMF
in 1968–1999 do not show a considerable trend [29].
It is the photosphere, rather than an artificial

spherical surface at a heliocentric distance of≈2.5 R�,
that should be considered the source surface for the
IMF (| Br |). This reinforces the doubt cast by the
Ulysses data [12] on commonly accepted models for
the heliospheric field structure. (These models as-
sume a strong dependence of the IMF on heliographic
latitude at solar-activity minima, viz., an almost
threefold magnetic-field excess over polar regions
of the Sun.) Therefore, usual assumptions about
the field distribution over the corona (determined by
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dynamic coronal processes) and the source surface
are not entirely correct, and potential models (without
coronal currents between the photosphere and the
imaginary spherical surface) and even those allowing
for the presence of a heliospheric current sheet must
be appreciably revised. Earlier, Balogh et al. [12]
arrived at the same conclusion based on their analysis
of Ulysses data for the IMF.
(For instance, Wang and Sheeley [2] noted the

fundamental drawback of potential models that the
photospheric magnetic field is nearly radial, and
therefore undoubtedly nonpotential, at least at the
level of formation of the λ 525.0 line.)
It follows from Figs. 2 and 3 that the GMF is an

important characteristic of the magnetic variability
of the Sun and of its cyclic activity. For this reason,
GMFmeasurements are of no less interest than mea-
surements of the sunspot index—the Wolf number—
especially since it is the GMF with which the radial
IMF component is so strongly correlated (see Sec-
tion 5).
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Abstract—Calculations using a standard solar model show that the decrease in proton–proton chain
nuclear reaction rates due to collective plasma processes increases the theoretical solar neutrino flux, while
the decrease in the opacity of the solar interior associated with the same processes decreases this flux.
Taking into account both of these effects decreases the total neutrino flux, easing the solar neutrino problem.
c© 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The puzzle of the solar neutrino flux remains a
central astrophysical problem. All available detectors
measure neutrino fluxes that are appreciably lower
than theoretically predicted. According to review [1],
the neutrino flux measured by a chlorine detector is
2.55 SNU, while the theoretical flux is 4–9 SNU.
Fluxes measured by gallium detectors are 70 SNU
(SAGE experiment) and 76 SNU (GALLEX exper-
iment), while the theoretical flux is 100–140 SNU.
The observed flux for a water detector (Kamiokande
experiment) is only about 40% of the theoretical flux.

There are two basic ways to solve this problem:
improvement of the solar model and detailed studies of
the properties of neutrinos. A large number of studies
have been carried out in the last few decades in both
these directions (see, for example, the reviews [1–3]).

Initially, most attempts concentrated on the first
approach. The theoretical flux of neutrinos was sub-
stantially decreased via refinement of such funda-
mental parameters as the rates of nuclear reactions,
the equation of state and opacity of solar material,
the chemical composition of the Sun, etc. Never-
theless, standard solar models have not been able to
decrease the theoretical neutrino flux to values close
to those observed. On the other hand, a number of
so-called nonstandard solar models have been put
forward. These predict lower neutrino fluxes but are
based on assumptions that fall outside the framework
of modern concepts about stellar internal structure
and evolution [2]. As noted by Bahcall [4], many
nonstandard solar models are mutually contradictory,
so most must inevitably be incorrect. In any case, it
is debatable if any of the nonstandard models could
correspond to the real Sun.

Important results have also been achieved with
the second approach indicated above. Studies of the
1063-7729/02/4603-0255$22.00 c©
properties of neutrinos led to the hypothesis of neu-
trino oscillations (i.e., transformations from one to
another kind of neutrino) in the solar material and
along their path from the Sun to Earth [5, 6]. As a
result, some fraction of observable neutrinos can be
transformed to nonobservable ones, decreasing the
detected flux. This is a very promising hypothesis,
and it is fully capable of solving the solar neutrino
problem.

Nevertheless, studies aimed at clarifying the
physics of solar material continue, since, naturally, we
cannot be sure that our understanding of processes
occurring in the solar interior is absolutely correct. In
recent years, one of the basic approaches to obtaining
a better understanding of the physics of solar material
has become comprehensive investigations of the
properties of plasma. Their detailed computations
of collective plasma processes in the solar interior
led Tsytovich et al. [7], Tsytovich [8] to conclude
that (1) the real opacity coefficient of solar material
may be approximately 10% lower than commonly
accepted [7] and (2) the real rates of nuclear reactions
in the proton–proton chain may be lower than those
commonly used, with the decrease in the reaction rate
being greater the greater the charges of the nuclei
participating in the reaction [8]. Another idea put
forward in [7, 8] is that the predicted decreases in the
opacity and nuclear reaction rates should decrease
the theoretical flux of neutrinos from the Sun, easing
the solar neutrino problem.

In the present work, we study the influence of the
predicted changes on the parameters and theoretical
neutrino flux of the solar model numerically. Four ver-
sions of the standard model are considered, namely,
with (1) standard nuclear-reaction rates and standard
opacity, (2) reaction rates decreased in accordance
with [8] and standard opacity, (3) standard reaction
2002 MAIK “Nauka/Interperiodica”
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Table 1. Coefficients of decrease in p–p chain nuclear
reaction rates

Reaction Coefficient
1H(p, e+νe)2H 1.106
2H(p, γ)3He 1.107
3He(3He, 2p)4He 1.223
3He(4He, γ)7Be 1.223
7Li(p, α)4He 1.571
7Be(p, γ)8B 2.087
7Be(e−, νe)7Li 2.166

Table 2. List of computed solar models

Model Reaction rates Opacity

1 Standard Standard

2 Decreased Standard

3 Standard Decreased

4 Decreased Decreased

Table 3. Parameters of computed solar models

Model X l/Hp Tc/107, K
ρc,

g/cm3
F (Cl),
SNU

F (Ga),
SNU

1 0.716 1.81 1.48 130 4.60 98.6

2 0.719 1.78 1.50 134 5.48 99.9

3 0.734 1.78 1.46 131 3.50 95.5

4 0.738 1.73 1.47 134 4.04 95.8

Note: X is the initial hydrogen content, l/Hp a parameter of
convection theory, Tc and ρc the temperature and density at the
solar center, and F (Cl) andF (Ga) the theoretical neutrino fluxes
for chlorine and gallium detectors, respectively.

rates and the coefficient of opacity decreased by 10%,
as suggested in [7], and (4) decreased reaction rates
and coefficient of opacity. Our computations showed
that the decrease in the nuclear reaction rates results
in an increase in the theoretical neutrino flux, but the
decrease in the opacity leads to a decrease in this flux.
A simultaneous decrease in both the reaction rates
and the opacity, overall, decreases the neutrino flux.
Therefore, the proposed changes in the properties of
the material in the solar interior implied by studies
taking into account collective plasma processes can
help solve the solar neutrino problem.

2. COMPUTATION OF THE SOLAR MODEL

2.1. Method of Computing the Standard Model

The solar evolution was computed using software
based on the sweep method, intended for studying
stars of low and moderate masses. We used a tab-
ular equation of state obtained in [9, 10]. The opac-
ity was calculated using tables from [11, 12]. We
adopted the nuclear reaction rates from [13, 14]. We
assumed that the CNO chain was in equilibrium but
that the proton–proton (p–p) chain was not. The age
of the modern Sun was taken to be 4.6 × 109 yr. The
heavy-element content Z was taken to be to 0.017
[15]. The initial values of the hydrogen and helium
contents, X and Y , and the ratio l/Hp in mixing-
length theory were chosen by fitting the Sun; i.e.,
by computing a model for the modern Sun whose
radius and luminosity are equal to the actual values
within a specified accuracy. The initial abundances of
deuterium and 3He were taken to be 1.9 × 10−4 and
1.0 × 10−4, respectively. The locations of the bound-
aries of the convection zones were calculated using
the Schwarzschild criterion. Diffusion of hydrogen
and helium was not taken into account in the com-
putations. The evolution of the Sun from the stage
of gravitational contraction to the main sequence was
computed.

2.2. Coefficients of Decrease in the Reaction Rates
and Opacity

The coefficients of decrease in the rates of proton–
proton chain reactions taken from [8] are presented in
Table 1.

The decrease in the coefficient of opacity was taken
into account by multiplying by a constant factor of
0.9 throughout the star. We emphasize that this is
a rather simplified interpretation of the results of [7],
since the corresponding decrease deduced in that
work refers only the central region of the Sun.

3. COMPUTATION RESULTS

3.1. Parameters of the Computed Solar Models

Table 2 presents a list of the solar models we
computed. The parameters of these models are given
in Table 3.

3.2. Effect of Decreasing the Nuclear Reaction Rates

The results for models 1 and 2 from Table 3 show
that the decrease in the rates of proton–proton chain
reactions increases the theoretical neutrino flux from
the Sun. The flux measured by chlorine detectors
should increase by 0.88 SNU, or 20%, whereas the
fluxmeasured by gallium detectors should increase by
1.3 SNU, or 1.4%.

This result can be explained qualitatively as fol-
lows. The luminosity in the computed model—the
amount of nuclear energy released per unit time—
is fixed and equal to the solar luminosity. Therefore,
ASTRONOMY REPORTS Vol. 46 No. 3 2002
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a decrease in the reaction rates should lead to an
increase in the temperature and density in the central
regions of the star to compensate the lower energy
release. Indeed, as we can see in Table 3, the cen-
tral temperature and density in model 2 are greater
than in model 1. On the other hand, a careful study
of neutrino generation in the proton–proton chain
shows that the relative contribution of the ppIII chan-
nel, which is responsible for the production of boron
neutrinos, increases as the temperature and density
increase. It is precisely boron neutrinos that make the
largest contribution to the flux measured by chlorine
detectors. Therefore, despite the fact that the total
energy release in proton–proton chain reactions (i.e.,
to first approximation, the number of reactions per
unit time) is the same for models 1 and 2, the rela-
tive contributions from the different channels change,
such that the neutrino flux increases in the model
with decreased nuclear reaction rates. The relative
increase in the flux predicted for chlorine detectors
proves to be considerably greater than for gallium de-
tectors, since high-energy boron neutrinos contribute
less to the flux measured by gallium detectors.

We also carried out test computations of the solar
models using the coefficient from [8] for only one
reaction of the proton–proton chain, while the rates of
other reactions were kept standard. The aim of such
computations was to identify particular reactions for
which the rate variations were the most significant.
The theoretical neutrino fluxes for these nonstandard
models derived in this way are presented in Table 4.

We emphasize that these results hold no signifi-
cance on their own and can be used only to draw cer-
tain obvious qualitative conclusions. Changing the
rate of reaction 2 impacts the solar model least: since
this rate is considerably greater than the rate for
reaction 1 (the first reaction of the proton–proton
chain), the effective rate of the sequence depends
only on the rate of reaction 1. On the other hand,
a considerable decrease in the theoretical fluxes can
be achieved when the rates of reactions 4 and 5 are
decreased, due to the decrease in the relative con-
tribution of the ppIII channel. Therefore, although a
simultaneous decrease in the rates of all reactions
increases the neutrino flux, a decrease in the rates
of some specific reactions can substantially decrease
this flux. In addition, decreasing the rate of reaction 6
leads to the opposite effect, due to the increase in the
relative contribution of the ppIII channel to the energy
production.

3.3. Effect of Decrease in the Opacity

The parameters of models 1 and 3 from Table 3
show that decreasing the opacity of the solar mate-
rial decreases the theoretical solar neutrino flux: the
ASTRONOMY REPORTS Vol. 46 No. 3 2002
Table 4. Neutrino fluxes for solar models in which the rate
of only one reaction was decreased

No. Reaction F (Cl), SNU F (Ga), SNU

1 1H(p, e+νe)2H 5.70 101.4

2 2H(p, γ)3He 4.60 98.6

3 3He(3He, 2p)4He 5.02 100.7

4 3He(4He, γ)7Be 3.88 94.9

5 7Be(p, γ)8B 2.78 98.1

6 7Be(e−, νe)7Li 8.66 99.7

flux that should be measured by chlorine detectors
decreases by 1.10 SNU, or 34%, while the flux mea-
sured by gallium detectors should decrease by 3.1
SNU, or 3.1%.

The fact that decreasing the opacity of the solar
material can decrease the solar neutrino flux has been
known for a long time (see, for example, [16]). This
behavior has the following qualitative interpretation:
the decrease in opacity leads to a smaller temperature
gradient inside the star (i.e., a smaller rate of decrease
in the temperature from the center to outer layers).
As a result, the temperature at the center decreases,
and the release of nuclear energy corresponding to the
fixed solar luminosity occurs in a region that is some-
what larger than in the standard-opacity case. This
temperature decrease in the zone of energy release,
in turn, decreases the theoretical neutrino flux. As for
model 2, the relative change of the predicted flux for
chlorine detectors will be appreciably greater than for
gallium detectors.

Of course, it is of interest to consider the influence
of a further decrease in the opacity on the solar model.
Computations with an opacity coefficient decreased
by 20% (i.e., twice that assumed in [7]) gave theoret-
ical neutrino fluxes of 2.56 SNU for chlorine detectors
and 92.2 SNU for gallium detectors. Therefore, it
is sufficient to decrease the opacity by an additional
10% to obtain predicted neutrino fluxes for chlorine
detectors close to those observed. Unfortunately, this
result can be interpreted only as a test. In addition, the
solar neutrino problem for gallium detectors remains
unresolved in this case.

3.4. Effect of Simultaneous Decrease in the Reaction
Rates and Opacity

Model 4 from Table 3 includes both the proposed
changes in the physics of solar material. The param-
eters for models 1 and 4 show that simultaneously
taking into account decreases in the proton–proton
chain reaction rates and in the opacity leads to an
overall decrease in the theoretical solar neutrino flux:
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the flux expected for chlorine detectors decreases by
0.56 SNU, or 22%, while that for gallium detectors
decreases by 2.7 SNU, or 2.8%.

Therefore, despite the increase in the neutrino flux
brought about by a decrease in the reaction rates, the
effect of decreasing the opacity proves to be stronger,
so the resulting theoretical neutrino flux for the solar
model decreases. The influence of the opacity change
on the expected fluxes for chlorine detectors is con-
siderably greater than for gallium detectors.

4. CONCLUSION

We can draw the following conclusions from our
computations of modern solar models.

(1) Decreasing the rates of proton–proton chain
nuclear reactions in accordance with the coefficients
presented in [8] increases the theoretical neutrino flux
in the modern model for the Sun. This theoretical flux
increases by 20% for chlorine detectors and by 1.4%
for gallium detectors.

(2) Decreasing the coefficient of opacity of the
solar material by 10%, in accordance with [7], de-
creases the theoretical neutrino flux. The expected
flux for chlorine detectors decreases by 34% and that
for gallium detectors by 3.1%.

(3) A simultaneous decrease in both the nuclear
reaction rates and the coefficient of opacity in accor-
dance with [7, 8] results in an overall decrease in the
theoretical neutrino flux. The expected flux for chlo-
rine detector decreases by 22% and that for gallium
detectors by 2.8%.

Therefore, our computations confirm the hypothe-
sis, put forward in [7], that a decrease in the opacity
of the solar material should lead to a decrease in the
theoretical solar neutrino flux. On the other hand,
our results refute the analogous suggestion about the
influence of the nuclear reaction rates on the neutrino
flux put forward in [8]. However, the effect on the solar
model of decreasing the opacity proves to be stronger
than the effect of decreasing the nuclear reaction
rates. As a result, the proposed changes in the physics
of the material in the solar interior indicated by stud-
ies taking into account collective plasma processes,
overall, result in a decrease in the theoretical neutrino
flux and can help ease the solar neutrino problem.
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