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Generation of electromagnetic waves by electrons rotating in a radial electrostatic
field in free space

V. V. Dolgopolov and Yu. V. Kirichenko
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A theoretical analysis is made of mechanisms for the generation of electromagnetic waves by
electrons rotating in a radial electrostatic field formed by a positively charged filament
in free space. A dispersion equation is obtained to describe the interaction between the waves
and nonrelativistic electrons. It is shown that electromagnetic fields can be generated by
means of Cˇ erenkov resonance. The frequencies and growth rates of the emitted waves are
determined and their dependence on the parameters of the problem is investigated.
© 1999 American Institute of Physics.@S1063-7850~99!00111-1#
n

-
-
e
d
tro
a

en
n

he

th

e-
d

ec-

r
-

will

n

con-
We shall consider a cylindrical layer of electrons, u
bounded along thez axis ~using cylindrical coordinates
r ,w,z), which rotate about the axis, upon which is located
metal charged filament of radiusa and having a linear posi
tive charge densityQ. The electrons are confined to equilib
rium circular orbits by the radial electrostatic field of th
filament E0(r )52Q/r . We shall neglect the self-induce
constant electrostatic and magnetic fields of the elec
layer. It is assumed that the perturbations of the electrom
netic fields, the density, and electron velocity do not dep
on z. We denote the dependence of all the perturbations ow
and timet by the factor exp@i(mw2vt)#, wheremÞ0 is an
integer andv is the frequency. We make the analysis in t
hydrodynamic approximation. The unperturbed densityn(r )
is nonzero between the surfacesr 5r 2 and r 5r 1 . The
method described in Ref. 1 can be used to show that, in
linear approximation for a thin layer when

r 12r 25dr !r 2 , ~1!

the perturbation component of the magnetic fieldHz satisfies
the following boundary conditions at the electron layer:

dHz

dr U
r 1

5
dHz

dr U
r 2

, Hzur 1
2Hzur 2

5l
dHz

dr U
r 2

, ~2!

where

l5E
r 2

r 1

drS 12
V2~r !

W D
2S 2V2

r 2vm
2 W

D
r 2

E
r 2

r 1

drV2~r !
W1V2

W2V2
; ~3!

V5@2eQ/me#
1/2 is the equilibrium unperturbed electron v

locity, 2e,0, me are the electron charge an
mass, vm5v2mV/r 2 , W5vm

2 22V2/r 2, and V2(r )
54pe2n(r )/me . The value ofHz in vacuum is given by

Hz5AJm~kr !1BNm~kr ! a<r<r 2 , ~4!

Hz5CHm
(1)~kr ! r 1<r , ~5!
8451063-7850/99/25(11)/2/$15.00
-

a

n
g-
d

e

wherek5v/c, c is the velocity of light,Jm(x), Nm(x), and
Hm

(1) are Bessel, Neumann, and Hankel functions, resp
tively, andA and B are integration constants. MatchingHz

anddHz /dr at the layer boundaries, assuming thatdHz /dr
50ur 5a , and taking account of Eq.~1!, we obtain the dis-
persion equation

Hm
(1)8~x1!G~x,x!1lkHm

(1)8~x!K~x,x1!50, ~6!

where

G~x,y!5Jm~x!Nm8 ~y!2Nm~x!Jm8 ~y!,

K~x,y!5Jm8 ~x!Nm8 ~y!2Nm8 ~x!Jm8 ~y!, ~7!

x15ka, x5kr, and dx5kdr . Since Eq.~6! remains un-
changed as a result of making the transformationsm⇒2m
and v⇒2v, it is sufficient to solve this equation fo
m.0 and Re (v).0. As in Ref. 6, we shall confine our
selves to solving Eq.~6! in the approximation

uxu!2m1/2. ~8!

Quite clearly, interaction between electrons and a wave
be most effective in the case of resonances~Čerenkov or
plasma!. We shall analyze the Cˇ erenkov resonance

vm~r 2!.0. ~9!

If conditions~8! and~9! are satisfied, the dispersion equatio
~6! has the form

vm56~D!1/2, ~10!

where

D5
~dm1 i !hm

dm1 ih2m

m

r 2
E

r 2

r 1

drV2~r !
V2~r !22V2/r 2

V2~r !12V2/r 2
; ~11!

dm5px2m/@(m21)! m !22m#, h5r 2 /a, and hm

5(h2m21)/2. Utilizing the fact that condition~9! implies
uIm (v)u!Re (v), from Eqs.~10! and~11! we obtain expres-
sions for the frequencies and growth rates. Under these
ditions two cases are possible.
© 1999 American Institute of Physics
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For

2V2.r 2
2 V̄2, ~12!

we have

Re~v!5
mV

r 2
10S S dr

r 2
D 1/2

xr
2mD , ~13!

Im ~v!5V̄S mhm

h2m D 1/2S 2V22r 2
2 V̄2

2V21r 2
2 V̄2D 1/2S dr

r 2
D 1/2

. ~14!

For

2V2,r 2
2 V̄2, ~15!

we have

Re~v!5
mV

r 2
20S S dr

r 2
D 1/2D , ~16!

Im ~m!5V̄S hm

h2mD 3/2
pxr

2mm1/2

~m21!! m !22m

3S r 2
2 V̄222V2

2V21r 2
2 V̄2D 1/2S dr

r 2
D 1/2

, ~17!

wherexr5Re (x) andV̄ is given by

V̄2
r 2

2 V̄222V2

r 2
2 V̄212V2

5
1

dr E
r 2

r 1

drV2~r !
r 2V2~r !22V2

r 2V2~r !12V2
.

~18!

It follows from expressions~12!–~17! that if condition~12!
is satisfied, the growth rate is much larger than that for c
 -

dition ~15! when waves are generated by their emission i
the surrounding space. Note that when condition~12! is sat-
isfied, the electrons lag behind the waves whereas when
dition ~15! is satisfied, they precede the wave. It can be s
from formulas~14! and ~17! that the growth rate is a non
monotonic function of the velocityV ~or the charge
densityQ). The growth rate~17! has a maximum when

Vm
2 5

r 2V̄2

2

~m211!1/221

m
. ~19!

The growth rate given by formula~14! increases with in-
creasingV and for fairly largeV does not depend onV. For
large V̄, when V̄2@2V2/r 2, Im(v) increases linearly with
increasingV̄. The dependences of the growth rates~14! and
~17! on m differ qualitatively. When the electrons lag behin
the wave, Im (v) increases monotonically with increasingm
as m1/2 whereas when the electrons precede the wave,
dependence decreases exponentially.
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Electromagnetic quadrupole-octupole lens
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A design is proposed for an electromagnetic quadrupole lens with correction for spherical
chromatic aberration. This lens consists of eight electrodes, of which four are also the poles of
the magnet. ©1999 American Institute of Physics.@S1063-7850~99!00211-6#
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Systems of quadrupole lenses are frequently used
transporting high-energy beams. Recently, a system of
quadrupole lenses which produces a true image similar t
axisymmetric lens, known as the ‘‘Russian Quadruplet’’1 has
been used in electron microscopy and also to develop
nometer ion probes.2,3 In these systems the problem of elim
nating spherical chromatic aberration is highly relevant
cause this aberration strongly influences the resolution
electron microscopes and the probe diameter in microana
ers.

Kel’man and Yavor4 and also Yavoret al.4 proposed and
investigated an achromatic quadrupole lens based on
tially matched electrostatic and magnetic lenses whose p
ers were directed in opposite directions. The electrost
lens is located inside the magnetic one.

In a review5 Yavor et al.describe conditions for the cor
rection of spherical aberration in various systems of quad
pole lenses by using octupoles, and give designs of elec
static quadrupole-octupole lenses with concave cylindr
electrodes.

In the present paper we propose a simplified design

FIG. 1. Cross section through eight-electrode electromagnetic quadru
lens:1 — electrode-pole,2 — electromagnet winding,3 — yoke of magnet,
and4 — insulator.
8471063-7850/99/25(11)/2/$15.00
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achromatic quadrupole lens with correction for spherical
erration. The lens cross section is shown in Fig. 1. The e
trodes of the quadrupole-octupole lens take the form o
cylinder cut into eight sections having the same angular
mensions along the generating lines. The four electrodes
sitioned between the quadrupole electrodes are also the
pieces of the magnetic lens. In this case, the apertures o
magnetic and electrostatic lenses are the same so tha
power of the magnetic lens for which the condition for co
rection of chromatic aberration is satisfied is lower than t
in the achromatic lenses normally used~see, for example,
Ref. 4!. An additional advantage of the proposed design
that the electrode-poles can be fabricated and installed m
accurately relative to each other compared with differen
shaped electrodes and poles.

The scalar potential distribution of the proposed elect
magnetic eight-electrode quadrupole-octupole lens was
tained for the two-dimensional case in a closed form sim
to that obtained in Ref. 6 for an electrostatic four-electro
quadrupole lens having angular dimensions ofp/2. In a cy-
lindrical coordinate system (r ,w), provided that the gaps be
tween the electrode-poles of angular dimensionsp/4 are in-
finitely small, this distribution has the form:

FEM~r ,w!51/p$~W2V!arctan@2r2 sin~p/4!12w/

~12r4!#2~W1V!arctan@2r2 sin~p/422w!/

~12r4!#12Uarctan@2r4 cos 4w/~12r8!#%,

wherer5r /R (R is the radius of the lens aperture!, 6V and
6U are the potentials of the electrostatic quadrupole a
octupole, respectively, and6W is the scalar potential of the
magnetic quadrupole lens.

An analytic solution of the field problem can be used
solve the differential equation for the charged particle traj
tories in a separate combined quadrupole-octupole lens
in systems of these.

To conclude, we note that the proposed simplified des
of a combined quadrupole-octupole lens with correc
spherical chromatic aberration is useful for developing m
tielement systems, and in particular the Russian Quadru

1A. D. Dymnikov and S. Ya. Yavor, Zh. Tekh. Fiz.33, 851 ~1963! @Sov.
Phys. Tech. Phys.8, 639 ~1963!#; A. D. Dymnikov, T. Ya. Fishkova, and
S. Ya. Yavor, Zh. Tekh. Fiz.35, 431 ~1965! @Sov. Phys. Tech. Phys.10,
340 ~1965!#.
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The waveguide properties of a four-layer structure for which the permittivity of the cover layer
has a resonant frequency dependence in the optical range are investigated. The condition
for maximum mode absorption is obtained. It is observed that there is a frequency range in which
the damping of the TE mode exceeds that of the TM mode. It is shown that the mode
damping decreases appreciably in the range of negative values of the cover layer permittivity.
© 1999 American Institute of Physics.@S1063-7850~99!00311-0#
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Optical waveguides with an absorbing cover layer
widely used to develop polarizing filters in informatio
transfer and processing systems, modulators, switches,
photodetectors.1,2 The unique properties of these waveguid
are caused by a periodic coupling effect between the mo
of the waveguide and cover layers.3 Recent interest has bee
directed toward multilayer structures in which the permitt
ity of one layer depends on frequency.4,5 In the present pape
we consider for the first time how the waveguide propert
of a four-layer planar structure are influenced by a co
layer whose permittivity has a resonant frequency dep
dence.

Let us assume that this waveguide structure consist
four layers, of which three are described by real permitti
ties («1 for the substrate,«2 for the main waveguiding layer
and«4 for the covering medium! which are constants in th
optical range under study. The fourth~cover! layer is in reso-
nance with the permittivity

«3~v!5«`1~«02«`!v0
2/~v0

22v21 ivg!, ~1!

where v0 is the resonant frequency which lies in the fr
quency range under study,g is the width of the resonanc
curve, and«0 and«` are the static permittivity and the pe
mittivity under rf excitation. The structure is positioned su
that thex axis is perpendicular to the interface between
layers and the radiation propagates in the direction of thz
axis. The interface between the substrate and the waveg
layer lies in the planex52L2, that between the waveguid
and the cover layers lies in the planex50, and that between
the cover layer and the medium lies in the planex5L3.

We express the field of the waveguide mode in the str
ture in the form:

Fa~x,z!5CF a~x!exp~2 ibz!, a5x, y, z, ~2!

whereC is the normalization constant,b is the propagation
constant which, taking account of Eq.~1!, is complex: the
imaginary part of the propagation constantb9 determines the
mode damping in the structure, while the real part is ass
ated with its phase velocity (b85v/vph); F a(x) are profile
functions which define the distribution of the mode field ov
the waveguide thickness.
8491063-7850/99/25(11)/3/$15.00
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The dispersion equation relating the propagation c
stant of the waveguide mode to the parameters of the wa
guide structure and the radiation is obtained from the con
tion that the tangential components of the fields a
continuous at the interfaces, and has the following form:6

~dh1h3
2t1sh1

2h4!tanh2L2•tanh3L31h3

3~h2
22dsth1h4!tanh2L21h2~h3

2t2dsh1h4!

3tanh3L32h2h3~dh11sth4!50. ~3!

Here the transverse components of the wave vector in e
layer are given by:

FIG. 1. Dependences of the real~a! and imaginary~b! parts of the propa-
gation constantb on the thickness of the waveguiding layerL2 for L3

50.2mm for three frequencies close to the optical resonance; the s
curves corresponds to the TE0 mode and the dashed curves to the TM0

modes.
© 1999 American Institute of Physics
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h1,4
2 5b22k0

2«1,4, h2,3
2 5k0

2«2,32b2, ~4!

wherek05v/c, c is the velocity of light, and the paramete
are s5d5t51 for the TE modes ands5«3 /«4 , d
5«2 /«3 , t5«2 /«3 for TM modes.

Here we present results of a numerical analysis of
~3! and the waveguide regimes in the structure of the opt
resonance region, for which we take the following values
the structure parameters:«055.8, «`55.3, «152.04, «2

52.31, «451, L350.2mm, n050.74mm ~here and subse
quently we use the spectroscopic frequencyn5v/2pc,
which corresponds to the wavelengthl51/n,
l051.35mm!, and the line width is g/2pc52
31023 mm21. Figure 1 gives the real~a! and imaginary~b!
parts of the propagation constant as a function of the th
ness of the waveguiding layerL2 obtained for three frequen
cies near the optical resonance (n50.72, 0.74, and 0.76
mm21, curves1–3!. The solid curves correspond to the TE0

mode and the dashed curves to the TM0 mode ~the mode
numberm implies the number, reduced to unity, of maxim
of the square of the field functionuF y(x)u2 in the cross sec-
tion of the waveguide layer!. It can be seen from these curve
that an increase in frequency shifts the dispersion curves

FIG. 2. Frequency dependences of the real and imaginary parts of the
nant layer permittivity~a! and of the real~b! and imaginary~c! parts of the
propagation constants of the TE0, TM0, and TM1 modes~curves1–3! for
waveguiding and cover layers of thicknessL254 mm andL350.2mm.
.
al
f

-

o-

ward higher values ofb8. At the optical resonance frequenc
no cutoff regime exists for the TM0 mode. The stronges
mode damping occurs near the cutoff thickness.

Figure 2 gives the frequency dependences of the real
imaginary parts of the resonant layer permittivity~a! and the
real ~b! and imaginary~c! parts of the propagation constan
of the TE0, TM0, and TM1 modes~curves1, 2, and3! for the
selected parameters of the structure and the thickness o
waveguiding layerL254 mm. The increase in the constan
b8 with frequency for the TE0 mode is linear over the entire
frequency range under study, except for a small interval n
n r50.724mm21 whereb8 decreases negligibly~inset to Fig.
2!. For the TM0,1 modes the dependence is linear in vario
parts of the spectrum. For the TM0 mode the propagation
constantb8 increases abruptly forn.n r and is converted to
the cover layer mode atns'0.732mm21. As a result, a sharp
increase in the dampingb9 of this particular mode is ob-
served near this frequency. In the region beyond the re
nance the curves ofb8(n) for the TE0 and TM1 modes are
linear and differ negligibly. In the region where«38,0 and
u«38u@«39 , a ‘‘metallic’’ reflection effect occurs at the inter
face between the waveguide layer and the cover and
mode propagating in the structure penetrates slightly into
cover layer, reducing its damping. This region correspo
to frequenciesn50.75–0.78mm21. Another characteristic
of these curves is that they reveal a frequency range in wh
the damping of the TE0 mode exceeds that of the TM0 mode.
The frequency position of the mode absorption peaks

so-

FIG. 3. Distribution of the functionuF yu2, which determines the energ
density of the TE0 and TM0 modes, over the cross section of the wavegu
structure~a, b! for L254 mm andL350.2mm at various frequenciesn.
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mainly determined by the thickness of the cover layer.
Figure 3 shows the distribution of the mode energy d

sity over the cross section of the waveguide structure,
fined by uF yu2 for the TE0 and TM0 modes ~a, b!. The
thicknesses of the waveguide and cover layers were take
L254 mm and L350.2mm. Dependences were plotted fo
the frequenciesn50.722, 0.724, 0.725, and 0.750mm21

~curves1–4, a! and 0.725, 0.731, 0.732, and 0.733mm21

~curves1–4, b!. It can be seen from Fig. 3a that at the b
ginning of this frequency range the functionuF yu2 has one
peak in the waveguide layer and one peak in the cover la
As the frequency increases, the peak in the cover layer
creases while that in the waveguide layer decreases.
analysis of these curves suggests that maximum mode
sorption occurs when the field distribution is such that
maximum of the functionuF yu2 occurs at the interface be
tween the waveguide and cover layers. In this case, the f
tion of the mode energy flux in the absorbing cover lay
reaches a maximum. Minimum mode absorption will th
correspond to the field configuration for which this functi
has a minimum at the interface between the cover and w
guide layers. A further increase in frequency causes a dro
the maximum and shifts it into the cover layer. For the TM0

mode the functionuF yu2 is plotted for frequencies lowe
-
e-

as

-

r.
n-
n
b-

e

c-
r
s

e-
in

than its frequency of conversion to the cover layer mo
(ns'0.732mm21). As the frequency approachesns , the en-
ergy maximum shifts toward the boundary with the cov
layer and increases sharply. The localization of the mo
field also increases here and the fraction of the mode en
in the waveguide layer increases. At frequencies correspo
ing to negative values of«38 the field of the TE and TM
modes decays monotonically, almost exponentially, in
cover layer~Fig. 3a, curve4!, which ensures relatively low
mode absorption.

This analysis has shown that the proposed type of wa
guide is potentially useful from the point of view of increa
ing its functional capabilities when used as a tunable sou
of laser radiation.
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Unstrained epitaxial In xGa12xAs films obtained on porous GaAs
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and V. I. Korol’kov
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Epitaxial layers of InGaAs solid solutions were grown on porous GaAs~100! substrates by liquid-
phase epitaxy. A comparison between the compositions and thicknesses of these epitaxial
layers with those of layers obtained under the same conditions on normal monolithic GaAs
substrates suggests that the crystallization of epitaxial layers on porous substrates may be
considered as the growth of free unstrained films. ©1999 American Institute of Physics.
@S1063-7850~99!00411-5#
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The use of porous III–V single crystals as substrates
epitaxial growth opens up new possibilities for radically r
ducing the level of mechanical stresses and the densit
relaxational crystal defects induced in heteroepitaxial str
tures by lattice mismatch between the materials be
joined.1

In the present study, liquid-phase epitaxy was used
grow epitaxial layers of InxGa12xAs solid solution, contain-
ing up to;4% InAs, on monolithic~solid! and porous GaAs
substrates. We used~100!-oriented,n-type GaAs substrate
doped with tin to a concentration of~1–2!31018cm23. Lay-
ers of porous material~5–20mm! were obtained on thes
substrates by electrochemical etching in aqueous solut
containing HF, using a technique described in Ref. 1.

An In–Ga–As flux was used for the epitaxial grow
processes at crystallization initiation temperatures of 710
In order to suppress primary etching of the substrates
contact with the flux and penetration of the flux into the bu
of the porous material before this is brought in contact w
the substrate, the initially saturated flux was supercoole
5–7 °C. Figure 1 shows a photograph of a cleaved sec
through an as-grown InxGa12xAs epitaxial layer on porous
GaAs. It can be seen that for this type of pores and gro
regime the flux does not penetrate into the bulk of the por
GaAs.

The results are presented in Table I.
The InAs content in the epitaxial layers of the solid s

lutions on the monolithic (xm) and porous (xp) substrates
was determined from the position of the maximum of t
photoluminescence edge band at 77 K and also from the
sults of an x-ray spectral microanalysis using a Came
device~values in parentheses!. For some samples the photo
luminescence measurements were made both at the su
of the layer and near the substrate–layer interface after e
ing the substrate~samples 4b and 4a, respectively!. The layer
thicknesses (hm for monolithic andhp for porous substrates!
were determined from the cleaved section by using opt
and electron scanning microscopes. In Table I,hrel5hp /hm

is the ratio of the layer thickness grown on a porous Ga
substrate to the layer thickness grown on a monolithic~solid!
substrate,f is the relative lattice mismatch between the lay
8521063-7850/99/25(11)/3/$15.00
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and the substrate,hc is the critical thickness of a layer o
given composition~calculated using the energy balan
model2!, and DT is the calculated minimum supercoolin
required to initiate epitaxial growth of an elastically d
formed layer of solid solution pseudomorphic to the Ga
substrate~see below!.

Figure 2 shows the relationship between the compo
tions of the layers grown on monolithic (xm) and porous
(xp) media. Also plotted is the calculated relationship b
tween the equilibrium compositions of a free-growin
InGaAs crystal (xf) and a strained InGaAs epitaxial laye
(xst) on a GaAs~100! substrate.

The dependence ofxst on xf and the corresponding valu
of DT were calculated using concepts of minimizing the e
cess specific free energy (dG) of the system consisting o
the initial phase in equilibrium with the InxGa12xAs (x
5xf) solid solution and an InxGa12xAs (x5xst) solid solu-
tion with a tetragonally distorted crystal lattice pseudom
phic in the~100! plane to the GaAs substrate:3

dG5F RT

2xf~12xf !
2VG ~xst2xf !

2

1
l (100)NAa~Da!2

4
xst

2. ~1!

Here V515145 J/mole is the interaction parameter
the InAs–GaAs system~using the model of a regular soli
solution!, l (100) is the reduced elastic modulus of the so
solution, l (100)5C111C1222•C12

2 /C11, where Ci j are the
matrix elastic moduli of the layer~all the numerical values o
the parameters are taken from Ref. 4!, NA is Avogadro’s
number,a is the lattice constant of the solid solution,Da is
the difference between the lattice constants of the unstra
layer and the substrate,R is the universal gas constant, andT
is the temperature in kelvin.

The first term of the sum takes into account the chan
in the chemical component of the free energy of the sys
caused by the composition of the solid solution varying fro
the equilibrium value. The second term is the specific m
chanical energy of the elastically strained layer on
© 1999 American Institute of Physics
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FIG. 1. Epitaxial InxGa12xAs layer on a porous substrate
Photograph taken with an electron microscope, using
flected electrons~left-hand side! and reflected plus second
ary electrons~right-hand side!.
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GaAs~100! substrate. Thus, we obtain from formula~1!

xst5xf F RT22Vxf~12xf !

RT2Vxf~12xf !1
l (100)

2
NAa~Da!2xf~12xf !

G .

~2!

Using the dependencexst(xf), we estimated the value o
DT asDT5dG/R ~see Table I! .

It can be seen from Table I that epitaxial layers gro
on porous substrates systematically have a greater thick
and higher InAs content compared with layers on norm
GaAs substrates. For epitaxial layers of thickness consi
ably less than the calculated critical thickness for the onse
relaxational defect formation in pseudomorphic films, the
differences increase with increasing InAs concentrati
However, during growth of epitaxial layers containing mo
than 3% InAs on a solid substrate, the composition chan
with the content increasing toward the layer surface. In t
case, the ratio of the layer thicknesses on the porous
solid substrates decreases. The thickness of the epit
layer for which these changes were observed is compar
with the critical thicknesshc for the initial layer composition
calculated using the energy balance model2 and is many
times greater than the critical thickness calculated from

TABLE I.

Experiment Type of xm , hm ,
No. substrate xp, mol.% hp, mm hrel f 3103 hc , mm DT, °C

1 Mon. 0.79~0.77! 1.8 1.22 0.56 80 0.25
Por. 1.08~0.89! 2.2 – – –

2 Mon. 1.46~1.45! 1.3 1.69 1.05 21 0.9
Por. 1.79~1.71! 2.2 – – –

3 Mon. 2.33 1.5 2.0 1.67 7.4 2.5
Por. 2.88 3.0 – – –

4a Mon. 3.35 2.41 3.3 5.8
b Mon. 3.77 2.9 1.21

Por. 4.26 3.5 – – –
ss
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condition for mechanical equilibrium of the layer.5 Conse-
quently, these characteristics may be attributed to the o
of relaxation processes of the elastic stresses in the l
growing on the solid substrate. This then leads to a reduc
in the free energy of the crystallizing solid solution and i
creases the effective supersaturation at the crystalliza
front.

Thus, the similarity between the crystallization cond

FIG. 2. The solid curve calculated using formula~2! gives the relationship
between the compositions of InxGa12xAs solid solutions under conditions o
free growth (xf) and epitaxial crystallization in the form of layers pseud
morphic to GaAs~100! (xst). The experimental points reflect the correlatio
of the compositions for pairs of InxGa12xAs layers grown in a single proces
from the same flux on porous (xp) and monolithic (xm) substrates~see
Table I!; the filled circles give data obtained by photoluminescen
measurements and the open circles give the results of an x-ray spe
microanalysis.
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tions achieved under liquid-phase epitaxy and the interph
equilibrium state made it possible to identify differences
the compositions and thicknesses of epitaxial layers indu
thermodynamically by differences in their elastically d
formed state. The differences observed for InxGa12xAs lay-
ers grown from the same solution on porous and solid s
strates indicate that even before the critical layer thicknes
reached, the strains formed in the heterostructure are lo
ized in the bulk of the porous substrate and the growth of
epitaxial layer on this substrate is almost the same as
growth of a free unstrained crystal.

To conclude, the authors would like to thank S. I. Tros
kov, V. M. Busov, and T. B. Popova for assistance with t
se
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al-
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measurements and E. L. Portno� for interest and assistanc
with this work.
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Conversion of the polarization of an electromagnetic wave under cyclotron
resonance in a two-dimensional electron system

V. V. Popov and T. V. Teperik

Institute of Radio Engineering and Electronics, Saratov Branch, Russian Academy of Sciences
~Submitted May 11, 1999!
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A theoretical analysis is made of the conversion of the polarization of an electromagnetic wave
when cyclotron resonance is excited in a two-dimensional electron system. It is shown
that the greatest conversion of the polarization can be achieved in the reflected wave. At high
electron concentrations the effect remains very appreciable even in the presence of
electron scattering. In this case, the wave polarization conversion effect can be used to obtain
information on electron relaxation in a two-dimensional system. ©1999 American
Institute of Physics.@S1063-7850~99!00511-X#
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Cyclotron resonance in two-dimensional~2D! electron
systems has formed the subject of numerous experiment1–5

and theoretical studies.6–9 A submillimeter linearly polarized
electromagnetic wave normally incident on a 2D electr
system is usually used experimentally and the rela
change in the total~for both orthogonal polarizations! coef-
ficient of transmission of the wave power is measured un
resonance conditions. Thus, the question of the conversio
the wave polarization does not arise. The conversion of
polarization of an electromagnetic wave under cyclotr
resonance has also not yet been considered in any theor
studies. However, it has been predicted that when cyclo
resonance is excited in a 2D electron system, the wave
larization conversion effect will increase substantially~reso-
nantly!. This suggests that this resonant polarization conv
sion effect may be used for diagnostics of the 2D elect
system and to develop controllable polarization devices
the submillimeter range.

Bakunov and Zhukov10,11 reported a theoretical analys
of the resonant conversion of electromagnetic radiation w
transverse plasma oscillations are excited in a gyrotro
semiconducting film. The magnitude of this effect is prop
tional to the film thickness which substantially reduces
polarization conversion efficiency in extremely thin~includ-
ing two-dimensional! electron layers. Unlike transvers
plasma oscillations, electron cyclotron motion takes place
the plane of the electron system so that, in principle, c
straints associated with the layer thickness should not ar

We shall consider the case of a linearly polarized el
tromagnetic wave incident normally from medium1 onto the
surface of a 2D electron system at the interface betw
media1 and2 having relative permittivities«1 and«2. We
shall assume that an external static magnetic field is dire
normal to the plane of the 2D system from medium1 to
medium2.

We introduce the conversion efficiencies of the incide
wave power in the form:

Rpp5
Prp

Pip
, Rsp5

Prs

Pip
,

8551063-7850/99/25(11)/3/$15.00
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Tpp5
Ptp

Pip
, Tsp5

Pts

Pip
, ~1!

wherePip is the energy flux density of the incident wave,Prp

and Ptp are the energy flux densities of the reflected a
transmitted waves, respectively, whose polarization is
same as that of the incident wave,Prs andPts are the energy
flux densities of the reflected and transmitted waves exhi
ing linear polarization orthogonal to that of the incide
wave. Quite clearly, the values ofRsp andTsp have the mean-
ing of the conversion efficiencies of the wave polarization

Solving the Maxwell equations in media1 and 2 with
boundary conditions at the interface which take into acco
the response of a magnetoactive 2D electron plasma, yi
the following expressions for the conversion efficiencies:

Rpp5U ~A«21Z0s'!22«11Z0
2s3

2

~A«11A«21Z0s'!21Z0
2s3

2 U2

,

Tpp54A«1«2 U A«11A«21Z0s'

~A«11A«21Z0s'!21Z0
2s3

2 U2

,

Rsp54«1U Z0s3

~A«11A«21Z0s'!21Z0
2s3

2 U2

,

Tsp54A«1«2 U Z0s3

~A«11A«21Z0s'!21Z0
2s3

2 U2

, ~2!

whereZ05120p V is the wave impedance of free space,

s'5s0

12 ivt

~vct!21~12 ivt!2
,

s352s0

vct

~vct!21~12 ivt!2
~3!

are the components of the conductivity tensor of a 2D el
tron plasma in a magnetic field. Herev is the angular fre-
quency of the wave,vc5eB0 /m* is the cyclotron fre-
quency, s05e2Nst/m* is the dc conductivity of a 2D
© 1999 American Institute of Physics
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electron system in the absence of an external magnetic fi
e, m* , Ns , and t are the charge, effective mass, surfa
concentration, and phenomenological relaxation time of
electron momentum in the 2D system, respectively.

If we neglect electron scattering in the 2D syste
(1/t→0), the formulas~3! have a simpler form, and we ca
write explicit expressions for the external magnetic fieldB0

5B0
max corresponding to maximum conversion of the wa

polarization, and for the maximum efficienciesRsp and Tsp

~the positions of theRsp andTsp maxima coincide!:

B0
max5

m*

e
A~A«11A«2!2v21~e2NsZ0 /m* !2

~A«11A«2!2
, ~4!

Rsp
max5

«1

~A«11A«2!2
, ~5!

Tsp
max5

A«1«2

~A«11A«2!2
. ~6!

At low concentrationsNs the second term in the numera
tor of the radicand in formula~4! may become considerabl
smaller than the first. In this case, the wave polarization
dergoes maximum conversion whenvc.v. As Ns increases,
maximum polarization conversion shifts toward strong
magnetic fields.

Figure 1 gives the wave power conversion efficiencies
a function of the magnetic field for various surface electr
concentrations in the 2D system, and various permittiv
ratios of media1 and2. It can be seen that as well as the sh

FIG. 1. Conversion efficiencies as a function of magnetic field at freque
20 cm21 for 1/t50, Ns5331012 cm22, «2 /«1: 1/12 ~1!, 1/4 ~2!, 1/1 ~3!,
4/1 ~4!, and 12/1~5!. The fine solid curves give the corresponding depe
dences for«15«251 andNs5331010 cm22.
ld,

e

-

r
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y
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of the polarization conversion maximum asNs increases, the
width of the resonance curves of the conversion efficienc
also increases. Note that the resonance curves of the
reflection R5Rpp1Rsp and transmission coefficient
T5Tpp1Tsp show almost no shift~and simply become
broader! as the surface electron concentration varies.

It follows from formulas~5! and ~6! that the maximum
polarization conversion efficiencies are determined only
the permittivity ratio of media1 and 2. For example, for
«15«2 we haveRsp

max5T sp
max50.25. The value ofRsp

max in-
creases appreciably if the electromagnetic wave is incid
on the surface of the 2D system from the optically den
medium~see Fig. 1!. In the opposite case,Rsp

max decreases. At
the same timeTsp

max decreases as the permittivity of eith
medium increases, but does not change when«1 and«2 are
exchanged. Consequently the most efficient conversion
the polarization may be obtained in the reflected wave.

Figure 2 illustrates the influence of electron scattering
a 2D system on the magnitude of the wave polarization c
version effect. For the calculations we used structure par
eters similar to the real parameters of 2D electron system
semiconducting GaAs/AlGaAs heterostructures. At low co
centrationsNs , electron scattering almost completely su
presses the polarization conversion effect, whereas at
concentrations the effect remains appreciable. Note that
total transmission coefficientT, usually used in experiment
to study cyclotron resonance, depends weakly on the re
ation parameter 1/t at high electron concentrations. In th
case, polarization measurements in the transmitted wave
more suitable for studying electron relaxation processes.

y

-
FIG. 2. As Fig. 1 for«1 /«251/12.8 and 1/t, s21: 0 ~1, 3! and 131011

~2, 4!. Ns , cm22: 331010 ~1, 2! and 331012 ~3, 4!.
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Sealed efficient excilamps excited by a capacitive discharge
M. I. Lomaev, V. S. Skakun, É. A. Sosnin, V. F. Tarasenko, and D. V. Shitts
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The development of sealed XeCl (l;308 nm!, KrCl (l;222 nm!, and XeI (l;253 nm!
excilamps excited by a capacitive rf discharge is reported. It is shown that highly efficient emission
of exciplex molecules is achieved under capacitive discharge excitation and the emitter has
a simple design. An average emission power of 3 W was obtained with a;12% efficiency and the
lifetime of the sealed excilamps was longer than 1000 h. ©1999 American Institute of
Physics.@S1063-7850~99!00611-4#
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1. Increasing interest is now being shown in t
development of new sources of spontaneous ultravi
and vacuum ultraviolet radiation, especially excilamps,1–14

and their application in various fields of scien
and technology.11,14 The highest efficiencies for XeC
(l;308 nm! and KrCl (l;222 nm! excilamps are achieve
at low working mixture pressures and low specific glo
discharge excitation powers.2–13 The highest efficiencies
were obtained in the cw regime or under pulsed excitat
using long pulses~having durations of tens of microsecon
or longer! in a positive low-pressure glow-discharge colum7

or in a subnormal glow discharge~high-voltage glow
discharge!.10 However, in sealed glow-discharge excilam
the working mixture pressure is limited because of cont
between the chlorine-containing active mixture and the e
trodes, whose temperature rises appreciably during op
tion, especially in excilamps having a high average radiat
power. For example, for an excilamp having an average
diation power of 100 W and stainless steel electrodes,
mixture lifetime did not exceed 1 h and this needed to
replaced at intervals.11 By reducing the average radiatio
power by more than an order of magnitude, using a bal
volume, and nickel electrodes, Golovitski� and Kan3 ob-
tained an active mixture lifetime of 100 h which is als
clearly inadequate for many practical applications. Howev
we know that in elevated-pressure lamps (;1 atm! excited
by a barrier discharge in which the working mixture is on
in contact with the quartz flask of the excilamp, it is possib
to obtain a working mixture lifetime of more than 1000
~Ref. 14!, but then the emission efficiency is generally fo
times lower than that under excitation by a subnormal gl
discharge.

In the present paper we report for the first time the
velopment of efficient sealed, cylindrical, low-pressure ex
amps excited by an rf capacitive discharge in which
working-mixture lifetime is more than 1000 h and the emit
has a very simple design. Note that a barrier discharge is
a type of capacitive discharge and that a cylindrical geom
was used earlier to pump low-pressure CO2 lasers using a
capacitive discharge.

2. Figure 1 shows the design of the emitter for an ex
amp excited by a capacitive discharge. We used cylindr
8581063-7850/99/25(11)/2/$15.00
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tubes between 2 and 4 cm in diameter and up to 40 cm lo
The electrodes were positioned on the outer surface of
tubes, between 2 and 38 cm apart and their length could
varied between 1 and 19 cm.

The working mixtures were excited by three sinusoid
pulse generators having powers of 20, 35, and 55 W an
pulse repetition frequency of 22 kHz. The amplitude of t
voltage could be regulated for gas discharge loads with
same working mixture composition, and did not exce
4 kV.

The current and voltage were measured using an Oh
shunt and a voltage divider from which the signals were
to an S8-17 dual-beam oscilloscope. The average radia
power in a given spectral range was determined using
FÉK-22 SPU vacuum photodiode with known spectral se
sitivity in the visible and ultraviolet, from which the signa
was fed to a pulse voltmeter or S8-17 oscilloscope.

3. The following results were obtained. In mixtures
rare gases with halides~chlorine and iodine in the presen
study! it was easy to produce an rf volume discharge at l
mixture pressures, emitting highly efficiently onB–X transi-
tions of exciplex molecules. The optimum pressure depen
on the mixture composition, the distance between the e
trodes, and the diameter, and was between fractions and
eral torr, which coincides with the range of operating pre
sures in glow-discharge excilamps.2–13 The ratios of the
working mixture components for chlorine-containing mi
tures were also similar to those used in a glow dischar
Figure 2 gives the radiation power and efficiency as a fu
tion of the product of the pressure and the interelectrode

FIG. 1. Design of rf capacitive-discharge emitter: 1 — excitation generator,
2 — volume containing working mixture, and 3 — electrodes.
© 1999 American Institute of Physics
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(pd) for XeCl* and KrCl* exciplex molecules. It can be
seen that the emission efficiency is similar to that obtain
for glow discharge excitation. The duration of the emiss
pulse also depends on the composition and mixture press
the interelectrode gap, and the working voltage, the electr
area, and the diameter of the quartz tube. For example, fo
XeI excilamp 4 cm in diameter with an interelectrode gap
9 cm, and a mixture pressure of 10 Torr the duration of i
lated radiation pulses corresponded to each half-period o
discharge current and was;20ms.

The spectral characteristics of the XeCl and KrCl exc
amp radiation are similar to those obtained under glow d
charge excitation. The width of the emission band of
XeI* molecules (l;253 nm! was 2 nm and also corre
sponded to that obtained by us in a glow discharge. Ho
ever, the emission efficiency of the XeI* molecules was ap

FIG. 2. Average radiation power and efficiency as a function of the prod
of the mixture pressure and the interelectrode gap for KrCl~a! and XeCl~b!
excilamps:1—Kr:Cl258:1 mixture at 4.2 Torr,2—Xe:Cl258:1 mixture at
1.8 Torr.
d
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proximately between five and ten times lower both f
capacitive discharge excitation and for glow discharge ex
tation.

The main advantages of capacitive discharge excita
compared with a glow discharge are the simple emitter
sign, the absence of any contact between the working m
ture and the electrodes, and the substantial increase in
service life of the sealed excilamps. Tests, which are s
ongoing, have shown that the service life of the mixture in
sealed excilamp exceeds 1000 h.

Compared with barrier discharge excitation, a capacit
discharge can provide more uniform excitation~no isolated
filaments!, produce narrower emission lines, and couple
ergy more efficiently into the working mixture at low pre
sure so that higher efficiencies of ultraviolet emission can
obtained from the ‘‘rosette.’’

4. To conclude, we note that sealed cylindrical lo
pressure XeCl (l;308 nm!, KrCl (l;222 nm!, and XeI
(l;281 nm! excilamps excited by an rf capacitive dischar
have been developed for the first time using an emitter
extremely simple design. High emission efficiencies in t
ultraviolet (;12%) and high average radiation powers
(;3 W in a 250 cm3 working volume! were achieved using
XeCl and KrCl excilamps. The lifetime of the sealed Xe
and XeI excilamps was longer than 1000 h.
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Stability of a laser cavity with a two-mirror multipass system
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An investigation is made of the stability of a laser cavity in which one of the nontransmitting
mirrors is a multipass system consisting of two spherical mirrors. The stability of the
cavity depends strongly on the number of passes of the beam in the multipass system, the
configuration of the mirrors, and the constriction of the beam entering the system. A stable cavity
configuration ensures low diffraction losses in the system and efficient lasing. ©1999
American Institute of Physics.@S1063-7850~99!00711-9#
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Cavities with a multipass system are widely used in la
engineering. In particular, they can create a substantial
ference in the radiation energy circulating in the multipa
system and passing through the laser active element, w
appreciably increases the capabilities of diagnostics syst
based on laser radiation scattering.1 The low radiation losses
in a cavity required for laser operation can be achieved w
this configuration is stable. In the present study, the stab
of a cavity with a two-mirror multipass system~Fig. 1! is
examined. This system consists of two spherical mirror0
and 1 having radii of curvatureR0,1, forming a multipass
system, a focusing objective2, and a nontransmitting mirro
4. The laser active element3 is positioned between the ob
jective and the nontransmitting cavity mirror.

Natural oscillation modes propagate in a stable cav
i.e., radiation beams which conserve their transverse dim
sions, shape, and wavefront curvature after a complete ro
trip. For the cavity under study this property is satisfied
any common cross section of the beams entering and lea
the multipass system.

Let us assume that the multipass system is aligned s
that afterN passes, the outgoing beam is directed toward
mirror 4. In order to determine the stability of the cavity, w
need to find the relationship between the transverse dim
sions of the beams entering and leaving the multipass
tem. In the paraxial approximation, the transverse coo
nates and angles of inclination of the beams in any cr
sections are linearly related using the ray matrix~see, for
example, Ref. 2!.

In order to calculate this matrix, we introduce a coor
nate system whose origin coincides with the center of
multipass system and thez axis is directed along the cavit
axis away from the nontransmitting mirror. We shall call t
center of the multipass system the position of the constric
of the natural modes of a stable cavity formed by mirror0
and 1 located at distancesL(16d)/2 from these mirrors,
respectively. HereL is the distance between the mirrors a
d5(R12R0)/(R11R022L) ~Ref. 2!. This definition is also
convenient for the position of the mirrors in an unstable c
ity although in this case, it does not have such a clear me
ing. The matrix describing propagation of the beam from
8601063-7850/99/25(11)/2/$15.00
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center of the multipass system and back as a result of a si
reflection from each mirror has the form:

M5S 2h21 2Rh~12h!

2
2

R
2h21 D , ~1!

R5R0R1 /~R01R122L !,

h5~12L/R0!/~12L/R1!.

The matrix forn passes is the product ofn matrices~1!.
For 0,2h21,1 this matrix is obtained using the Silvest
theorem:2

M 95S cos 2nf
R

2
sin 2f sin 2nf

2
2

R

sin 2nf

sin 2f
cos 2nf

D . ~2!

Here we have cos 2f52h21, 0<f<p. By making the
substitutionsf5 iF andf5 iF1p/2 the matrix~2! is gen-
eralized to the casesh.1 andh,0, respectively:

M 95s9S cosh 2nF s
R

2
sin 2Fsinh 2nF

2s
2

R

sinh 2nF

sinh 2F
cosh 2nF

D .

~2a!

Here we haves561, sh.0, and 2F5arcosh (u2h
21u). The matrix ~2! is used as the basis to calculate t
matrix for beam propagation from pointz0 to point z after
N52n12 passes between the mirrors:

P5S AB

CDD
5s9S ~c1Ds! 2sr@~D01D!c1~DD061!s#

2ss/r ~c1D0s!
D , ~3!

D5z/r, D05z0 /r.

The plus sign corresponds to the casesh.1 andh,0,
for which c, s, andr have the form:
© 1999 American Institute of Physics
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c5~sR0 coshNF1R1 cosh~N22!F!/~R01R122L !,

s5~sR0 sinhNF1R1 sinh~N22!F!/~R01R122L !,

r50.5sR sinh 2F.

For the case 0,h,1 the hyperbolic functions in thes
expressions are replaced by circular functions off. If the
beam constriction is located at the pointz0, the radiusv0 of
the dominant radiation mode at the wavelengthl is deter-
mined using theABCD law2 pv0

25lA2B/C, where the
elements of the matrix~3! are taken atz5z0. From this we
find:

S pv0
2

lr D 2

5612D0
222D0

c

s
. ~4!

Here the positive sign corresponds to 0<h<1. A posi-
tive right-hand side of Eq.~4! is the main necessary cond
tion for cavity stability. The additional constraint that th
wavefront curvature of the outgoing beam from the mu
pass system should coincide with the curvature of the refl
ing surface of the mirror4 at this mirror is easily satisfied b
correctly selecting the objective and nontransmitting mirr
For a cavity with a plane mirror4 and an objective having
the focal lengthf the spot radius of the dominant modeva on
the rear mirror is given by:

va5v0A~Sa2 f !

~Sc2 f !
. ~5!

Here Sa and Sc are the distances between the lens a
mirror 4 and the constriction of the beam entering the m
tipass system. In this case, the additional constraint for
bility of the cavity is that the radicand in expression~5! is
positive.

We represent formula~4! graphically as the dependenc
of a05pv0

2/lR1 on L/R1 andz0(R1). For a0!1 this quan-
tity is the ratio of the dimensions of the input beam at t
constriction z0 and at mirror 1 for all transverse cavity
modes. Figure 2 gives the value ofa0 in the region of cavity
stability for R05R1 , N54 ~a! andN514 ~b!. The region of
stability ~4! for two passes lies between the two slopi
lines. It can be seen how strongly the cavity stability a
thus the lasing mode depends onN, L, andz0. For a particu-
lar configuration of cavity elements lasing is determined
competition between modes for which the position of t
input beam constriction differs. The laser active element
an appreciable influence on the mode selection, espec

FIG. 1.
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when its optical quality limits the divergence of the outgoi
radiation. Leaving aside these important issues in the pre
study, we merely note that an optimally aligned cavity with
multipass system ensures low radiation losses over a l
number of passes3 and can increase the probing energy for
object positioned between the mirrors of the multipass s
tem by more than two orders of magnitude compared w
the same laser without a multipass system.

This work was supported by RFBR Grant No. 97-0
18084.

1M. Yu. Kantor and D. V. Kuprienko, Pis’ma Zh. Tekh. Fiz.23~8!, 65
~1997! @Tech. Phys. Lett.23, 321 ~1997!#.

2H. Kogelnik and T. Li, Appl. Opt.5, 1550~1966!.
3M. Yu. Kantor and D. V. Kouprienko, Rev. Sci. Instrum.70, 780 ~1999!.
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Heat exchange processes near the boundary of a film boiling nucleus
M. O. Lutset

S. S. Kutateladze Institute of Thermophysics, Siberian Branch of the Russian Academy of Sciences,
Novosibirsk
~Submitted April 14, 1999!
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Results are presented of an experimental investigation of the change in temperature, heat flux to
the liquid, and rate of displacement of the isotherms near a film boiling nucleus propagating
over a plane surface. The experiment was carried out in a liquid nitrogen bath at atmospheric
pressure on the saturation line. The heater was a sapphire plate 1.2 mm thick having a heat
transfer surface area of 77322 mm2. The following facts were established: 1! near the boundary
of the film boiling nucleus a new heat exchange mechanism takes place caused by the
instability of the liquid microlayer; 2! the maximum heat flux to the liquid is considerably greater
than the critical heat flux; 3! the vapor film in the film boiling region grows gradually with
increasing distance from the boundary, i.e., there is a smooth transition in terms of heat exchange
intensity before the equilibrium film boiling level is reached. ©1999 American Institute of
Physics.@S1063-7850~99!00811-3#
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In technology-based catastrophes and other trans
processes, nonuniform, rapidly time-varying temperature
tributions are frequently encountered at a liquid-cooled he
transfer surface, leading to the appearance of new heat tr
fer laws. One example of such as transition is the evolut
of a nucleate boiling crisis over the entire surface from
local nucleus covered with a vapor film. This is usually mo
eled by a switching autowave1 using the one-dimensiona
heat-conduction equation:

SC~T!]T/]t5¹~Sl~T!¹T!1P~W2Q!. ~1!

HereC(T) is the specific heat of the heater material calc
lated per unit volume,l is its thermal conductivity,W(T)
andQ(T) are the densities of heat release and heat rem
at the heater surface, respectively, andS andP are the area
and cooled perimeter of the cross section orthogonal to
direction of propagation of the autowave. Estimates a
measurements1 indicate that the wave velocityV is very low
~of the order of centimeters per second!. On this basis, the
dependence of the heat fluxQ to the liquid on the heate
temperatureT is usually assumed to be quasisteady-state
is calculated using steady-state boiling theories.2 However,
in Ref. 3 the present author indicated that there is a s
relationship between the heat exchange intensity in the t
sient regime and the wave velocity for limiting cases, and
Ref. 4 the author put forward data to suggest that heat
change near the boundary of a film boiling nucleus exhib
significant transient characteristics. No other studies h
considered the dependenceQ(T).

Here we present results of an experimental investiga
of Q(T).

The experiments were carried out using a liquid nitrog
tank at atmospheric pressure on the saturation line.
heater was a sapphire plate 1.2 mm thick having a heat tr
fer surface area of 77322 mm2. The heat-transfer surfac
was oriented horizontally upward. A nichrome film 1000
8621063-7850/99/25(11)/3/$15.00
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thick was deposited on the lower side of the plate while
platinum film 800 Å thick was deposited on the upper side
which a pattern for the measuring system was fabricated
direct photolithographic techniques. This pattern consiste
two fragments. The first fragment was in the form of a m
ander measuring 11320 mm2. The meander was positione
symmetrically relative to the long axis of the heat trans
surface and had a length of 11 mm along this surface.
edge of the meander was 3 mm from the edge of the pl
This meander served as a pulsed heater. Fourteen tem
ture sensors were then distributed along the long axis, wh
together with current and potential lines formed the seco
fragment of the pattern. All the sensors were distribu
along the long axis, having dimensions of 1 mm perpendi
lar to the axis and 10mm parallel to the axis. The curren
circuit consisted of connecting lines and series-connec
sensors. A four-pass system was used to measure the r
tance of the sensors. If we denote the sensors assi, number-
ing them from the pulsed heater, their distribution geome
is as follows: from the edge of the pulsed heater
s1510 mm,s1 –s258 mm, s2 –s357 mm, s3 –s452 mm,
s4 –s552 mm, s5 –s65s6 –s75s7 –s85s8 –s951 mm,
s9 –s1052 mm, s10–s1152 mm, s11–s1255 mm,
s12–s1355 mm, and s13–s14511 mm. The temperature
dependence of the sensor resistance was determined by
cial measurements. The measurement errors did not ex
0.5%.

The sapphire plate was thermally insulated on all sid
except for the heat transfer surface. The experiment was
ried out as follows. First, steady-state nucleate boiling of
nitrogen on the plate was established by passing a di
current through the nichrome film. A current pulse was th
applied to the pulsed heater which initiated a propagat
film-boiling nucleus. An eight-channel computer-controlle
analog-to-digital converter recorded the resistance of the
sors for 80ms and then went over to the next measureme
© 1999 American Institute of Physics
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In this way we obtained the time variation of the temperat
distribution along the axis of the heat-transfer surface.

The film boiling region was observed visually from th
brightening of the heat transfer surface. The brighten
boundary moved symmetrically relative to the longitudin
axis of the heater, undergoing flexural oscillations havin
scale of 3–5 mm. Typical results of the measurements
plotted in Fig. 1. Three regions can be identified according
the intensity of the temperature fluctuations. For thes4 read-
ings, the arrows indicate the boundaries of these regi
Region 1 has high frequencies and low oscillation amp
tudes. Region2 has low frequencies and large amplitud
and in region3 the frequencies and amplitudes decrea
These regions can be seen even more clearly in Fig. 2 w
plots the data in (T,y,t) coordinates wherey is the distance
betweens1 and the measuring point. The two-dimension
plane gives some conception of the change in tempera
along the heater axis with time. In addition to the coordin

FIG. 1. Change in temperature in the wave from the readings of senso
order from left to right:s4, s5, s6, s7, ands8. The inset shows the rat
of displacement of the isotherms as a function of temperat
W57.5 W/cm2, T0510 K, Ts577.45 K, andV05x0 /t0520.7 cm/s.
e

g
l
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re
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.
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l
re
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grid, isotherms at 1 K intervals are also plotted on the s
face. The heavy lines indicate the isotherms correspondin
temperatures of 9.75 K, 10 K, and 20 K. The position of t
first arrow in Fig. 1 coincides with the gap between 9.75
and 10 K not visible in Fig. 2 while the second correspon
to 20 K. Thus, these lines are the boundaries of the th
regions isolated above. The configurations and densitie
the isotherms in each region differ substantially, correspo
ing to the different processes of heat transfer to the liqu
The surface cross sections at constant time are shown in
inset. These characterize the positions of the wave temp
ture profiles along the axis of the heat transfer surface
various times. The data are approximated by third-deg
polynomials with a confidence level of 1.

These data define the dependenceT5T(x,t) of the heat
transfer surface along the longitudinal axis with an error
exceeding 0.5%. This dependence includes the steady-
wave motion, the temperature pulsations caused by flex
oscillations of the front, processes attributed to switching
the nichrome heater supply at a certain time~in order to
avoid its overheating!, and processes reflecting the fini
length of the heater. The last two processes are easily el
nated and are not included in the analysis described su
quently.

The average motion of the front can be considered to
one-dimensional and may be described using Eq.~1!. For
convenience of the calculations this equation is reduced
the semidimensionless form:

Q5W2AC]T/]t1B@dl/dT~]T/]x!21l]2T/]x2#. ~2!

Here the dimensions ofQ andW are unchanged. The nota
tion for the other quantities also remains unchanged, bu
notation with the subscript ‘‘0’’ is taken as the unit o
measurement: C05C~90 K!, l05l~90 K!, T0510 K,

in

:

e.

e

FIG. 2. Change in temperature shown in space and tim
Coordinates of sensors along the axis (y, mm!3100:
s1 — 0, s4 — 2700,s5 — 2900,s6 — 3000,s7 — 3100,
s8 — 3200, ands12 — 4200. The inset shows the surfac
cross sections fort5const in order from bottom to top:
t/t052.55, 40.76, 88.15, 104.97, 127.64,t050.044 s.
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t05DC0 /a0 , x05(l0S/a0P)1/2, A5DC0T0 /t0 , B
5Dl0T0 /x0

2, where D is the plate thickness anda0

51 W/cm2K.
The time derivative was calculated from the fini

changes in temperature at neighboring times and
x-derivatives were calculated using a four-point formu
~Ref. 5, p. 232!. The dependencesC(T) and l(T) were
taken from Refs. 6 and 7 and are illustrated in the inse
Fig. 3. The results of calculations using thes5 –s8 data are
plotted in Fig. 3 which clearly reveals three different he
exchange regions. In region1 the temperature head varie
slightly and corresponds to the value of 9–10 K achieved
the critical heat flux in nucleate boiling, but the maximu
heat fluxes to the liquid are 2.2 times the critical value.
region2 the heat exchange intensity is lower than that in
first but the heat fluxes are 2.8 times the critical level with
temperature head of 15.8 K. In the third region the heat
change intensity falls sharply to values corresponding to fi
boiling.

The visual observations and the data plotted in Figs
and 2, and 3 suggest that the motion of the boundary of
film boiling nucleus is pulsating. Thus, it is interesting
calculate the rate of displacement of the isotherms. Differ
tiating the expressionT@x(t),t#5const with respect to time
we obtain V5dx/dt52(]T/]t)/(]T/]x). The results of
calculations using this formula are given in the inset to F
1. The clearly defined autowave nature of the tempera
variation in the wave is only observed in region3 at tem-
perature heads exceeding the critical overheating of the
uid, i.e., in the film boiling region. Region1 is naturally
identified with the nucleate boiling region and the bound
of this region is identified with the boundary of the film

FIG. 3. Density of heat flux to the liquid as a function of temperature he
The inset gives the specific heat and thermal conductivity of sapphire
function of temperature from data given in Refs. 6 and 7:C0

50.367 J/cm3K, l057 W/cmK.
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boiling nucleus. Nucleate boiling takes place on a wet
surface and film boiling on a dried surface. Near the bou
ary the liquid microlayer cannot be stable because of
increase in the temperature gradient. Thus, it explodes p
odically, removing heat from the surface. This instabil
may be called temperature instability of the microlayer. T
mechanism produces the maximum heat flux to the liq
and is typical of the second region. A similar effect w
observed in Ref. 8 when studying the liquid wetting of
overheated surface. The termination of wetting cause
steep drop in the heat flux to the liquid but the thickness
the vapor film cannot instantaneously acquire the equilibri
value and grows gradually. Hence, in region3 we observe a
gradual decrease inQ to the level corresponding to stead
state film boiling.

To sum up, the following results have been establish
experimentally: 1! near the boundary of a film boiling
nucleus a new heat exchange mechanism takes place
result of the instability of the liquid microlayer; 2! the vapor
film in region 3 grows gradually with increasing distanc
from the boundary, i.e., there is a smooth transition of h
exchange intensity between the second and third regions
fore the equilibrium film boiling level is reached; 3! the
maximum heat flux to the liquid is considerably greater th
the critical heat flux.

It follows from these observations that in order to d
scribe the propagation of a boiling-regime switching au
wave, the well-known equation1 must be supplemented b
another equation which controls the change inQ5Q(T,t).
Examples of the velocity pulsations of a traveling front f
two diffusion processes with essentially different diffusio
coefficients are well-known.9

This work was supported by the RFBR under Proje
No. 98-02-17920.
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Clusters in a pulsed free jet of a monosilane–argon mixture
R. G. Sharafutdinov, A. E. Zarvin, N. G. Korobe shchikov, V. Zh. Madirbaev,
and S. Ya. Khmel’

Novosibirsk State University Institute of Thermophysics, Siberian Branch of the Russian Academy of
Sciences, Novosibirsk
~Submitted July 6, 1999!
Pis’ma Zh. Tekh. Fiz.25, 47–51~November 12, 1999!

An experimental investigation is made of condensation in a pulsed supersonic jet of a
monosilane–argon gas mixture. In addition to silane-series~hydrogenated silicon! and argon
clusters, mixed argon–silane complexes were observed for the first time and their conditions of
formation in the jet were determined. The mass peak intensities of monomers and cluster
ions were studied as a function of the initial pressure. Parameters of the flow transition to advanced
condensation were determined. It is shown that condensation in the mixture jet at low initial
pressures leads to the formation of monosilane clusters only whereas at high pressures, mixed
monosilane–argon clusters are formed. ©1999 American Institute of Physics.
@S1063-7850~99!00911-8#
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Recently gas jets have begun to be used to deposit
films.1 However, the deposition process may be influenc
by condensation which takes place in a supersonic jet as
initial pressureP0 increases.2 It is therefore interesting to
study cluster formation in a jet of monosilane-argon mixtu
used to produce silicon films.1,3

Condensation was investigated using the LE´MPUS com-
plex of gasdynamic rigs at Novosibirsk State University u
ing mass spectrometry of the molecular beam formed fro
pulsed supersonic jet.4 The duration of the gas pulse wa
0.8 ms, which ensured a quasisteady-state flow regime.
measurements were made on the axis of the jet beyon
sonic nozzle having an exit cross section of diame
d051 mm at a distancex/d05175 from the nozzle edge
High-purity argon and a 5%SiH4195%Ar mixture were
used. The initial pressureP0 was varied between 1 an
700 kPa.

We first investigated the condensation of pure arg
both to check the diagnostics procedures and for a comp
son with condensation of the mixture. Figure 1 gives
amplitudes of the monomer and argon cluster peaks reco
in the molecular beam formed from the free argon jet, plot
as a function of the initial pressure. The arrow indicates
pressure at which a transition to advanced condensatio
observed. These results agree satisfactorily with those
tained in a steady-state argon jet.2 As a result of the releas
of condensation heat into the jet, ‘‘drift’’ of monomers int
clusters, and possibly skimmer interaction, the intensity
the monomer signal stops increasing with increasing pres
after the onset of condensation and then decreases unt
argon clusters begin to contribute to this signal as a resu
fragmentation. The Ar2

1 , Ar3
1 , and Ar4

1 ion signals occur
predominantly as a result of the breakup of large cluster

In the molecular beam extracted from a jet of SiH41Ar
mixture, in addition to the peaks of Ar monomers and clu
ters, we observed silane monomers and clusters as we
peaks of mixed clusters of the type ArnSiHx , wheren51–4
8651063-7850/99/25(11)/2/$15.00
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and x52–4. Figure 2 shows the amplitudes of the ma
peaks corresponding to Ar1, SiH3

1 , Si2H7
1 , Ar2

1 , Ar2SiH2
1 ,

and Si3H11
1 ions plotted as a function of the initial pressur

The similarity between the dependences for the monom
and the clusters in jets of pure argon and mixtures indica
that condensation also takes place in the mixture jet. T
recorded ions can be divided into three groups accordin
the behavior of these dependences: argon and monos
monomers, silane-series clusters, and also clusters of a
and mixed argon–silane complexes. The dependences o
amplitudes of the argon and monosilane monomer signal
P0 in the mixture jet agree qualitatively with the dependen
of the monomer signal in a pure argon jet. The pressure
which advanced condensation begins in the mixture
shifted toward lower values and is approximately 20 kP
Both curves have a clearly defined minimum atP0;50 kPa,
after which the signal amplitudes increase as a result of fr
mentation of the clusters. Consequently, the clusters con
not only monosilane but also argon. The enrichment of
molecular beam in clusters at high pressures changes
relationship between the argon and monosilane signals.
Si2H7

1 cluster ion signal appears atP0.15 kPa, i.e., after the
transition to advanced condensation in the jet. This sig
evidently occurs as a result of the fragmentation of la
clusters. The Ar2

1 signal appears atP0.50 kPa, i.e., consid-
erably later than the silane-series dimers. There are also
ferences from the behavior of the Ar2

1 dimer in a pure argon
jet: first, it appears at higher pressure and second the
peak is almost completely absent in the mixture. Sign
from Ar3

1 , Ar4
1 , and mixed clusters are only observed

high P0 and behave like an argon dimer.
Thus, pure monosilane clusters are formed in the m

ture jet atP0;20 kPa. AsP0 increases, they probably be
come condensation nuclei for Ar and, fromP0;40 kPa,
combined condensation of monosilane and argon takes p
in the jet. At P0.40 kPa signals from argon and argon
silane cluster ions appear in the mass spectrum. These
© 1999 American Institute of Physics
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evidently formed as a result of the breakup of large mix
argon–monosilane clusters caused by electron impact
high pressuresP0 the readily condensing impurity can b
almost completely transferred to the condensed state in
mixture jet. Thus as the pressure increases, the clu
nucleus consisting mainly of monosilane molecules beco
overgrown with a ‘‘coat’’ of argon atoms. This leads to a
increase in the argon cluster signals and mixed clusters
reduces the signals from hydrogenated silicon clusters.

To sum up, in a jet of 5%SiH41Ar mixture at low pres-
suresP0 monosilane clusters formed whereas at high pr
sures mixed monosilane–argon clusters appear.

This work was supported by the Russian Fund for F
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FIG. 1.
d
At

he
ter
es

nd

-

-

-

eration ~‘‘List of Unique Scientific Research and
Experimental Facilities of National Importance’’ Registra
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tion.
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Change in the acoustic emission spectrum of dislocation-containing silicon under
current and thermal influences
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~Submitted July 12, 1999!
Pis’ma Zh. Tekh. Fiz.25, 52–58~November 12, 1999!

Changes in the acoustic emission spectra of dislocation-containing silicon under current and
thermal influences are investigated. The shift of the maximum frequency of the acoustic emission
spectrum is explained and described using the sharp kink model, The stopping constant,
velocity, and mobility of the dislocations are estimated. ©1999 American Institute of Physics.
@S1063-7850~99!01011-3#
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The influence of dislocations on the mechanical a
electrical properties of semiconductors and devices fa
cated from them is well known. Linear defects promote
formation of traps and carrier scattering centers when
electric current flows. Moreover, the presence of elec
fields may lead to the migration of dislocations at fairly lo
temperatures. A drifting dislocation crossing the active
gion of a device may cause it to malfunction. Devices with
high degree of integration are particularly sensitive to thi

The migration of dislocations can be assessed by di
~electron microscopy! and indirect~selective etching! meth-
ods of examination. A highly promising method involve
analyzing the acoustic noise which always accompanie
moving dislocation.1 However, the acoustic emission o
semiconductors in external electric and thermal fields
clearly not been sufficiently well studied. In particular, n
information is available on the acoustic emission
dislocation-containing semiconductors, its temperature
pendence, and the influence of elastic stresses.

Thus, the present paper is devoted to a study of
acoustic emission spectra of dislocation-containing silic
under current and thermal influences.

The initial samples were@111#-oriented, phosphorus
doped, dislocation-free silicon wafers (4031030.35 mm!
having resistivityr50.01V•cm. Subsequent annealing fo
25 min at 1273 K under conditions of a three-point loadi
system promoted the appearance of edge dislocations.2 The
dislocation density was estimated by calculating the etch
revealed after immersing inCP etchant at room temperatur
for 35 sec and was~2–5!3105 cm22.

The experiment was carried out using a technique
scribed in detail in Ref. 3. Acoustic emission was excited
external thermal heating (T 5 330–380 K! and by passing a
current of densityj 5 ~0.57–4.3!3105 A/cm2. A liquid
In–Ga eutectic was used for the current-supply contacts.
acoustic emission signals were recorded by a piezocry
detector positioned on the surface of the wafer. The electr
response from the detectorU(t) was recorded by an S9-
storage oscilloscope and was fed to a computer where a
Fourier transform algorithm was applied to reconstruct
spectral composition of the acoustic signalsU(v).
8671063-7850/99/25(11)/3/$15.00
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The main cycle of investigations was carried out af
the system had reached equilibrium which was determi
from the saturation of the acoustic energy

W;(
n

Un
2~vn!,

whereUn are the amplitudes of harmonics of the experime
tal spectrum.3

The results revealed a surprising difference in the beh
ior of structures with and without defects under current a
thermal influences. Since they possess effective charge
mass, dislocations may migrate under the action of elec
wind and electrostatic action, increasing the acoustic no
A comparative analysis of the spectra of the samples un
identical influences indicates an appreciable increase in
amplitude of the signal spectrumU( f ) for dislocation-
containing silicon with a clearly defined maximum atf
50.25 Hz~curves1 and2, Fig. 1!.

The migration of dislocations in semiconductors is d
scribed by the model of sharp kinks4 formed when the shoul-
der of a dislocation attaches to a new defect center. Th
kinks overcome the second-order Peierls potentials, pro
gating perpendicular to the dislocation line. The velocity
this displacement is described by:4

v5d8 f 0FexpH 2
Ep22tbdd8/2

kT J
2expH 2

Ep21tbdd8/2

kT J G , ~1!

where Ep2 is the second-order Peierls potential,d8 is its
period, t is the mechanical stress,b is the length of the
Burgers vector,d is the dislocation length, andf 0 is the
frequency of the kink vibrations.

In thermal equilibrium the kink pairs formed as a res
of the thermal activation mechanism decay to form unl
ones, diffuse along the dislocation line, and annihilate
impact. This is why, in thermodynamic equilibrium in th
absence of current, the acoustic emission signal fr
dislocation-containing samples is very small~curve 3,
Fig. 1!.
© 1999 American Institute of Physics
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When an electric field is applied, the stresses create
a result of interaction between carriers and a dislocation5

t5
B j

enb
~2!

impair the established equilibrium and the kinks begin
migrate in specific directions~here B is the stopping con-
stant,e is the electron charge, andn is the free carrier con-
centration!. In this case, the rate of displacement of the d
locations is determined by the difference between
transition frequencies as the kinks migrate in opposite dir
tions. Their characteristic hopping frequency in the stea
state regime characterizes the transition of dislocations f
one metastable state to another. This clearly explains
well-defined maximum in the acoustic emission spectrum
dislocation-containing silicon perturbed by a dc field~curve
1, Fig. 1!.

Taking into account Eqs.~1! and ~2! and also the fact
that the rate of displacementv of the dislocations may be
determined by the product of the dislocation hopping f
quencyf and the length of a single hopl, we obtain

f 5
v
l

5 f 0

d8

l FexpH 2
Ep22B jdd8/2en

kT J
2expH 2

Ep21B jdd8/2ne

kT J G . ~3!

For the following simplification we give expression~3!
in the form:

f 5 f 0

d8

l
expS Ep2

kT DexpS B jdd8

2nekTD F12expS 2
B jdd8

nekTD G .
~4!

FIG. 1. Acoustic emission spectra:1 and2—silicon with and without dis-
locations exposed to a currentj 52.93105 A/m2 at T5360 K,
3— dislocation-containing silicon atT5360 K (j 50).
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Taking the numerical valuesB51026 Pa•s#, d51024 @m#,
d855310210 @m# ~Refs. 4 and 6!, j 5~0.57-4.3! A/m2, and
n5531024m23, the last term in brackets

expS 2
B jdd8

nekTD'~3210!31023

is substantially smaller than unity and can be neglected. T
means that the maxima of the experimental spectra~Fig. 2!
and the simplified expression~4! rewritten in the form

ln f 5F lnS f 0

d8

l D2
Ep2

kT G1
Bdd8

2nekT
• j , ~5!

can be used to estimate the stopping constantB and the kink
oscillation frequencyf 0. It was found that isothermal annea
ing for 60 min atT51273 K increases the stopping consta
B from 1027 to 831027 Pa•s and reduces the kink oscilla
tion frequencyf 0 from 63106 to 43106 Hz. These changes
are caused by the removal of elastic stresses in the heat t
ment process and also by the redistribution of impurities n
the dislocation line and therefore an increase in the dislo
tion mass.

These data can be used to determine the dislocation s
ping mechanism in silicon in a particular range of tempe
tures and stresses. We know7 that the stopping of disloca
tions in crystals is described by two different mechanism
This first attributes the stopping to thermoelastic damp
caused by a heat flux from the front to the back of the d
location as is migrates through the crystal. For edge dislo
tions the stopping constant in this case is:

B5
mb2

2p

9a2Tx

10K
ln

K

rcpv l 82
'631025 @Pa•s#, ~6!

wherem is the shear modulus,a is the coefficient of therma
expansion,K is the thermal conductivity,x is the bulk modu-
lus of elasticity,v is the relaxation frequency, for nonmeta
lic crystals v52p3123106 Hz, and l 8'1029 m is the
separation length.

The other mechanism takes into account the scatterin
phonons as a dislocation moves through the crystal. For
mechanism we have

FIG. 2. Logarithm of the maximum frequency of the acoustic emiss
spectrum as a function of the current density through the sample:1—before
and2—after annealing atT51273 K for 1 h.



te
st

la
i-

cl
re
-
tc
e-
ty

ph
an
et
ns
n
ve
ve
e

ased

tors
the
to
ith

xes
al

ion
lity

s

.

,

,

of

869Tech. Phys. Lett. 25 (11), November 1999 Orlov et al.
B5
a

10vs
S 3ZkT

a3 D '1026 @Pa•s#, ~7!

whereZ is the number of atoms per unit cell, 3kT is their
thermal energy,vs is the shear wave velocity, anda is the
lattice parameter.

A comparison between the experimental and calcula
@Eqs. ~6! and ~7!# values of the stopping constants sugge
that the most probable dislocation stopping mechanism
silicon is the phonon scattering mechanism. For thermoe
tic damping the value ofB was almost two orders of magn
tude higher than the experimentally determined values.

The experimental acoustic emission data and the con
sions reached were further confirmed by the results of di
observations~using etch pits! of the displacement of disloca
tions. For this we used a method of repeated selective e
ing. Samples of dislocation-containing silicon with pr
etched dislocations were exposed to a current densij
52.93105 A/m2 and temperatureT5350 K for 72 h. The
dislocations were then repeatedly exposed. A metallogra
examination of various sections of the samples before
after current treatment revealed the presence of new
pits, which provide direct confirmation that the dislocatio
are displaced under the action of a direct electric curre
Their displacement toward the positive electrode at the
locity vd5531028 cm/s indicates that the dislocations ha
a negative effective charge and can be used to determin
mobility md5v/E5431028 cm2/~V•s!. This supports the
d
s
in
s-

u-
ct

h-

ic
d

ch

t.
-

the

assumption made above that the dislocations are incre
by electron wind.

Thus, the observed acoustic emission of semiconduc
under current and thermal influences is determined by
migration of dislocations. A sharp kink model is used
explain the change in the acoustic emission spectrum w
increasing current density caused by redistribution of flu
of positive and negative kinks. It is observed that isotherm
annealing leads to an increase in the stopping constantB and
thus reduces the mobility of the dislocation. The dislocat
stopping mechanism is inferred and the velocity and mobi
of the dislocations is calculated.
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Delay of reversible deformation in titanium nickelide after an incomplete
transformation cycle

S. P. Belyaev, A. E. Volkov, and A. I. Razov

V. I. Smirnov Research Institute of Mathematics and Mechanics, St. Petersburg State University
~Submitted July 5, 1999!
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Characteristic features of the appearance of reversible shape memory in an equiatomic TiNi alloy
were studied after a cycle in an incomplete range of martensitic transformation temperatures.
It was observed that the establishment of reversible shape memory is accompanied by the SMART
effect ~Stepwise Martensite to Austenite Reversible Transformation! which is manifest as a
temperature delay of the deformation under heating. The delay occurs at that temperature at which
the transformation terminated in the preliminary thermal cycle and is 3 °C. ©1999
American Institute of Physics.@S1063-7850~99!01111-8#
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Alloys undergoing thermoelastic martensitic transform
tions demonstrate various ‘‘memory’’ effects for their m
chanical and thermal prehistory. These particularly inclu
the shape memory effect which is manifest as the return
predefined deformation during heating through a range
transformation temperatures.1,2 A more complex phenom
enon known as reversible shape memory essentially invo
remembering the path along which the material was load
Information on this path is stored in the domain structure
the martensite and when various conditions are satisfied,
reconstructed as a result of a martensite→ austenite
transformation.3 In addition to these well-studied phenom
ena, the so-called SMART effect~Stepwise Martensite to
Austenite Reversible Transformation! has recently come un
der discussion.4–8 This is a specific type of memory which i
initiated by a preliminary incomplete transformation cyc
under heating~ITCH!, i.e., a procedure in which the marte
site→ austenite transformation terminates in the tempera
rangeAs2Af and cooling takes place, transferring the ma
rial to the martensitic state. If the material is now hea
through the complete range of reversible transformati
monotonically increasing the temperature, it is possible
observe a characteristic feature in the temperature kinetic
the transformation. Specifically, a delay in the transformat
will occur during heating, which is manifest as the appe
ance of a ‘‘step’’ on the temperature dependence of
physical quantity sensitive to changes in the phase state.
transformation delay occurs at that temperature at which
phase transition terminated during the preliminary ITCH
at a slightly higher temperature. When the ITCH takes pl
several times with the temperature at which the reverse t
sition terminates decreasing from one cycle to another,
number of delays in the next complete transformation is
same as the number of ITCHs preceding it. This behavio
classified as the SMART effect, which has been observed
TiNi, TiNiFe, TiNiCu, AgCd, and CuAlZn alloys. This in
fact means that different alloys with thermoelastic marten
transformations can ‘‘remember’’ a series of incomple
martensite→ austenite transformations.
8701063-7850/99/25(11)/2/$15.00
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Two working hypotheses are attractive to explain t
physical reasons for the SMART effect. The first is based
the role of lattice defects localized near interphase bou
aries, which are inherited by the martensite phase and rem
in the material after an ITCH. It is postulated that these
fect pileups act as pinning~attachment! centers for the mov-
ing interphase boundary during the SMART effect. The oth
hypothesis is concerned with local elastic-energy relaxa
processes at the interphase boundary as a result of whic
driving force of the transformation decreases and an a
tional supply of heat is required for it to continue.

The SMART effect has mainly been observed when
temperature dependences of the electrical resistance v
and also in calorimetric experiments. However, quite clea
a change in the temperature kinetics of a martensitic tra
formation should also influence the behavior of the deform
tion processes associated with this transformation. In fac
has recently been reported that the SMART effect is
served on mechanical hysteresis loops in the superela
TiNi alloy.8

In the present paper we report the first experimental d
obtained from a study of the SMART effect during the e
tablishment of reversible shape memory in TiNi.

The experiments were carried out using wire samples
approximately equiatomic TiNi alloy. The diameter of th
samples was 3 mm and their length 550 mm. At room te
perature the alloy is in the martensitic state. The samp
were isothermally deformed by stretching by 12% and th
after the load had been removed, they underwent spont
ous reversible deformation under thermal cycling through
temperature range of martensitic transformations. T
samples were heated by an electric current and cooled n
rally by leaving in air. The thermal cycling was repeat
many times in order to stabilize the deformation in the cyc
As a result, after twenty cycles the reversible change in
deformation was 0.8% in the range 20–130 °C~including
thermal elongation of the sample! and remained almost un
changed from one cycle to another.

The reversible shape memory effect is attributed to
© 1999 American Institute of Physics
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existence of oriented internal stresses in the predeformed
terial. These stresses orient elementary microshears du
martensitic transformations, thereby promoting spontane
reversible deformation at the macrolevel. It thus becom
clear that regardless of the nature of the SMART effect
will be observed during the establishment of reversible sh
memory because the relaxation of internal stresses and
formation of a particular defect structure, and together w
any change in the kinetics of the phase transition in gene
should influence the temperature kinetics of the deformat

We shall now examine the experimental data. For co
parison Fig. 1 gives thermal-deformation dependences
tained in a thermal cycle through a complete range of m
tensitic transformations and in an incomplete cy
immediately following the first. It can be seen that duri
heating in the incomplete cycle the transformation was
minated at 79 °C and 0.25% strain after which the mate
was transferred to the martensitic state by cooling to ro
temperature. The filled circles in Fig. 1 essentially show
ITCH required to initiate the SMART effect. This effect wa
observed during subsequent heating through the comp
range of transformation temperatures~Fig. 2, filled circles!.
The fragment of the ‘‘strain–temperature’’ dependen
clearly reveals a characteristic feature in the form of a s
From 79 °C the strain stops changing~the slight slope of the
line is merely caused by the thermal elongation of
sample! and this change only reappears after the tempera
has increased by 3 °C. It can be seen from Fig. 2 that
beginning of the deformation delay coincides with the te
perature at which heating stops in the ITCH~79 °C!. How-
ever, this agreement is not observed for the strain, and
value«50.25% is only achieved at the end of the delay st

After heating had ended, the sample was cooled to ro
temperature and then reheated. The curve correspondin

FIG. 1. Strain versus temperature illustrating the spontaneous deform
of a TiNi alloy sample in a thermal cycle through the transformation ra
~open circles! and in an incomplete cycle during heating~filled circles!.
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the repeated heating is shown by the open circles in Fig
and has no such features. In other words, the SMART effe
was only observed once in the cycle directly following th
ITCH, which is consistent with the known data.

To sum up, it can be seen from these results that t
SMART effect is manifest during the establishment of re
versible shape memory in the form of a deformation delay
the range of martensite→austenite transformation tempera
tures. From the point of view of using shape-memory alloy
the fact that the deformation exhibits complex kinetics aft
partial temperature cycles must be borne in mind, partic
larly in the design of devices requiring accurate positionin
of moving parts.

This work was supported by RFBR Grant No. 99-01
00987 and by the State Program for Support of Leading S
entific Schools, Grants Nos. 90-15-96077 and 96-15-9606
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FIG. 2. Strain versus temperature for heating of a TiNi alloy sample duri
the establishment of the SMART effect~filled circles! and in a the next
thermal cycle~open circles!.
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Explosive growth of perturbations of the surface of a conducting liquid
in an electric field
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An analysis is made of the behavior of the free surface of a conducting liquid in an external
electric field near the Tonks–Frenkel instability threshold assuming that the incipient wave is one-
dimensional. It is shown that the surface dynamics is described by the nonlinear
Klein–Gordon equation. This equation is used to formulate criteria for the explosive growth of
perturbation amplitudes. ©1999 American Institute of Physics.@S1063-7850~99!01211-2#
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The Tonks–Frenkel instability1,2 of the boundary of a
conducting liquid in a strong electric field plays an importa
role in the general problem of dielectric strength. This ins
bility leads to the avalanche-like growth of surfa
perturbations3 and the appearance of regions of high ene
concentration whose breakup is accompanied by inte
emission processes.4,5 The significant nonlinearity of thes
phenomena necessitates the construction of a theore
model of the advanced stages of Tonks–Frenkel instabi
in particular identifying the conditions for the explosiv
growth of perturbations.

The dispersion law for waves at the plane surface of
ideally conducting liquid in an external electric fieldE has
the form:6

v25gk1
a

r
k32

E2

4pr
k2,

whereg is the acceleration due to gravity,a is the coefficient
of surface tension, andr is the density of the medium. It ca
be seen that when the energy density of the fi
W5E2/(8p) exceeds the critical valueWc5Agar
the surface is unstable, and for low supercriticalit
«5(W2Wc)/Wc perturbations grow with wave numbe
close to k5k05Agr/a. In this situation it is possible to
study the nonlinear dynamics of the surface perturbati
using equations for the envelopes.

We shall consider the potential motion of an ideal
compressible conducting liquid occupying the regi
z<h(x,t) @the free surface of the liquid is given by the fun
tion z5h(x,t)#, in an external electric field directed alon
the x axis. The velocity potential of the liquidF and the
electric field potentialw satisfy the Laplace equations

DF50, Dw50

with the conditions at infinity:

F→0 z→2`,

w→2Ez, z→`,

and also as a result of the equipotential surface of the c
ducting liquid, these potentials satisfy the condition
8721063-7850/99/25(11)/2/$15.00
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The functionsh(x,t) and c(x,t)5Fuz5h are canonically
conjugate quantities7 so that the dynamic and kinematic co
ditions at the surface have the form:

c t52
dH

dh
, h t5

dH

dc
,

where the Hamiltonian

H5E
z<h

~¹F!2

2
d2r 2E

z>h

~¹w!2

8pr
d2r

1E S gh2

2
1

a

r
~A11hx

221! Ddx

describes the total energy of the system apart from the c
stant. This Hamiltonian may be represented as the sur
integral:

H5E c

2
~ T̂1k̂T̂1

21c2hxT̂1]xT̂1
21c!dx

2E Wh

r
~ T̂2k̂T̂2

21h1hxT̂2]xT̂2
21h!dx

1E S gh2

2
1

a

r
~A11hx

221! Ddx, ~1!

where the integral operatork̂ is expressed in terms of th
Hilbert transformĤ:

k̂52
]

]x
Ĥ, Ĥ f 5

1

p
P.V.E

2`

` f ~x8!

x82x
dx8,

and the nonlinear operatorsT̂6 are given by

T̂65 (
n50

`
~6h!nk̂n

n!
.

Assuming that the supercriticalityu«u and the character
istic angles of inclination of the surfaceu¹hu are small, we
convert to the envelopes by using the substitutions
© 1999 American Institute of Physics
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h5A~x,t !eik0x1A* ~x,t !e2 ik0x

12k0A2e2ik0x12k0A* 2e22ik0x,

c5B~x,t !eik0x1B* ~x,t !e2 ik0x,

in which k0→2k0 interaction is taken into account. Subs
tuting these expressions into the Hamiltonian~1! and per-
forming the necessary averaging, we obtain to within
fourth order in terms of amplitude:

H5E S k0uBu22
«v0

2

k0
uAu2

1
v0

2

2k0
2

uAxu22
11v0

2k0

8
uAu4D dx,

wherev0
252gk0. After scaling

v0t→t, A2k0x→x, A11/4k0A→A

the equation for the complex amplitudeA corresponding to
this Hamiltonian has the form

Att5«A1Axx1uAu2A. ~2!

That is to say, the envelope of packetA obeys the nonlinea
Klein–Gordon equation (ufu4) model!.

A characteristic feature of Eq.~2! is that the nonlinearity
does not stabilize the linear instability but conversely inte
sifies it, leading to explosive amplitude growth under cert
conditions. By analogy with Refs. 8 and 9 where the dyna
ics of collapse was investigated for the Klein–Gordon eq
tion with various types of nonlinearity, we analyze the tim
evolution of the norm

X5E uAu2dx.

We write the Hamiltonian corresponding to Eq.~2! in the
form:

H5E S 3

2
uAtu22

1

4
~ uAu2! tt2

«

2
uAu21

1

2
uAxu2Ddx.

Omitting the term with spatial derivatives and using t
Cauchy–Buniakowski inequalityXt

2<4X* uAtu2dx, we find:

H>
3Xt

2

8X
2

Xtt

4
2

«X

2
. ~3!

This majorizing inequality agrees with those obtained
Refs. 8 and 9 apart from the coefficients. Converting to
new variableY5X21/2 allows us to rewrite inequality~2! in
the form of Newton’s second law:
e

-
n
-
-

e

Ytt<2
]P~Y!

]Y
, P~Y!52

«

2
Y22

H

2
Y4,

whereY plays the role of the ‘‘particle’’ coordinate andP is
its potential energy. Analyzing this inequality for the ca
when the particle velocity is initially directed toward th
origin at timet50: Yt(0),0, it is easy to observed thatY
first vanishes for«.0 if U(0).0, second for«,0 and
H,0, and third for«,0 andH.0 if U(0).«2/(8H), or
Y2,u«u/(2H), where U5Yt

2/21P(Y) is the total particle
energy. Quite clearly, if these conditions are satisfied,
norm X goes to infinity within a finite time, which corre
sponds to explosive amplitude growth. The following es
mate holds for the timeT of occurrence of singularity:8,9

T<E
0

Y(0) dY

A2U~0!22P~Y!
.

Note that part of the criteria for explosive amplitude grow
refers to the case when the plane surface is stable with
spect to small perturbations («,0). This implies that the
excitation of instability will have a rigid character.

To sum up, this analysis of the surface behavior o
conducting liquid in an electric field near the instabili
threshold has shown that in the first nonvanishing order
nonlinearity defines the tendency to explosive perturbat
growth.

The author is grateful to E. A. Kuznetsov, A. M
Iskol’dski�, and N. B. Volkov for fruitful discussions.
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A universal projectional method of abbreviating description is given and its application is
demonstrated for all levels. Effective characteristics obtained as a result of this abbreviation are
considered. Their properties and behavior are discussed for a wide range of measures of
action together with the effects induced by them. ©1999 American Institute of Physics.
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1. A study of processes of increasing intensity inevita
involves taking into account increasingly deeper structu
levels of systems and an increasing number of quantities
volved in the process. A similar situation arises for regim
of structural transitions when a system ‘‘opens’’ and rea
to a multiplicity of external factors. In both cases the dime
sions of the ‘‘action space’’ increase substantially.

At the same time, any observation is limited to a fin
number of quantities. Consequently, a disparity ensues
tween the increase in the dimensions of the process and
limited possibilities of observing and describing it.

A natural, and essentially the only way, of solving th
problem is to use a systematic abbreviation of description
this case, the number of determining quantities only
creases slightly with an overall reduction in the dimensio
of the description and this is accompanied by a transition
effective characteristics.

The fundamental indicator of the latter is a depende
on the measure of action, i.e., these are essentially none
librium characteristics. Such characteristics include the
fective mass, quasi-energy, and nonequilibrium suscepti
ties. In general, as we know, effective characteristics hav
operator dependence on the measure of action.1,2

In specific problems from various fields~nuclear theory,
molecular dynamics, kinetics, hydrodynamics! the transition
to effective characteristics is usually made by using phen
enological models. Such models cannot generally be use
interpolate for essentially nonequilibrium regimes, i.e., th
cannot solve the fundamental problem.

It should be noted that in many cases, nonequilibri
characteristics must be dealt with initially, since they ha
no limits as the measure of action tends to zero. Example
this type are cited in Refs. 3 and 4.

Note that in the general context, according to the pos
late of universal coupling, all the characteristics of noneq
librium systems are effective.

2. Here we describe a universal method of abbreviat
description and going over to effective characteristics.

The method of projecting the initial values and equatio
onto suitable half-spaces and obtaining closed equations
the components of interest is universal and extremely con
nient. This method can be successfully used for abbrevia
descriptions of various types and on various levels.5–7
8741063-7850/99/25(11)/3/$15.00
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We present the general scheme of the projectio
method and isolate the effective characteristics thus
tained.

The initial description of the dynamics of a system
given by the evolution equation for the set of the quant
F5$ f x(Xxt)%

] tF5E @F#1Q, ~1!

whereXs is the set of general coordinates, andQ5$qs% is
the source term. This equation describes the system at a m
detailed level than that in which we are ultimately interest
It may be nonconstructive, such as the Liouville equation
1020 particles. What is important is that by abbreviating t
description, this equation may be used as the basis to go
to the next, less detailed but more constructive, level of
scription.

The description of any level is abbreviated by projecti
it onto a subspacePF of smaller dimensions

F5PF1P'F[Fp1F' , P'[~ I 2P!,

P1P5I p , P1P'50, P5(
m

Pm . ~2!

This representation is similar to an expansion as a F
rier series,Fp is the finite number of first terms, andF' is
the residue.

Dividing Eq. ~1! as in Eq.~2! and projecting onto the
subspacesFp and F' , we obtain the following two equa
tions:

] tFp5Ep@Fp#1Ep@F'#1PDE@Fp1F'#1Qp , ~3!

] tF'5E'@F'#1E'@Fp#1P'DE@Fp1F'#1Q' , ~4!

DO@ f 1w#[O@ f 1w#2O@ f #2O@w#,

where O is an arbitrary operator~taken to abbreviate the
expressions for whichP and] t commute!. The first equation
~system! gives the basis of the abbreviated description at
required level, and the second is used for closure.

We substitute the operator solution of Eq.~4!

F'5R'@E'@Fp#1Q'#,

R'@d#5$] t2E'@d#2P'DE@Fp1d#%21, ~5!
© 1999 American Institute of Physics
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into Eq. ~3! and obtain a closed system of abbreviated
scription

] tFp5Ep@Fp#1] t
ˆFp1Qp , ~6!

] t
ˆFp5Ep$R'@E'~Fp!#%1Ep@R'~Q'!#1 . . . . ~7!

The quantity] t
ˆFp is usually called the ‘‘product’’ and the

expressions~7! are closing relations. In hydrodynamic
these determine the general transport laws and transpor
erators.

The relationships~7! determine effective characteristic
of a different type. Taking into account the form of the r
solvent~5!, these indicate the qualitative dependence of
effective characteristics on the measure of action. In part
lar, in the lowest order in terms of small measures of acti
equilibrium characteristics are obtained~coefficients of pro-
portionality between ‘‘fluxes’’ and ‘‘forces’’!. In the oppo-
site limiting case of very large measures of action, the re
vent defines the effective characteristics in the form
‘‘decaying operators.’’ For example, for a large high-spe
measure of the measures of action we have the effec
characteristics;R;] t

21 .
Realizing the right-hand sides of the equations~6!, and

principally the relations~7! for various systems and levels o
description is a key problem in dynamic theory.

A very simple example of a general scheme of abbre
ated description involves reducing the two linear equatio

dtxi5n i j xj1qi ~ i 51,2!

to a single one~for x1[y)

dty5n11y11n12@dt2n22#
21@n21y1q2#1q1 . ~8!

In this case, the effective relaxation operator has the fo
ñ115n111n12@dt2n22#

21n21. Quite clearly, at low speed
dt→0 this is given byn112n12n21/n22, and at high speed
this operator isn11.

In this way Maxwell and Boltzmann, followed by Leon
tovich and Mandelstam derived relaxation theory from a m
ment system.

3. Applying this general scheme to the dynamic desc
tion of a system ofN(;1020) particles with creation and
annihilation, we obtain a general kinetic equation.

This equation describes the evolution of a set of dis
bution functions F(Gn ,x̄,t)5$ f x(Gs ,x̄,t)% of interacting
complexes of structure-kinetic elements (s51,2, . . .n),
Gs5( p̄s,x̄s, j s), where ps, xs, j s are the momenta, coordi
nates, and internal characteristics of thes complexes. This
has the form

] tF52Vd¹F2F@F#2I @F#1Q, ~9!

whereV is the velocity of thes-complex,¹ is the gradient,
andF @ # is the operator of the forces acting on the compl
The strong interaction operatorI @F# takes into account al
possible creation and annihilation processes ofs-complexes
and also delay and nonlocality in the collision region.

The simplest variant of Eq.~9! for a low-density gas
consisting of structureless particles is the Boltzmann eq
tion.
-

p-

e
u-
,

l-
f
d
ve

i-

m

-

-

-

.
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Equation~9! is extremely complex and specifying it fo
specific systems is by no means easy and its solution is
open-ended problem.

In view of this, a suitable objective is to use this equ
tion as the basis of a macroscopic theory describing regi
over a wide range of nonequilibrium.

Such a theory for liquid systems~superhydrodynamics!
was presented in Ref. 5, and its linear variant was analy
fairly comprehensively in Refs. 4, 8, and 9. A fundamen
position in this theory is occupied by the effective suscep
bilities: the operators for diffusion, thermal diffusion, visco
ity, viscothermal conductivity, and so on, which are det
mined by substituting the operatorE in the form of the right-
hand side of Eq.~9! into relation~7!.

4. Using the effective characteristics~susceptibilities! in
the complete macroscopic theory~superhydrodynamics! re-
veals a wide range of effects which are not ‘‘seen’’ in kine
theory and are absent in classical theories.

In view of their practical value, we indicate the bas
classes of these effects.

The first class are cross effects which are fully rep
sented in superhydrodynamics: these include thermovisc
hydro-visco-thermoconducting, and so on.4 These effects are
generally small under weak nonequilibrium, but for lar
gradients they are comparable with diagonal effects~viscos-
ity, thermal conductivity!.

Relaxation aftereffects are well known; Boltzmann w
one of the first to observe these.

Over the last few decades nonlocal effects indicated
superhydrodynamics have become acknowledged for l
temperature conditions, electromagnetoactive media,
low-density gases.

Effects of ultralarge susceptibilities are ascribed to
form of the resolvent~5! provided that the inverse operator
small ~which corresponds to instability of the structure!. In
particular, an effect of infinite conductivity for the thresho
value of the electric field was indicated in Ref. 9.

A whole range of effects related to characteristic featu
in the dependences of the effective characteristics~suscepti-
bilities! on the measure of action were described in Ref.

Hence, nonequilibrium of the effective characteristi
and its adequate reflection are extremely important.

5. In addition to the properties of indicating effects, a
breviation of description plays an important computation
role.

Computational advantages are well known when pr
lems involving the dynamics of systems with an infini
number of degrees are reduced to a finite system of ordin
differential equations.

This is generally accomplished by means of general F
rier series and these are usually truncated, i.e.,F'50 is as-
sumed.

This method of closure is generally inadequate, and
use for an approximation even of very large dimensions
ineffective. This is demonstrated by the example of the pr
lem of sound at frequencies higher than the character
internal frequency.11 Using more that five hundred
moments12 did not produce any agreement with the expe
ment, whereas the choice of the first five moments asFp ~for
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the one-dimensional problem! within the limits of the projec-
tional method yielded complete agreement.

Thus, it is recommended that a complete projectio
scheme should always be used to reduce to a fin
dimensional problem and then suitable approximatio
should be used to realize the relations~7!.

6. When analyzing the dynamics of finite-dimension
systems, it is useful to abbreviate the description by reduc
the number of equations or isolating the regular compon
of the process in a series of ratios.

We shall demonstrate an abbreviated description fo
system of three equations with quadratic nonlinearity

dtxi52n ixi1(
j Þ i

3

n i j xj1(
j ,e

n i jexjxe1qi , ~10!

wheren i.0, n i j , n i je are constant velocity coefficients. Th
system~10! includes most known models~Volterra, Lorentz,
Belousov–Zhabotinski�, and so on!.

For the abbreviated description, i.e., a reduction in
number of equations, we shall assume, in accordance
the general recommendation, that the value ofx2 has the
longest lifetime and the lowest frequency in the linear a
proximation. In view of this, it is advisable to reduce th
values ofx1 andx3.

As usual, we shall consider a normal reaction, i.e.,
shall assumex1,3(t50)50. In order to make the final ex
pressions less cumbersome, we retain one nonlinear
diagonal term withn112, n231, n323 in each equation and w
assumeq1[q350.

Taking into account these simplifications, the final e
pression forx2[y has the form

dty52n2y1 (
i 51,3

n2i x̂i@y#1n213x̂1@y# x̂3@y#1q~ t !,

~11!

x̂1@y#5E
0

t

dt expH 2E
t

t

@n12n112y~t8!#dt8@n12y~t!

1n13x̂3~y!#J [n12R12@y,y#1n13R12@y,x̂3#,

~12!

x̂3@y#5R32@n31n12R12@y,y#1n32y#,

R32[@dt1n31n13n31R12@y,d#2n323y#21. ~13!

This equation~11!–~13! is considerably more comple
than its prototype~10!2 although being a single entity it ha
many advantages over the system~10!. This can be used as
convenient example to demonstrate all known characte
tics: auto-oscillations, time bifurcations, strange attrac
and transition to dynamic chaos. It is also convenient
using approximate methods, particularly using averaging
isolating vibrational effects.
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These topics will be considered in a special study.
7. To conclude our discussion of a series of abbrev

tions, we isolate the main component of the projectio
method and indicate its role in various problems.

The main component involves allowing for the chara
teristic features of the resolvent of abbreviated descript
~5! when realizing the closing relations and the effecti
characteristics.

The characteristic features of the resolvent: asympt
behavior at high degrees of nonequilibrium, jumps, and
ing to infinity on the spectrum, play an important role
fundamental and applied problems.

In the problem of a transition from a reversible to a
irreversible description~Bogolyubov, Fock and Krylov,
Prigogine! a key role is played by the characteristics of t
resolvent attributed to the continuous spectrum. Allowan
for the continuous spectrum combined with abbreviated
scription averaging ensures a transition to irreversibility.

In computational problems using the general Fourier
ries method, it is advisable to use a resolvent form of closu
as shown by the example of the sound problem. This
allow for the spectral characteristics more adequately that
usual procedure of making the residue zero.

The successful application of effective characterist
over a wide range of conditions presupposes a suitable in
polation based on exact operator expressions. Even a
approximate representation of the resolvent can give m
successful expressions for the effective characteristics s
as the expression for the effective conductivity of a turbul
plasma in a magnetic field.13
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Results are presented of investigations of the surface relaxation of electret charge. It is
established that when the electret is exposed to increased moisture, the charge transfer is of a
percolation nature. Characteristics of the adsorption and growth of electrically conducting
phase nuclei during the formation of a percolation cluster at an electrified surface are studied.
The critical index of the correlation length of the percolation cluster is determined and
shows good agreement with known theoretical estimates. ©1999 American Institute of Physics.
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In the present paper an analysis is made of the sur
relaxation of the charge of electrets exposed to mois
from the surrounding atmosphere. Particular attention is p
to adsorption and nucleation of an electrically conduct
phase during percolation charge transfer over the electr
surface. The analysis is made using the percolation mode
electret charge relaxation1 based on the combined applicatio
of percolation theory2–4 and the Kolmogorov model5 for the
kinetics of two-dimensional nucleation. These surface rel
ation processes of the charge determine the stability of e
trets in various devices under real operating conditio
whereas charge transfer across the bulk of the dielectric
pears mainly when studying the physical properties of e
tret materials using various methods of thermally stimula
discharge.

Adsorption of water leads to the appearance of cond
ing channels on the electrified surface which substanti
alter its electrical properties. Since water is a considera
better electrical conductor than the electret material, th
channels shunt the surface of the sample, resulting in str
local inhomogeneity of the surface electrical conductivi
When the fraction of the surface coated with adsorb
reaches the percolation threshold, the conducting chan
form an infinite percolation cluster along which the exce
charges flow off. This cluster shunts the surface of
sample so that all parts of the electrified surface adjacen
the percolation cluster stop making any contribution to
surface potential of the electretU. From this it follows that
U}12P, whereP is the density of the percolation cluste
which is equal to the probability that a randomly locat
surface point belongs to an infinite cluster. The density of
percolation cluster depends on the fraction of the surf
occupied by the adsorbateu at time t: P5P(u), where
u5u(t). In order to determine the adsorption kinetics, w
shall use the Kolmogorov theory which describes the gro
of new-phase nuclei in a steady-state reaction space of
trary dimensions.5 It is taken that all the initial assumption
of this theory are satisfied~unbounded reaction spac
Poisson nucleation law, geometric similarity of nuclei, u
form growth rate!.

In this case, for any time after electrification, which h
8771063-7850/99/25(11)/3/$15.00
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taken place att5t0, the kinetics of the adsorbed phase
the electret surface has the form

u~ t !512Q~t0 ,t !expS 2E
t0

t

a~z!S~R2~z,t !!dz D , ~1!

where

Q~t0 ,t ![expS 2E
0

t0
a~z!S~R1~z,t0!1R2~t0 ,t !!dz D .

~2!

The functional R(z,t)[*z
t v(h)dh determines the radius

which a nucleus formed at timez will have by time t,
v5v(t) is the growth rate of the nucleus,S5S(R) is the
area of an isolated nucleus of radiusR, anda5a(t) is the
rate of nucleation, which is equal to the average numbe
adsorption centers formed per unit area per unit time. T
relationshipR5R(z,t) determines the geometric growth la
for the adsorbate nuclei. A nucleus formed after electrifi
tion has the radiusR5R2(z,t); otherwise the radius isR
5R1(z,t) before electrification and R5R1(z,t0)
1R2(t0 ,t) during subsequent growth. The functio
Q(t0 ,t), as given by formula~2!, describes the growth of al
nuclei formed before electrification and is numerically equ
to the fraction of the electret surface not occupied by su
nuclei at timet. From the time of fabrication of the future
electret material (t50) until electrification (t5t0), the sur-
face of the material interacts with the surrounding mediu
After thermodynamic equilibrium has been established,
fraction of the surface occupied by the adsorbate will rem
constant provided that the sample is under controlled stea
state conditions. In this case,Q(t0 ,t) may be replaced by
the time-independent functionQ(t0) which is equal to the
fraction of the surface left free of adsorbate before electr
cation. Electrification is accompanied by the formation o
large number of new nucleation centers as a result of wh
the adsorption process is intensified appreciably, being a
vated by the self-induced electric field of the electret. Go
agreement with the experimental data on the decay of
surface potential of Teflon electrets is achieved
using the following expression for the rate of nucleatio
© 1999 American Institute of Physics
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a(t)5bd(t2t0)1a0, where b is the concentration o
nucleation centers appearing during electrification,d(t) is
the Dirac delta function, anda0 is the constant rate of spon
taneous nucleation which continues over the entire elec
discharging process. Thus, both instantaneous nuclea
during electrification and the constant nucleation during s
sequent storage~operation! of the electret are taken into ac
count.

After shifting the time measurement by the intervalt0,
which corresponds to electrification att50, Eq. ~1! may be
simplified:

u~ t !512Q~0!expS 2E
0

t

a~z!S~R2~z,t !!dz D . ~3!

As the surface of the electret fills with adsorbate, a perco
tion cluster forms. The stability of the electret charge is hig
est until the fraction of the surface occupied by the adsorb
exceeds the percolation threshold. As soon as an infi
cluster forms, a percolation transition takes place and
surface potential of the electret begins to fall. The inset
Fig. 1 shows the characteristic decay curve of the surf
potential for the case where a percolation transition to
place eight days after electrification. When an infinite clus
forms before the end of electrification, the electret underg
catastrophic discharging~percolation breakdown!. Both
types of percolation transitions have been obser
experimentally.6,7

As the electrified surface becomes covered with a n
work of conducting channels, the discharging process sl
down: after a relatively rapid drop observed after the per
lation transition, the surface potential reaches saturat
with only a slight variation around some limiting valueUS

~inset to Fig. 1!. In this case, the correlation length of th
percolation cluster becomes considerably shorter than
characteristic geometric dimension of the electret.

FIG. 1. Limiting values of the surface potentialUs for electrets of various
sizes. The confidence interval is given for 95% probability. The inset sh
the characteristic decay curve of the surface potential for a Teflon ele
having the areaD2510310 mm2 at room temperature and 98% relativ
humidity. The arrow indicates the percolation transition.
et
on
-

-
-
te
te
e

o
e
k
r
s

d

t-
s
-

n,

he

The percolation nature of the surface relaxation of el
tret charges is confirmed by the good agreement between
experimental and theoretical values of the critical index
the correlation length. In accordance with the concept
scale invariance,4,8–10 the correlation length is the only geo
metric dimension characterizing a percolation cluster n
the percolation threshold. We assume that when the sur
potential saturates, the correlation lengthj is proportional to
the characteristic electret dimensionD. This means that the
limiting value of the surface potential can be defined asUS

5U(t)5tSuj}D), wheretS is the time at which saturation i
reached. Thus, when the surface potential saturates, the
relation length, apart from the constant factorl, is equal to
the electret dimension:D5lj. From this it follows that
large electrets should have high limiting values of the surf
potential. Figure 1 gives experimental data which supp
this conclusion for Teflon electrets exposed to 98% humid
at room temperature for three months. Teflon was selec
because it is one of the best electret materials. The points
D52 mm andD53 mm were obtained by averaging th
limiting surface potential over nine identical samples, a
the other points were obtained by averaging over five. T
initial surface potential wasU(0)5300 V for all the electrets
whereas the limiting values under saturation were betw
30 V and 210 V depending on the electret size. Since
surface potential is uniquely determined by the density of
percolation cluster which in turn depends on the fraction
the surface coated with adsorbate, the experimental dat
the limiting surface potentials of electrets of different siz
can be used to obtain the dependence oflj on u. The result
is plotted in Fig. 2. Each point on the graph was obtained
converting the limiting surface potential~Fig. 1! into the dif-
ference between the fractions of surface occupied by ad
bate and the percolation thresholduC : (uC50.5 for two-
dimensional continual percolation!.

The correlation length near the percolation thresh
obeys the following scaling law:8,9

s
etFIG. 2. Estimate of the critical index of the correlation length:1 — experi-
mental data,2 — optimum approximation, and3 — scaling asymptote.
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j}uu2uCu2n, 0,u2uC!1, ~4!

where n is the critical index of the correlation length fo
two-dimensional percolation. Thus, the value of this ind
can be determined from the slope of the scaling asymptot
the function$ljvs(u2uC)%, plotted on a logarithmic scale
A corresponding plot is shown in Fig. 2. An optimum a
proximation can be used to find the slope of the asymp
near the percolation threshold where relation~4! is valid. The
critical index of the correlation length thus determined w
n51.460.1, which agrees with known theoretical estima
for two-dimensional percolation.4,8,11

The formation of a percolation cluster near the perco
tion threshold is closely related to the growth of adsorb
nuclei. Here we studied the relationship between the lo
growth rate of conducting-phase nuclei and the integ
propagation velocity of the potential drop accompanying
formation of conducting channels on the electrified surfa
This potential drop propagates as the various surface po
become electrically coupled during the formation of the p
colation cluster. The integral propagation velocityV of the
potential drop is appreciably higher than the local grow
rate of an isolated nucleusv: V5(2n21), wheren is the
number of nucleation centers over the distanceL(t)
5*0

t V(h)dh covered by the potential drop in the timet.
Measurements were made of the limiting distancesL(`)
over which the surface potential drop propagates on an e
trified surface exposed to increased moisture. Data on
adsorption of water on Teflon were analyzed using equat
for the three main adsorption isotherms: Brunauer–Emme
Teller, Langmuir, and Henry. It was found that the grow
rate of adsorbate nuclei is well approximated by the ex
nential law: v(t)5v0 exp(2t/t), where t is the relaxation
time of the growth rate andv0[1/(2tb1/2). For exponential
relaxation of the growth rate the limiting distanceL(`) cov-
ered by the potential drop over an infinitely long time
x
of

te

s
s

-
e
al
l

e
.
ts
-

c-
he
s

t–

-

finite whereas for a constant or hyperbolically decayi
growth rate this distance becomes infinitely long. The ex
nential relaxation of the growth rate was also confirmed
rectly by the possibility of linearizing the experimental da
with respect to the limiting propagation distances of the s
face potential drop in terms of the coordinates:$ ln(L(`)
2L(t))vst%.

To sum up, it has been established that the charge tr
fer over an electrified surface is of a percolation nature a
result of the adsorption of a conducting phase stimulated
the electric field. If the adsorption and nucleation kinet
accompanying the formation of a percolation cluster
known, the surface relaxation of the charge can be descr
quantitatively and the stability of electrets under real ope
ing conditions can be predicted.
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Electrical tuning of the dispersion characteristics of spin waves
in metal–ferroelectric–ferrite–ferroelectric–metal layered structures

V. E. Demidov and B. A. Kalinikos

St. Petersburg State Electrotechnical University
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Pis’ma Zh. Tekh. Fiz.25, 86–94~November 12, 1999!

A theoretical analysis is made of the spin wave spectrum in a tangentially magnetized
metal–ferroelectric–ferrite–ferroelectric–metal layered film structure. An analysis is made of the
dispersion dependences of the transverse spin waves for the technically simplest layered
structure. It is shown that a change in the permittivity of the ferroelectric film by a factor of two
may change the wave number of the spin wave, which can reach 40 cm21 and consequently
changes the phase shift of the wave to 10p rad over a propagation length of 1 cm. ©1999
American Institute of Physics.@S1063-7850~99!01511-6#
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One of the main advantages of spin-wave devices
processing microwave signals is that these can be tuned
trically. This tuning is accomplished by varying the intens
of the magnetizing field in which the ferrite film is situate
This type of magnetic tuning can change the characteris
of devices over a wide range. However, it has many dis
vantages which include the comparatively cumbersome m
netic systems, the low tuning speed, and high energy c
sumption.

Recently published studies have examined the
of ferroelectric materials for tuning microwave device
The renewed interest in this problem, which was earlier st
ied intensively in the seventies,1 is attributable to the signifi-
cant successes recently achieved in the synthesis of h
quality ferroelectric films. Modern ferroelectric films hav
high permittivities which can be varied widely by applyin
an external electric field, and they have a low dielectric lo
tangent at microwave frequencies.2 Nonlinear ferroelectric
film capacitors have been used to develop various mic
wave devices such as filters, phase shifters, switches, an
on ~see, for example, Ref. 3!. Studies of the tuning speed o
these devices have shown that the characteristic time
variation of the permittivity of ferroelectric films exposed
voltage videopulses do not exceed a few tens
nanoseconds.4

The aim of the present study is to make a theoret
analysis of the spectrum of dipole-exchange spin wave
tangentially magnetized metal–ferroelectric–ferrite
ferroelectric–metal~MFFFM! layered film structures and t
examine the possibility of using these structures in elec
cally tunable microwave devices. The physical prerequi
for this study was that by slowing the electromagnetic wa
in the ferrite medium, the wave number shift accompany
the change in permittivity may appreciably exceed that
fast waves in a pure dielectric waveguide.

The spectrum of dipole-exchange spin waves
metal–dielectric–ferrite–dielectric–metal~MDFDM! lay-
ered structures was analyzed in Ref. 5. However, the the
in Ref. 5 was constructed in the magnetostatic approxim
8801063-7850/99/25(11)/4/$15.00
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tion, i.e., neglecting the electromagnetic delay, which me
that these results cannot be used to describe MFF
structures.

In the present study the problem of the wave spectr
in an MFFFM structure was solved by jointly integratin
the equation of motion for the magnetization and the co
plete system of Maxwell equations. For this we used a t
oretical approach based on the Green functions of the sys
of Maxwell equations, developed earlier to describe
properties of dipole-exchange spin waves in ferromagn
films.5,6 An analysis was made of a plane-parallel layer
structure unbounded in theYZ plane, consisting of an isotro
pic ferromagnetic film of thicknessL having the saturation
magnetizationM0 and permittivity eL , separated on both
sides from ideally conducting metal screens by dielectric l
ers having thicknessesa andb and permittivitieseA andeB ,
respectively~Fig. 1!. The ferromagnetic film was magnetize
to saturation by a uniform static magnetic field of intens
H0 applied along theZ axis. In order to solve the problem
we assumed that inhomogeneous plane waves ei
3(vt2kzz )) having the wave numberkz lying in the YZ
plane can propagate in an arbitrary direction to the st
magnetic field. The direction of wave propagation was d
fined by the anglew.

As a result, we obtained a transcendental dispers
equation which describes the relationship between the w
frequencyv and the wave numberkz . For thenth natural
wave this equation has the form:

~Vnk2vMAn
xx!@Vnk2vM~An

yy cos2w1An
zzsin2w!#

2~vn1vMAn
xz sinw!~vn2vMAn

zx sinw!50, ~1!

where
© 1999 American Institute of Physics
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FIG. 1. Structure geometry.
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Kn
25

gL

g2gL
1

gL~g2gL!22kn
2

~g2gL!21~2kn!2
,

Cn
15cosh~~g1gL!L1ga!2cosh~ga!,

Cn
25sinh~~g1gL!L1ga!2sinh~ga!,

Cn
35cosh~gLL2gb!2cosh~g~L1b!!,

Cn
45sinh~gLL2gb!1sinh~g~L1b!!,

Cn
55cosh~~g2gL!L1ga!2cosh~ga!,

Cn
65sinh~~g2gL!L1ga!2sinh~ga!,

Cn
75cosh~gLL1gb!2cosh~g~L1b!!,

Cn
85sinh~gLL1gb!2sinh~g~L1b!!,

Cn
952sinh~ga!~21!n1sinh~g~L1a!!,

Cn
1052cosh~ga!~21!n1cosh~g~L1a!!,

Cn
1152cosh~gb!~21!n2cosh~g~L1b!!,

Cn
125sinh~gb!~21!n2sinh~g~L1b!!.

The following notation is introduced above:

Dn5
ggL

g21kn
2

,

g25kz
22k0

2 , k0
25v2e0m0 ,

gL
25kz

22kL
2 , kL

25v2e0m0eL ,

gA
25kz

22kA
2 , kA

25v2e0m0eA ,

gB
25kz

22kB
2 , kB

25v2e0m0eB ,

d5a1b1L.

The remaining notation is the same as in Ref. 5.
This equation is approximate since it was obtained in

first order of perturbation theory. The limits of validity o
this approximation were investigated in Ref. 6.

The expressions for the matrix elementsAi j
n are given for

the case of exchange boundary conditions correspondin
free surface spins. This case is the most favorable from
point of view of the influence of the properties of the ferr
electric layers on the spin wave spectrum.

The dispersion equation~1! was solved numerically for
various values of the parameters. As a result, it was es
lished that a change in the permittivity of the ferroelect
layers has the greatest influence on the dispersion of
waves propagating perpendicular to the static magnetiz
field (w590°).

Figure 2a gives dispersion dependences of the spin w
in the lowest moden50 for the technically simplest varian
of a layered structure. This structure is a ferrite film havin
thick substrate of low permittivity on one side and a ferr
electric film on which a metal control structure is formed,
the other. The figure only shows the slow branches of
spectrum. For thicknessesa 5 50, 100, and 200mm, the
electromagnetic~fast! waves have cutoff frequencies of 5
e

to
e

b-

in
g

ve

a
-

e

25, and 12 GHz, respectively. The corresponding dep
dencesv(kz) are not plotted in the figure. For the calcul
tions we took: L520mm, b→`, eL514, eB514, eA

51000, M051750 G, H053000 Oe. The figures on th
curves correspond to the thickness of the ferroelec
layer a.

Figure 2b gives the wave number shiftDk as a function
of the absolute value of the wave numberkz wheneA varies
between 1000 and 500~the selected values ofeA correspond
to the characteristics of existing ferroelectric film material!.
It can be seen that this dependence has a maximum.
position and magnitude of the maximum depend on
thickness of the ferroelectric layer. Asa increases, the maxi
mum shifts toward lower wave numbers and increases

FIG. 3. Frequency dependence of the wave phase shift over a 1 cm p
gation length for various values ofeA .

FIG. 2. Dispersion characteristics~a! and wave number shift as a function o
the absolute value of the wave number wheneA varies between 1000 and
500 for various dielectric layer thicknesses~b!.
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absolute value. Fora5200mm the shift Dk has values of
around 40 cm21.

This nonmonotonic behavior ofDk(kz) can be attributed
to ‘‘repulsion’’ of the dispersion branches of the fast a
slow waves. The thicker the dielectric layer, the closer lie
branches of the spin and fast electromagnetic waves and
stronger their hybridization. A change ineA leads to a pro-
portional change in the cutoff frequency and this is acco
panied by a change in the hybridization. The optimum s
ation from the point of view of controlling the spin wav
spectrum is achieved for those values ofH0 , a, andeA for
which the cutoff frequency of the fast waves is sligh
higher than the beginning of the spin wave spectrum.
H053000 Oe andeA51000 the optimum value ofa is
around 200mm.

An investigation of the wave number shift as a functi
of the ferrite film thickness showed that an increase inL
‘‘amplifies’’ the tuning. However, for films more than 50mm
thick the v(kz) spectrum becomes highly nonmonoton
which may be inconvenient for constructing specific devic

Figure 3 shows calculated characteristics of a ph
shifter using a metal–ferroelectric–ferrite structure with t
parameters described above for the casea5200mm. The
wave propagation length was taken to be 1 cm. The num
e
the

-
-

r

,
.
e

rs

on the curves correspond to the values ofeA used in the
calculations. It can be seen that when the permittivity of
ferroelectric film decreases from 1000 to 500, a change in
phase shift is observed which reaches 10p rad in a frequency
range of a few tens of megahertz.

These results show that layered MFFFM structures
be used in practice to fabricate spin-wave devices wh
operating characteristics are effectively controlled by
electric field.
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Instability of the stressed surface of a highly viscous liquid
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A new type of hydrodynamic instability is observed in a highly viscous liquid whose free surface
is exposed to an external force acting at a certain angle to the normal. The physical reason
for this instability is the redistribution of energy between the tangential and normal components
of the free surface stresses. ©1999 American Institute of Physics.@S1063-7850~99!01611-0#
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The formation of a wave-like relief on an initially fla
surface of a highly viscous material exposed to some fo
when both normal and tangential stresses are created o
surface is well-known and utilized in engineering and te
nology. Examples may include shock welding~explosive
welding! or the formation of a wavy relief on a solid silico
surface exposed to a high-energy atomic beam.1,2 The ex-
perimental data forming the basis of these phenomena h
not yet received an adequate theoretical interpretation an
this context the problem solved below is of some interes

1. We shall assume that a planar liquid film of densityr,
kinematic viscosityn, and thicknessd on a solid substrate in
a gravitational fieldg is exposed to a continuous force as
result of a momentum flow, oblique with respect to the n
mal, imparted for example by some material beam, be
incident on its free surface. The capillary motion spectrum
the liquid layer needs to be determined.

Let us assume thatP i j* 5r* Ui* U j* is the tensor of the
momentum flow density of the external force above the s
face of the liquid, whereUi are the components of the bea
velocity andr* is its bulk density.2 For simplicity we shall
solve the two-dimensional problem usingXZ Cartesian
coordinates with theZ axis directed vertically upward
id
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(nzi2g), when the equation for the perturbed free liqu
interface has the formz5j(x,t), that for the unperturbed
interface isz50, and the solid bottom is located atz52d.
Phenomena associated with an influx of material into
liquid will be neglected. Neglecting small-amplitude wave
the complete mathematical formulation of the problem h
the form:

]U

]t
1~U•¹!U52

1

r
¹P1DU1g; ~1!

div U50; ~2!

z5j;
]j

]t
5Uz2Ux

]j

]x
; ~3!

P i j* nj* 1P i j ni j 5Pgni ; ~4!

Pg52
]2j

]x2
; ni5F 2

]j

]x

1
G ; ni* 5F ]j

]x

21
G ;

P i j* 5F r* ~Ux* !2 r* Ux* Uz*

r* Ux* Uz* r* ~Ux* !2 G ;
P i j 5F rUx
21P22rn

]Ux

]x
rUxUz2rnS ]Ux

]z
1

]Uz

]x D
rUxUz2rnS ]Ux

]z
1

]Uz

]x D rUx
21P22rn

]Ux

]x

G ;

z52d; Ux5Uz50. ~5!
the

ox-
y
st to

n-
Here Pg is the Laplace pressure below the distorted liqu
surface,3 g is the surface tension,ni is the column of vector
coordinates of the normal external to the liquid surface,ni* is
the column vector of the internal normal, and the squ
matricesP i j* andP i j are made up of the components of t
momentum flow density tensors above and below the p
turbed surface.3

It is difficult to obtain a correct solution of the formu
e

r-

lated problem by perturbation theory methods because of
presence of the term (U•“)U in Eq. ~1!, which generally has
components of all orders of smallness. However, the pr
imity of the bottom and the high viscosity of the liquid ma
create conditions when this term can be neglected, at lea
a first approximation. An analysis of the problem~1!–~5! in
the zeroth approximation showed that if the following co
dition is satisfied
© 1999 American Institute of Physics
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U0* !
v0

k
; U0* [uUx* Uz* u

r* d

rn
; v0

2[
k

r
~gk21rg!,

the term (U•“)U has no more than the first order of sma
ness with respect to the perturbation amplitudej (U0* is the
velocity of the steady-state surface flow of liquid induced
the tangential stress andv0 is the oscillation frequency cor
responding to the wave numberk for a nonviscous, infinitely
deep liquid!. In compact form, the condition for neglectin
the nonlinear term in Eq.~1! has the form:

uUx* Uz* ud

nAgk/r1g/k

r*

r
!1. ~6!

2. We shall assume that condition~6! is satisfied so tha
we can linearize the problem~1!–~5! and can use a classica
method3,4 to investigate its stability with respect to perturb
tions of the typej5j0 exp(st2ikx), wheres is the complex
frequency andk is the wave number. In dimensionless va
ables in whichr5g5g51, the dispersion equation for th
linearized problem is given by:

k2qF4s~k21q2!2~3k21q2!
W

n G1
sv0

2

n2

3@k cosh~kd!sinh~qd!2q sinh~kd!cosh~qd!#

22k3qF2s2
W

n G@k cosh~kd!cosh~qd!

2q sinh~kd!sinh~qd!#1~k21q2!Fs~k21q2!2k2
W

n G
3@k cosh~kd!cosh~qd!2q sinh~kd!sinh~qd!#50; ~7!

v0
2[k~k11!; q2[k21s/n;

W[
r*

r F r

ggG
1
2
@~Ux* !22~Uz* !2#.

In formula ~7! the quantitieskd, qd, andW are dimension-
less by definition and the variablesk, s, andn are dedimen-
sionalized to their typical scales:

k85Arg

g
; s85Fg3r

g G
1
4
; n85F g3

gr3G
1
4

.

3. A numerical analysis of the dispersion equation~7!
showed that under the conditions described the surface o
liquid may become unstable~see Figs. 1 and 2!. It can be
seen from Fig. 1 that by increasing the horizontal veloc
component of the beam incident on the free surface of
liquid ~by increasing the parameterW), we can provoke the
evolution of aperiodic instability which occurs in this ca
whenW>2 ~positive part of branch2!. In these calculations
the depth of the liquid is finite (kd51) and the liquid itself
is highly viscous (us/nk2u!1). This explains why only ape
riodic motion occurs forW50 and in its vicinity. It can be
seen from Fig. 1 that forW,0 oscillatory motion also oc-
he

y
e

curs. Equation~7! has an infinite number of solutions,5 but
only the roots associated with the unstable branch are sh
in the figures.

Instability of the small-scale motion can only be excit
when the energy of the external action increases subs
tially, as can be seen from Fig. 2 which was obtained fok
5100 and the previous values of the other parameters. In
bility is only observed for W.40 but the oscillatory
branches lie outside the range of the calculations.

It is easy to calculate that ifuUx /Uzu510, then for those
values of the variables for which Fig. 1 is plotted, the fo
lowing inequality is satisfied

FIG. 1. Real Res5Res(W) and imaginary Ims5Im s(W) parts of the
complex frequency as a function of the parameterW plotted for k55,
n50.5, andkd51.

FIG. 2. Part of branch2 entering the region Res.0 on the dependence o
the real part of the complex frequency Res5Res(W) on the parameterW
plotted for k5100, n50.5, andkd51. Branches1 and 3 lie outside the
given range ofW and Res values.
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uUx* Uz* ud

nAgk/r1g/k

r*

r
,0.2

r*

r
.

Thus, in accordance with condition~6!, these calculations ar
reliable when the mass density of the beam is lower than
liquid density.

4. To conclude, a layer of highly viscous liquid of finit
depth is unstable with respect to tangential stresses cre
by a continuous flow of momentum entering the liquid. T
instability is observed in a linearized hydrodynamic mod
and exhibits aperiodic behavior. The physical nature of
instability is evidently caused by the energy of the tangen
e

ted

l
e
l

stresses at the free surface being transferred to the ener
the normal stresses.
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Influence of Na 1, Ca21, and D2O ions on the kinetics of heterophase density
fluctuations in a lipid bilayer

D. B. Berg and D. P. Kharakoz

Institute of Industrial Ecology, Urals Branch of the Russian Academy of Sciences, Ekaterinburg Institute of
Theoretical and Experimental Biophysics, Pushchino
~Submitted July 19, 1999!
Pis’ma Zh. Tekh. Fiz.25, 7–13~November 26, 1999!

Experimentally measured temperature dependences of the velocity and absorption of ultrasound
~7 MHz! were used to calculate the temperature dependences of the effective relaxation
time teff of the nucleation process near the phase-transition temperatureTt in phospholipid
bilayers. It is observed thatteff is weakly sensitive to the ion composition of the medium and
highly sensitive to the curvature of the bilayer and the replacement of H2O by D2O.
© 1999 American Institute of Physics.@S1063-7850~99!01711-5#
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Frenkel’s theory states that near the phase-transi
temperature subcritical new-phase nuclei consisting of
erophase density fluctuations, appear and decay spon
ously within the dominant phase.1,2 In a bilayer of am-
phiphilic phospholipid molecules having smectic liqui
crystal ordering, ‘‘crystallization–melting’’ of hydrocarbo
chains has been observed as a result of a tempera
induced phase transition.3 Their conformational changes in
fluence the compressibility of the heterogenous mediu
which can be detected by an ultrasound technique.4 In the
liquid phase of a bilayer, heterophase density fluctuation
the form of two-dimensional solid-phase nuclei in the lam
lar plane of the lipid bilayer have been observed near
phase transition temperatureTt ~Ref. 5!. The kinetics of the
fluctuations are directly related to the probability of the fo
mation of a critical nucleus and the kinetics of the transit
to the solid state.6 We know that the phase transition tem
perature is influenced by many factors, such as the ion c
8871063-7850/99/25(11)/4/$15.00
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position of the aqueous phase.3 No data are available on th
influence of these factors on the kinetics of heterophase fl
tuations.

In the present paper we investigate the influence of N1

and Ca21 ions, how replacing H2O with D2O, and the cur-
vature of the bilayer on the effective relaxation time of h
erophase density fluctuations in bilayer vesicles of 1
dipalmitoyl-sn-glycero-3-phosphatidylcholine~DPPC!. We
used synthetic lyophilized DPPC supplied by Sigma~USA!,
better than 99% pure. Large multilamellar~multilayer!
vesicles 500–1000 nm in diameter were prepared by diss
ing the lipid in an organic solvent, followed by vacuum dr
ing and dispersion in aqueous media7 having various salt and
isotopic compositions: H2O ~doubly distilled!, D2O ~99.9%
pure!, solutions of analytical-grade NaCl~10 and 100 mM!
and CaCl2 ~11.38 and 113.8 mM!. This ensured that the com
position of the aqueous medium was identical inside a
outside each vesicle. The lipid concentration in the susp
n
ng
he
FIG. 1. Specific velocity of sound; the phase transitio
temperature (41.3°) is determined by linearly extrapolati
the low- and high-temperature regions of the curve to t
midpoint of the phase transition~vertical line!.
© 1999 American Institute of Physics
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FIG. 2. Specific absorption.
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sion was 1–5 mg/ml. Small, single-lamellar vesicles 1
50 nm in diameter were prepared from multilamellar vesic
by sonic treatment and centrifuging, using a technique
scribed by Mendelsohn and Sunder.8 Single-lamellar vesicles
were converted into large vesicles by a ‘‘freezing–thawin
method9 ~five cycles!.

Measurements of the velocity and absorption of ult
sound were made using a ultrasound differential fixed-p
interferometer, consisting of two identical acoustic cavities10

The frequency range of the resonance peaks was 6
7.3 MHz. The velocity of sound can be measured with
relative error of 131023 % and the absorption with a 1%
error. Their temperature dependences were measured s
taneously for the same sample under heating~0.2 K/min!. By
comparing the acoustic characteristics of the lipid suspen
s
e-

’

-
th

9–
a

ul-

n

and the aqueous medium without lipid, we determined
specific velocity of sound@u#[(u2u0)/u0c and the specific
absorption of sound per wavelength@al#[(al2al0)/c,
whereu andu0 are the velocity of sound in the suspensi
and the aqueous medium, respectively,al andal0 are the
absorption per wavelength in the suspension and the aqu
medium, andc is the lipid concentration. The value of@u#
consists of two components: an instantaneous compo
@u#` which is determined by the compressibility of the sy
tem in the absence of heterophase fluctuations and a re
ational component@u# r , caused by the growth and decay
heterophase fluctuations:@u#5@u#`1@u# r .

The specific absorption@al# consists of the classica
absorption@al#cl , caused by the shear viscosity of the m
dium and the relaxational absorption@al# r , caused by the
FIG. 3. Effective relaxation times;T2Tt is the difference
between the measurement temperatureT and the phase
transition temperatureTt ; 1—multilamellar vesicles in
H2O, 2—multilamellar vesicles in H2O and CaCl2
~11.38 mM!, 3—multilamellar vesicles in D2O, and
4—single-lamellar vesicles in H2O.
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TABLE I. Phase transition temperatures and changes in the effective relaxation time of heterophase
fluctuations in vesicles of synthetic dipalmitoylphosphatidylcholine in aqueous media having different sa
isotopic compositions and different membrane curvature.

Composition
of system

Value
of Tt* , °C

Shift
of Tt** , °C

Change
in teff***

Multilamellar vesicle in H2O 41.29 – –
The same, in the presence
of:
NaCl, 10 mM 41.42 0.13 None
NaCl, 100 mM 41.49 0.20 None
CaCl2, 11.38 mM 41.90 0.61 Decreases slightly
CaCl2, 113.8 mM 42.90 1.61 None
Multilamellar vesicle in D2O 41.70 0.41 Halved
Single-lamellar vesicle in H2O 38.23 23.06 Reduced 1.5 times
Multilamellar vesicle from single-lamellar ones 41.36 – None

* –determined with an accuracy better than60.04 °C.
** –calculated as the difference betweenTt in this system andTt in large multilamellar vesicles in H2O.
*** –relative to the value ofteff for large multilamellar vesicles in H2O ~Fig. 3!.
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dissipation of ultrasonic oscillation energy in the relaxati
process: @al#5@al#cl1@al# r . According to Mitaku et
al.11 the measured absorption for dilute lipid suspensions
the megahertz frequency range is only ascribed to the re
ational component:@al#'@al# r . It contains contributions
of all types of fluctuations including heterophase ones. T
relaxation of the heterophase density fluctuations is a co
quence of the variable pressure at ultrasound frequencie

The figures give estimates of the kinetics of heteroph
density fluctuations in a lipid liquid-crystal bilayer obtaine
by an ultrasound technique.5

Figures 1 and 2 give temperature dependences of
specific velocity and absorption of sound~subsequently re-
ferred to as ‘‘velocity’’ and ‘‘absorption’’ respectively! in
suspensions of multilamellar vesicles of DPPC in pure wa
In the phase transition region the profile of the velocity cu
differs substantially from the simple sigmoidal curve whi
would be predicted from the ratio of the contributions of t
two lipid states. This behavior can be attributed to the rel
ation of heterophase density fluctuations which leads to
ditional compressibility near the transition.5 The relaxation
components of the velocity and absorption may be de
mined by linearly extrapolating the temperature dependen
@u# and @al# from the high-temperature range where t
relaxational contribution is negligible. The relaxational co
ponents@u# r and @al# r are then defined as the differenc
between the experimental curve and the extrapolated c
in Figs. 1 and 2~for details see Refs. 5 and 12!.

For a process with a single relaxation time the ratio
the quantities@al# r and@u# r is related to the relaxation tim
t by the following relation:t52@al# r /(2pv@u# r), where
v is the angular frequency of the ultrasound.13 Since the real
process is described by the spectrum of relaxation time
the heterophase density fluctuations, this relationship g
an effective valueteff . This is an averaged characteristic
that part of the spectrum of relaxational processes wh
contribute to the velocity and absorption measured at
quencyv.

In an ionic medium~Fig. 3, Table I! the phase transition
temperatureTt increases. The shift increases with increas
n
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salt concentration, which is consistent with the publish
data.3 Within measurement error NaCl does not influen
teff . In a medium containing 11.38 mM CaCl2 we identified
a negligible decrease inteff , whereas at higher salt concen
trations~113.8 mM! the values ofteff returned to their pre-
vious values. This probably indicates that the relaxation ti
of the heterophase density fluctuations depends nonline
on the CaCl2 concentration. Similar nonlinear dependenc
are known for the density of phospholipid monolayers at
surface of water and the kinetics of formation of liqui
crystal textures in a planar capillary.14

Replacing H2O with D2O leads to a negligible increas
in Tt in large multilamellar vesicles andteff is approximately
halved~Fig. 3!. For small single-lamellar vesicles in H2O the
values ofTt andteff are lower than those for large vesicles
H2O.

After the small vesicles have merged to form large on
Tt andteff have the same values as for large vesicles in H2O
— the large curvature and stress of the bilayer in sm
vesicles influence both the value ofTt ~Ref. 3 andteff for the
heterophase density fluctuations.

Thus, the kinetics of the heterophase fluctuations
weakly sensitive to changes in the ionic composition of
medium, but the curvature of the bilayer surface and rep
ing H2O with D2O has an appreciable influence on t
kinetics.

1Ya. I. Frenkel’,Kinetic Theory of Liquids, edited by N. N. Semenov and
A. E. Glauberman~Clarendon Press, Oxford, 1946; Nauka, Mosco
1975!.
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Topological phase in a nonparaxial Gaussian beam
A. V. Volyar, T. A. Fadeeva, and V. G. Shvedov

Simferopol State University
~Submitted July 5, 1999!
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An analysis is made of the structure and evolution of the singularities of a nonparaxial Gaussian
beam. It is shown that a Gaussian beam may be represented by a family of straight lines
lying on the surface of a hyperboloid and that the wavefront of this beam is a function of a point
source situated at a point on thez axis with the imaginary coordinateiz0 . The argument of
this complex function is the topological phase of the beam which characterizes the rotation of the
wavefront. The singularities of a nonparaxial Gaussian beam are located in the focal plane
and are annular edge dislocations. Dislocation processes near the constriction of the Gaussian beam
only occur as a result of aperture diffraction. ©1999 American Institute of Physics.
@S1063-7850~99!01811-X#
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A generally recognized description of laser bea
widely used in the literature in the design of laser caviti
the excitation of optical fibers, and in other fields of las
physics is based on the so-called paraxial approximatio
the solution of the wave equation.

This arises because the wave equation

~¹21k2!C50 ~1!

(k is the wave number! is symmetric along all three spatia
coordinates~it is implied that the wave process is stead
state!.

Quite clearly, the wave function satisfying this equati
should also satisfy these symmetry properties. Hence, if
wave function depends on three coordinates, it is difficul
isolate the one along which the light propagates and at
same time to satisfy the wave equation~1!. In order to re-
solve this situation, it is necessary to use an approxim
wave description of the laser beam, assuming that its di
gence is low~the radius of the beam constriction is mu
larger than the wavelength!. This means that the second d
rivative with respect to the selected coordinate can be
glected in the wave equation, thereby destroying the sym
try in the operator of the wave equation. Although th
approach offers extensive possibilities for solving ma
practical problems in laser and fiber optics, it cannot giv
correct description of the field transformations in the be
constriction region.

Various mathematical methods of overcoming this di
culty with varying degrees of accuracy have now ben dev
oped~see, for example, Refs. 1–4!.

In particular, Berry5 used an asymptotic estimate of th
Fourier integral~an expansion of the field of a Gaussia
beam as a series in terms of plane waves in all poss
directions! to show that Airy dislocation rings appear ne
the constriction and that these may be created and an
lated by minuscule perturbations of the beam constrict
profile. These processes involving the creation and annih
tion of singularities at the wavefront were described by Be
as dislocation reactions.5
8911063-7850/99/25(11)/3/$15.00
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The aim of the present paper is to study the structure
a nonparaxial Gaussian beam and the dislocation react
near its constriction by means of a strict analytic solution
the wave equation.

In order to describe a spatially bounded laser beam,
convenient to represent this as a nonuniform spherical wa
similar to the procedure used for plane waves having a n
uniform amplitude distribution.6 We can assume for instance
that a point source and a spherical wave sink are located
point having the imaginary coordinatez5 iz0 ~Ref. 7!.

The distance between the source and some point ly
on the surface of the wavefront then becomes a function
complex variable:

R5Ar 21~z2 iz0!25Ar 21z22z0
212izz0, ~2!

wherer 25x21y2 andz0 is the wave parameter of the beam
A particular solution of the wave equation~1! may be

represented in the form:8

C~R!5Jn11/2~kR!Pn
l ~cosQ!H coslw

sin lw J , ~3!

where Jn11/2(x) is a spherical Bessel function of the fir
kind, Pn

l is a Jacobi polynomial,w is the azimuthal angle
andQ is a complex angle.

We shall now analyze the structure of a lowest-ord
nonparaxial Gaussian beam withl 50. We write the solution
~3! in the form:

C~R!5A0

sinkR

kR
. ~4!

In Ref. 9 Volyaret al. showed that a paraxial Gaussia
beam can be represented as nested hyperboloids of re
tion:

x21y2

r2
5

~z1 iz0!~z2 iz0!

z0
2

. ~5!
© 1999 American Institute of Physics
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On the surface of each hyperboloid, the current vector~Poyn-
ting vector! forms two families of straight lines along whic
the energy propagates, and these are equivalent to the
metric rays described by:

w52s arctan
z

z0 .
~6!

We then find that during the propagation process each p
lying on the wavefront surface is turned through the an
~6! in the planez5const.

The distance along the current line from the constrict
plane to a certain point on the wavefront having the coo
nates (r , z) is then given by

R 25x21y21z22r2, ~7!

wherer is the radius of the constriction of the hyperboloid
revolution ~5! in the constriction planez50 (0,r,`).

If we take a constant ray length forr5z0 , it can be seen
from a comparison of Eqs.~2! and~7! that the distance along
the ray to the selected point is equal to the real part of

FIG. 1. Topological phaseJ of a Gaussian beam as a function of th
longitudinal coordinatez for various values of the radial coordinater and the
constriction parameterz0 ~a!. Surface of the topological phaseJ(r ,z,z0)
50 in the spatial coordinatesr ,z,z0 ~b!. All the coordinates are given in
units of 1/k, k52p/l (l50.63mm).
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radicand for the complex radiusR5AR 21 iz0z. For con-
stant ray lengthR, the equation for the wavefront surfac
has the form:

kR5kzAr 21z21z0
2

r 21z0
2

. ~8!

In particular, provided thatkz0@1 we obtain from Eq.~8!

kR'kz1
kr2z

2~z21z0
2!

5kz1
kr2

2R~z!
. ~9!

This expression is exactly the same as the expression
the dynamic phase of a paraxial Gaussian beam.1 The imagi-
nary part of the complex length~2! is evidently related to the
rotation of the beam wavefront. According to Berry,10 any
cyclic change in the parameters of the wave function~for
instance, rotation of the wavefront or a change in its sha!
induces a topological phase which, in this case, is charac
ized by the argument of the complex length.

In formal terms, the topological phase of a Gauss
beam isk times smaller than the dynamic phase and is
argument of the complex radius in the denominator of
pression~4! J5argR:

J5
1

2
arctan

z

r 1z0
2

1

2
arctan

z

r 2z0
. ~10!

FIG. 2. Dislocation reactions in a nonparaxial Gaussian beam near the
striction for various values of the parameterz0 : a — kz053, b — kz0

55.884, and c —kz058.5.
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For large Rayleigh lengths (kz0@1) we find from Eq.~10!

thatJ' arctan
z

z0
, i.e., it is the same as the anomalous Go

phase, as we predicted. A decrease in the parameterz0 com-
plicates the behavior of the topological phaseJ near the
focal plane because, in addition to rotation of the wavefro
its buildup process also includes other dynamic proces
such a change in the wavefront curvature. For very sm
values of the parameterz0 , the concept of a wavefront nea
the focal plane generally becomes physically meaning
since the wave surface becomes unconnected. In this c
the value ofJ clearly plays the role of the coefficient o
connectedness. Figure 1 shows curves describing the be
ior of the topological phase near the beam constriction.

We shall analyze the structure of the phase singulari
of a nonparaxial beam near the planez50. We construct
lines of equal phaseF(x,y,z,z0)5const and equal ampli
tudeuCu5const. These families of curves are plotted in F
2a using the coordinates (r ,z). It can be seen that near th
constriction of an unbounded nonparaxial Gaussian be
families of concentric annular dislocations form at the poi
of intersection of the phase contours. Note that these r
are located at distancesr .z0 from the z axis. We did not
observe that any slight change in the beam parametez0

could cause the creation or annihilation of rings~dislocation
reactions!, as was postulated in Ref. 5. We merely observ
a synchronous change in the position of the dislocation ri
accompanying any changes in the radius of the beam
striction. Nevertheless, dislocation reactions begin to t
place in the nonparaxial Gaussian beam when the field
this beam is linearly combined with the field of a spheric
wave emitted by a point source positioned at the ori
x5y5z50.
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The result of this addition is manifest in dislocatio
chain reactions, the creation and annihilation of phase sin
larities as described by Nye,11 so that the sum topologica
index of all the phase singularities and saddles, and also
total topological charge is conserved during the dislocat
reactions.

Thus, if the radius of the beam constriction varies ve
slightly by fractions of a wavelength for certain values ofz0 ,
the wavefront saddle may move with the phase singula
~Fig. 2!. At this moment two phase singularities of the sam
sign and two saddles are created. A further increase in
constriction radius leads to annihilation of the pair of sadd
and the pair of singularities, as shown in Figs. 2b and
Attention should be drawn to the subwave scale on wh
these dislocation reactions take place.

To conclude, the dislocation reactions in a nonparax
Gaussian beam should be ascribed not to the beam itsel
to the diffraction of light observed when this beam prop
gates through a nontransparent screen with an aperture.
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Infinite anisotropy of the piezoeffect in PbTiO 3-based ferroceramic

E. A. Dul’kin, L. I. Grebenkina, D. I. Makar’ev, A. N. Klevtsov,
and V. G. Gavrilyachenko

Research Institute of Mechanics and Applied Mathematics, Rostov State University
~Submitted June 7, 1999!
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Acoustic emission, dilatometry, and optical microscopy were used to study the polarization of
PKR-70 PbTiO3 ferroceramic samples. It was established that in an electric field higher
than 2.5 kV/mm the piezoeffect in the samples acquires an infinite anisotropy, accompanied by
acoustic-emission and dilatometric anomalies. It is shown that this anisotropy of the
piezoeffect is caused by microcracking of the samples in the direction of the polarizing field.
© 1999 American Institute of Physics.@S1063-7850~99!01911-4#
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Anisotropy of the piezoeffect in ferroceramics is a top
cal problem because of its scientific importance and obvi
technical applications. Theoretical analyses have show1–3

that this anisotropy is mainly attributable to the weak anis
ropy of the crystal permittivity which is established
PbTiO3-based ferroceramics.4

At the Research Institute of Physics at Rostov State U
versity, efficient PbTiO3-based piezomaterials, PKR-67 an
PKR-70, have been fabricated in which the ratio of the
ezomodulid33/d31 reached values between five and infin
~Refs. 5 and 6!. This result was obtained under extreme p
larization regimes, in a polarizing field of 4–6 kV/mm
160° C for at least 30 min, after which the mechanic
Q-factor of the radial vibrations of the samples dropp
sharply. Studies of the microstructure of the polariz
samples revealed substantial rearrangement of the cryst
domain structure as a result of which the 90° domain w
were oriented perpendicular to the direction of the polariz
field Ep . A similar effect was observed by Rastoropovet al.7

in PbTiO3 ceramic with added Ca. In Ref. 5 Grinevaet al.
established a correlation between the abrupt increase in
anisotropy of the piezomodulusd33/d31 and a reduction in
the mechanical strength of the samples. Etched cleaved
tions of these samples revealed microcracks along g
boundaries and in the bulk of the grains, where in this l
case the cracks were oriented in the direction ofEp . It was
postulated that these microcracks form as a result of
reorientations asEp increases and forEp.8 kV/mm the ce-
ramic spontaneously broke up.

It follows from all the reasoning put forward above tha
in addition to its piezoproperties acquiring infinite aniso
ropy, PbTiO3 ceramic undergoes cracking during the pol
ization process which may result in premature fracture
components. The correlation between the observed an
ropy of the piezoproperties and microcracking of the samp
has yet to be clarified.

We know that microcracking can be effectively studi
using an acoustic emission method. Acoustic emission
already been used to study crack nucleation and growt
PbTiO3 crystals.8 The deformability of a piezocerami
caused by rearrangement of its domain structure means
8941063-7850/99/25(11)/2/$15.00
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dilatometry can be used to study the polarization proces
samples.

The aim of the present study is to use acoustic-emiss
and dilatometric techniques to examine samples of PbT3

ceramic during polarization which leads to infinite aniso
ropy of the piezoeffect.

We investigated samples of PKR-70 piezoceramic in
form of disks 10 mm in diameter and 1 mm thick using
complex method.9 We measured the acoustic-emission act
ity Ṅ and the relative dilatationDL/L when samples placed
in an oil-filled cell at T5120°C were exposed to a stat
electric field increasing at an average rate of 100 V/min.

The results of the measurements are plotted in Fig. 1
can be seen that as the intensityEp increases, the sample
undergo slight compression and atEp52.5 kV/mm we ob-
serve a dilatation minimum accompanied by an abrupt su
of acoustic emission activityṄ. As Ep increases further, the
samples also expand slightly and atEp.3.5 kV/mm electri-
cal breakdown occurs.

Control samples were polarized as follows: aft
acoustic-emission signals were detected, we stopped incr
ing the fieldEp , the level reached was held for 30 min, an

FIG. 1. Acoustic emission activityṄ and relative dilatationDL/L of
PKR-70 ferroceramic samples as a function of the polarizing fieldEp .
© 1999 American Institute of Physics
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the samples were then cooled to room temperature under
field. Measurements of the electrophysical parameters of t
control samples thus polarized showed infinitely anisotrop
piezoproperties. It should be noted that this anisotropy
retained after these samples were heated above the C
temperature and then polarized in fields not exceedin
2.5 kV/mm.

Figure 2 shows a photomicrograph of a cleaved fragme
of one of the control samples. In a narrow surface layer w
observe mass cracking along grain boundaries, caus
grains to be displaced and thus leading to disintegration
the layer. In addition, this mass disintegration in the surfac
layer promotes the growth of major cracks which penetra
into the samples along grain boundaries in the directio
of Ep .

Thus, on the basis of known data and these results,
can describe the polarization process in PbTiO3 ferroceramic

FIG. 2. Photomicrograph of a surface layer PKR-70 ferroceramic illustra
ing the growth of major cracks in the direction of the polarizing fieldEp .
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samples as follows. After a specific value ofEp has been
reached, intensive twinning is initiated inside grains, wh
is responsible for the dilatation minimum. As a result of t
ensuing change in the geometric dimensions of the gra
cracks appear between them, leading to disintegration of
ceramic. This mass cracking generates major cracks w
penetrate inside the samples in the direction ofEp and pro-
duce acoustic emission. Samples containing cracks ha
low mechanical Q factor, low strength, and infinitely anis
tropic piezoproperties. It can therefore be confirmed that
infinite anisotropy of the piezoproperties of PbTiO3 ferroce-
ramic, and in particular PKR-70, is caused by cracks in
bulk of the material which are induced by polarization
strong fields.

To conclude, we note that these results indicate t
acoustic emission can be effectively used as a method
nondestructive quality control during the polarization
piezoceramics.
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Frequency doubling of 859.2 nm radiation in a waveguide formed from Nb 2O5 and Ta2O5

films on a KTiOPO 4 substrate

P. M. Zhitkov, A. Yu. Agapov, and V. M. Shevtsov

Russian Peoples’ Friendship University, Moscow
~Submitted July 12, 1999!
Pis’ma Zh. Tekh. Fiz.25, 26–34~November 26, 1999!

It is proposed that second harmonic generation in a waveguide formed from Nb2O5 and Ta2O5

films on a KTiOPO4 crystal substrate can be used to obtain blue coherent radiation. It is
shown that the second harmonic generation efficiency in a thin-film stripe waveguide may reach
1010% W21

•cm22, and the spectral phase-matching width may reach 0.45 nm•cm.
Generation of the second harmonic of 859.2 nm laser radiation was observed experimentally in a
Ta2O5–Nb2O5–KTiOPO4 waveguide. ©1999 American Institute of Physics.
@S1063-7850~99!02011-X#
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Intensive studies are now being carried out to incre
the density of information recording on optical-carrier med
by using short-wavelength light sources for recording a
readout. A miniature, reliable, fairly high-power source
the 400–500 nm range can be produced by doubling the
quency of semiconductor laser radiation.

The highest frequency conversion efficiency for sem
conductor laser radiation can be achieved by using nonlin
waveguide devices. The small transverse dimensions of
field localization region and the diffraction-free propagati
of waves in waveguides ensure that these systems have
version efficiencies up to 104 times higher than those of con
ventional bulk systems.1

In order to reduce the transverse dimensions of the n
linear interaction zone, the cross section of the wavegu
structure must have the largest possible refractive index
dient. At constant pump source power this can maximize
intensities and thereby substantially enhance the nonlin
conversion efficiency.

Most studies of second harmonic generation~SHG! in
optical waveguides have been made using graded-in
structures on nonlinear crystal substrates. However, bec
of the characteristic features of the methods of fabricat
these waveguides, the refractive index gradient between
surface carrier layer and the substrate generally does no
ceed 0.1 whereas in thin-film waveguides this gradient m
be greater than 0.5. Hence, thin-film optical waveguides
nonlinear crystal substrates appear to be the most prom
frequency conversion devices.

In the present study we consider a waveguide struc
formed by Nb2O5 and Ta2O5 films on a KTiOPO4 ~KTP!
crystal substrate possessing high optical nonlinearity~Fig. 1!.
The film and substrate materials possess high opt
strength, they are transparent in the wavelength ranges o
pump and second harmonic, and their refractive indices
fer substantially.

Unlike a bulk SHG system, an optical waveguide c
ensure that the phase velocities of the pump and second
monic waves are equal when they are similarly polarized
8961063-7850/99/25(11)/4/$15.00
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this case, it becomes possible to use the largest compone
the nonlinear susceptibility tensor of the substrate mate
d33518.5 pm/V~Ref. 2!. When selecting the TE polarizatio
of the pump and second harmonic waves, thec crystallo-
graphic axis should be oriented in the plane of the subst
perpendicular to the direction of propagation of the intera
ing waves~Fig. 1!.

Of the greatest practical interest is the phase matchin
the lowest waveguide modes in this structure: the pu
wave TE0

v and the harmonic TE1
2v . The point of intersection

of the dispersion curves of these modes at which their ef
tive refractive indices are equalneff

v 5neff
2v is situated close to

the cutoff of the second harmonic wave. Hence, the fracti
of the power transferred by these modes in the nonlin
substrate, the overlap integral of their fields, and con
quently the SHG efficiency are maximized.

Figure 2 shows the region of intersection of the disp
sion curves of the TE0

v and TE1
2v waveguide modes in detail

An interesting feature of this structure is that for a Ta2O5

film of constant thickness the thickness of the Nb2O5 film
can have two values for which phase matching is achie
~Fig. 2a!. It is possible to select the thickness of the Ta2O5

film so that the dispersion curves of the interacting mod
will touch at one point~Fig. 2b!. In this case, the constraint
on the accuracy of fabricating an Nb2O5 film of a particular
thickness are reduced substantially.

In the course of the calculations it became clear t
when the lasing wavelengths and refractive indices of
media forming the waveguide are constant, there is a ra
of film thicknesses in which the phase-matching condit
can be satisfied for the TE0

v and TE1
2v modes. The coordi-

nates of each point on the solid curve plotted in Fig. 3 c
respond to the film thicknesses for whichneff

v 5neff
2v . This

region is bounded. The thickness of the Nb2O5 film cannot
exceed that corresponding to phase matching in a waveg
structure with a Ta2O5 film of infinite thickness. However,
for Nb2O5 films of small thickness, no TE1

2v waveguide
mode exists and the second harmonic wave can exist in
substrate in the form of Cˇ erenkov radiation. The boundary o
© 1999 American Institute of Physics
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the Čerenkov radiation region is the dashed line~Fig. 3! on
which the cutoff condition for the TE1

2v mode:neff
2v5nKTP

2v is
satisfied at each point.

For each point on the solid curve plotted in Fig. 3 w
calculated the normalized SHG efficiencyh in a 3mm wide
Ta2O5–Nb2O5–KTP stripe frequency-doubler. The depe
dence of this efficiency on the thickness of the Nb2O5 film is
plotted in Fig. 4. It can be seen that the curve of the norm
ized SHG efficiency has a maximum at which the over
integral of the fields of the TE0

v and TE1
2v modes in the

nonlinear substrate reaches the highest value. The main
son for the abrupt change in this integral is that the fi
distribution of the TE1

2v mode near the cutoff depend
strongly on the thickness of the Nb2O5 film.

FIG. 1. Waveguide formed by Ta2O5 and Nb2O5 films on a KTP crystal
substrate. The distributions of the fields of the TE0

v and TE1
2v modes in the

cross section of the waveguide structure are shown on the right.
l-
p

ea-
d

The maximum calculated value of the normalized e
ciency of conversion to the second harmonic is 1010
W21

•cm22. For a pump wave power of 100 mW in th
waveguide and an interaction length of 3 nm, the seco
harmonic wave power is 9 mW. A comparison between t
result and the published data2,3 reveals that in terms of nor
malized conversion efficiency this system is superior to
known designs of KTP crystal frequency doublers.

An important characteristic of an optical frequency do
bler isDl, the spectral phase-matching width normalized p
unit nonlinear interaction length.4 In order to calculateDl
we used values of the refractive indices of the film materi
measured at several wavelengths and an interpolation t
nique described in Ref. 5. At the maximum of the norm
ized SHG efficiency the calculations giveDl50.06 nm•cm.
As we move to the left on the solid curve in Fig. 3, the val
of Dl increases monotonically and at the point correspo
ing to cutoff of the TE1

2v mode, it reaches a maximum o
0.45 nm•cm ~Fig. 4!. This behavior ofDl as the thickness o
the Nb2O5 film decreases is caused by an increase in
fraction of the power transferred by the TE1

2v mode in the
substrate, as a result of which the dispersion ofneff

2v falls
rapidly and approachesneff

v .
The possibility of substantially increasingDl in the pro-

posed structure becomes important in practice when these
used as pump sources for pulsed semiconductor lasers
example, for a nonlinear interaction length of 3 mm the sp
tral phase-matching width reaches 1.5 nm, which means
the frequency of pump radiation having pulse durations up
1 ps can be efficiently doubled. An increased spectral pha
matching width is also highly desirable for the developme
of waveguide nonlinear tunable optical parametric oscillat
in the communications range of 1300–1600 nm.

The nonlinear waveguide film structures were fabrica
by rf cathode sputtering. In this method the films are dep
ited at a relatively low rate so that their thicknesses can
FIG. 2. Phase matching of the TE0
v and TE1

2v modes for Ta2O5

films of different thickness: a —t2556 nm and b —
t2552 nm.
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monitored over the deposition time with a high degree
accuracy. In order to obtain a high SHG efficiency, duri
fabrication of the waveguide structure the error for the fi
thicknesses should not exceed a few angstrom, while
error for the refractive indices be within the fourth place
decimals. Our method of measuring the effective refract
indices using a prism coupling element6 can measure the
optical parameters of the waveguide films with the requi
degree of accuracy.

In order to determine the refractive indices of the Nb2O5

and Ta2O5 films, we prepared series of calibration sampl
The films were deposited on a KTP substrate by sputte
metal targets in an oxygen–argon mixture. The paramete
the rf plasma discharge were varied from one sample to
other. The films obtained were of high optical quality a
had different rates of deposition and refractive indices. A
result, we selected a technological deposition regime for
Nb2O5 films which ensures the highest refractive indices
the working wavelengths. These values weren1

v52.1880 at

FIG. 3. Diagram of SHG regimes. The phase-matching condition for
TE0

v and TE1
2v waveguide modes is satisfied at the points on the solid cu

FIG. 4. Normalized characteristics of a stripe frequency doubler as a f
tion of the Nb2O5 film thickness.
f

e
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the pump wavelengthlv5859.2 nm andn1
2v52.3712 at the

second-harmonic wavelength. In order to fabricate the Ta2O5

film we selected a regime which gives the refractive indic
n2

v51.8791 andn2
2v51.9629.

We used these experimental values of the refractive
dices to calculate the film thicknesses for which the pha
matching condition is satisfied for the TE0

v and TE1
2v wave-

guide modes. Knowing the rates of deposition of the film
we calculated their deposition times and fabricated sam
for the SHG experiments. The samples had Nb2O5 films of
different thickness, while the thickness of the Ta2O5 film
was kept constant at 55 nm.

Waveguide second harmonic generation was obser
experimentally in a sample having an Nb2O5 film 183 nm
thick. The pump source was a titanium–sapphire laser,
able in the 850–860 nm range. Second harmonic genera
was observed when the laser was operated in the cw
pulsed modes. The 859.2 nm pump radiation was focused
a lens of 10 cm focal length and was coupled into the wa
guide using a prism. The pump and second-harmonic ra
tion was coupled out of the waveguide using a second pr
coupler. The values ofneff

v andneff
2v were measured near th

coupling-out prism in the cw mode and were found to
1.9408.

The powers transferred by the pump and seco
harmonic waves were measured in the pulsed mode.
pulse duration was 0.1 ps and the repetition freque
100 MHz. For a nonlinear interaction zone 300mm wide, an
interaction length of 3 mm, and an average pump wa
power of 3 mW in the waveguide the average power of
second-harmonic wave was 15mW.

For samples having thinner Nb2O5 films, SHG was al-
ways observed in the form of Cˇ erenkov radiation within the
laser tuning range. Measurements of the effective refrac
index of the pump wave atlv5859.2 nm showed that the
value ofneff

v 51.9107 is lower than the refractive index of th
substratenKTP

2v 51.9384.
To sum up, we suggest using SHG in a wavegu

formed by Nb2O5 and Ta2O5 films on a KTP crystal sub-
strate to double the frequency of semiconductor laser ra
tion. We have selected film thicknesses for which the over
integral of the fields of the TE0

v and TE1
2v modes has a maxi

mum. We have shown that by using a stripe waveguide
sign based on highly refracting Nb2O5 and Ta2O5 films, it is
possible to achieve extremely high power densities in a n
linear interaction zone having a cross-sectional area
0.333 mm and obtain the highest normalized conversi
efficiency reported so far for KTP structure
1010% W21

•cm22.
We have also shown that the dispersion of the effect

refractive indices of the different-frequency modes can
effectively controlled by selecting the film thicknesses in
Ta2O5–Nb2O5–KTP waveguide structure. We have demo
strated that the normalized spectral phase-matching w
can be increased from 0.05 to 0.45 nm•cm.

Second harmonic generation of 859.2 nm laser radia
has been observed experimentally in a Ta2O5–Nb2O5–KTP
waveguide.
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Mixed kinetic–hydrodynamic level of description for dispersed liquids
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It is shown that dispersed liquids~gaseous or liquid suspensions! can only be described at the
hydrodynamic level over a limited range of flow parameters. A mixed kinetic–hydrodynamic
model is proposed to describe flows of dispersed liquids. ©1999 American Institute of Physics.
@S1063-7850~99!02111-4#
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The evolution of dispersed liquids, gaseous suspensi
or liquid suspensions is generally described using hydro
namic equations~see, for example, Refs. 1 and 2!. However,
dispersed liquids can only be described at the hydrodyna
level if the corresponding characteristic temporaltL and spa-
tial L flow scales differ substantially from the maximum k
netic scales. The hydrodynamic level of description will
single-fluid ~single-velocity and single-temperature! if the
dispersed liquid is fairly homogeneous. A characteristic
dicator of the single-velocity flow regime of a gas mixtur
liquids, or dispersed liquids is that the entire system is
scribed by a single set of mass-averaged macroscopic c
acteristics. This is possible if some hydrodynamic, physica
infinitely small, scaler h can be isolated in the system so th

r h@ l i@r 0i , i 51,2, . . . , ~1!

wherer 0i are the characteristic particle sizes in the disper
liquid ~molecules and particles! and l i is the mean free path
of particles of thei th component (i th phase!. The hydrody-
namic, physically infinitely small volumevh;r h

3 is a point in
the parameter space of the hydrodynamic variables.

A multifluid hydrodynamic flow regime may be esta
lished if the system is fairly inhomogeneous so that the
laxation times in the entire system, and within each com
nent, differ substantially. Additionally, in order to ensure th
each component~phase! is described hydrodynamically, th
following condition must be satisfied

r hi@ l i@r 0i , i 51,2, . . . , ~2!

where r hi is the hydrodynamic, physically infinitely smal
scale of thei th mixture component (i th phase!. Obviously,
the hydrodynamic, physically infinitely small scales for t
carrier componentr h f and the dispersed componentr hp

should differ fairly significantly.
The conditions~1! and especially~2! are fairly stringent.

The latter will generally only be satisfied in real systems
molecular or finely dispersed systems. For moderately
coarsely dispersed systems, a multifluid flow regime w
predominate. At the same time, it is appreciated that if
particles are fairly large, the condition for the existence o
hydrodynamic description of a dispersed liquid cannot
satisfied and this cannot be used. Using the hydrodyna
9001063-7850/99/25(11)/2/$15.00
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level of description in these cases leads to numerous p
doxes. An example is the prediction of an infinite veloc
for a solid dispersed particle near a surface.

A commonly encountered situation is one where the c
rier component can be described hydrodynamically, but
dispersed component cannot~such a situation is encountere
when studying the flow of a coarsely dispersed liquid in
boundary layer!. In these cases, a mixed level of descripti
must be used: the carrier component, i.e., the gas or liquid
described hydrodynamically while the dispersed compon
i.e., the particles, is described kinetically. The aim of t
present study is to construct this type of mixed descriptio

Let us assume that the carrier medium is not an
tremely low-density gas. Its dynamics will then by describ
by hydrodynamics equations, which also contain the int
phase interaction forcesFm andFe

]r

]t
1¹•ru50,

r
]u

]t
1ru•¹u1¹•P5Fm ,

]E

]t
1¹•Eu1P:¹u1¹•q5Fe . ~3!

The dynamics of the dispersed component will genera
be described by the kinetic equation

]Fp

]t
1V•

]Fp

]R
5Jpp~FpFp!1Jpg~FpFg! ~4!

for the single-particle particle distribution functionFp . Here
Jpp andJpg are collision integrals andV andR are the ve-
locity and coordinate of the particle center of mass, resp
tively.

Provided that the gaseous or liquid suspensions are
too dense, the particle collision integralJpp may be modeled
by the Boltzmann collision integral. In extremely low
density gaseous and liquid suspensions particle interac
can be neglected. This simplifies Eq.~4! significantly, and in
this case, the particle collision integralJpp can be dropped.

For low-density gaseous suspensions, the integral of
ticle collisions with moleculesJpg can also be modeled b
the collision integral from the Boltzmann equation. When
molecule collides with a dispersed particle, the velocity
© 1999 American Institute of Physics
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the latter changes only slightly because its massM is much
greater than the molecular massm: m5m/M!1. By ex-
panding the Boltzmann collision integral as a series w
respect to the small parameterm, it is easy to establish tha
this reduces to the Fokker–Planck collision integral.3 For
denser gaseous suspensions, in some cases the collisio
tegralJpg can be modeled by the Enskog collision integra4

However, in this case it will also reduce to the Fokke
Planck collision integral.

In general, the integral of collisions between dispers
particles and molecules of the carrier medium is not
scribed by the Boltzmann~or Enskog! collision integral,
even for finely dispersed gaseous suspensions.5 This is be-
cause the particle–molecule interaction is essentially col
tive, and over a time of the order of the molecule–parti
interaction time the particle undergoes many collisions w
molecules. However, regardless of the type of collision in
gral, since the functionFp varies adiabatically in momentum
space, it can also be represented in the form of the Fokk
Planck collision integral.

The form of the coefficient of friction appearing in th
Fokker–Planck equation will be determined by the relatio
ship between the dispersed particles and the carrier fluid
the resisting force acting on the particle from the carrier fl
is described by the linear lawFf52Fp5Ku(up2uf), which
is widely used to solve problems in the mechanics of mu
phase media, the dynamics of an extremely low-density
persed medium will be described by the system~3! and the
kinetic equation

]Fp

]t
1V•

]Fp

]R
5Ku

]

]V
•~VFp!1Ku

kT

2M

]2Fp

]V2
. ~5!
h

in-

d
-

c-
e
h
-

r–

-
If

-
s-

The boundary conditions for the carrier component
the normal conditions of attachment~provided that the gas
density is not too low! and those for the distribution functio
Fp are the conditions at the surface.

In general, the system of equations can contain ad
tional terms associated with a more accurate description
the interphase forces, allowance for the thermophor
force, and so on. A two-layer scheme for solving the pro
lem can be used to describe real flows. For instance, w
studying flow around a plate, the flow outside the bound
layer can be described hydrodynamically while that in t
boundary layer can be described using Eqs.~3! and ~4!. At
the interface of the boundary layer these results should
matched. The application of the system~3! and ~4! will be
described in a special study.

This work was supported by the RFBR~Grant No. 98-
01-00719!.
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Coercive force of iron garnet films as a function of maximum external magnetic field
strength

M. V. Logunov and M. G. Gerasimov

N. P. Ogarev Mordovian State University, Saransk
~Submitted November 17, 1998; resubmitted July 13, 1999!
Pis’ma Zh. Tekh. Fiz.25, 39–43~November 26, 1999!

Results are presented of measurements of the coercive force of single-crystal iron garnet films
using the half-width of the limiting and particular quasistatic hysteresis loops over a
wide range of variation of the maximum magnetic field which reverses the magnetization of the
film. Reasons for the disagreement between results obtained using various methods of
measuring the coercive force are discussed. ©1999 American Institute of Physics.
@S1063-7850~99!02211-9#
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The coercive forceHc is one of the fundamental param
eters of a magnetic material characterizing its perfection.
particularly interesting to study the coercive force of sing
crystal iron garnet films which are among those magn
materials having the most perfect crystal structure. Incre
ing attention has been addressed to this issue becaus
conditions of formation of ordered domain structures in m
netic films depend strongly on the coercive force and ot
parameters of the hysteresis loop.1,2 So far, most data on the
coercivity of iron garnet films have been obtained fro
studying hysteresis effects in alternating magnetic fields3–5

However, irreversible changes in the magnetization may
accompanied by the appearance of dynamism in the m
netic reversal process, including that at frequencies of ten
hertz.6 In addition, the wide range of methods of studyin
coercive properties5 and sample treatment,5,7 and the range
and gradient of the acting fields8 present difficulties when the
experimental results are compared.

Here we present results of measurements of the coer
force of ~111!-oriented iron garnet films using the half-widt
of the limiting and particular hysteresis loops recorded
quasistatically varying the external magnetic fieldH. For
comparison we also measuredHc using the method of do
main wall oscillations3–6 at 74 GHz. Both methods were use
to study a region of the sample 1.5 mm in diameter. The fi
H was applied parallel to the easy magnetization axis p
pendicular to the plane of the film. The results are given
a film having the composition~Y, Lu, Gd, Bi!3~Fe, Al!5O12

and the parameters: thicknessh52.9mm, equilibrium period
of stripe domainsP055.8mm, saturation magnetizationMs

523 G, and uniaxial anisotropy fieldHk51700 Oe.
For iron garnet films there is a large difference betwe

Hc and the saturation field of the filmHs ~usually Hs /Hc

;100) which imposes additional constraints on the exp
mental apparatus.4 In this study the measurements we
made using a magnetooptic system based on the Far
effect. High sensitivity was achieved by using modulat
radiation from a microwave-pumped helium–neon laser
the light source, incorporating selective amplifiers in the d
ferential signal recording system, and stabilizing the ope
9021063-7850/99/25(11)/2/$15.00
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ing regimes of the system.9 The magnetic field was regulate
using an ambipolar electromagnet current stabilizer wh
allows measurements to be made with the magnetic fi
varied quasistatically at a given rate without mechanica
reversing the current polarity.10

The maximum magnetic fieldH during recording of the
hysteresis loops was varied over a wide rangeH5(0.01–
10)Hs , where Hs is the saturation field of the film. The
upper limit of this range was determined by the conditi
thatH should be several times higher than the saturation fi
Hs to record the limiting hysteresis loops and the lower lim
was determined by the fact that it should be 1.5–2 tim
higher than the coercive forceHc measured for the limiting
loop. The rate of variation ofH was 0.1–1 Oe/s. The hyste
esis loops were typical of low-coercivity iron garnet films.11

The field for nucleation of the domain structure during d
magnetization from the saturated state isHn;0.8Hs .

The coercive force of the iron garnet films depends
the maximum magnetic fieldH achieved during magnetic
reversal of the sample~Fig. 1! and the form of the depen
denceHc(H) changes substantially with increasing tempe
ture and is accompanied by a reduction in the coerc

FIG. 1. Coercive forceHc as a function of maximum external magnetic fie
H at temperatures of 25~1!, 35 ~2!, and 45 °C~3!.
© 1999 American Institute of Physics
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FIG. 2. Temperature dependences of the saturat
magnetization Ms ~1! and the coercive forceHc

measured from the half-width of the particula
~2, H52.5 Oe! and limiting ~3! hysteresis loops and
using the domain wall oscillation method~4!.
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force.12 This dependence may be characterized by the crit
field H* ; for H,H* the width of the hysteresis loop begin
to decrease. The value ofH* varies strongly with tempera
ture: H* /Hc53.5 atT525 °C andH* /Hc515 atT535 °C.
Such an appreciable variation ofH* occurs in a narrow
range of temperature when the main magnetic paramete
the film, Ms ~Fig. 2, curve1! andHs vary by less than 10%
At the same time we findH* /Hn,0.1, hence the reasons fo
the variation ofH* are not related to the domain nucleatio
processes. Leaving aside other possible mechanisms fo
variation ofHc with temperature13 caused by changes in th
contributions of various types of defects toHc , we note the
factors which could be responsible for the contradictions
tween the results of measurements of the coercive force
tained by the method of domain wall oscillations and us
the half-width of the hysteresis loop.

The oscillation method involves recording the amplitu
of the domain wall shift as a function of the alternating ma
netic field~essentially recording the envelope of the partic
lar hysteresis loops!. The coercivity field is determined b
extrapolating the linear part of this dependence to zero
main wall shift. The results of theHc measurements~Fig. 2,
curve 4! agree with those obtained using the half-width
the limiting hysteresis loop~Fig. 2, curve3! for the particular
case when no dynamic effects appear during magnetic re
sal in the alternating field andHc does not depend onH (Hc

is the same for the limiting and particular hysteresis loo
Fig. 1, curve3!, andHc is the same on the descending a
ascending branches of the loop. For the results prese
here this corresponds toT.45 °C. Hence, the difference be
tween the values ofHc measured from the half-width of th
limiting hysteresis loop and by the oscillation method is m
al
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pronounced near the kink on the temperature dependenc
the coercive force.

The authors are grateful to A. Yu. Troshin for supplyin
the iron garnet films.
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Kinetics of predetonation conductivity of silver azide
B. P. Aduev, É. D. Aluker, G. M. Belokurov, A. G. Krechetov, and A. Yu. Mitrofanov

Kemerovo State University
~Submitted June 3, 1999!
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The kinetics of the predetonation conductivity of silver azide have been measured with
nanosecond time resolution. The experimental results are accurately approximated by an equation
which includes multiplication of active particles by a first-order reaction and loss of these
particles by a second-order reaction. ©1999 American Institute of Physics.
@S1063-7850~99!02311-3#
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According to existing ideas,1,2 the energy characteristic
of the explosive decomposition of heavy metal azides
provided by the exothermic reaction 2N3→N6→3N2. A
necessary condition for this reaction is that two holes m
~evidently at a cationic vacancy!, resulting in the appearanc
of two neighboring N3 radicals which participate in this re
action. However, at present no experimental data are a
able, especially data on the kinetics of explosive decomp
tion, to confirm or refute this point of view.

An interesting possibility arose following the observ
tion of predetonation conductivity whose kinetics should
flect those of predetonation decomposition.3

An investigation of the kinetics of predetonation condu
tivity would allow us to determine the order of the decom
position kinetics and thus serve as serious argument in
port of ~or against!! the bimolecular nature of the mai
exothermic reaction. This was the aim of the present stu

We investigated the kinetics of predetonation conduc
ity of silver azide whiskers (;230.130.15 mm!, mounted
on the entry window of an acoustic detector. Explosive
composition was initiated by a laser pulse~1064 nm, 10–
20 mJ, 30 ps!. The onset of deformation of the sample whi
subsequently develops into mechanical rupture~detonation!
was determined from the leading edge of the acoustic sig
Details of the method are described in Ref. 4.

Typical current signal profiles are shown in Fig. 1
These either comprise an asymmetric bell or a curve wh
reaches a plateau. The decay of the current signal corre
with the acoustic signal and is associated with the onse
mechanical damage to the sample.4 A comparison between
the amplitudes of signals of different profile reveals that
bell-shaped signal is observed in samples which fracture
fore the conductivity reaches a plateau.

Hence, even a qualitative analysis of the kinetics of p
detonation conductivity shows that the rate of the chain
action saturates and the heating and rupture of the sampl
caused by the rate of heat release in the saturation reg
exceeding the rate of heat removal.5

The simplest quantitative description of the observed
netics is given by the following equation:

dn

dt
5an2bn2, ~1!
9041063-7850/99/25(11)/2/$15.00
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wheren is the hole~electron! concentration.
The solution of Eq.~1! subject to the initial condition

n(t0)5n0 is given by:

n~ t !5
exp@a~ t2t0!#

n`
21$exp@a~ t2t0!#21%1n0

21
, ~2!

wheren` is the concentration at the plateau, andt0 and n0

FIG. 1. Kinetics of predetonation conductivity of silver azide whiskers: a
typical profile of conductivity pulses, the arrows indicate the leading edg
the acoustic signal,1—bell-shaped pulse,2—pulse reaching a plateau,t0 is
the time at which the conductivity signal reaches a reliably measured va
b—kinetics of the concentration of band electrons~holes!, the circles show
the experimental conductivity measurements and the solid curve gives
approximation using expression~2!.
© 1999 American Institute of Physics
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are the time and concentration for which the conductiv
reaches the reliably measured value~Fig. 1b!.

The value ofn in Fig. 1b is calculated from the relation
ship s5enm for m;10 cm2

•V21
•s21 ~Ref. 6!.

We stress that the parameterst0 , n0, andn` in Eq. ~2!
are taken directly from the experimental curve and the o
fitting parameter isa.

For all the samples studied,a lies in the range 1028–
1029 s21, andb in the range 10211–10212cm3

•s21.
The good approximation of the experimental curves

expression~2! ~Fig. 1b! casts doubts on the generally a
cepted~but not proven!! viewpoint that the main exothermi
decomposition reaction of heavy metal azides is a bimole
lar reaction.2 In fact, the simplest treatment of Eq.~1!, whose
solution is given by expression~2!, is that the evolution
~branching! of the chain is determined by a unimolecul
process (an) and the termination is determined by a bim
lecular process (bn2).

In order to put forward a reasonable hypothesis on
nature of the corresponding processes, it is advisable to
lyze the experimental valuesa'1028–1029 s21 and
b'10211–10212cm3

•s21.
It is simplest to begin withb5vSt , where v is the

thermal velocity of an electron~hole! and St is the cross
section of the process responsible for terminating the ch
For v;107 cm•s21 we obtainSt'10218–10219cm2. These
values ofSt are typical of indirect interband recombination7

That is to say, the simplest treatment of bimolecular ch
termination involves interband recombination of electro
and holes.

The simplest interpretation of the linear evolution of t
chain (an) involves capture of holes by point defects. In th
case, we finda5vS3N, wherev is the thermal velocity,S3

is the capture cross section, andN is the defect concentration
For v;107 cm•s21 andN;1015cm23 ~a typical concentra-
y

y

u-

e
a-

n.

n
s

tion of cationic vacancies in silver azide whiskers8! we ob-
tain S3;10214cm2, i.e., a typical cross section for capture
an attracting center.9 Thus the evolution of the chain may b
attributed to the capture of holes at cationic vacancies~at-
tracting centers!.

These data therefore contradict the hypothesis that
main exothermic reaction responsible for the explosive
composition of AgN3 is bimolecular.

In our opinion, these results suggest and fairly well su
stantiate~at least at this stage of the research! the hypothesis
that the evolution of the explosive decomposition chain
action of heavy metal azides is determined by a unimolec
process of hole capture by cationic vacancies and chain
mination is determined by bimolecular interband recombi
tion of electrons and holes.

This work was supported by the RFBR~Grant No. 98-
03-32001a!.
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Phase multistability in quasiperiodically driven systems
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N. G. Chernyshevski� State University, Saratov
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The influence of quasiperiodic driving on phase multistability in coupled Feigenbaum oscillators
is investigated. Various new effects associated with strange nonchaotic attractors are
observed. ©1999 American Institute of Physics.@S1063-7850~99!02411-8#
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A characteristic feature of the interaction of oscillato
having a Feigenbaum mechanism of chaos formation is
establishment of multistability of periodic and chao
regimes.1–5 In this case, multistability is associated with th
possible mutual synchronization of the oscillators in differe
phases relative to each other, and can thus be describe
phase multistability. For periodic oscillations having und
gonek period doublings, the number of possible limit cycl
in the phase space of the interacting oscillators becomesk.
The phase shift between the oscillators may have value
f012pm, wherem50,1,2, . . . 2k21. In discrete-time sys-
tems,f050 and it becomes meaningful to talk of the num
ber of iterations by which the oscillations of the partial sy
tems are shifted as a function of time. Phase multistabilit
conserved on transition to weakly advanced chaos.

In the present paper we consider how phase multista
ity is influenced by a quasiperiodic external action. We
vestigate a system of coupled logistic mappings in each
which we introduce a quasiperiodic excitation having t
same rotation number:

xn115«2xn
21g~xn

22yn
2!1a1 cos 2pzn ,

yn115«2yn
21g~yn

22xn
2!1a2 cos 2pzn ,

zn115zn1W, mod 1, ~1!

where xn and yn are the dynamic variables of the parti
systems,« is the nonlinearity parameter,g is the coupling
parameter,zn is the phase of the action which is assumed
be the same for both partial systems, andW is the rotation
number determined by the external force~which corresponds
to the ratio of the frequencies of action in the flow system!.
This was fixed as equal to the golden section:W50.5
3(A521). The term mod 1 implies that 0<zn<1. The am-
plitudes of the action on the first and second oscillator a
a15a0 anda25pa0, respectively, wherep is the detuning of
the amplitudes. We assumed that no detuning occursp
51) and in this case, the system~1! has an invariant mani
fold U defined by the conditionxy5yn . Trajectories starting
from points belonging toU never leave the invariant man
fold. The motion in the planeU corresponds to the casem
50 and is called cophasal. Regimes for whichmÞ0 are
called noncophasal. The corresponding phase trajectorie
not lie in U. Multistability in the system~1! in the absence o
any external action (a050) was investigated in Refs. 3 an
9061063-7850/99/25(11)/3/$15.00
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4. In the presence of weak coupling, these workers obse
the coexistence of regimes ascribed to several branches
erated by limit cycles corresponding to different values ofm.
As the parameter« increases, chaotic regimes of differe
branches appear and these subsequently combine to fo
global chaotic attractor. As the coupling parameterg in-
creases, the noncophasal regimes disappear and a tran
to so-called complete synchronization is observed.5,6

Investigations of the system~1! made in the presen
study for a0Þ0, p51, and g50.002, showed that phas
multistability is fairly coarse relative to a weak quasiperiod
action. The main branches of regimes which existed in
autonomous system are conserved. However, instead o
riodic oscillations, we observe quasiperiodic regimes and
gimes corresponding to a strange nonchaotic attractor.7–12

The latter occur as a result of fractalization of the invaria
closed curve which is the transform image of the tw
frequency quasiperiodic oscillations in a discrete-time s
tem. In the system~1! we observe two mechanisms for fra
talization: 1! a gradual distortion of the curve profile
resulting in a loss of smoothness;11 2! instantaneous fractal
ization as a result of a crisis occasioned by contact betw
the stable and unstable invariant curve.8,9 For diagnostics of
this strange nonchaotic attractor regime we used the ph
sensitivity criterion proposed in Ref. 10, in addition to ca
culations of the Lyapunov exponents. For conciseness,
shall adopt the following notation for the dynamic regime
T are quasiperiodic two-frequency oscillations, SNA is
strange nonchaotic attractor, SA is a strange attractor,
number preceding the letters indicates the number of att
tor ribbons~parts!, and the superscript: 0, 1, 2, 3 is equal
the numberm which determines the phase shift between
sequencesxn andyn . The symbolS indicates that limit sets
of different branches combine.

The sequence of regimes with increasing«, typical of
small amplitudesa0, is shown in Fig. 1a (a050.01). Three
branches of regimes:A, B, andC, created by quasiperiodic
attractors for whichm50,1, and 2, respectively, are ind
cated. The cophasal quasiperiodic attractorT0 ~branchA!
undergoes two doubling bifurcations~for «'0.750 and
«'1.253) after which it becomes fractalized by the first
the methods specified («'1.376). The formation of an SNA
in the invariant manifoldU is accompanied by a loss o
coarseness of the cophasal regime. If the initial point is
fined outside the manifoldU, long-term transient intermit-
© 1999 American Institute of Physics
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FIG. 1. Diagram showing regimes of system~1! without detuning (p51):
a —for varying parameter« and constanta050.1; b—for varyinga0 and
constant«51.2: 1—period doubling,2—fractalization of invariant curve,
3—boundary of chaos,4—crisis, 5—creation of three-dimensional torus
and6—sections of smooth attractor.
FIG. 2. Projections of strange nonchaotic attractors and corresponding
zero Lyapunov exponents for«51.2: a—X–Y projections of coexisting
attractors SNA0 and 2SNA1; b—X–Z projection of SNA0 attractor;
c— X–Y projection of nonchaotic intermittence regime observed when
detuningp51.0001 is introduced.
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tence is observed.13–15A small detuning of the action ampli
tudes ('1.0001) or weak noise give rise to ‘‘bubbling
phenomena.13,14 This behavior suggests that not only a ch
otic attractor but also a strange nonchaotic attractor may
sess the properties of a Milnor attractor.16 A further increase
in « leads to a blowout bifurcation at«'1.380, which is
diagnosed from a change in the sign of the transve
Lyapunov exponent.6,15 However, in all the cases studied,
transition to chaotic behavior preceded a blowout bifur
tion. For a050.01 a transition to chaos is observed f
«'1.379. After a blowout bifurcation the 2SAA

S attractor
forms, no long lying withinU. This attractor then becomes
chaotic saddle («'1.392) and the mapping point goes ov
to the C branch attractor. The noncophasalC branch chaos
evolves according to a similar scenario: T→SNA→SA ~for
«'1.378 and«'1.379, respectively!. For «'1.394 the
parts of the branch C chaotic attractor combine accompa
by the simultaneous connection of the branchA chaotic
saddle. The ensuing combined chaos 2SAC

S also ceases to b
attractive for«'1.519 and the mapping point switches to t
branchB attractor. BranchB is characterized by the creatio
of a three-frequency quasiperiodic regime («'1.25q) whose
transform is a two-dimensional mapping torus. A pair of
variant closed curves 4T1 and 4T3 corresponding tom51
and 3 are generated on the torus. These possess the pro
of mutual symmetry with respect to the transpositi
xn→yn . As « increases, they undergo fractalization«
'1.382) and chaos ensues («'1.385). The chaotic attrac
tors 4SA1 and 4SA3 combine at«'1.398 to form a single
attractor 2SA1. For «'1.523 the attractor 2SA1 combines
with a nonattracting chaotic set and the global attractor SS

appears, which incorporates the chaotic sets of all branc
From a certain value of the action amplitudea0, multi-

stability disappears. Figure 1b shows a sequence of reg
for «51.2 when the amplitude varies betweena0'0.118
anda0'0.130. Here we only observe regimes of brancheA
and B which combine asa0 increases. Fora0'0.1185 the
cophasal quasiperiodic attractor 2T0 ~branchA! undergoes a
-
s-

al

-

ed

-

erty

s.

es

crisis, which is accompanied by parts of the attrac
combining.8 As a result, the invariant curve becomes frac
lized and the cophasal strange nonchaotic attractor SN0

appears. On branchB the curve 2T1 (a0'0.1182) also frac-
talizes but without any crisis and the noncoaphsal attra
2SNA1 appears. The projections of SNA0 and 2SNA1 are
shown in Figs. 2a and 2b. Fora0'0.1188 the nonchaotic
fractal set of branchB ceases to be attracting. The attract
SNA0 becomes the only one in the phase space but i
coarse. The detuningp51.0001 causes the nonchaotic fra
tal sets of branchesA and B to combine. The combined
attractor~Fig. 2a! is also not chaotic. In the absence of d
tuning the transition to chaos and the blowout bifurcation
observed almost simultaneously fora0'0.1260, followed by
the formation of the combined chaotic attractor SAS.

This work was partially supported by RFBR Grant N
98-02-16531. One of the authors~T.E.V! is also grateful for
the support of the International Soros Program in the Ex
Sciences~Grant No. d99-835, 1999!.
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Electroluminescence of lead magnoniobate with heterodyned acoustic-frequency
exciting fields

N. N. Kra nik and S. A. Flerova

A. F. Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg Dnepropetrovsk State
University, Ukraine
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Electroluminescence of the model ferroelectric relaxor, lead magnoniobate, above the freezing
point is studied when the exciting sinusoidal electric fields are heterodyned. An abrupt
rise in the luminescence is observed near the maximum amplitudes of the carrier-frequency field.
© 1999 American Institute of Physics.@S1063-7850~99!02511-2#
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Ferroelectric relaxors are currently being studied in va
ous contexts since they are an important part of the gen
problem of the physics of disordered systems, which prim
rily involves identifying the mechanism responsible for th
disorder. These studies are also particularly relevant bec
of the potential practical applications of relaxors.

The present paper is devoted to studying the dyna
behavior of the model ferroelectric relaxor lead magnon
bate PbMg1/3Nb2/3O3 ~PMN! using its electroluminescenc
in strong, modulated, sinusoidal electric fields above
freezing point. The samples are investigated under co
tions where the fluctuations of the ion displacements in
main part of the crystal bulk are fairly short-lived.

The luminescence observed as a result of switching
polarization of PMN in strong fields provides additional a
independent information on the dynamics of polarization a
depolarization processes, and also on domain-like and
erophase hysteresis phenomena~see, for example, Refs
1–3!. In order to obtain experimental data on the kinetics
the evolution of PMN electroluminescence in strong elec
fields, we used a method of heterodyning the exciting fie

For the investigations we used PMN single cryst
grown by a modified spontaneous-crystallization metho4

An exciting voltage was applied via InGa electrodes
single-crystal wafers 0.2–0.7 mm thick, using two sources
sinusoidal electric oscillations at frequenciesf 1 and f 2 in the
acoustic range. As a result of heterodyning, an amplitu
modulated signal of frequencyu f 12 f 2u acted on the crystal.5

This technique allowed us to increase the amplitude of
exciting field, prevented any heating of the sample, a
could be used to determine the crystal photoresponse u
systematically and smoothly increasing~decreasing! ampli-
tudes of the carrier-frequency field. In each sinusoidal pac
the maximum electric fieldEmax reached 25 kV/cm. At this
stage of the research, particular attention was directed tow
the zero-beat regimes whenf 1> f 2. The electric field was
applied in the@001# pseudocubic direction and the lumine
cence was recorded from the lateral surfaces of the sam
using an FE´U-97 photomultiplier and an S8-17 storage o
cilloscope. Results of measurements at 300 K are prese
The samples were optically homogeneous with no defe
visible under a microscope.
9091063-7850/99/25(11)/2/$15.00
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Figure 1 shows oscilloscope traces of the electrolu
nescence, typical of all the samples studied. Before spe
electric field strengths were reached, the envelope of the p
topulse packet was similar to the envelope of a packe
positive or negative half-periods of the sinusoidal exciti
field ~see Fig. 1, frame1!. At a specific valueEmax, abrupt
surges of electroluminescence intensity suddenly app
~frame 2!, increasing in an avalanche-like fashion and b
coming broader as the exciting field increases~frames 3
and4!. The ‘‘pedestal’’ of the photopulse packet also vari
~frames4–6; only part of the pulse is shown in frame6!. The
field Emax at which the first intensity surges appear depen
on the crystal thickness. For thicknesses of 0.68, 0.425,
0.25 mm the values ofEmax were 6.4, 10.5, and 15.4 kV/cm
respectively. One reason for this dependence may a dif
ence between the conditions for emission of radiation fr
crystals of different thickness. However, further studies
required to clarify this issue definitively.

Electroluminescence in ferroelectrics in general, and
the ferroelectric relaxor PMN in particular, is a cooperati
effect in which, depending on the crystal state and the e
tation conditions, ensembles of domains or domain-like f
mations of different levels luminesce~such as isolated pola
regions, ferroclusters, and so on!. These results show tha
under the influence of a fairly strong increasing electric fie
cascade growth and transformation of switchable regi
take place with changes in the dynamics of the domain
heterophase boundaries in these regions, accompanied b
avalanche-like rise in the luminescence signal. For exam
when the fieldEmax increased from 15 to 25 kV/cm, the lu
minescence intensity at the maximum increased by m
than three orders of magnitude. Moreover, the photopu
packet acquired a multistepped profile. The different regio
of the packet may correspond to different mechanisms
switching and establishment of the polarization, and also
the subsequent depolarization. The change in the PMN e
troluminescence recorded in the present study suggests
flow processes take place in this particular range of elec
fields, although insufficient data are available to indicate
formation of an infinite cluster.6

We are of the opinion that further studies of the ele
troluminescence of ferroelectric relaxors excited in hete
© 1999 American Institute of Physics
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FIG. 1. Examples of oscilloscope traces of the ele
troluminescence~1–6! during heterodyning at frequen
cies f 1> f 2>985 Hz. Maximum electric field strength
in the sinusoidal packetEmax, kV/cm: 12.9 ~1!, 15.4
~2!, 16.8 ~3!, 18.2 ~4!, 16.5 ~5!, and 17.5~6!. Vertical
sensitivity, V/division: 0.02~1–3!, 0.05 ~5–6!, and 0.1
~4!. Sweep time, s/division: 1.0~1–4! and 0.2~5, 6!.
Sample thicknessd50.25 mm. Photomultiplier voltage
kV: 1.2 ~1–4! and 1.5~5, 6!.
es
s
os

e-
e,
dyning regimes are of interest to identify the electrolumin
cence mechanisms and to determine the processe
polarization reversal as a function of the spectral comp
tion of the applied voltage.
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An analysis is made of four-wave mixing of laser radiation interacting with an ultracold
degenerate ensemble of boson atoms trapped in a magnetic trap. It is shown that the existence of
long-range order in this type of atomic system leads to a new mechanism for the generation
of the reversed wave whose experimental manifestation should differ from four-wave mixing in a
nondegenerate gas. A similar nonlinear optical effect may be used for diagnostics of an
ultracold gas at temperatures not much lower than the phase transition temperature. ©1999
American Institute of Physics.@S1063-7850~99!02611-7#
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Studies of Bose–Einstein condensates of neutral ato
gases have recently become a rapidly developing field
science on the border between atomic physics and physic
condensed media~see reviews presented in Refs. 1–!.
These systems are of interest from the fundamental rese
point of view primarily because the interatomic interaction
them, unlike that in liquid helium, is fairly weak whic
makes it possible to construct an exact quantitative the
and compare the results with precision experiments. F
the practical point of view, a Bose condensate is importan
the basic element of an atomic beam source with a la
spatial coherence length, i.e., an atom laser.2,4

At present, optical methods based on the absorption
refraction of laser radiation in a cloud of ultracold atoms a
widely used for the diagnostics of a neutral ato
condensate.2,3 Javanainen5 and Youet al.6 developed a linear
theory in terms of the intensity of the incident wave fie
Qualitatively, its conclusions can be put forward as follow
in a condensate, in addition to incoherent scattering cha
terized by the radiative half-widthg, coherent scattering o
incident photons also takes place at the wavelen
l52p/k, in resonance with the atomic transition to the fi
excited state. The scattering takes place predominantly in
forward direction in the small angleV' 3

2(kR)22, whereR is
the size of the atomic cloud. The corresponding line ha
width is G5gNV, whereN is the number of atoms in th
condensate. WhenN is fairly large, coherent photon scatte
ing becomes more probable than incoherent scattering.

Similarly, it may be predicted that the specific charact
istics of a Bose condensate should also appear when
radiation interacts nonlinearly with this condensate. In
present study a theoretical analysis is made of the forma
of a light-induced grating in a Bose condensate in the field
a standing light wave.

As we know,1,3 the macroscopic wave functionC of an
atomic-gas Bose condensate normalized to the cond
* uCu2d3r5N, is described by the Gross–Pitaevski� equation

i\
]

]t
C52

\2

2M
¹2C1UC1guCu2C, ~1!
9111063-7850/99/25(11)/2/$15.00
ic
of
of

rch

ry
m
s
e

or
e

.
:
c-

th
t
he

-

-
ser
e
n
f

n

whereM is the atomic mass andg is the interatomic interac-
tion constant which, for alkali metals, has typical values
the order of 10238erg•cm23. In our case, the externa
potential

U5
M

2
v tr

2 r 212V0 cos~2qr ! ~2!

includes, in addition to the harmonic potential of the trap~the
first term on the right-hand side which, for simplicity, w
assume to be isotropic!, the Stark shift in the field of two
light waves intersecting at the angleq, i.e., q5k sin(q/2).
We also haveV05D2E2/(\D), whereE andD are the am-
plitude of the light wave and the matrix element of the ele
tric dipole moment of the transition, respectively. The detu
ing D of the laser frequency from resonance is assumed to
large compared withg, which means that incoherent scatte
ing leading to escape of atoms from the condensate ca
eliminated.

We shall seek a steady-state solution of Eq.~1! corre-
sponding to the ground state:C5c exp(2imt/\), wherem is
the chemical potential of the system. If the maximum Sta
shift is small compared with the chemical potential, an a
proximate solution may be obtained using perturbat
theory:

c5c0~12 f cos~2qr !!, ~3!

where the unperturbed solution is determined from

mc052
\2

2M
¹2c01

M

2
v tr

2 r 2c01guc0u2c0 , ~4!

and the small correction contains the factor

f 5V0 /~\2q2/M1guc0u2!. ~5!

Thus, the existence of a spatially modulated poten
leads to the formation of a light-induced density grating
the Bose condensate. For comparison, we note that in a
degenerate gas described by a Boltzmann distribution,
formation of a light-induced grating accounting for 1% of th
total number of atoms, takes place forV0'10224erg at a
© 1999 American Institute of Physics
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temperature of around 1mK, which is substantially lower
than the standard temperatures of the atoms in magneto
traps.

However, the main distinguishing feature for a Bo
condensate is that the solution~3! corresponds to findingN
atoms in a coherent superposition of the unperturbed solu
and the spatially modulated state corresponding to a lig
induced density grating. Thus, when a third~probe! light
wave is applied, this being incident on the condensate
certain angle determined by energy and momentum con
vation laws, coherent scattering of photons may take pl
accompanied by a change in their wave vector ofq. If a
light-induced grating having the spatial dependence cos(2qr )
is created in the nondegenerate gas, generation of the
versed wave will be accompanied by a change in the w
vector of 2q ~Ref. 7!.

By analogy with the case of coherent forwa
scattering,5,6 the collective widthGq of the coherent scatter
ing process in which the wave vector changes byq is calcu-
lated using the Wigner–Weisskopf theory:

Gq5 f 2gNV/2. ~6!

The simplest estimate of the cross section for this proc
gives5

sq'
l2

2pV

GGq

D21G2
. ~7!

Since the chemical potential of a Bose condensate in a tra
usually substantially lower than the single-photon recoil
tic

n
t-

a
r-
e

re-
e

ss

is
-

ergy \2k2/(2M ), the cross section contains a strong dep
dence on the angleq of intersection of the light beams form
ing the grating. An estimate shows that four-wave mixing
a Bose condensate will take place fairly efficiently for sm
q of around a few degrees. The angle of deflection of
coherently scattered beam at the grating will also be of
same order. The cone expansion angle in which the pho
are coherently scattered is at least an order of magnit
lower so that the probe and signal beams can be easily
tinguished.

This characteristic feature of four-wave mixing of las
radiation may be used to determine the presence of a
densate in a cloud of atoms in a trap at temperatures slig
below the phase transition temperature when the abo
condensate fraction of the ensemble is fairly large, makin
difficult to use simple optical methods of diagnostics.

This work was supported by RFBR Grant No. 99-0
17076.
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Phase dependence of the superconducting current in YBCO Josephson junctions
on a bicrystal substrate

G. A. Ovsyannikov, I. V. Borisenko, K. I. Konstantinyan, A. D. Mashtakov,
and E. A. Stepantsov

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, Moscow
~Submitted July 23, 1999!
Pis’ma Zh. Tekh. Fiz.25, 65–72~November 26, 1999!

Dependences of the amplitudes of the harmonic and subharmonic Shapiro steps on an external
monochromatic signal were used to study the current–phase dependence of high-
temperature superconducting junctions on a bicrystal substrate. It is shown that for a symmetric
definition of the transport current across the junction with an edge transparency of the
order ofD̄51024 and a mirror-symmetric bicrystal interface, the current–phase dependence is
close to sinusoidal which differs from the theoretical predictions and is most likely caused
by twinning of the high-temperature superconducting films of the electrodes forming the junction.
A departure from symmetry in the definition of the transport current across the junction
causes the current–phase dependence to deviate from sinusoidal, which increases with increasing
degree of asymmetry. This change in the current–phase dependence is accurately described
by a model which takes into account the formation of coupled Andreev states in junctions of
superconductors with adx22y2 type of superconducting wave function. ©1999 American
Institute of Physics.@S1063-7850~99!02711-1#
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When Josephson junctions are used in superconduc
electronic devices, an important parameter is the depend
of the superconducting currentI s on the phase differencew
between the order parameters of the two superconduc
forming the Josephson junction~current–phase dependence!.
This dependenceI s(w) determines the dynamic paramete
of the Josephson junction such as the Josephson induct
the microwave impedance, the spectral composition of
self-induced Josephson generation, and so on. It follo
from general quantum-mechanics relationships that for
type of Josephson junctionI s(w) is 2p-periodic and is an
odd function of the phase. Calculations of Josephson dev
are usually made assuming1 a sinusoidal current–phase d
pendenceI s(w)5I c sinw (I c is the critical current of the
Josephson junction!, which is only observed in tunnel junc
tions between ordinarys-superconductors over a wide rang
of temperature.2 However, in Josephson junctions betwees
superconductors with direct conduction a nearly sawto
dependenceI s(w) is observed at low temperatures, whic
may be expressed as an expansion in terms of Fourier c
ponents

I s~w!5( I cdn sin~nw!, n>1, ~1!

where the even componentsdn are negative, i.e., the phas
differencew0 for which the maximum ofI s(w) is observed
lies in the rangep/4<w0<p/2 ~Ref. 2!. One reason for this
complex dependenceI s(w) is that multiple Andreev reflec
tion contributes to the superconducting current, and bo
states with energies«,D (D is the superconductor gap! oc-
cur in junctions with direct conduction. The situation is co
siderably more complex in Josephson junctions consistin
9131063-7850/99/25(11)/4/$15.00
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high-temperature superconductors~HTSCs!, most of which
are assumed to have adx22y2 type of superconducting wav
function (d-superconductor!. A change in the sign of the
order parameter on going round the ‘‘c’’ axis of
d-superconductor (D) leads to the appearance of boun
states at thed-superconductor–insulator (I ) interface, having
energies substantially lower than the gap, even in the
sence of a second superconductor.3,4 As a result, at low tem-
peraturesI s(w) only retains its sinusoidal dependence in tu
nel junctions betweend-superconductors (DID ) in a narrow

range of junction transparenciesD̄ and angles of misorienta
tion of the crystallographic axes of the HTSC electrodes re
tive to the normal to the interfacea andb. For example, for

a545°, b5245° this range is determined by:D̄
<(2kT/D)2 ~Refs. 3 and 4!. At low temperatures maximum
of the dependenceI s(w) deviates from sinw both in the di-
rection p/4<w0<p/2, and in the direction (0<w0<p/4)
opposite to that in junctions betweens-superconductors with
direct conduction.3–5

The dependenceI s(w) is usually determined from mea
surements of the amplitude–frequency characteristics o
microwave resonator coupled with an interferometer
which the Josephson junction is shunted by the superc
ducting inductanceL. The main constraint involved in usin
this method of determiningI s(w) is the magnitude of the
critical current which determines the Josephson inducta
LJ5F0/2pI c ~whereF0 is the magnetic flux quantum!. For
a reliable determination ofI s(w) the inductance of the inter
ferometer must satisfy the constraintL,LJ . For realistic
interferometer dimensions of the order of a few tens of m
cron the critical currentI c should not exceed 10mA, which
severely restricts the choice of samples. In the present s
© 1999 American Institute of Physics
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we use a different method of determiningI s(w) based on
measuring the critical current and the Shapiro steps a
function of the amplitude of external monochromatic electr
magnetic radiationI m(ARF). Changes in the Shapiro step
were first used to estimateI s(w) in superconducting thin-film
tin bridges6 and were then applied to HTSC structures in R
7. Here we report measurements of the current–phase de
dence of HTSC Josephson junctions on bicrystal sapph
substrates.

The Josephson junctions were fabricated on the~1102!
plane of sapphire substrates consisting of two crystals
which the^1120& directions formed an angle of612° with
the plane of the interface~see Fig. 1!. The HTSC film was
deposited by first depositing an epitaxial CeO2 buffer layer
30 nm thick by rf magnetron sputtering followed by an ep
taxial YBa2Cu3Ox ~YBCO! film grown by diode sputtering
in a dc discharge at high oxygen pressure.8 Thin-film YBCO
bridges 5–10mm wide and 10–20mm long, crossing the bi-
crystal interface, were prepared by liquid chemical etching
YBCO in a 0.5% solution of Br2 in ethanol. As a result, we
obtained YBCO Josephson junctions on a bicrystal subst

FIG. 1. Configuration of the crystallographic axes of YBCO films relative
the bicrystal interface showing the angles of misorientation of the bicrys
(a533°, b5233°). The dashed line shows the orientation of the tw
(a533°, b557°). The direction of dc current flow is shown in th
upper left.
a
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for which the@001# directions of YBCO are perpendicular t
the plane of the substrate and the^100& directions on either
side of the interface form the anglea533°, b5233° with
the normal to the interface lying in the plane of the substra
At liquid helium temperature, we measured the dependen
of the Shapiro steps on the millimeter-range microwave c
rent for samples where the YBCO bridge crossed the bic
tal interface at right angles~the angle between the normal t
the interface and the direction of the current isg50) and at
various fixed valuesg518°, 36°, 54°, 72°~Fig. 1!.

The appearance of Shapiro steps involves the locking
Josephson oscillations with harmonics of the external mo
chromatic signal. The absence of any harmonics of the s
induced Josephson oscillation in the time dependence of
parameter (sinw)21 for the final junction voltage having
I s(w)5I c sinw, has the result that the locking regions of th
harmonics of the self-induced oscillation with the extern
signal are zero ~no subharmonic Shapiro steps a
observed!.1 In a Josephson junction having a uniform curre
distribution, these steps appear whenI s(w) deviates from a
sinusoidal dependence. It is easy to show that in terms of
resistive model whenv5h fc/2eIcRN>1 ~where f c is the
frequency of the external signal!, the maximum values of the
subharmonic Shapiro steps uniquely determine the am
tudes of the harmonic components ofI s(w), dn in Eq. ~1! so
that for d1512d2 , dn50 for n.2 we have for the ampli-
tudes of the stepsI m :

I 1~a!5maxI c$@~12d2!J1~av!sinu

1d2J2~2a/v!sin 2u#%, ~2!

I 1/2~a!5maxI c@d2J1~2a/v!sin 2u#,

where the maximum is determined from the phase shifu
between the self-induced oscillation and the external sig
Jn arenth order Bessel functions, anda5ARF/I c is the nor-
malized amplitude of the external monochromatic sig
ARFsin(2pfet).

The results of calculations using the relations~2! for
d250, 20.2, andv.1 are shown by the solid curves in Fig
2, which also gives results of experimental investigations
junctions withg50 and 54°. It can be seen that despite t

al
t.
odel

r

FIG. 2. Dependences of the amplitudes of the first (n51) and
subharmonic (n51/2) Shapiro steps on the microwave curren
The dashed curves give the calculations using the resistive m
I s(w)5I c sin(w) and the solid curves give I s(w)5I c

3(12d2)sin(w)2Icd2 sin(2w), d250.2. The inset shows the
change inI s(w) as d2 increases. The solid curve is plotted fo
d250, and the dashed curve ford250.2.
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FIG. 3. Theoretical dependencesI s(w) for a mirror-symmetric
bicrystal junctiona52b545° ~dashed curve! and for a sym-
metric junctiona545°, b545° ~solid curve! which for a given
angle of misorientation describe a contact with a twin. The d
dash curve gives the resultant curve.
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assumed fairly strong deviation ofI s(w) from sinusoidal~see
inset to Fig. 2!, the first Shapiro step is close to the cased2

50 ~dashed curve in Fig. 2!. It can be seen that in our cas
the deviation ofI s(w) from sin(w) for g50 is less than 5%,
which generally occurs in tunnel junctions betwe
s-superconductors. However, for Josephson junctions w
g.30°, a subharmonic Shapiro step is observed wh
maximum determines the value ofd2. Theoretical
calculations3,4 indicate that for the experimental values of t
transparency of the tunnel barrier betweend-superconductors
D̄51024, determined using the value ofRNS, at T54.2 K,
and angles of misorientationa545°, b5245°, the devia-
tion of I s(w) should be substantiald250.2 for g50 ~see
Fig. 3!. A possible reason for the difference between
experiment and the calculations3,4 may be twinning of the
YBCO film. In fact, when twinning is taken into account, th
Josephson junction may be considered to be a set of para
connected junctions: 1! a533°, b5233°; 2! a533°, b
557°; 3! a5257°, b5233°; and 4! a5257°, b557°.
We calculatedI s(w) for a Josephson junction witha545°,
b5245° anda545°, b545° ~see Fig. 3! bearing in mind
that the Andreev levels do not vary substantially for ang
of misorientation between 20° and 45°~Refs. 3 and 4!. It can
be seen from Fig. 3 that the functionsI s(w) for each of the
junctions formed by a twinning complex differ substantia
from sinusoidal. However, the total current across t
parallel-connected junctions has a nearly sinusoidal dep
denceI s(w), as was observed experimentally.

Figure 4 gives the maximum Shapiro subharmonic s
th
e

e

el-

s

n-

p

as a function of the angle of deviation of the direction
junction current flow from the normal. It can be seen that
deviation ofI s(w) from sinusoidal increases asg increases.
At the same time, the critical current density increas
slightly. Assuming that an increase ing is equivalent to a
rotation of the bicrystal interface relative to the YBCO cry
tallographic axes,10 the increase ing is equivalent to a tran-
sition from a symmetric bicrystal Josephson junction to
asymmetric one. Moreover, the critical current depends n
monotonically on the angle of rotation~solid curve in Fig. 4!.
This nonmonotonicity has been observed experimentall10

In our case, only a slight increase inj c(g) is observed.
To sum up, experimental investigations have shown t

the current–phase dependence of symmetric HTSC junct
on a bicrystal substrate is close to sinusoidal and this
probably be attributed to the twinning of the HTSC films
the electrodes forming the junction. This factor and also
homogeneities of the interface cause the experimental da
differ from the predictions of the model which allows for th
appearance of bound Andreev states in superconductor j
tions having adx22y2 type of superconducting wave func
tion. A departure from symmetry in the definition of th
transport current across the junction leads to a change in
current–phase dependence which increases as the degr
asymmetry increases.

The authors are grateful to P. B. Mozhaev and F.
Komissinski� for assistance with the experiment, and to
V. Za�tsev, E. Il’ichev, Z. Ivanov, V. Shume�ko, and A. Ka-
digrobov for useful discussions.
iro
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FIG. 4. Dependences of the maximum amplitude of the Shap
subharmonic step and the critical current density on the angl
deviation of the current direction from the normal. The so
curve gives the critical current of the Josephson junction a
function of the angle of asymmetry of the bicrystal interfa
obtained using the method described in Ref. 10.
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Dispersion of magnetostatic waves in a tangentially magnetized ferrite wafer
with normal uniaxial anisotropy

V. I. Zubkov and V. I. Shcheglov

Institute of Radio Engineering and Electronics, Russian Academy of Sciences, Fryazino
~Submitted February 18, 1999!
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A dispersion law is obtained and analyzed for the first time for magnetostatic waves in a
tangentially magnetized ferrite wafer with uniaxial anisotropy where the axis is perpendicular to
the plane of the wafer and the applied static magnetic field is weaker than the anisotropy
field. This model qualitatively describes the dispersion of magnetostatic waves in hexa- and
orthoferrite wafers and also in an unsaturated ferrite wafer. ©1999 American Institute
of Physics.@S1063-7850~99!02811-6#
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Magnetostatic waves~MSWs! in an anisotropic ferrite
wafer arbitrarily magnetized to saturation were analyzed
Refs. 1–5. However, these studies either allowed only
cubic anisotropy1–4 or they took uniaxial anisotropy into ac
count but assumed that it was weak compared with the c
anisotropy.5 Recent experiments6 have shown that uniaxia
anisotropy may exceed cubic anisotropy, even in epita
yttrium iron garnet films. In hexa- and orthoferrites th
uniaxial anisotropy is greater than the saturation magnet
tion and determines their microwave properties.

In this context, it is relevant to study the dispersion
MSWs in a tangentially magnetized ferrite plate possess
uniaxial anisotropy, whose axis is perpendicular to the pl
of the wafer when the magnetizing fieldH0 is weaker than
the anisotropy fieldHA . The results of such an investigatio
are presented below~neglecting the domain structure, as
Refs. 1–5!.

Let us set theyz plane of the coordinate system coinc
dent with the plane of the wafer and with thex axis perpen-
dicular to it. The axis of uniaxial anisotropy is directed alo
x and the anisotropy fieldHA is greater than the saturatio
magnetization of the wafer 4pM0. The fieldH0 is applied in
the plane of the wafer along thez axis and the magnetizatio
vectorM of the ferrite wafer invariably lies in thexz plane.
This vector is oriented parallel to thex axis in the fieldH0

and as it increases, it turns toward thez axis and lies on this
axis whenH05HA , producing an effective anisotropy fiel
of HA52KM024pM0, i.e., the difference between th
uniaxial anisotropy field and the degaussing field of the f
rite wafer. A second-order phase transition takes place a
field H05HA after which the magnetization vectorM is in-
variably directed along thez axis. Magnetostatic wave
propagate in the plane of the wafer. The angle between
wave vectork of these waves and they axis will be denoted
by w.

The dispersion relation for the MSWs, obtained by sta
dard methods,7,8 has the form

b22mHa coth~akd!50, ~1!

where a5$(mAmH
21)@(12mPmAmH

21)sin2 w1cos2 w#%1/2,
9171063-7850/99/25(11)/3/$15.00
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b5(nH
2 2mP

2 )cos2 w2mHmA1mP
221, mH511VH

2 L21,
mA511(VA

22VH
2 )L21, mP52VH(VA

22VH
2 )1/2L21,nH

5VVHL21,L5VA@(VA
22VH

2 )2V2#, V5v(4pgM0)21,
VH5H0(4pM0)21, VA5HA(4pM0)21, v is the fre-
quency,g is the modulus of the electron gyromagnetic rat
andk is the wave number.

It can be seen from Eq.~1! that the nature of the solution
is determined by the form of the parametera, and that two
types of MSWs are possible. As for the MSWs in an isot
pic ferrite wafer,7,8 whena is imaginary, the waves are vol
ume MSWs and whena is real, they are surface wave
These waves are subsequently called anisotropic MSWs~an-
isotropic, anisotropic volume, and anisotropic surfa
MSWs!. Their wavefront is not perpendicular to the plane
the ferrite wafer as in Refs. 7 and 8 but is more stron
inclined to this plane, the closer isH0 to HA . Unlike in Refs.
7 and 8, the distribution of the rf magnetization over t
thickness of the wafer is not a standing but a traveling o
and is described by a periodic function, either with const
amplitude~anisotropic volume MSWs! or whose amplitude
has a maximum at the surfaces of the ferrite wafer and
cays exponentially inside the wafer~anisotropic surface
MSWs!. Anisotropic volume MSWs are multimode whil
the surface MSWs are single-mode. Whenw50° the aniso-
tropic MSWs degenerate into surface and volume MSWs
described in Refs. 7 and 8.

Anisotropic MSWs exist in given frequency–field re
gions, in frequency ranges@betweenV(0) andV(`)# and in
ranges of wave numbersk ~between 0 and̀ ) determined by
Eq. ~1! and by the characteristics of the components of
magnetic permeability tensornH , mP , mH , andmA ~zeros,
`, limits! appearing in this equation.

Figure 1 shows the limits of the frequency–field regio
for anisotropic MSWs propagating an anglesw50° ~a! and
w590° ~b! for 4pM051750 Gs andHA53.5 kOe.

For MSWs withw50° curve1 is described by

V~0!5$@VA~VA
22VH

2 !1VH
2 #VA

21%1/2, ~2!

and volume and surfaces MSWs with this frequency ha
k50.
© 1999 American Institute of Physics
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Curve2 is described by

Vv~`!5@~VA
22VH

2 !~VA11!VA
21#1/2, ~3!

and volume MSWs with this frequency havek5`.
Curve3 only exists in the sectionMN and is described

by the formula

VS~`!5~VA
31VH

2 !~2VAVH!21, ~4!

and surface MSWs with this frequency havek5`.
Curves1 and 2 intersect at pointS. The corresponding

field H0 will subsequently be called critical and will be de
noted byHS (HS52474 Oe in Fig. 1a!. PointsM andN are
the points of contact of curves1 and2 with curve3. Between
curves1 and 2 volume MSWs exist~in the field H0,HS

these are forward waves and forH0.HS they are return
waves!. In the region bounded by the curvilinear triang
M PN, a forward MSW exists whose spectrum in the triang
M PS overlaps with that of the surface MSW which als
occurs for MSWs in a ferrite wafer exhibiting cub
anisotropy.3–5

For w590° only anisotropic volume MSWs exist~Fig.
1b!. Curve1 is described by formula~2!. Curves2 and3 are
respectively described by:

Vv,1~`!5@~VA
22VH

2 !1VA#1/2, ~5!

FIG. 1. Limiting frequencies of spectrum as a function of the field wh
waves propagate~a! perpendicular to the fieldH0 (w50°) and~b! parallel
to the fieldH0 (w590°).
Vv,2~`!5~VA
22VH

2 !1/2, ~6!

for anisotropic volume MSWS at these frequencies we h
k5`.

The anisotropic volume MSWs between curves1 and2
are forward waves and those between curves1 and 3 are
return waves.

Figure 2 shows dispersion curves of MSWs withw
50° ~a! and w590° ~b! for various fieldsH0 for ferrite
wafers 15mm thick.

In Fig. 2a curves1–4 describe the first mode of a vol
ume MSW and curve5 describes a surface MSW. Curve1
corresponds to the fieldH050 Oe and describes the dispe
sion of forward volume MSWs similar to those in an isotr
pic ferrite wafer under normal magnetization.7,8 Curve2 cor-
responds to the fieldH0,HS , it curves upward, and
describes forward waves in the region between curves1 and
2 ~Fig. 1a!. Curve 3 corresponds to the fieldH0.HS , it
curves downward, and describes return waves in the reg
between curves1 and2 ~in Fig. 1a!. Curve4 corresponds to
the fieldH05HS and describes volume MSWs for which th
frequency range of existence degenerates into a point and

FIG. 2. Dispersion curves for waves propagating~a! perpendicular to the
field H0 (w50°) and ~b! parallel to the fieldH0 (w590°) for various
fields: ~a!: 1—H050 Oe, 2—2 kOe, 3—3 kOe, 4 and 5—2.474 kOe;~b!:
1—H050 Oe,2 and3—2 kOe,4 and5—3 kOe.
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dispersion curve degenerates into a horizontal straight l
Curve5 also corresponds to the fieldH05HS but describes a
forward surface MSW for which the frequency range of e
istence is finite.

Figure 2b describes the first mode of an anisotropic v
ume MSW. Curve1 is the same as curve1 in Fig. 2a. Curves
2 and3 correspond to the fieldH052 kOe. Curve2 curves
upward and describes a forward wave in the region betw
curves1 and 2 in Fig. 1b. Curve3 curves downward and
describes a return wave between curves1 and3 in Fig. 1b.
Curves4 and 5 correspond to the fieldH053 kOe. Their
frequencies are lower than those forw50°, since the mag-
netization vectorM is more inclined to the direction ofH0.
In other respects these curves are similar to curves2 and3.

These results qualitatively explain the spectrum, disp
sion, and excitation characteristics of MSWs in a ferrite w
fer possessing normal uniaxial anisotropy under tangen
magnetization in the presence of a domain structure.6 Aniso-
tropic MSWs have not yet been observed in hexa- and or
ferrites and no comparisons can be made with these.
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Exact solution for the steady-state surface profile of a liquid metal in an external
electric field

N. M. Zubarev

Institute of Electrophysics, Urals Branch of the Russian Academy of Sciences, Ekaterinburg
~Submitted July 13, 1999!
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An analysis is made of the equilibrium profile of the free surface of a liquid metal in an external
electric field neglecting gravitational forces. It is shown that a conformal mapping method
can be used to find a wide range of exact solutions corresponding to the case of planar symmetry.
© 1999 American Institute of Physics.@S1063-7850~99!02911-0#
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The problem of the steady-state profile of the free s
face of a liquid metal in an external electric field plays
important role in understanding the main laws governing
evolution of electrohydrodynamic instability.1,2 A consider-
able number of studies~see, for example, Refs. 3 and 4! have
solved a similar problem using the approximation of sm
surface perturbations~a liquid of finite permittivity is usually
considered; the case of a liquid metal corresponds to
limit «→`). We shall show that in the two-dimensional ca
when all the quantities depend on the pair of independ
variablesx and y, using a conformal mapping method ca
remove this constraint.

Let us assume that the vector of the external fieldE0 is
directed along they axis. The distribution of the electric field
potentialw ~the field strength is given byE52¹w) above
the surfaceS of the liquid metal is described by the Laplac
equation:

wxx1wyy50,

which should be supplemented by the equipotential condi
at the conductor boundarywuS50, and also by the condition
for uniformity of the field at infinity:

w→2E0y, y→`. ~1!

Note that for the radius of curvature of the equipoten
surface we haveR2152]E/]w, whereE5uEu is the abso-
lute value of the field strength. Then, neglecting the grav
tional field, the force balance condition5 is written in the
form:

p1 UE2

8p U
S

5a U]E

]wU
S

, ~2!

wherea is the surface tension, andp is the difference be-
tween the liquid pressure and the external pressure which
assume to be equal to the unperturbed electrostatic pres
p52E0

2/(8p).
We take E0 as the unit of electric field strength an

8paE0
22 as the unit of length. We then introduce the aux

iary function c which is harmonically conjugate with th
potentialw ~the curvesc5const define the field lines!. The
expressionw5w2 ic ~the so-called complex potential! is an
analytic function of the complex variablez5x1 iy ~Ref. 5!.
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In this casef 2 iu[ ln(2dw/dz) will also be an analytic func-
tion. The value ofu has the meaning of the slope of th
electric field strength vector with respect to the abscissa
the value off is related to the absolute value of the field b
f 5 ln E. Using the properties of analytic functions, in term
of coordinates wherew andc will play the role of indepen-
dent variables, we obtain forw,0:

f ww1 f cc50. ~3!

The boundary conditions for the functionf can easily be
determined from Eqs.~1! and ~2!:

] f /]w52e2 f1ef , w50, ~4!

f→0, w→2`. ~5!

That is to say, the problem of finding the steady-state surf
profile of a liquid metal in an external electric field allowin
for capillary forces reduces to an analysis of the nonlin
boundary-value problem~3!–~5! on the half-plane.

It should be noted that apart from the coefficients, t
system~3!–~5! agrees with that obtained in Ref. 6 to solv
the problem of the steady-state profile of a progressive c
illary wave. The analogy arises because, from the mathem
cal point of view, the equations describing the tw
dimensional electric field distribution in the absence of sp
charge are identical to the equations for the two-dimensio
potential flow of an ideal liquid.

By analogy with Ref. 6, we shall seek a solution in t
form:

f ~w,c!5 lnS Z~w!1Y~c!

Z~w!2Y~c! D , ~6!

where Y and Z are unknown functions of the variablesc
and w, respectively. Substituting this expression into Eq
~3!–~5!, we observe that the following relations should
satisfied:

Z~w!5~k/211!e2kw1~k/221!ekw,

Y~c!5Ak224 cos~kc!,

in conjunction with Eq.~6!, which are exact solutions of thi
boundary-value problem.
© 1999 American Institute of Physics



ti-

e

n

e

rin

n
-

i-
e
a
r

es

n

s.
lue

ea
al
of

li-
and
e,

y

,

f a
er

of

921Tech. Phys. Lett. 25 (11), November 1999 N. M. Zubarev
We then require the dependences of the functionsE and
u on the variablec at the surface of the conductor. Subs
tuting the expressions forZ andY into Eq.~6! and bearing in
mind that E5expf, we find that the absolute value of th
electric field strength is given by:

Euw505
11c~k!cos~kc!

12c~k!cos~kc!
, ~7!

where we have introduced the notationc(k)5A124/k2. For
the angle uuw50, using the Cauchy–Riemann conditio
]u/]c5] f /]w, we obtain from Eq.~4! by integrating over
c:

uuw505
p

2
12arctanS kc~k!

2
sin~kc! D . ~8!

We shall now construct equilibrium profiles of the fre
surface of the liquid metal using the coordinates$x,y%.
Changing from the variablesw andc to the variablesx and
y is accomplished by means of the transformation:z
52* exp(2f1iu)dw. Then substituting expressions~7! and
~8!, separating the real part from the imaginary, and bea
in mind that at the boundaryw52 ic, we finally obtain:

y512c~k!2
4k22

11c~k!cos~kc!
, ~9!

x5
p

k
2c1

2c~k!k21sin~kc!

11c~k!cos~kc!
, ~10!

where k>2. Thus, we have obtained parametric equatio
for the equilibrium surfaceS. It can be seen that the wave
length is given byl52p/k so that the parameterk plays the
role of the wave number.

Expressions~9! and ~10! can be used to find the ampl
tude of the perturbation of the liquid metal surface, defin
as the difference between the maximum and minimum v
ues of y per period, as a function of the wave numbe
A(k)52A124/k2. As k increases, the amplitude increas
monotonically, reaching a maximum fork5kc'3.042, when
the region occupied by the liquid becomes multiply co
nected, i.e., isolated liquid-metal droplets form, connected
the main bulk of the metal by infinitely thin constriction
The equilibrium surface corresponding to the critical va
g

s

d
l-
:

-
to

of the wave numberk5kc is shown in Fig. 1; also plotted is
the family of equipotential surfaces, which gives some id
of the electric field distribution above the liquid met
boundary. To conclude, we note that for the configuration
conducting liquid shown in the figure the ratio of the amp
tude of the surface perturbation to the wavelength is 0.73
the electric field at the tip is almost an order of magnitud
7.1 times, higher than the external field.

The author is grateful to E. A. Kuznetsov for kindl
drawing attention to Ref. 6 and also to A. M. Iskol’dski� and
N. B. Volkov for fruitful discussions.

This work was supported financially by the RFBR
Project No. 97-02-16177.

1L. Tonks, Phys. Rev.48, 562 ~1935!.
2Ya. I. Frenkel’, Zh. Tekh. Fiz.6, 347 ~1936!.
3M. I. Shliomis, Usp. Fiz. Nauk.112, 427~1974! @Sov. Phys. Usp.17, 153
~1974!#.

4E. A. Kuznetsov and M. D. Spektor, Zh. E´ksp. Teor. Fiz.71, 262 ~1976!
@Sov. Phys. JETP44, 136 ~1976!#.

5L. D. Landau and E. M. Lifshitz,Electrodynamics of Continuous Media,
2nd ed.~Pergamon Press, Oxford, 1984; Nauka, Moscow, 1982!.

6G. D. Crapper, J. Fluid Mech.2, 532 ~1957!.

Translated by R. M. Durham

FIG. 1. Single period of the steady-state profile of the free surface o
liquid metal in an external electric field for the critical wave numb
k5kc'3.042. Equipotential surfaces corresponding to different values
the parameterw are shown (w1520.07, w2520.19 , andw3520.42); at
the liquid metal boundaryw5w050.
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The operation of cold explosive-emission cathodes having a current density of;104 A/cm2,
fabricated using various materials, was investigated under a large number of switching cycles. The
cathode voltage was;500 kV, the maximum current;5 kA, and the pulse duration
;20 ns. It is shown that when the number of switchings is small (<103 pulses!, cathodes having
similar geometry exhibit similar emission properties. For most of the materials studied, as
the number of switching cycles increases (>103 pulses!, the current rise time increases~as far as
the pulse duration! and the maximum vacuum diode current decreases. When a graphite
cathode was used, the maximum current remained unchanged up to 108 switching cycles. The
mass removed from the cathode was determined for various materials. The results were
used to achieve continuous operation of a relativistic 3 cm backward-wave tube having an output
power of 350–400 MW and an almost constant power level during 108 pulses at a repetition
frequency of 100–150 Hz. ©1999 American Institute of Physics.@S1063-7850~99!03011-6#
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INTRODUCTION

One of the main problems encountered when using h
current pulse-periodic accelerators is the developmen
long-lived, explosive-emission cold cathodes. Experime
have shown that in most cases, the emission propertie
cold cathodes depend on the total number of pulses1 and as
the number of pulses increases, the current rise time
creases, the maximum electron beam current decreases
its spatial homogeneity deteriorates.2 When the emission sur
face of the cathode is a set of separately operating emit
the total diode current begins to depend on the number
dimensions~expansion velocity! of the emission centers.3 In
Ref. 4, Bykovet al. proposed a cathode for planar vacuu
diodes having a current density of 10–100 A/cm2 in which
the emission surface is the surface of a metal–dielectric c
tact, described as a metal–dielectric cathode. In this cath
the voltage threshold at which the emission surface can f
is lower than that of cathodes made of homogeneous m
rials, and solves the problem of achieving constant con
tions for the appearance of emission centers in the pres
9221063-7850/99/25(11)/5/$15.00
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of erosion of the metal and the dielectric. Studies ha
shown that a metal–dielectric cathode having an emiss
surface area of;200 cm2 has a lifetime of more than 108

pulses at;500 kV, ;5 kA, and;20 ns pulse duration.
Coaxial vacuum diodes with an external magnetic fie

~Fig. 1! usually use sharp-edged cold explosive-emiss
cathodes, which can produce tubular electron beams havi
current density of;104 A/cm2. These beams are usual
used in relativistic microwave generators to obtain hig
power microwave radiation. Edge cathodes in the form
hollow cylinders can achieve fairly high electric fields
their surface, which may exceed 106 V/cm at a cathode volt-
age of;500 kV. This suggests that these cathodes may c
serve their emission properties over a fairly large numbe
pulses. However, as a result of the high current dens
sharp-edged, explosive-emission cathodes are more stro
influenced by erosion processes compared with cathode
planar vacuum diodes.1,2 The aim of the present study was
make an experimental investigation of changes in the em
sion properties of cathodes in a coaxial vacuum diode ov
t

FIG. 1. Coaxial diode with tubular electron beam:1 —
insulator,2 — cathode holder,3 — cathode,4 — sole-
noid, 5 — electron beam,6 — backward-wave tube
structure, and7 — cathode voltage and diode curren
detectors.
© 1999 American Institute of Physics
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large number of current pulses, to determine the mass
moved from the cathode, and to search for materials to
ricate cathodes having a lifetime longer than 108 current
pulses.

EXPERIMENTAL SETUP AND METHOD OF MEASUREMENT

The experiments were carried out using SINUS-5
which is a modified version of SINUS-6~Ref. 5! and com-
prises a high-power, nanosecond microwave generator b
on a relativistic backward-wave tube having a high pu
repetition frequency. A tubular electron beam was formed
a longitudinal magnetic field having an induction of;0.6 T
which was generated by a permanent cooled solenoid ha
a power consumption of;20 kW. The beam was transporte
through the electrodynamic structure of the backward-w
tube6 and deposited on a cooled collector. The cathode v
age was'500 kV, the beam current'5 kA, and the pulse
duration '20 ns. The microwave radiation had an outp
power of 350–400 MW, a wavelength of;3 cm, and a pulse
duration of 6–11 ns. The pulse repetition frequency w
100–150 Hz. In all the experiments the incident-wave am
tude of the diode voltage was kept constant by maintainin
constant level of actuating voltage at the controlled spark
in the accelerator.

For the experiments we used cathodes made of var
materials: stainless steel (r58.1 g/cm3), copper (r
58.93 g/cm3), magnesium (r51.74 g/cm3), and pyrolytic
graphite (r51.88 g/cm3), as well as composites of variou
materials such as copper–graphite and copper–dielec
The cathodes were fabricated as hollow cylinders'35 mm
in diameter having wall thicknesses between 0.2 and 2 m
A copper–graphite cathode having a total wall thickness
'0.4 mm was fabricated by close fitting of a graphite ri
into a copper one and the copper–dielectric cathode
made of double-sided foil-covered glass Textolite, 0.2 m
thick.

The measurements were made using a TDS-754C o
loscope~500 MHz, 2 G/s! which recorded pulse traces of th
cathode voltage, the vacuum diode current, and the mi
wave output power. The voltage detector was a capaci
e-
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divider, the current was recorded using a Rogowski loop,
the microwave power was recorded using a calibrated de
tor based on a 6D16D vacuum diode. The emission prop
ties of the cathodes were determined from the maximum c
rent over the pulse duration and the time taken for the cur
to rise to 4 kA ~Fig. 2!. The consumption of the cathod
material as a result of erosion of the emission surface
determined from the total reduction in the cathode mass a
106 current pulses had passed through it. The charge pas
through the cathode was calculated by integrating the cur
pulse ~Fig. 2b! between 0 and 80 ns, and was found to
'160mC/pulse. The error in determining the charge giv
by the displacement current of the vacuum diode~Fig. 2c!
did not exceed 10%.

EXPERIMENTAL RESULTS AND DISCUSSION

Figure 3 gives the current rise time for cathodes hav
approximately the same wall thickness fabricated using
ferent materials, plotted as a function of the number
pulses. Figure 4 gives the maximum vacuum diode curren
a function of the number of pulses for the same cathode

FIG. 2. Oscilloscope traces of pulses: a — voltage, b — current, c — di
current when emission has terminated, and d — reactive diode cu
~without electron beam!.
er
r–
FIG. 3. Variation of current rise time to 4 kA level: a —
graphite 0.3 mm, b — stainless steel 0.1 mm, c — copp
0.2 mm, d — magnesium 0.2 mm, and e — coppe
dielectric 0.2 mm.
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FIG. 4. Variation of current amplitude: a — graphit
0.3 mm, b — stainless steel 0.1 mm, c — copper 0.2 m
d — magnesium 0.2 mm, and e — copper–dielectric
0.2 mm.
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can be seen that for a small number of pulses (N<103), both
the current rise time and the maximum vacuum diode cur
are almost independent of the cathode material. This
evidently be attributed to the existence of various dielec
inclusions, and also adsorbed gas on the cathode su
which lowers the critical electric fields at which plasm
emission centers may form. In this case, the electrophys
properties of the cathode material have little influence on
processes of formation of the cathode emission surface.

As the number of pulses increases, the surface of
cathode becomes cleaned of foreign inclusions and adso
gas. ForN>103 pulses the individual properties of the cat
ode material begin to appear under these experimental
ditions. For most of the cathodes studied, an increase in
number of pulses leads to an increase in the current rise
up to the duration of the voltage pulse, and conseque
reduces the maximum vacuum diode current. Experime
carried out using cathodes having different wall thickne
dc , show that asdc increases, the current rise time and t
maximum beam current vary more rapidly as a function
the number of pulses. For pure metals, the most prob
mechanism for the formation of emission centers is the
plosions of microtips as a result of their rapid heating by
field emission current.1 When these microtips explode, the
disintegrate. However, microtips may be created as a re
of the expulsion of liquid metal from the emission zone u
der the action of high pressures.7 An increase in the curren
rise time of the vacuum diode indicates that the numbe
emission centers decreases as the number of pulses incre
nt
n
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In particular, for a stainless steel cathode we observed c
plete termination of the emission after 104–105 pulses. In
this case, the profiles of the current pulses were similar to
reactive current profile of the diode~Fig. 2d!. Hence, a de-
terioration in the emission properties of the cathodes may
caused by changes in the microrelief and cleaning of
cathode surface by the current flow.

Results of experiments to measure the consumption
cathode material are presented in Table I. Also given are d
on the removal of material obtained by other authors8–11 in
various experiments.

A comparison of these data shows that the specific m
consumptions depends on the current flow regime~pulsed8 or
quasiconstant9–11!. Nevertheless, we can postulate that
both cases, the main factor responsible for the remova
cathode material is evaporation accompanying heating of
cathode material near the emitting cathode spot. The dro
fraction of the cathode erosion is clearly small in our ca
which does not contradict the results presented in Ref. 1

It has been noted that for all the cathodes studied,
emission properties deteriorated as the number of pulse
creased. This was manifest particularly in an increase in
current rise time (t rt) which indicates that the number o
emission centers decreases as the number of pulses incre
Stabilization of t rt was only observed for graphite an
copper–dielectric cathodes. However, the latter exhibits
anomalously high consumption of material, apparen
caused by intense evaporation of the dielectric.

A pyrolytic graphite cathode 34.8 mm in diameter ha
TABLE I.

Average Bulk Mass Mass consumption,
consumption consumption consumption 1026 g/C

Material 1029 g/pulse 1026 cm3/C 1026 g/C Ref. 8 Ref. 9 Ref. 10 Ref. 11

Copper 9.1 6.7 60 12 130 115 40
Magnesium 4.13 14.4 25 – 36 – 25
Graphite 5.58 18.1 34 142 – 170 –
Copper–graphite 10.1 – 63 – – – –
Copper–dielectric 27 – 170 – – – –
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FIG. 5. Variation in output parameters of microwav
generator.
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ing an edge thickness of 0.3 mm was tested after 108 switch-
ing cycles. The initial distanceLa2c was selected so that th
postulated reduction in its length as a result of erosio
(;9 mm! had no appreciable influence on the impedance
the coaxial vacuum diode. This made it possible for a re
tivistic backward-wave tube to operate over the entire exp
ment (108 switching cycles!. Figure 5 shows the relative
change in the power and half-height duration of the mic
wave pulses. The radiation power fell by no more than 10
The duration of the microwave pulses showed a larger va
tion, decreasing from 11 to 6 ns. The change in the pu
duration was accompanied by an increase in the current
time of the vacuum diode. A decrease in the duration of
microwave pulses was accompanied by an increase in
instability from one pulse to another. This indirectly ind
cates some deterioration in the quality of the electron be
caused by a reduction in the number of emission centers

The current rise time for the graphite cathode varied r
idly over the first 106 pulses but after 53106 pulses, it
reached;8.5 ns and remained constant~Fig. 6!. Data on the
bulk consumption of graphite~Table I! show that this num-
f
-
i-

-
.

a-
e
se
e
eir

m
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ber of pulses corresponds to a change in the cathode le
by a value of the order of its wall thicknessdc50.3 mm.
This suggests that over the first~3–5!3106 pulses the profile
of the cathode edge changes which equalizes the ele
field distribution at its surface, and thus the cathode ope
tion becomes steady-state.

CONCLUSIONS

These experiments have shown that for a small num
of current pulses (103–104) the emission properties of th
cathodes are mainly determined by the initial state of
surface layer and are almost independent of the cathode
terial. For a particular choice of geometric parameters of
coaxial vacuum diode, graphite cathodes can have a lifet
of more than 108 switching cycles~Fig. 7!. Under these ex-
perimental conditions, processes leading to changes in
parameters of the electron beam caused by changes in
emissivity of the graphite cathode terminate after;53106

pulses. These processes are associated with the formati
an edge profile of the emitting cathode which correspond
te
FIG. 6. Current amplitude and rise time for graphi
cathode.
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the minimum electric field at its surface. The quality of th
electron beam does not change substantially and it can
used to obtain high-power microwave radiation in relative
low magnetic fields.

FIG. 7. Typical oscilloscope traces after 108 pulses: a — cathode voltage
b — diode current, and c — microwave radiation.
be
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