
Astronomy Reports, Vol. 46, No. 6, 2002, pp. 435–442. Translated from Astronomicheskĭı Zhurnal, Vol. 79, No. 6, 2002, pp. 483–491.
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Abstract—We show that the color index of a quasar image and the second time derivative of the intensity
should be correlated if variations of the amplification coefficient for gravitational microlensing are smooth.
We estimate an upper limit for the size of the emitting region of the quasar associated with the gravitational
lens Q2237+0305 based on simultaneous observations made in 1997 by the OGLE group in the V band
and at the Maı̆danak Observatory in the R band. c© 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In the context of geometrical optics, the angle of
gravitational deviation of light is essentially indepen-
dent of the wavelength. Therefore, when a gravita-
tional lens splits an image of a quasar, all components
of the image are expected to have the same colors.
However, two factors can give rise to differences in
the colors of the images [1]. The first is related to the
fact that the light from each image passes through
different regions in the lensing galaxy, with different
extinctions. The higher the extinction, the redder the
image. The other possible factor is the finite size
of the quasar. If the brightness distribution across
the quasar image depends on the wavelength, and if
the amplification coefficient of the gravitational lens
varies appreciably across the source disk, regions
with different colors are amplified differently, result-
ing in different colors for the different images. If the
extinction in the lensing galaxy is variable (e.g. due to
moving dust clouds) or the gravitational amplification
varies with time (e.g. due to moving microlenses), the
color of the images should be time-dependent.

Differences in the colors of images were detected
in the very first observations of the quadruple lens
Q2237+0305 [2]. When intensity variability was dis-
covered [3], attempts were also made to detect color
variations. Substantial variations of the intensities
of images B and C were seen [4], but the colors of
all the components remained constant. The expected
color variations were calculated in [5], and the cor-
relation between the intensity and color was studied.
Observations with the Hubble Space Telescope [6]
demonstrated that the colors observed in 1991 do
not fit the same linear relation as those observed in
1988 [2]. Finally, using our observations obtained at
the Maı̆danak Observatory in 1995 [7], we concluded
that component B had become bluer than A, whereas
1063-7729/02/4606-0435$22.00 c©
in 1987 [2] it was redder. We were not able to choose
between two possible origins for the color variations:
extinction andmicrolensing. Our data were confirmed
by observations with the Nordic Optical Telescope [8]
carried out a month later. The relation ∆m(A−B) ∼
λ−1 was found in the recent study of Nadeau et al. [9].

Color variations inQ2237+0305 can be seenmore
clearly if we collect data obtained in different filters
by several observers at roughly the same time. Fig-
ures 1a–1d present the intensities of components
B, C, and D relative to image A. Observations in
September 1987 [2] indicate (Fig. 1a) that the differ-
ence in the intensities of the components decreases
with increasing wavelength. This means that all the
images are redder than A. The same was true in 1997
(Fig. 1b). However, the behavior of image B in the
other two panels stands out. Figure 1c, taken from [9],
presents the dependence of the relative intensity on
the wavelength observed in the fall of 1991. The dif-
ference between the images increases with the wave-
length; i.e., image B is bluer than A. Figure 1d, which
corresponds to the second half of 1995, presents four
different sets of observations, made by Westphal in
July [10], Vakulik in September [7], Burud in Octo-
ber [8], and Blanton in November [11]. This figure dis-
plays the intensity and color variations as a function
of time; however, image B always remains bluer.

Note that, in studies of themicrolensing of quasars,
the techniques used to analyze the chromaticity of
the source are substantially different from those used
in studies of microlensing of stars in the Galaxy
and nearby galaxies. In the case of microlensing
in our Galaxy, as a rule, the law for the variations
in the amplification of a point source is considered
to be known. It is comparatively easy to calculate
the impact of a nonuniform brightness distribution
across the stellar disk (limb darkening) at different
2002 MAIK “Nauka/Interperiodica”
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Fig. 1. Relative intensities of the components of Q2237+0305 at different times. The pluses, asterisks, and diamonds denote
the differences mB − mA, mC − mA, and mD − mA, respectively.
wavelengths [12, 13], and such effects have already
been observed for giants [14]. In addition, in mi-
crolensing within a galaxy, together with extinction
and the finite source radii, several additional reasons
for color variations can arise (see, for example, [15,
16]). In extragalactic microlensing, the distribution
of the amplification coefficient remains unknown and
other analysis techniques must be developed.

Here, we study certain regular behavior in color
variations due to gravitational microlensing, which
can be used to track their correlations with intensity
variations and distinguish them from color variability
due to time-variable extinction.

2. AMPLIFICATION OF AN EXTENDED
SOURCE

Since the color of an image is determined by the
difference of the amplifications for sources of different
sizes, let us first consider the amplification of an ex-
tended source in a gravitational field.

The amplification of an extended source µext can
be represented as the product of the amplification of a
point source µ(r) and the brightness distribution I(r)
integrated over the radiating area, normalized to the
general unperturbed intensity (see, for example, [17]):

µext =
∫ ∫

I(r)µ(r)dr∫ ∫
I(r)dr

. (1)

If the amplification coefficient does not vary dramati-
cally over the surface of the source, it can be expanded
in a series with the origin at the center of the radiating
region:

µ(r) = µ(0) + x
∂µ

∂x
+ y

∂µ

∂y
(2)

+
1
2

(
x2 ∂

2µ

∂x2
+ 2xy

∂2µ

∂x∂y
+ y2∂

2µ

∂y2

)
.

Then, the intensity of the extended source can be
represented by the series∫ ∫

I(r)µ(r)dr = µ(0)
∫ ∫

I(r)dr (3)

+
∂µ

∂x

∫ ∫
xI(r)dr +

∂µ

∂y

∫ ∫
yI(r)dr

+
1
2

(
∂2µ

∂x2

∫ ∫
x2I(r)dr + 2

∂2µ

∂x∂y
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×
∫ ∫

xyI(r)dr +
∂2µ

∂y2

∫ ∫
y2I(r)dr

)
,

whose first term corresponds to the amplification of
the point source multiplied by the general unper-
turbed intensity, or the zero moment

M0 =
∫ ∫

I(r)dr. (4)

The second and third terms are specified by the gra-
dient of the amplification and the first moments of the
intensity distribution

M1 =
∫ ∫

xI(r)dr, M2 =
∫ ∫

yI(r)dr, (5)

and the subsequent terms are second derivatives of
the field of the amplification coefficient multiplied by
the second moments of the intensity distribution:

M11 =
∫ ∫

x2I(r)dr, M12 =
∫ ∫

xyI(r)dr, (6)

M22 =
∫ ∫

y2I(r)dr.

2.1. Sources with Azimuthal Symmetry

If the source displays azimuthal symmetry I(r) =
I(r), the first moments of the intensity distribution are
zero:

M1 =
∫ 2π

0
cosϕdϕ

∫ ∞

0
I(r)r2dr = 0, (7)

M2 = 0.

The second moments in x and y are equal to each
other, and the mixed moment vanishes:

M11 =
∫ 2π

0
cos2 ϕdϕ

∫ ∞

0
I(r)r3dr (8)

= π

∫ ∞

0
I(r)r3dr = M22, M12 = 0.

Thus, the resulting amplification of an extended
source can be written as the sum of the point source
amplification µp and the Laplacian of the amplifica-
tion field multiplied by some constant that depends
on the specific form of the distribution:

µext = µp +
1
4
∆µ

∫ ∞
0 I(r)r3dr∫ ∞
0 I(r)rdr

. (9)

Note that a similar formula was previously derived
in [18]. We will present explicit formulas for two spe-
cific distributions.

2.1.1. A homogeneous disk. The constant in-
tensity inside the radius R of the disk cancels out
in (9), so that it can be chosen equal to an arbitrary
constant value. For the sake of simplicity, we will take
ASTRONOMY REPORTS Vol. 46 No. 6 2002
the intensity to be unity. Then, the total unperturbed
intensity can be written

M0 = 2π
∫ ∞

0
I(r)rdr = πR2. (10)

The second moments of the distribution are

M11 = M22 = π

∫ ∞

0
I(r)r3dr = π

R4

4
, (11)

and the amplification coefficient is

µext = µp + ∆µ
R2

8
. (12)

2.1.2. A Gaussian disk. A Gaussian distribution
I(r) = exp(−r2/R2) also depends only on the radius
R. Its total unperturbed intensity, second moments,
and amplification coefficient are

M0 = 2π
∫ ∞

0
I(r)rdr (13)

= 2π
∫ ∞

0
e−r

2/R2
rdr = πR2,

M11 = M22 = π

∫ ∞

0
I(r)r3dr = π

R4

2
, (14)

µext = µp + ∆µ
R2

4
. (15)

Note that the amplifications for a homogeneous
disk (12) and a Gaussian source (15) differ only in
the factor in the denominator of the second term.

2.2. Sources with Elliptical Symmetry

If the source displays elliptical symmetry, I(r) =
I(x/a, y/b) (for example, it is inclined to the line of
sight at some angle i), formula (9) is slightly mod-
ified, but the dependence on the second derivatives
remains. As an example, we present formulas for an
elliptical Gaussian disk with unit intensity at the cen-
ter:

I(x, y) = e−(x2/a2+y2/b2). (16)

The moments of the distribution are

M0 = πab, M1 = M2 = 0, (17)

M11 =
π

2
a3b, M12 = 0, M22 =

π

2
ab3,

while the amplification factor takes the form

µext = µp +
1
4

(
∂2µ

∂x2
a2 +

∂2µ

∂y2
b2

)
(18)

= µp +
R2

4

(
∂2µ

∂x2
+ cos2 i

∂2µ

∂y2

)
.



438 SHALYAPIN

 

–0.5

0

0.5

1.0

Magnitude

–2 –1 0 1 2
Distance

 

V

 

 – 

 

R

R

V

Fig. 2. Piecewise-linear model for the variability.

3. RELATION BETWEEN INTENSITY
AND COLOR INDEX

Formulas (9) and (18) express the amplification of
an extended source in terms of its radius, the am-
plification at the center of the radiating region, and
the second derivatives of the amplification field. If we
assume that differences in the radiation of quasars at
different wavelengths are due only to differences in
the effective radii, we can relate color-index variations
or differences in the amplifications of two sources
with different sizes with the second derivatives of the
amplification field in the framework of our approxi-
mation. The second partial derivative along the vector
of motion of the source can be derived from the light
curve. The transverse second derivative is unknown;
however, its average over large time intervals should
be zero. It follows that for symmetrical sources and
smooth variations of the amplification coefficient, the
color index and second derivative of the light curve
should be correlated.

To better understand the implications of this con-
clusion, we will consider several model light curves.

3.1. A Piecewise-Linear Function

Let us suppose that the sourcemoves in the ampli-
fication field in a zig-zag fashion along its overall line
of motion. To simplify the analysis, we also assume
that the amplification does not vary in the transverse
direction. Then, within each of the linear sections,
the second derivative of the amplification coefficient
is zero and the color of the source remains constant.
Only when the source overlaps with a turning point
is the assumption that the variations of the ampli-
fication function are smooth violated, giving rise to
small variations in the color. The larger the radius
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Fig. 3. Sinusoidal model for the variability.

of the source, the greater the degree of overlap. Fig-
ure 2 presents numerical calculations for this type of
variability with a Gaussian source in accordance with
the general formula (1). The variability of the point
source was specified in the form µp = 1 + 0.5f(x),
where the function f(x) was chosen to be . . . , x+ 4,
−x− 2, x,−x+ 2, x− 4, . . . for the intervals x = . . . ,
[−5,−3], [−3,−1], [−1, 1], [1, 3], [3, 5], . . . , respec-
tively. The radii of the larger and smaller sources were
0.4 and 0.2.

3.2. A Sinusoidal Dependence

The second derivative of a sinusoid is proportional
to the amplitude. Therefore, the intensity and color
vary synchronously. Figure 3 presents numerical cal-
culations for two Gaussian sources with radii of 1.0
and 0.5. The amplification field varies only along the
direction of the source motion, in accordance with the
formula f(x) = 1 + 0.5 sin x. In this case, an exact
analytical formula for the amplification of an extended
source can be derived.

Substituting theGaussian distribution for a source
with radius R and its center at the point x0 in the
general formula (1), we obtain

µext =
1
πR2

∫ +∞

−∞
e−y

2/R2
dy (19)

×
∫ +∞

−∞
e−(x−x0)2/R2

sinxdx.

Integrating over y and introducing the normalized
coordinates ξ = x/R and ξ0 = x0/R yields

µext =
1√
π

∫ +∞

−∞
e−(ξ−ξ0)2 sin(Rξ)dξ (20)
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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or, taking into account the fact that the Laplacian of
the exponential function is odd,

µext = 2e−ξ
2
0

∫ ∞

0
e−ξ

2
sh(2ξ0ξ) sin(Rξ)dξ. (21)

This last integral is tabulated (see, for example, [19,
(4.133.1)]). Therefore, we finally obtain

µext = e−R
2/4 sinx0. (22)

Note that, with harmonic light-curve variations, it
is very difficult to differentiate between variability due
to microlensing and to variable extinction, since color
variations due to absorption are also proportional to
the intensity.

3.3. A Point Mass
Let us proceed to the more realistic situation of a

point-mass gravitational lens. The amplification of a
point source f over the entire plane is described by the
relation

µp =
r2 + 2
r
√
r2 + 4

. (23)

The Laplacian of this function can most conveniently
be calculated in polar coordinates:

∆µ =
1
r

∂

∂r

(
r
∂µ

∂r

)
(24)

= −8
r

∂

∂r

(
1

r(r2 + 4)3/2

)
=

32(r2 + 1)
r3(r2 + 4)5/2

.

The Laplacian turns out to be positive at any point
of the plane. This means that a larger source un-
dergoes higher amplification. Therefore, if the size of
the radiating region of the quasar increases with the
wavelength, the effect of a point-mass gravitational
lens is to redden the image. This is illustrated by
Fig. 4a, which shows the variations for Gaussian
sources passing near a lens, with the impact param-
eter equal to one Einstein radius. The radius of the
larger source is 0.5 of the Einstein radius, while that
of the smaller source is 0.25 of the Einstein radius.

Only when the source disk substantially overlaps
the point mass—i.e., at the point where there is a dis-
continuity in the derivatives, violating the conditions
of applicability for the approximation used—does the
amplification of the smaller source begin to exceed
that of the larger source so that the source becomes
bluer (Fig. 4b).

For a uniform disk, we can compare the approxi-
mate solution with the exact solution obtained in [20].
Substituting (24) into (12), we obtain an expansion
for the amplification in a series in the source radius:

µext =
r2 + 2
r
√
r2 + 4

+
4(r2 + 1)

r3(r2 + 4)5/2
R2 + . . . . (25)
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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Fig. 4. Intensity and color variations produced by a point-
like gravitational lens.

For comparison, we present the exact solution from [20]:

µext = 1+
1
π

[
E

(π
2
, k

) r+R
2R2

√
4+(r−R)2 (26)

− F
(π

2
, k

) r −R
R2

4 + (r2−R2)
2√

4 + (r −R)2

+ Π
(π

2
, n, k

) 2(r −R)2

R2 + (r +R)2
1 +R2√

4 + (r −R)2

]
,

where

n =
4rR

(r +R)2
, k =

√
4n

4 + (r −R)2
. (27)

The expansion of the exact solution in a series in the
disk radius coincides with our approximation.

3.4. A Rectilinear Caustic Fold

In the vicinity of a caustic, the basic assumption
of the smoothness of the function becomes violated,
and the approximation for the extended source is valid
only when the source does not overlap with the caus-
tic. However, the approximation used here remains
valid within a restricted region.

Near a rectilinear caustic fold, the amplification
coefficient for a point source depends only on its dis-
tance x to the caustic. This dependence has the very
simple form

µp = 1/
√
x. (28)

Differentiating (28) in x twice and substituting the
result into (15) yields an approximate formula for the
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amplification of a Gaussian source in the vicinity of
the caustic:

µext =
1√
x

+
3
16
R2

x5/2
+ . . . . (29)

In the approximation (29), extended sources are am-
plified more strongly and the color becomes redder.
This dependence of the amplification coefficient (28)
makes it possible to take the initial integral (1) in the
explicit form [21]

µext = 2−1/4R−1/2e−x
2/2R2

D−1/2

(
−21/2 x

R

)
. (30)

Expansion of the function of the parabolic cylinder
into a series in large values of the argument

D−1/2(z) = e−z
2/4z−1/2

(
1 +

3
8z2

+ . . .
)

(31)

transforms (30) into (29).
We can see from Fig. 5 that the series expansion

of the amplification coefficient is correct only when
the source is a substantial distance from the caustic,
x < −3.

4. ESTIMATION OF A QUASAR RADIUS
FROM OBSERVATIONS

The technique developed here is based on the
correlation between the color index and the second
time derivative of the light curve. Therefore, it re-
quires regular, long-term observations carried out in
several filters. The only multiwavelength, long-term
monitoring program of gravitational lenses carried
out to date is the series of NOT observations of
Q2237+0305 [22]. Unfortunately, the infrequency
of simultaneous observations in the two filters used
(∼20 points for 4 years), their irregularity, and the
photometric accuracy of the observations make it
impossible to calculate the dynamics of variations of
the second derivative.

It has become realistic to obtain regular observa-
tions of Q2237+0305 in the last few years with the
monitoring program started by the OGLE group [23,
24]. However, these observations are carried out only
in the V filter.

Simultaneously with the OGLE observations, we
carried out independent observations of Q2237+0305
(primarily, in the R filter) at the Maı̆danak Observa-
tory in the second half of 1997 [25]. A joint analysis
of these two sets of observations provides the funda-
mental possibility of analyzing the color variations of
the components.

During the second half of 1997, component A
underwent the largest variations; therefore, we will
restrict our consideration to its variability. Figure 6
presents the OGLE and Maı̆danak observations. Let
us consider the evolution of the light curves during
the time of the observations. Over about 200 days,
the color of image A,∆m(V −R), changed from zero
at the beginning of the period to ∼0.1m at the end;
i.e., the image became redder. The second derivative
estimated from the V data is clearly positive. Precisely
such a dependence is expected from our theoretical
approximation.

To obtain quantitative estimates, we will introduce
a few simplifying assumptions. Let us suppose that
the size of the quasar in V is substantially smaller
than in R so that the V light curve can be considered
a realization of amplification of a point source. We can
then write one of the formulas for the amplification of
an extended source, for example (15), for two times,
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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for example, at the beginning and end of the observa-
tions:

µR1 = µV 1 + ∆µV 1
R2

4
, (32)

µR2 = µV 2 + ∆µV 2
R2

4
.

We now divide the second equation by the first, taking
into account the fact that the relative variations of the
amplification during the time of the observations are
substantially smaller than unity:

µR2

µR1
=
µV 2 + ∆µV 2

R2

4

µV 1 + ∆µV 1
R2

4

(33)

≈ µV 2

µV 1

(
1 +

(
∆µV 2

µV 2
− ∆µV 1

µV 1

)
R2

4

)
.

We will estimate the Laplacians from the second
derivative along the direction of motion of the sources
and assume that the second derivative was zero at the
beginning of the observations. We can then estimate
the radius of the quasar in the R filter based only on
the observed values:

R ≈ 2
[
µV 2

∆µV 2

(
µR2

µR1
− µV 2

µV 1

)]1/2

. (34)

The quantity in the inner parentheses can be esti-
mated if we take into account the smallness of the vari-
ations of the amplification during the observation
ASTRONOMY REPORTS Vol. 46 No. 6 2002
period:
µR2

µR1
− µV 2

µV 1
≈ (1 − dmR21) (35)

− (1 − dmV 21) ∼ 0.1m.

The amplification for component A µV 1 derived from
the models for this gravitational lens is about five,
and the second derivative can be estimated from the
difference of the slopes of the light curve at the end
and beginning of the observations:

∆µV 2 =
dµ2

dt − dµ1

dt

dt
∼ 10−4 day−2. (36)

Substituting these values into (34), we obtain

R = 2
[

5
10−4 day−2 × 0.1

]1/2

≈ 140 day. (37)

To make the translation from time measurements to
linear units, we use the limit for the source velocity
derived in [26]: v ≤ 500 km/s. Then, 140 days corre-
sponds to an upper limit for the radius of the quasar
R ≤ 3 × 1015 cm.

These calculations for the radius can be considered
only very approximate order-of-magnitude estimates.
Note, however, that this radius is in rather good
agreement with other estimates for the source radius
in this system calculated using completely different
methods [27].
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5. CONCLUSION

We have developed a method making it possible
to relate color variations in images of gravitationally-
lensed quasars and the second derivative of the light
curve. Our approach is based on two main assump-
tions:

(1) the brightness distribution in the quasars is
symmetrical;

(2) variations of the amplification coefficient are
smooth on scales of the order of the source radius.

The assumed symmetry of the brightness distribu-
tion could be violated, for example, by rapid rotation
of the accretion disk and the resulting Doppler shifts,
which would lead to nonzero first moments of the
brightness distribution in the source. In this situation,
linear gradients in the expansion of the amplification
field (2) must be taken into account. These linear
gradients could be manifest observationally as a cor-
relation between variations of the color index and
the first derivative of the light curve, i.e., the rate of
variations in the intensity.

The second condition is violated in the vicinity of
caustics. In such regions, our approach is of limited
value, and other methods must be used.

In conclusion, we stress that multiwavelength
monitoring of gravitational lenses is highly desirable.
If the above approximations are valid, more accurate
determinations of the correlation between color-index
variations and the second derivative of the light curve
will enable estimation of the sizes of the lensed
quasars at different wavelengths.
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24. P. R. Woźniak, A. Udalski, M. Szymański, et al.,
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Abstract—Models of open clusters in a state of equilibrium in the space of the three parameters of
the stellar motion and simultaneously far from virial equilibrium are analyzed. A formula for the phase-
space stellar number density in such cluster models is derived, as well as formulas for the integrated and
differential energy distributions of the phase-space volume occupied by cluster stars per unit stellar mass.
These three quantities are computed for several times exceeding the time for violent relaxation of the cluster
model. The phase-space density function obtained is used to compute the distribution of the absolute values
of stellar velocities for the cluster model considered. c© 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The dynamic evolution of open-cluster models
that are not stationary in the field of regular forces
[1] by the end of the first relaxation time τvr are char-
acterized by an equilibrium distribution of stars in the
space of the three parameters of the stellar motion: ε,
l, and εζ (the energy, angular momentum, and energy
of the stellar motion perpendicular to the Galactic
plane, with all three quantities measured per unit
stellar mass). The open-cluster models of [1] (here-
after, Paper 1) do not attain virial equilibrium with in-
creasing time t, and the virial coefficient continues to
oscillate with almost constant amplitude and period
at times t > τvr. Although the open-cluster models
of Paper 1 are quite far from virial equilibrium (and,
consequently, from statistical and thermodynamical
equilibrium [2]), the stellar distributions f(ε, εζ , l),
χ(ε), ω(εζ), and ψ(l) in the parameters ε, εζ , and l
are maintained at t > τvr over time intervals ∆t of the
order of the period Pr of the oscillations of the regular
field. The mean values 〈ε〉, 〈εζ〉, and 〈l〉 averaged
over several stars and the dispersions σε, σε,ζ , and
σl of the deviations of ε, εζ , and l from 〈ε〉, 〈εζ〉,
and 〈l〉 in the intervals of ε, εζ , and l corresponding
to these stars are also conserved in these model.
(This is true for stars with clustercentric distances
r < R−

t , where R−
t is the tidal radius for stars with

retrograde orbits in the cluster [1].) The dispersions
σε, σε,ζ , and σl can serve to characterize the intervals
∆ε, ∆εζ , and ∆l used in Paper 1 when constructing
the distributions χ(ε), ω(εζ), and ψ(l). In Paper 1,
we also estimated the local time for relaxation of the
cluster models to phase-space equilibrium tr. Such
a relaxation transition in the open-cluster models of
1063-7729/02/4606-0443$22.00 c©
Paper 1 results in a core–halo structure and a sort of
oscillatory process in which the distribution of stars
in coordinate–velocity space and the regular-force
potential of the cluster vary periodically (or almost
periodically) with time. According to Paper 1, at
t > τvr , the number of stars ∆N(ε) in the interval
∆ε remains almost constant during time intervals Pr ,
because the distribution χ(ε) and the quantity σε are
preserved over time intervals ∆t = Pr. We can write
for small ∆ε

dN = χ(ε)dε � const. (1)

Let Γ(ε) be the phase-space volume occupied by
cluster stars with energies ε′ ≤ ε, and γ(ε) be the
phase-space volume occupied by stars with energies
ε′ ∈ [ε, ε + dε], divided by the energy interval dε:

Γ(ε) =

ε∫
−∞

γ(ε′)dε′, γ(ε) =
dΓ(ε)
dε

. (2)

The functions Γ(ε) and γ(ε) are the integrated and
differential distributions of the energy ε of the phase-
space volume occupied by stars from the correspond-
ing ε intervals (see above). We have γ(ε) �= 0 for
cluster stars with energies ε (for sufficiently large ∆ε
intervals), implying that γ(ε) > 0 and dΓ(ε)

dε > 0. In
this case, Γ(ε) is a monotonically increasing function
of ε for all ε ∈ [ε1, εn], where ε1, εn are the minimum
and maximum energy ε of the cluster stars, respec-
tively.

In statistical physics, functions of the form (2)
are commonly used to make the transition from a
distribution of particle energies to the corresponding
phase-space distribution for the same particles (see,
2002 MAIK “Nauka/Interperiodica”
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e.g., [3, p. 46]). Since χ(ε) � const and σε � const in
time intervals Pr, (1) and (2) yield the formula

dN(Γ(ε)) =
χ(ε)
γ(ε)

dΓ(ε) � const, (3)

dΓ(ε)
γ(ε)

� const.

It thus follows that, as a result of the relaxation
transition, a balance of transitions between some of
the phase-space cells is established in the cluster
models of Paper 1 over a time τvr . In this case, the
number of particles entering a phase-space cell oc-
cupied by particles with energy ε is approximately
equal to the number of stars leaving this cell (since
dN(Γ(ε)) � const). Let dΓ(ε) = d3rd3v, where d3r
and d3v are volume elements in coordinate (r) and
velocity (v) space, respectively (here and below, r
and v denote the radius vector and velocity vector
of a cluster star). According to the second of condi-
tions (3), the oscillatory process that is established in
the models of Paper 1 at t > τvr obeys the condition
d3r � const × γ(ε)/d3v. In the cluster models con-
sidered here, we can assume that, to first approxima-
tion, the function γ(ε) varies little over one oscillation
periodPr of the regular field (see Fig. 2 below). There-
fore, the oscillations in coordinate (r) and velocity
(v) space are in antiphase, and their amplitude ratio
depends on γ(ε).

Our previous statistical description of open-cluster
models in Paper 1 is not complete, because the nu-
merical simulations described failed to yield an equi-
librium phase-space density function corresponding
to a state of equilibrium in the space of the coordinates
ε, εζ , and l attained in the model. According to the
results of Paper 1, ε = ε(r,v). We now substitute
ε(r,v) into the first relation of (3) to obtain the
equilibrium phase-space density:

F0(r,v)d3rd3v (4)

=
χ(ε(r,v))
γ(ε(r,v))

dΓ(ε(r,v)) � const.

To analyze the specifics of the oscillatory pro-
cess that develops in the open-cluster models of Pa-
per 1 and derive the equilibrium phase-space density
F0(r,v), we must find the differential distribution γ(ε)
of the phase-space volume in ε.

According to (4), a system with such a phase-
space density goes through an entire series of recur-
rent states in the course of its evolution, which is
typical of autowave processes [4]. In reality, the peri-
odically recurring states (with periodPr) in the cluster
models of Paper 1 vary slightly over time intervals
exceeding Pr , since these models slowly evolve when
averaged over the period Pr (e.g., due to dissipation
of stars and energy from the cluster). The process
established during a time τvr in the models of Paper 1
must be close to an autowave process. According to
Vasil’ev et al. [4], the development of an autowave
process is a characteristic feature of self-organizing
systems that are far from thermodynamical equilib-
rium. In the models of Paper 1, the cluster stars
occupy the entire volume below the cluster’s tidal
surface, which is determined by the gravitational field
of the Galaxy. Therefore, the cluster-averaged mass
density in these models (and in open clusters) is close
to ρ = 3M/(4π(R−

t )3), where M is the cluster mass.
The Jeans wavelength λJ of a uniform gravitating
stellar system with density ρ and an rms velocity
for the peculiar stellar motions of 〈v〉 is λJ � 4R−

t
if ρ and 〈v〉 are derived from the data of Paper 1.
Here, λJ = 〈v〉

√
π/(Gρ) (see, e.g., formula (15.42)

in [5, p. 125]), and G is the gravitational constant.
The wavelength λJ is of the order of the cluster size
(diameter) L � 2R−

t . According to Weinberg [6], in
this situation, small random density fluctuations can
easily trigger the stochastic excitation of large-scale
oscillations in the system. Weinberg [6] found that
these large-scale density fluctuations produce accel-
erations that are independent of the mass of the star,
as is the case with violent relaxation [7] and the cluster
models of Paper 1 with the phase-space density (4).
One of the most remarkable features of open-clusters
models with the phase-space density (4) is the syn-
chronization of density oscillations on various scales
developing within them.

In view of possible astrophysical applications, it
is of interest to analyze the specific nature of the
oscillation process that develops in the cluster models
of Paper 1 and to determine their equilibrium phase-
space density. Integrating this phase-space density
over velocity space v will enable us to determine
the distribution of stars in the coordinate space r.
Theoretically, a comparison of this distribution with
those observed in real open clusters can be used to
derive the parameters of the equilibrium distribution
f(ε, εζ , l) for the cluster stars (see (5) in Paper 1).
Using these parameters and integrating F0(r,v) over
the spatial coordinates r, we can derive the distribu-
tion of stellar velocities in an observed cluster. The
results of this analysis may have other applications,
depending on the accuracy of the parameters of the
distribution f(ε, εζ , l).

The aim of the current work is to determine the
functions γ(ε) and F0(r,v) for the open-cluster mod-
els of Paper 1.

2. PRINCIPAL FORMULAS AND EQUATIONS
To compute the functions γ(ε) and F0(r,v), we

used the results of our earlier numerical integration
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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of 500 equal-mass stars moving in the combined field
of the cluster and the Galaxy (see Paper 1; in that
paper, we analyzed models for a cluster moving in the
Galactic plane in a circular orbit with Galactocentric
radius R0 = 8200 pc).

It is more convenient to compute the function γ(ε)
by performing all necessary phase-space integrations
in the spherical coordinate system (r, θ, ϕ) (in coor-
dinate space r), taking into account the dependence
of ε on the absolute value of the star’s velocity v (in
velocity space v; see Paper 1):

ε =
v2

2
− U(r) (5)

+
r2

2
(α1 sin2 θ cos2 ϕ+ α3 cos2 θ) = H(r,v).

Here, the coordinates (r, θ, ϕ) are related to the
Cartesian coordinates (ξ, η, ζ) used in Paper 1 in the
usual way, r is the distance from the cluster center
of mass (the absolute value of the vector r), ϕ the
angle in the (ξ, η) plane between the positive ξ axis
and the projection of the radius vector r onto the
(ξ, η) plane, θ the angle between the positive ζ axis
and the radius vector r (θ ∈ [0, π] and ϕ ∈ [−π,+π]),
U(r) the gravitational potential of the cluster, and
α1 = const and α3 = const, as defined in Paper 1 for
the model of the potential of the regular forces of the
Galaxy [8] (α1 < 0 and α3 > 0).

The phase-space volume Γ(ε) occupied by cluster
stars with energies ε′ ≤ ε can be determined as fol-
lows:

Γ(ε) =
∫
dϕ

∫
r2dr (6)

×
∫

ε1≤H(r, v)≤ε

sin θdθ
∫

4πv2dv,

where ε1 is defined in the explanation of (2) and the
integration in (6) is to be performed over the phase-
space domain satisfying the constraints on the func-
tion H(r,v) indicated in (6). Anselm [3, p. 47] uses
the same method to compute the phase-space volume
Γ(ε). The quantity ∆Γ(ε) can be determined either
as ∆Γ(ε) = Γ(ε+ ∆ε) − Γ(ε) or as the integral (6)
with the integration domain satisfying the conditions
ε ≤ H(r,v) ≤ ε+ ∆ε. Due to the incompleteness of
the phase-space mixing that occurs by time t, the
cluster stars will not yet occupy all phase-space do-
mains satisfying the conditions ε ≤ H(r, v) ≤ ε+
∆ε. Therefore, the integration in (6) should be per-
formed over the phase-space domain bounded by a
surface constructed using the phase-space coordi-
nates of stars satisfying the above conditions on the
ASTRONOMY REPORTS Vol. 46 No. 6 2002
function H(r,v). Following (6), we write

Γ(ε) =

ϕ2(ε)∫
ϕ1(ε)

dϕ

r2(ε,ϕ)∫
r1(ε,ϕ)

r2dr (7)

×
θ2(ε,ϕ,r)∫
θ1(ε,ϕ,r)

sin θ
4π
3

(v3 − v1
3)dθ,

where v is determined from (5) [(7) is written with the
integration over v in (6) already performed]; ϕ1,2(ε),
r1,2(ε, ϕ), and θ1,2(ε, ϕ, r) are the minimum and max-
imum values of ϕ, r, and θ, respectively, for stars with
energies ε′ ≤ ε and the specified values of the quanti-
ties in parentheses for r1,2, θ1,2; and v1 = v1(ε, ϕ, r, θ)
is the minimum value of v for stars with energies
ε′ ≤ ε and the specified ϕ, r, θ.

The parameter ∆ε in (6) is small compared to
εn − ε1. In this case, we have, in accordance with (2),
∆Γ(ε) � γ(ε)∆ε. This relation and (7) enable us to
approximately determine the function γ(ε).

The distribution of stars g(v) in the absolute value
of the velocity v for the open-cluster models of Paper 1
can be written

g(v)dv = 4πv2I(v)dv, (8)

I(v) =

φ2(v)∫
φ1(v)

dϕ

λ2(v,ϕ)∫
λ1(v,ϕ)

r2dr

×
ϑ2(v,ϕ,r)∫
ϑ1(v,ϕ,r)

sin θχ(ε(r, ϕ, θ, v))dθ
γ(ε(r, ϕ, θ, v))

,

where φ1,2(v), λ1,2(v, ϕ), and ϑ1,2(v, ϕ, r) are the
minimum and maximum values of ϕ, r, and θ, re-
spectively, for stars with the specified values of the
quantities in parentheses at φ1,2, λ1,2, and ϑ1,2.

The integration in (8) is performed for stars with
the specified v and energies ε ∈ [ε1, εn], where ε1 and
εn are defined in the explanation of formulas (2). The
order of integration in (7) and (8) is determined by
the shape of the domain in (r, ϕ) space occupied by
the stars of the cluster model by the time t (Fig. 1).
On the (r, ϕ) plane in Fig. 1, the stars concentrated
nearϕ � −0.7 rad andϕ � 2.5 rad have large r values
and escape from the cluster, producing two spiral-like
arms in the Galactic plane located along the stellar
orbits shown, e.g., in Fig. 1 of [9].

The radial distributions of the number of stars
N(r) and stellar density n(r) in the open cluster
models of Paper 1 can be written

N(r)dr = 4πr2n(r)dr, (9)
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Fig. 1. Positions of stars in cluster model 2 of Paper 1 shown in the (ϕ, r) plane at time t = 1.4τvr . ϕ and r are in radians and
parsecs, respectively.
n(r) =

ν2(r)∫
ν1(r)

v2dv

φ2(r,v)∫
φ1(r,v)

dϕ

×
ϑ2(r,v,ϕ)∫
ϑ1(r,v,ϕ)

sin θχ(ε(r, ϕ, θ, v))dθ
γ(ε(r, ϕ, θ, v))

,

where ν1,2(r), φ1,2(r, v), and ϑ1,2(r, v, ϕ) are the min-
imum and maximum values of v, ϕ, and θ, respec-
tively, for stars with the specified values of the quanti-
ties in parentheses at ν1,2, φ1,2, ϑ1,2, and ϑi(v, ϕ, r) =
ϑi(r, v, ϕ), i = 1, 2.

The integration over ϕ and θ in (9) takes into
account deviations from spherical symmetry in the
stellar density distribution n(r) (in r space), which
increase with r at the periphery of the cluster [because
the phase-space density distribution χ(ε)/γ(ε) in the
open-cluster model considered depends on ε and the
dependence of ε on the spatial coordinates has the
form (5)].

3. DETERMINATION
OF THE INTEGRATION-DOMAIN

BOUNDARIES

We determined the boundaries of the (ϕ, r, θ)
domain occupied by stars with energies ε′ ≤ ε by the
time t separately for each ε from the given series εi
specified on the interval [ε1, εn]. After finding ϕ1,2(εi)
for stars with energies ε′ ≤ εi, we define a grid of
ϕj in the interval [ϕ1(εi), ϕ2(εi)]. The quantities
r1,2(εi, ϕj) are determined from the ns stars nearest
to the given grid point ϕj in the parameter space ϕ
(ns ≥ 2). We assumed that the dependences r1,2 =
r1,2(εi, ϕ) are linear within the intervals between
two neighboring grid points ϕ. The dashed and solid
curves in Fig. 1 show the upper and lower boundaries
of the domain of integration over r in (7) for ε′ ≤
(39ε2 + ε1)/40 derived using the above technique.
As the interval ∆ϕ narrows (and the number of grid
points in ϕ increases), the number of stars outside
this integration domain in the (ϕ, r) plane decreases.
Unfortunately, increasing the number of grid points
in ϕ, r, and θ drastically increases the computer
speed and disk space required for the computation.
We therefore did not use very small intervals between
adjacent points of the grids considered [we used grids
with 26 equidistant points in each coordinate axis—
ϕ, r, and θ—covering the domain accessible for stars
satisfying the conditions in (7) and (8)]. Further
increasing the number of grid points was difficult for
technical reasons. Note that Γ(ε) depends strongly on
the accuracy of the upper boundary of the integration
domain in r at the largest r (Fig. 1), since, according
to (7), Γ(ε) ∼ (r3

2 − r3
1). The error introduced in Γ(ε)

due to the use of finite intervals ∆ϕ can be reduced by
excluding the stars with the largest r.

We determined the boundaries of the integration
domain in (7) and (8) at the points of the ϕ, r, and θ
grids considered using the phase-space coordinates
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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of the cluster stars at time t, which we adopted from
Paper 1.

We determined the boundaries for the integration
over r in (1) for each ϕ ∈ [ϕ1(εi), ϕ2(εi)] by linearly
interpolating the tabulated relations r1,2 = r1,2(εi, ϕ)
in ϕ. The boundaries for integration over θ in (7) for a
point in (ϕ, r) space are determined using the formula
for a two-dimensional linear interpolation obtained by
applying a one-dimensional linear interpolation twice
(i.e., by substituting the formula for the linear inter-
polation in ϕ into the interpolation formula in r). We
derived the interpolation polynomial using the tech-
nique described by Korn and Korn [10, p. 596]. If one
argument of the interpolated function of two variables
is equal to its grid-point value, the resulting formula
for the two-dimensional interpolation reduces to the
usual formula for a linear one-dimensional interpola-
tion in the other argument. In (7), v1(εi, ϕ, r, θ) for a
point in (ϕ, r, θ) space is determined using the three-
dimensional interpolation formula obtained by apply-
ing the formula for a linear one-dimensional interpo-
lation three times, in accordance with the technique
described by Korn and Korn [10, p. 596]. If we have
v1(ε, ϕ, r, θ) > v during the computations, where v
is determined using (5), we set v1(ε, ϕ, r, θ) equal to
precisely this v value in order to take into account the
condition v1(ε, ϕ, r, θ) ≤ v when using (7).

We computed values of F (ε) = χ(ε)/γ(ε) by lin-
early interpolating tabulated values of F (ε) obtained
for a number of ε. According to (4), F (ε(r,v)) =
F0(r,v).

We used the ratio n(ε)
∆ε as the function χ(ε), where

n(ε) is the number of stars in the interval ε ∈ [ε, ε +
∆ε]. We obtained the stellar distribution n(ε) in Pa-
per 1 using the ε interval ∆ε.

To compute the function g(v) from (8), we used the
same technique to determine the integration domain
as for (7) (substituting the condition ε′ ≤ εi with the
condition v′ ∈ [vi, vi + ∆v]). In this case, the con-
struction of surfaces bounding the integration domain
in (8) ends with finding ϑ1,2(v, ϕ, r). These compu-
tations involve one- and two-dimensional interpola-
tions exclusively, since, in constrast to the case of the
integral (7), the integrand in (8) is determined be-
forehand and computed via a linear one-dimensional
interpolation.

The errors introduced in the computed functions
Γ(ε) and g(v) due to the inaccurate specification
of the integration-domain boundaries in (7) and (8)
should not be too large if the grid cells used in (ϕ, r, θ)
space are not too small, since the stellar distribution
g(v) obtained using the F (ε) function derived in the
current paper is in approximate agreement with the
ASTRONOMY REPORTS Vol. 46 No. 6 2002
stellar velocity distribution obtained directly from the
stellar velocities in the cluster model considered.

4. COMPUTATION RESULTS
AND DISCUSSION

We used (5)–(7) to compute the functions γ(ε),
Γ(ε), and F (ε) for several times t/τvr = 1.2, 1.4, and
1.6 in the open-cluster models of Paper 1 (as in that
paper, we have adopted τvr = 2.6tcr, where tcr is the
mean crossing time for the cluster). Figures 2 and
3 show the results of our computations for cluster
model 2 in Paper 1 (plots of γ(ε), F (ε) for cluster
model 1 in Paper 1 are similar to those shown, and
we do not present them here).

According to Paper 1, the estimated times tr for
the relaxation of cluster models 1 and 2 to an equi-
librium state with the phase-space density (4) are
tr � 0.5τvr at the cluster center and tr � 1.1τvr and
tr � 1.5τvr at the cluster periphery for models 1 and 2,
respectively. By the time the models reach equilibrium
in ε, εζ , l space, γ(ε) acquires the form of a mainly
increasing function of ε. Since γ(ε) > 0 (Fig. 2), the
phase-space volumes Γ(ε) occupied by stars with
energies ε′ ≤ ε increase monotonically with ε, and
the phase-space volumes ∆Γ(ε) occupied by stars
with energies ε′ ∈ [ε, ε+ ∆ε] mainly increase with ε.
Thus, we have obtained a fully expected result. Stars
with large energies ε can attain large clustercentric
distances r and, according to our computations, can
have high mean velocities v and large dispersions
for the deviations of v from v. Therefore, these stars
mainly occupy large phase-space volumes ∆Γ(ε) in
the open-cluster models. In the course of cluster
evolution, some fraction of the stars with the highest
energies escape from the cluster, increasing the cor-
responding phase-space volumes.

The function F (ε) characterizing the equilibrium
phase-space density of cluster stars within the inter-
val ∆Γ(ε) mostly decreases with increasing ε (Fig. 3).
The presence of isolated ε intervals in Fig. 3, where
the monotonically decreasing behavior of F (ε) is
disrupted, is due to two factors. The first is specific
features of the distribution of stellar energies χ(ε)
(see the jumplike variations of the function n(ε) as
ε increases at some times t in Fig. 4a of Paper 1).
The second factor is the disruption of the mono-
tonic growth of γ(ε) in some ε intervals due to the
strong irregularity (stochastic shape, the presence of
peaks, etc.) of the integration domains in (7). The
integration-domain boundary’s shape is due, among
other things, to the fact that individual stars located
far from the bulk of the cluster stars in (r, ϕ, θ)
space are included in the integration [the shape
of integration-domain boundaries in (7) is made
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γ and ε are in pc4/Myr and (pc/Myr)2, respectively.
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Fig. 3. Relations F = F (ε) for times t/τvr = 1.2 (solid curve); t/τvr = 1.4 (dotted curve), and t/τvr = 1.6 (dot–dashed
curve). F and ε are in Myr3/pc6 and (pc/Myr)2, respectively.
especially complicated and distorted by individual
stars that have traveled far from the cluster in r, e.g.,
as a result of an individual close stellar encounter
or due to initial conditions favoring the dissipation
of certain stars from the cluster]. The shapes of the
integration-domain boundaries in (8) and (9) behave
in a similar way. The small number of stars satisfying
the boundary conditions in (ϕ, r, θ) and (v, ϕ, θ)
space and the random nature of the arrangement
of stars in the domains considered also contribute
to the strong irregularity of the integration-domain
boundaries in (7)–(9).
To a first approximation, the logarithm of F (ε) at
the cluster core (at ε < −0.3) and in the halo can
be fitted by two linear relations lnF (ε) � ai + biε
(i = 1, 2), derived by obtaining a least-squares fit
to the data from the three curves shown in Fig. 3.
The coefficients of the above relations for lnF (ε)
for the time period from 1.2τvr to 1.6τvr are a1 =
−6.37 ± 0.32, b1 = −24.02 ± 0.72 and a2 = −3.23 ±
0.03, b2 = −10.98± 0.23 in the core (i = 1) and halo,
respectively. The straight lines corresponding to these
coefficients intersect at the point ε∗ = −0.24, which
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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characterizes the position of the core–halo boundary
in ε space. The ratio of the slopes of these linear
relations is b1/b2 � 2.19, implying that, during the
time from 1.2τvr to 1.6τvr , the rate of decrease of
lnF (ε) with increasing ε is a factor of 2.19 higher
in the cluster core than in the halo. The formation of
such an F (ε) phase-space density distribution is the
result of violent relaxation in our cluster model.

The average deviations of lnF (ε) from the above
linear relations correspond to fractional variations

of |∆F (ε)|
F (ε) � 0.48 and |∆F (ε)|

F (ε) � 0.85 in the halo and

core, respectively, which exceed the fractional errors
for computing F (ε) by factors of 8 and 14 in the
halo and core, respectively (the fractional errors for
computing the integrals (7) and (8) do not exceed
0.03). Figure 3 indicates that lnF (ε) deviates most
from the linear relations in the core of the cluster
model. Near the values ε � −0.32 and −0.33, these
deviations correspond to |∆F (ε)|

F (ε) ∼ 1. A third linear

relation lnF (ε) = a3 + b3ε, where b3/b1 � 1.25–
1.30, is probably required to describe lnF (ε) in the
interval ε ∈ [−0.36,−0.28]. The deviations of lnF (ε)
from the linear relations lnF (ε) = a1,2 + b1,2ε may
well be the result of violent relaxation in the cluster
model.

The strong irregularity of the shapes of the inte-
gration domains in (7) and (8) complicates the com-
putation of g(v) using (8). Applying the technique
used to construct the integration domains for (7) and
(8) twice enables us to reconstruct the form of g(v)
using the data on F (ε) only approximately (Fig. 4).
The dotted curve in Fig. 4 shows the function g(v)
derived from the stellar velocities for cluster model 2.
The solid curve shows the distribution g1(v) of the
absolute values v of the stellar velocities in this cluster
model constructed by applying (8) to the data forF (ε)
using the above technique to construct the bound-
aries of the integration domain. The irregular shape
of the integration-domain boundaries in (7) and (8)
leads to the irregular shape of the g1(v) distribution
and the presence of several peaks in this distribution.
The smaller number of stars with absolute velocities
v exceeding their mean value 〈v〉 in the g1(v) distri-
bution compared to g(v) is due mostly to two factors.
The first is our neglect of stars with clustercentric dis-
tances r > r(ε) + (2.0–2.5)σr(ε) when constructing
the integration-domain boundaries in (7) and (8), and
the second is the finite cell sizes used to determine
the surfaces bounding the integration domains (here,
r(ε) and σ2

r(ε) are the mean clustercentric distance

and dispersion of the deviations of r from r(ε) for stars
with energies ε′ ∈ [ε, ε + ∆ε], respectively).
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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Fig. 4. Relations g = g(v) and g1 = g1(v) for time t =
1.4τvr in cluster model 2 of Paper 1. g and v are in
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and pc/Myr, respectively.

5. CONCLUSIONS

(1) As a result of the relaxation transition toward
the equilibrium state considered in the current paper,
the cluster models of Paper 1 establish a balance
of transitions of stars between phase-space domains
occupied by stars with energies ε from various inter-
vals [ε, ε+ ∆ε] on the ε axis over a time tr. The num-
ber of stars entering the phase-space domain occu-
pied by stars with energies close to ε is approximately
equal to the number of stars leaving this domain.

(2) We have derived formulas for the differential
(γ(ε)) and integrated (Γ(ε)) distributions of the en-
ergy ε of the phase-space volume occupied in the
cluster by stars with energies ε′ ∈ [ε, ε+ ∆ε] and ε′ ≤
ε, respectively. The Γ(ε) distribution in the cluster
models of Paper 1 over a time tr is a monotonically
increasing function of ε. The quantity γ(ε), which
corresponds to the distribution Γ(ε), mainly increases
with ε.

(3) We have derived a formula for the phase-space
stellar number density in open-cluster models that
have attained the equilibrium state considered here.
We have constructed the corresponding phase-space
density distribution F (ε) in phase-space volume in-
tervals ∆Γ(ε), which is primarily a monotonically
decreasing function of ε and can be fitted by a function
of the form

F (ε) =

{
exp(a1 + b1ε) at ε ≤ ε∗

exp(a2 + b2ε) at ε > ε∗,

where ai = const, bi = const (i = 1, 2), and ε∗ deter-
mines the position of the core–halo boundary in ε
space. Theoretically, the distribution F (ε) combined
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with (5) provides a full statistical description of a
model cluster that has attained the equilibrium state
in (ε, εζ , l) space but is far from virial equilibrium and
a steady state in the regular field.

(4) We have developed a technique for construct-
ing the boundaries of the integration domains in (7)
and (8) using the phase-space coordinates of stars in
numerical models of open stellar clusters.

(5) The equilibrium phase-space density distribu-
tion F (ε) obtained using the technique for construc-
tion of the integration-domain boundaries makes it
possible to derive the distribution g(v) of the stellar
velocities v, which is in approximate agreement with
the g(v) distribution obtained from the stellar veloci-
ties for the model cluster.
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Abstract—We present the results of a comparative statistical analysis of the integrated radio luminosities
of millisecond and normal pulsars and their dependences on other parameters of the pulsars. The analysis
is based on our own measurements of the flux densities, spectra, and integrated radio luminosities of the
millisecond pulsars, as well as data from the literature used to determine the integrated radio luminosities for
545 pulsars, 50 of them millisecond pulsars. Despite large differences in their periods P , period derivatives
Ṗ , magnetic fields B, and ages τ , the integrated radio luminosities of the millisecond and normal pulsars
and their dependences on other parameters are approximately the same. The integrated radio luminosity
depends on the parameterB/P 2, which is proportional to the potential difference in the polar-cap gap; this
may indicate that the radio energy of pulsars is determined by the energy of primary particles accelerated in
the polar-cap gap. Secular decreases in the radio luminosities of both normal and millisecond pulsars were
also detected. c© 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The aim of the present study is to establish the
parameters of pulsars determining the energetics of
their radio emission. To this end, we have undertaken
a comparative analysis of the integrated radio lumi-
nosities of millisecond and normal pulsars1.

The total radio energy of pulsars is determined by
the integrated radio luminosity over the entire fre-
quency range considered and the solid angle for the
pulsar radio beam

Lint = Ωd2

ν2∫
ν1

S(ν)dν,

where Ω is the solid angle of the beam, d the dis-
tance to the pulsar, (ν1, ν2) the frequency range under
consideration, and S(ν) the flux density of the radio
emission.

Millisecond and normal pulsars differ strongly in
most parameters (their periods, period derivatives,
magnetic fields, ages, and evolutionary histories). A
comparative analysis of the integrated luminosities
of millisecond and normal pulsars can be used to
study dependences of the integrated luminosities over
a broad range of variations of these parameters and

1We consider millisecond pulsars to be those with short peri-
ods P < 100 ms and small period derivatives Ṗ < 10−17 s/s,
which corresponds to the region in the P − Ṗ diagram with
weak magnetic fields B < 1010 G.
1063-7729/02/4606-0451$22.00 c©
to better distinguish the main factors determining the
radio luminosity.

Most studies of pulsars and pulsar catalogs use
monochromatic radio luminosities

Łν = Sν × d2,

where Sν is the radio flux density at frequency ν (in
mJy) and d is the distance to the pulsar (in kpc).
The quantity Lν characterizes the radio flux density
at frequency ν reduced to the standard distance of
d = 1 kpc.

The most complete data on the monochromatic
radio luminosities of pulsars are those of Taylor
et al. [1], who present data for 640 pulsars at
400 MHz. In their comparison of the monochro-
matic radio luminosities of millisecond and normal
pulsars at 1.4 GHz, Kramer et al. [2] noted that
the monochromatic luminosities of the millisecond
pulsars were approximately an order of magnitude
lower than those of the normal pulsars. Kuzmin and
Losovskiı̆ [3] found a somewhat smaller difference
(about half an order of magnitude) for the monochro-
matic luminosities at the low frequencies of 102 and
111 MHz. Earlier [4], these same authors discovered
a dependence of the monochromatic luminosities of
millisecond pulsars on their rate of rotational energy
loss Ė. In his analysis of the monochromatic radio
luminosities of 150 pulsars from the first catalog
of Manchester and Taylor [6], Stollman [5] found a
dependence of the luminosity on the parameterB/P 2,
2002 MAIK “Nauka/Interperiodica”
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where B is the magnetic-field strength and P is the
pulsar period.

However, all these analyses were carried out
for monochromatic radio luminosities, which do
not determine the radio energy of the pulsars. The
monochromatic luminosity is convenient for rough
comparisons of the radio intensities of pulsars, but
does not characterize their total radio energy. There
have been very few determinations and analyses
of integrated radio luminosities of pulsars. Malov
et al. [7] computed the radio luminosities of 232 pul-
sars. Based on analyses of dependences on other
parameters, they reported that there was no lumi-
nosity decrease with age on time scales up to several
million years, and that the integrated radio luminosity
grows with the rate of rotational energy loss as
L ∝ Ė0.35 and decreases with increasing period as
logL = 28.2(±0.1) − 0.94(±0.16) log P . If the period
is indeed a determining factor, the radio luminosities
of millisecond pulsars should be much higher (by
approximately two orders of magnitude) than those
of normal pulsars.

In the present study, we have determined the in-
tegrated radio luminosities for 545 pulsars, includ-
ing 50 millisecond pulsars, performed a comparative
analysis, and identified the main parameter determin-
ing the integrated radio luminosities of pulsars.
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Fig. 1. Comparison of our integrated radio luminosities
LKuz with the LMal computed values of Malov et al. [7]
for 202 normal pulsars. The solid line corresponds to
the relation LKuz = LMal, and the dashed line, to the
correlation relation LKuz ∝ (LMal)

0.84.
2. DETERMINATION OF THE INTEGRATED
RADIO LUMINOSITY

The integrated radio luminosity can be written

Lint − Ωd2

ν2∫
ν1

Sm(ν)dν,

where, as before, Ω is the solid angle for the pulsar’s
radio beam, d the distance to the pulsar, and (ν1, ν2)
the frequency range considered; Sm = SP/W is the
flux density at the pulse maximum, P the pulsar’s
period, S the flux density averaged over the pulsar
period, and W the mean profile width.

For millisecond pulsars, the effective widths of
the mean pulse profile are approximately the same
over the entire observed radio frequency range [8],
and their radio spectra are power-law, without any
low-frequency turnovers or high-frequency breaks [4,
9]. We adopted analogous simplifications, assum-
ing constant widths for the mean profile and power-
law spectra without low-frequency turnovers or high-
frequency breaks, S(ν) = S0(ν/ν0)α, to compute the
luminosities of all pulsars, taking the width W to be
equal to W50 at 400 MHz. In this case,

Lint = Ωd2Sm(να+1
2 − να+1

1 )/να0 (α+ 1).

We specified the lower frequency to be the well-
studied frequency ν1 = 100 MHz. To simplify the
calculations and increase the number of pulsars that
could be used, we adopted the mean spectral index
α = −1.7 for all the normal pulsars. In this case,
α+ 1 < 0 and να+1

2 � να+1
1 . The flux density S0 was

determined using the data of the catalog of Taylor
et al. [1] recalculated to the reference frequency
ν0 = ν1 = 100 MHz. The mean profile widths W50

and distances to the pulsars d were also taken from
[1]. For an axially symmetrical beam,

Ω = 2π(1 − cos �),

where � is the cone opening angle of the pulsar emis-
sion. We took the � values for 120 pulsars from [10].
For the remaining pulsars, we determined � using the
theoretical–empirical dependence for the opening an-
gle on the period, � ≈ 50 × P−0.4, obtained from [10–
13]. Then,

Lint − 2π(1 − cos �)d2Smν0/|(α + 1)|.
Table 1 presents the resulting calculated values of Lint
for the normal pulsars.

To verify the acceptability of the adopted sim-
plifying assumptions and the trustworthiness of the
resulting data, we compared our calculated integrated
radio luminosities LKuz for 202 normal pulsars of
the 495 we studied with the corresponding computed
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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values of Malov et al. [7], LMal, which were ob-
tained without these assumptions. The results of this
comparison, shown in Fig. 1, shows that the two
sets of values are in good agreement. The mean val-
ues logLKuz = 28.5 and logMal = 28.4 are virtually
identical. The dependence LKuz ∝ (LMal)0.84 shows a
strong correlation between the two values. This con-
firms the admissibility of our adopted simplifications
and the trustworthiness of our calculation results.

The basis for Table 2, which contains our inte-
grated radio luminosities for the millisecond pulsars,
was the flux-density and spectral-index measure-
ments for 30 pulsars of Kuz’min and Losovskiı̆ [3].
The radiation-cone opening angles � for 15 pulsars
were taken from [2]. We adopted � ≈ 3.50 × P−0.3

for the remaining millisecond pulsars, based on the
approximate dependence of the opening angle on the
pulsar period for the data of [2] and the lower bound-
ary for W50(P ). For the remaining millisecond pul-
sars, we calculated Lint using the method described
above for the normal pulsars. The parameters for pul-
sars PSR J0030+0451, J0621+1002, J1744−1134,
J1911−1114, J2051−0827, and J2129−5721, which
are not included in the catalog of Taylor et al. [1], were
taken from [3, 14–20]. The distance to J1744−1134,
d = 0.36 kpc, was taken from the measurements of its
parallax [21].

3. ANALYSIS AND DISCUSSION

Our comparison of the integrated radio luminosi-
ties of the millisecond and normal pulsars (Fig. 2)
shows that, in spite of the large differences in their
periods, period derivatives, surface magnetic fields,
and ages, the integrated radio luminosities of the two
groups of pulsars are approximately the same. The
two mean values are 28.0 and 28.4, respectively. This
indicates that the parameters listed above are not the
most important in determining the radio energy of
pulsars. We must search for another parameter whose
value is, on average, roughly the same for normal
and millisecond pulsars, and whose variations are
correlated with variations in the luminosity. One such
parameter is the quantity B/P 2, where B = 3.2 ×
1019(PṖ )1/2 is the magnetic field at the surface of the
neutron star. The mean values of this parameter, like
the radio luminosities, are approximately the same for
normal and millisecond pulsars.

The dependence Lint(B/P 2) is shown in Fig. 3. To
better represent the character of this dependence, we
have grouped the integrated radio luminosities and
averaged them in equal intervals of logB/P 2 . The
circles (for normal pulsars) and triangles (for mil-
lisecond pulsars) show the averaged integrated radio
luminosities 〈logLint〉 and the rms errors for these
ASTRONOMY REPORTS Vol. 46 No. 6 2002
mean values. The solid and dashed lines show linear-
regression approximations to these relations.

The Lint(B/P 2) dependence is different for small
and large values of B/P 2 and can be described with
the piecewise power-law function

Lint ∝
{

(B/P 2)0.8±0.1 for log(B/P 2) ≤ 13
(B/P 2)0.1±0.1 for log(B/P 2) ≥ 13

for the normal pulsars. For the millisecond pulsars,
the dependence

Lint ∝ (B/P 2)1.2±0.3

in the interval 11 < logB/P 2 < 14 is similar to the
relation presented above for the normal pulsars in this
interval.

Our relations for the dependence of the integrated
radio luminosity Lint on B/P 2 formally coincide with
the analogous dependence for the monochromatic ra-
dio luminosity obtained by Stollman [5], L400(B/P 2).
However, qualitatively, analyzing the integrated ra-
dio luminosities enables us to take a further step in
understanding the physical processes associated with
the pulsar radio emission.

The integrated radio luminosityLint represents the
radio energy of the pulsar, while the parameter B/P 2

is proportional to the potential difference in the polar-
cap gap, (Φmax ∝ B/P 2) [22]. The relationship we
have identified between the integrated radio luminos-
ity and B/P 2 can be understood in a physical model
in which the pulsar’s radio energy is determined by
the accelerating potential in the polar-cap gap. This
may indicate that the radio energy of pulsars Eradio
is determined by the energy of primary particles Epart

accelerated in the polar-cap gap: Eradio ∝ E0.8
part.

We have also found a secular decrease in the in-
tegrated radio luminosity with increasing pulsar age
τ = P/2Ṗ for both the millisecond and normal pul-
sars. The Lint(τ) dependence is shown in Fig. 4. The
circles (for normal pulsars) and triangles (for millisec-
ond pulsars) show the luminosities 〈logLint〉 aver-
aged over equal intervals of τ and the corresponding
rms errors. The solid and dashed lines show linear-
regression approximations to these relations. How-
ever, the millisecond and normal pulsars do not form
a single age sequence, displaying instead two sepa-
rate branches, in each of which the radio luminosity
decreases with increasing pulsar age.

For the normal pulsars, the character of theLint(τ)
dependence is also different for small and large values
of τ , and can be represented by the piecewise power-
law function

Lint ∝
{
τ−0.1±0.1 for τ ≤ 106 yr

τ−0.5±0.1 for τ ≥ 106 yr.
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Table 1. Integrated radio luminosities of the normal pulsars

PSR
logL

[erg/s]
PSR

logL
[erg/s]

PSR
logL

[erg/s]
PSR

logL
[erg/s]

J0006+1834 25.7 B0540+23 29.2 B0909–71 28.4 J1123–6256 29.4

B0011+47 27.3 B0559–57 27.0 B0917+63 26.5 J1124–6652 28.5

B0031–07 27.3 B0609+37 28.3 B0922–52 28.9 B1124–60 29.3

B0037+56 28.6 B0611+22 29.4 B0923–58 27.8 J1130–6815 28.8

J0045–7319 29.1 B0621–04 28.0 B0932–52 28.3 B1133+16 27.4

B0052+51 27.0 B0626+24 29.4 J0941–5248 28.7 B1133–55 28.5

B0053+47 26.9 B0628–28 28.7 B0940–55 29.6 J1140–3107 28.0

B0059+65 27.3 B0643+80 28.2 B0941–56 29.2 B1143–60 28.4

B0105+65 27.6 B0656+14 26.8 B0940+16 27.0 J1156–5909 29.3

B0114+58 28.3 B0655+64 26.7 B0942–13 27.8 B1154–62 30.3

J0132–7010 27.8 J0725–1637 28.4 B0943+10 26.6 B1159–58 29.1

B0136+57 29.2 B0727–18 28.3 B0950+08 27.2 J1209–5556 30.1

B0138+59 28.4 B0740–28 29.6 B0953–52 29.3 B1221–63 29.1

B0144+59 27.9 J0749–4247 27.7 B0957–47 27.7 J1225–5600 28.3

B0149–16 27.2 B0756–15 28.7 B0959–54 29.4 B1222–63 30.1

B0154+61 27.3 B0809+74 26.9 B1001–47 28.3 B1232–55 27.7

B0203–40 27.5 B0818–13 29.1 J1007–6316 28.7 B1237+25 27.5

B0226+70 27.1 B0818–41 27.9 B1010–23 27.1 B1236–68 28.0

B0254–53 27.9 B0820+02 27.9 B1011–58 29.4 B1237–41 28.1

B0301+19 27.0 B0823+26 28.0 B1014–53 27.7 B1240–64 30.7

B0320+39 27.9 B0826–34 25.4 B1015–56 29.5 J1253–5819 28.8

B0329+54 30.3 B0833–45 30.2 B1030–58 28.6 B1256–67 27.9

B0331+45 28.1 B0834+06 27.7 J1036–4926 29.1 B1259–63 28.4

B0339+53 27.3 B0835–41 30.1 B1036–58 27.8 B1309–55 29.0

B0353+52 28.7 B0839–53 29.2 B1039–55 28.9 B1316–60 29.7

B0355+54 29.1 B0840–48 29.0 B1044–57 28.8 B1317–53 29.0

B0403–76 27.9 B0844–35 27.6 J1047–6711 28.6 B1322+83 27.0

B0402+61 28.5 B0853–33 27.3 B1046–58 28.8 J1321–3509 27.1

B0410+69 28.0 B0855–61 28.9 B1054–62 30.2 B1323–58 30.6

J0448–2757 27.2 J0858–4419 29.0 B1055–52 28.8 B1323–63 29.9

B0450+55 28.1 B0901–63 28.2 B1056–78 28.1 B1322–66 29.0

J0459–0210 27.0 B0903–42 28.3 B1056–57 28.5 B1323–62 30.2

B0458+46 27.8 J0904–4546 28.6 B1105–59 27.9 B1323–627 29.4

B0525+21 27.9 B0904–74 28.5 B1107–56 29.3 B1325–43 28.4

B0529–66 30.3 J0905–5127 29.4 B1112+50 26.7 J1332–3033 26.8

B0531+21 30.2 B0905–51 28.6 B1114–41 28.7 J1334–5839 29.0

B0538–75 27.6 B0906–17 27.3 B1118–79 27.2 B1334–61 28.3

B0540–69 29.3 B0906–49 29.8 B1119–54 30.1 B1336–64 27.9
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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Table 1. (Contd.)

PSR
logL

[erg/s]
PSR

logL
[erg/s]

PSR
logL

[erg/s]
PSR

logL
[erg/s]

B1338–62 29.5 B1557–50 30.5 B1657–13 28.7 B1736–31 28.0

B1352–51 29.1 B1556–57 29.0 J1700–3310 28.7 B1737+13 28.9

J1356–5521 29.2 B1558–50 29.5 B1657–45 29.5 B1737–30 28.3

B1353–62 29.5 J1603–2531 29.0 B1700–18 28.1 B1738–08 28.3

B1356–60 30.2 B1600–27 28.3 B1700–32 28.5 B1737–39 29.3

B1358–63 28.8 B1600–49 29.5 J1703–4900 28.8 B1740–03 27.7

B1359–51 27.8 B1601–52 27.4 B1659–60 27.4 B1740–13 28.4

B1409–62 28.5 B1604–00 27.6 B1702–19 28.2 B1740–31 27.9

B1417–54 28.5 B1607–52 28.5 J1705–3422 28.7 J1744–2334 28.1

B1424–55 28.6 B1609–47 28.7 B1703–40 28.0 B1742–30 29.0

B1426–66 28.9 B1612+07 28.0 B1701–75 27.2 B1745–12 28.8

B1436–63 28.9 B1610–50 29.3 B1706–16 28.3 B1746–30 28.7

B1449–64 29.7 B1612–29 27.2 J1709–3421 28.7 B1745–56 27.6

B1451–68 28.4 J1615–3936 29.2 B1706–44 28.2 B1747–31 28.7

B1454–51 27.3 B1611–55 28.6 B1709–15 28.1 J1750–3506 28.5

B1503–51 27.5 J1622–4334 28.9 B1707–53 28.6 B1747–46 28.1

B1504–43 28.2 J1625–4050 28.9 B1714–34 29.6 B1749–28 29.9

B1503–66 29.0 B1626–47 28.9 B1713–40 28.8 B1750–24 28.9

B1508+55 29.0 B1630–44 29.3 B1715–40 28.8 B1754–24 28.3

B1507–44 28.2 B1629–50 29.9 B1718–02 28.5 B1756–22 29.1

B1508–57 29.9 B1633+24 28.0 B1717–16 27.9 J1759–2922 28.2

B1509–58 27.7 B1630–59 28.9 B1717–29 27.8 B1758–03 29.4

B1510–48 27.7 B1634–45 28.0 B1718–19 28.1 B1758–23 29.6

B1518–58 28.8 B1635–45 28.6 B1718–35 29.6 B1758–29 28.3

B1524–39 27.6 B1636–47 28.9 B1718–32 29.0 B1800–21 28.6

B1523–55 29.1 B1641–45 30.6 B1718–36 28.2 B1800–27 27.8

B1530+27 27.3 B1642–03 30.4 B1719–37 29.0 B1804–08 29.8

B1530–53 28.2 B1643–43 29.0 B1726–00 28.0 B1804–27 29.8

B1530–539 28.7 B1641–68 27.5 B1727–33 29.0 J1808–0813 28.9

B1535–56 28.5 J1648–3256 28.8 B1727–47 29.8 B1805–20 29.0

J1542–5034 28.9 J1650–1654 28.0 B1729–41 28.7 B1806–53 28.3

B1540–06 28.3 B1648–17 27.4 B1730–22 28.2 B1810+02 28.5

B1541–52 28.1 B1648–42 29.2 B1730–37 27.4 B1813–17 28.6

J1549–4848 28.2 B1647–52 29.3 B1732–02 28.7 B1813–26 28.1

B1550–54 28.2 B1647–528 28.7 B1732–07 29.1 B1813–36 29.0

J1556–4258 29.9 B1649–23 28.0 B1734–35 28.0 B1815–14 28.2

B1556–44 29.1 B1650–38 28.7 B1735–32 27.0 B1818–04 29.2

B1555–55 28.9 J1654–2707 28.2 B1736–29 29.0 B1817–13 27.8
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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Table 1. (Contd.)

PSR
logL

[erg/s]
PSR

logL
[erg/s]

PSR
logL

[erg/s]
PSR

logL
[erg/s]

B1817–18 28.8 B1844–04 28.9 B1907+00 28.8 B1924+16 29.0

B1820–14 28.6 J1848+0826 27.7 B1907+02 28.9 B1924+19 29.0

B1819–22 28.2 B1845–01 29.1 B1907+10 29.6 B1925+18 28.4

J1822–4210 28.1 J1848–1414 28.7 J1909+1450 27.4 B1925+1882 27.7

B1821+05 28.9 B1845–19 27.0 J1909+1859 28.2 B1925+22 28.7

J1823–0154 28.8 B1846–06 28.8 B1907+03 28.2 B1926+18 28.1

B1820–11 28.6 B1848+13 28.3 J1910+0714 27.8 B1927+13 28.8

B1820–30B 28.8 B1848+04 27.9 B1907+12 28.4 B1929+15 27.9

B1820–31 28.6 B1848+12 28.6 B1907–03 29.8 B1929+10 27.8

B1821–11 29.3 B1849+00 28.8 J1911+1758 27.6 B1929+20 29.5

B1821–19 29.3 J1852–2610 28.3 B1910+10 27.6 B1930+22 29.5

B1822+00 28.1 B1851–14 28.6 B1910+20 28.8 B1930+13 28.0

B1822–09 28.7 B1853+01 27.8 J1912+2525 27.4 B1931+24 28.3

B1822–14 28.0 B1855+02 29.5 B1911+09 27.6 B1933+16 30.9

B1823–11 27.7 J1859+1526 28.0 B1911+13 28.8 B1933+17 28.4

B1823–13 27.8 B1857–26 28.7 B1911–04 29.6 B1933+15 28.4

B1824–10 27.9 B1859+01 28.7 B1911+11 27.7 B1935+25 27.9

B1826–17 29.1 B1859+03 29.6 J1915+0738 27.4 J1941+1026 28.6

B1829–08 28.4 B1859+07 28.4 B1913+10 28.7 B1939+17 29.1

B1831–03 29.4 J1901+1306 26.9 B1913+16 28.6 B1940–12 28.0

B1830–08 29.0 J1901–0907 28.2 B1913+167 27.6 B1943+18 28.7

B1828–60 27.1 B1900+05 28.3 B1914+09 29.0 B1942–00 27.6

B1831–00 27.6 B1900+06 29.0 B1914+13 28.6 B1944+17 28.0

B1831–04 29.0 J1902+0723 26.8 B1915+13 29.6 B1944+22 28.4

B1832–06 28.1 B1900+01 29.0 B1916+14 29.6 B1946+35 30.4

J1835–1106 29.0 J1903+2225 28.2 J1918+1541 26.2 B1946–25 27.5

B1834–04 28.8 B1900–06 29.5 B1917+00 28.9 J1951+1123 27.0

B1834–10 28.7 J1904+0004 29.5 B1918+26 27.5 B1951+32 28.2

J1837–0048 28.1 B1901+10 27.4 B1919+14 28.0 B1952+29 27.0

B1834–06 28.1 J1904–1224 28.7 B1918+19 29.4 B1953+50 28.6

B1839+56 27.9 B1903+07 28.4 B1919+20 27.1 J2002+1637 27.7

B1839+09 28.6 B1902–01 29.0 B1919+21 27.5 B2000+32 28.7

B1839–04 27.7 J1906+1854 28.5 B1920+20 28.4 B2000+40 29.7

B1842+14 28.4 B1904+12 28.1 B1920+21 30.2 B2002+31 29.4

B1842–02 28.1 B1905+39 27.7 B1921+17 28.0 J2005–0016 27.6

B1841–04 27.8 J1908+0500 28.6 B1922+20 28.9 B2003–08 28.4

B1841–05 28.5 J1908+0734 26.8 B1923+04 29.0 J2008+2513 27.9

B1842–04 27.8 B1906+09 28.0 B1924+14 29.2 B2011+38 29.7
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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Table 1. (Contd.)

PSR
logL

[erg/s]
PSR

logL
[erg/s]

PSR
logL

[erg/s]
PSR

logL
[erg/s]

J2015+2524 25.2 B2045+56 29.4 B2152–31 27.3 B2306+55 28.1

B2016+28 29.1 B2045–16 27.5 B2151–56 26.1 B2310+42 28.6

B2020+28 28.4 B2048–72 27.5 B2154+40 29.6 B2315+21 27.8

B2021+51 28.6 B2053+21 27.9 J2215+1538 28.1 B2323+63 28.2

B2022+50 28.1 B2053+36 29.5 B2217+47 29.4 B2324+60 28.8

B2025+21 28.91 B2106+44 28.9 B2224+65 28.4 B2327–20 27.4

B2027+37 29.1 B2110+27 28.1 B2227+61 28.8 B2334+61 28.1

B2028+22 28.4 B2111+46 30.0 B2241+69 27.3 B2351+61 28.8

B2035+36 28.6 J2144–3939 25.9 B2255+58 29.4

B2044+15 28.4 B2148+52 29.1 J2307+2225 25.9

Table 2. Integrated radio luminosities of the millisecond pulsars

PSR
logL

[erg/s]
PSR

logL
[erg/s]

PSR
logL

[erg/s]
PSR

logL
[erg/s]

B0021–72C 27.9 J1045–4509 28.6 B1821–24 30.1 B2127+11A 28.7

B0021–72D 27.8 B1257+12 27.4 B1855+09 28.1 B2127+11B 28.2

J0030+0451 26.5 B1310+18 29.0 J1911–1114 28.2 B2127+11E 27.7

J0034–0534 27.3 J1518+4904 26.9 B1913+16 28.3 B2127+11F 27.4

J0218+4232 28.9 B1534+12 27.4 B1937+21 30.6 B2127+11C 29.3

J0437–4715 27.4 B1620–26 28.5 B1953+29 29.1 J2129–572 27.9

J0613–0200 28.3 B1639+36A 28.6 B1957+20 29.2 J2145–0750 27.6

J0621+1002 27.4 J1640+2224 28.9 J2019+2425 27.9 J2229+2643 27.0

J0711–6830 26.5 J1713+0747 29.1 J2033+1736 26.5 J2235+1506 27.2

J0751+1807 27.5 J1730–2304 27.4 J2051–0827 28.5 J2317+1439 28.7

J1012+5307 27.5 J1744–1134 26.9 B2127+11D 28.7 J2322+2057 27.4

J1022+10 27.6 J1804–2718 27.7 B2127+11G 26.8

J1025–0709 26.3 J1820–30A 30.2 B2127+11H 27.8
For the millisecond pulsars,

Lint ∝ τ−0.5±0.1.

The secular decrease in the integrated radio lu-
minosity is a consequence of the Lint(B/P 2) depen-
dence. During a secular increase in the period and de-
cay of the magnetic field, the accelerating potential in
the polar-cap gap decreases, (Φmax ∝ B/P 2) so that,
due to the Lint(B/P 2) dependence, the integrated
ASTRONOMY REPORTS Vol. 46 No. 6 2002
radio luminosityLint also decreases. This relationship
is supported by the fact that the Lint(τ) dependence
also has a break, with the break point τ ≈ 106 yr
agreeing with the break point logB/P 2 ≈ 13 for the
Lint(B/P 2) dependence, in accordance with the em-
pirical relation log(B/P 2) ≈ 16.7 − 0.63 log τ .

The dependence of the integrated radio luminosity
on the period [7] in the presence of nearly equal inte-
grated radio luminosities for millisecond and normal
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Fig. 2. Distributions of integrated radio luminosities for
normal and millisecond pulsars.

pulsars but large differences in their periods indicates
that this is not the main parameter determining the
radio energies of the pulsars.

The radio-luminosity variations are also correlated
with the rate of loss of kinetic rotational energy:

Łint ∝ Ė0.5.

We did not detect any significant dependence of the
integrated radio luminosity on the period derivative or
magnetic field strength.
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4. CONCLUSION
We have determined the integrated radio luminosi-

ties of 545 pulsars, 50 of them millisecond pulsars.
In spite of the large differences in their periods

P , period derivatives Ṗ , magnetic-field strengths B,
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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and ages τ , the integrated radio luminosities of the
millisecond and normal pulsars were approximately
the same.

The integrated radio luminosity depends on the
parameter B/P 2, which is proportional to the poten-
tial difference in the polar-cap gap. The character of
this dependence is different for small and large values
of B/P 2 and can be represented by the piecewise
power-law function

Lint ∝
{

(B/P 2)0.8±0.1 for log(B/P 2) ≤ 13
(B/P 2)0.1±0.1 for log(B/P 2) ≥ 13.

The radio energy of pulsarsEradio is determined by the
energy of primary particles being accelerated in the
polar-cap gap, Epart: Eradio ∝ E0.8

part.

We also detected a secular decrease in the inte-
grated radio luminosities of the pulsars.
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Abstract—We have used published, high-accuracy, ground-based and satellite proper-motion measure-
ments, a compilation of radial velocities, and photometric distances to compute the spatial velocities and
Galactic orbital elements for 174 RR Lyrae (ab) variable stars in the solar neighborhood. The computed
orbital elements and published heavy-element abundances are used to study relationships between the
chemical, spatial, and kinematic characteristics of nearby RR Lyrae variables. We observe abrupt changes
of the spatial and kinematic characteristics at the metallicity [Fe/H] ≈ −0.95 and also when the residual
spatial velocities relative to the LSR cross the critical value Vres ≈ 290 km/s. This provides evidence that
the general population of RR Lyrae stars is not uniform and includes at least three subsystems occupying
different volumes in the Galaxy. Based on the agreement between typical parameters for corresponding
subsystems of RRLyrae stars and globular clusters, we conclude that metal-rich stars and globular clusters
belong to a rapidly rotating and fairly flat, thick-disk subsystem with a large negative vertical metallicity
gradient. Objects with larger metal deficiencies can, in turn, be subdivided into two populations, but using
different criteria for stars and clusters. We suggest that field stars with velocities below the critical value
and clusters with extremely blue horizontal branches form a spherical, slowly rotating subsystem of the
protodisk halo, which has a common origin with the thick disk; this subsystem has small but nonzero radial
and vertical metallicity gradients. The dimensions of this subsystem, estimated from the apogalactic radii
of orbits of field stars, are approximately the same. Field stars displaying more rapid motion and clusters
with redder horizontal branches constitute the spheroidal subsystem of the accreted outer halo, which is
approximately a factor of three larger in size than the first two subsystems. It has no metallicity gradients;
most of its stars have eccentric orbits, many display retrograde motion in the Galaxy, and their ages are
comparatively low, supporting the hypothesis that the objects in this subsystem had an extragalactic origin.
c© 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The complex, multicomponent structure of the
Galactic halo is being confirmed by more and more
studies. In particular, the halo contains the thick disk
subsystem, with a relatively high abundance of heavy
elements, and two low-metallicity components: the
protodisk halo subsystem, which shares a common
origin with the disk, and a subsystem that presumably
was formed from extragalactic fragments captured by
the Galaxy. The presence of two populations with
different histories in the low-metallicity halo was
suggested in [1], where it was shown that two com-
ponents were needed to model the dynamics of RR
Lyrae variables with metallicities [Fe/H] < −1.0: a
spherical and a somewhat flattened component, with
the latter dominating at Galactocentric distances
less than the radius of the solar circle. The idea that
there are two populations in the metal-poor halo
was primarily developed during studies of globular
clusters. This is the only Galactic population that
is observable without considerable selection effects
as far away as the Galactic center, and even beyond
1063-7729/02/4606-0460$22.00 c©
it, making it possible to establish the spatial distri-
butions of objects in the proposed subsystems with
reasonable reliability. In addition, globular clusters
possess a feature (the structure of their horizontal
branches) that can be used to distinguish between
metal-poor clusters of different subsystems. Halo
clusters with redder horizontal branches for a given
metallicity (i.e., with horizontal branches showing a
considerable number of stars on the low-temperature
side of the Schwarzschild gap) are predominantly
outside the solar circle. In addition, they exhibit a
larger velocity dispersion and a slower orbital motion
(a significant number having retrograde orbits) and
are, on average, younger than clusters with very blue
horizontal branches, which are concentrated within
the solar circle. The explanation suggested for these
differences was that the subsystem of older clusters
formed together with the Galaxy as a whole, whereas
the clusters of the young halo subsystem formed from
fragments captured by the Galaxy from intergalactic
space at later stages of its evolution [2].
Metal-poor field stars show a similar multicom-

ponent structure. In particular, a study of a large
2002 MAIK “Nauka/Interperiodica”
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sample of stars in a deep survey in the direction of the
North Galactic Pole demonstrated that stars further
than 5 kpc from the plane of the disk tend to have
retrograde orbits [3]. (The retrograde orbits clearly
testify that the objects’ origin was independent of
that of the Galaxy, which exhibits prograde rotation.)
Further evidence for the presence of objects with an
extragalactic origin among field stars is the identifi-
cation of objects with relatively young ages and low
abundances of heavy elements (so that they should
have been older, according to abundance age indi-
cators). The subsystem of accreted globular clusters
was named the “young halo” for precisely this rea-
son. On average, high-velocity field subdwarfs with
highly eccentric orbits (e > 0.85) are younger than
subdwarfs with similar metallicities but less eccentric
orbits [4]. The isochrone ages of subdwarfs were de-
rived in [4] based on Strömgren photometry. Hanson
et al. [5], who also used abundances of α elements
as age indicators, likewise concluded that metal-poor
red giants in retrograde orbits were relatively young.
([α/Fe] is known to be low for young objects formed
from matter already enriched in the ejecta of type Ia
supernovae, whereas the higher relative abundances
of α elements in older stars are due to type II super-
novae.) Unfortunately, no age indicators for individual
RR Lyrae stars are available. However, observations
of field RR Lyrae stars and blue horizontal-branch
stars were used in [6] to estimate the number ra-
tios of these objects in different directions from the
Sun. Blue horizontal-branch giants dominate among
stars close to the Galactic center and Galactic plane,
whereas the numbers of variable stars and giants were
approximately the same at greater distances. These
stars have similar metallicities, suggesting that the
inner, bluer population of the Galaxy is older than the
outer population.
The recent papers [7, 8] present detailed studies

of the kinematics of RR Lyrae stars in the solar
neighborhood. The stars were assumed to form only
two subsystems: a thick disk and a halo. In the cur-
rent study, we attempt to identify accreted halo stars
among these RR Lyrae variables. We use the spatial
velocities and computed elements of Galactic orbits
as our main criteria for distinguishing the subsystems
(taking into account the nearby location of the studied
variables). We wish to investigate relationships be-
tween the physical, chemical, spatial, and kinematic
characteristics of RR Lyrae variables in each of the
subsystems, determine the characteristic parameters
of the subsystems, and compare them with the pa-
rameters of similar subsystems of globular clusters.

2. SOURCE DATA
The input catalog for our study was [9], which

presents metallicities for 302 RR Lyrae (ab) vari-
ASTRONOMY REPORTS Vol. 46 No. 6 2002
ables known up until 1985 and brighter than appar-
ent magnitude 13.5. In [9], the abundances of heavy
elements were derived from the ratio of the intensities
of the Ca II K line and Hδ and Hβ Balmer lines
(an analog of the ∆S index of Preston) and reduced
to the [Fe/H] scale of [10]. The typical uncertainty
of an individual [Fe/H] value is 0.15–0.20 dex. We
added several bright stars that are missing from [9],
for which metallicities were computed in [11] from
published ∆S values. Checks presented in [12] show
that the metallicities of [9] are in very good agree-
ment with [Fe/H] values derived from Fe II lines
using high-resolution spectra with high signal-to-
noise ratios. Having in mind the large relative errors
of the trigonometric parallaxes for distant objects, we
chose to use the photometric distance scale of [9]
(assuming MV (RR) = 0.15[Fe/H] + 1.01). The ra-
dial velocities were also taken from [9]. Our final list
contains 317 stars.
We created another sample for an analysis of the

three-dimensional motion of these stars as a function
of metallicity, containing 124 stars in the solar neigh-
borhood brighter than 12.5m from [7], with proper
motions taken from the Hipparcos catalog. This sam-
ple includes virtually all bright RR Lyrae variables
known prior to 1976 (such data were included in the
satellite’s input catalog). We supplemented our list
with stars from [8], which presents data for all nearby
RR Lyrae stars of the northern sky brighter than 11m
known in 1997 (a total of 130). The proper motions
in [8] are averages from seven sources with high-
accuracy ground-based observations, as well as from
the Hipparcos catalog. Fifty stars from [8] entered our
sample.
For each star, we computed the spatial velocity

components in cylindrical coordinates and orbital el-
ements using the Galactic model of [13], which in-
cludes a spherical bulge, disk, and extended mas-
sive halo. The model assumes the Galactocentric
distance of the Sun to be R� = 8.5 kpc and the
Galactic rotation rate at the solar distance to be
Vrot = 220 km/s. Table 1 presents the metallicities,
Galactic azimuthal velocity components, full residual
velocities relative to the local solar centroid [with (U�,
V�, W�) = (−10, 10, 6) km/s], and Galactic orbital
elements for 174 RR Lyrae variables in our final sam-
ple. The orbital elements were computed by modeling
five complete orbits around the Galactic center for
each star. The most informative quantities are Zmax,
the maximum distance of the orbit from the Galactic
center (the orbital apogalactic radius), and the eccen-
tricity, e = (Ra −Rmin)/(Ra +Rmin), where Rmin is
the minimum distance of the orbit from the Galactic
center. To adequately estimate the characteristic pa-
rameters of the proposed RR Lyrae subsystems, the
sample must be representative of the objects in these
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Table 1.Orbital elements for nearby RR Lyrae variables

Name [Fe/H]
Θ,
km/s

Vres,
km/s

Ra,
kpc

Zmax,
kpc e Name [Fe/H]

Θ,
km/s

Vres,
km/s

Ra,
kpc

Zmax,
kpc e

SWAnd −0.38 200 40 9.0 0.4 0.01 S Com −2.00 63 185 9.7 4.1 0.62
XX And −2.01 18 325 19.3 11.3 0.91 RY Com −1.65 65 163 8.8 3.8 0.67
AT And −0.97 10 292 12.5 7.6 0.91 ST Com −1.26 −34 264 9.1 4.4 0.79
CI And −0.83 276 113 21.5 2.6 0.38 V413 CrA −1.21 86 191 8.6 3.8 0.62
DR And −1.48 −94 357 16.0 6.6 0.83 TV CrB −2.33 137 154 9.3 4.0 0.29
WYAnt −1.66 −46 351 17.5 14.0 0.97 WCrt −0.50 127 151 9.9 1.2 0.54
TY Aps −1.21 8 247 7.7 7.0 0.80 X Crt −1.75 −39 298 10.7 8.7 0.82
XZ Aps −1.57 −17 243 8.1 5.7 0.94 UY Cyg −1.03 214 45 9.1 0.3 0.00
SWAqr −1.24 3 369 18.2 9.5 0.94 XZ Cyg −1.52 237 237 25.3 15.2 0.50
SX Aqr −1.83 −67 482 34.9 16.9 0.88 DMCyg −0.14 272 96 15.5 2.2 0.30
TZ Aqr −1.24 162 65 8.2 1.1 0.14 DX Del −0.56 204 73 10.1 0.2 0.23
BO Aqr −1.80 163 111 9.4 1.9 0.37 RWDra −1.40 97 123 8.5 1.0 0.35
BR Aqr −0.84 180 62 8.5 1.7 0.01 SU Dra −1.74 −104 325 9.3 0.5 0.00
BT Aqr −0.29 144 75 7.5 0.9 0.30 SWDra −1.24 129 118 9.8 0.7 0.38
CP Aqr −0.90 167 123 9.5 0.8 0.42 XZ Dra −0.87 166 80 8.8 1.0 0.23
DN Aqr −1.63 −3 383 25.9 13.0 0.95 AE Dra −1.54 −150 426 14.3 00.6 0.31
AA Aql −0.58 152 86 7.9 0.8 0.13 BC Dra −2.00 −193 535 52.5 45.1 0.71
V341 Aql −1.37 103 201 9.7 5.2 0.41 BK Dra −2.12 104 227 13.6 7.6 0.52
S Ara −1.43 96 193 10.1 0.9 0.66 BT Dra −1.55 62 306 17.0 9.6 0.94
MSAra −1.48 21 220 7.4 4.8 0.92 RX Eri −1.30 208 79 9.5 1.8 0.07
X Ari −2.40 −44 264 9.0 0.5 0.83 SV Eri −2.04 79 164 9.8 0.6 0.68
TZ Aur −0.80 204 122 14.2 2.6 0.33 BB Eri −1.51 −13 317 14.6 8.0 0.94
RS Boo −0.32 243 31 10.6 1.0 0.09 SS For −1.35 −13 295 10.6 10.3 0.72
ST Boo −0.86 141 112 8.3 2.2 0.14 SX For −1.62 −41 305 11.1 5.5 0.81
SWBoo −1.12 −142 524 68.3 55.1 0.90 RR Gem −0.35 231 57 12.3 0.6 0.18
SZ Boo −1.68 101 119 8.1 2.0 0.33 SZ Gem −1.81 −32 376 21.9 10.1 0.92
TW Boo −1.41 −1 327 14.7 9.5 0.94 TWHer −0.67 246 31 10.5 0.6 0.12
UU Boo −1.92 5 372 19.9 11.2 0.96 VX Her −1.52 −56 453 39.4 19.4 0.98
UY Boo −2.49 27 284 13.1 8.0 0.93 VZ Her −1.03 49 178 8.2 1.2 0.80
RWCnc −1.52 6 241 11.2 7.4 0.97 AR Her −1.40 −224 510 33.6 3.1 0.80
SS Cnc −0.07 130 135 10.0 3.9 0.32 DL Her −1.32 239 112 11.7 3.1 0.25
TT Cnc −1.58 95 290 17.5 14.9 0.48 GY Her −1.92 170 205 17.8 5.6 0.57
AQ Cnc −1.53 −146 486 33.4 5.1 0.79 SV Hya −1.70 114 187 10.0 3.8 0.46
AS Cnc −1.89 40 417 51.3 42.8 0.67 SZ Hya −1.75 −145 406 16.6 5.2 0.68
WCVn −1.21 132 106 8.5 1.7 0.36 UUHya −1.65 −24 343 15.9 6.9 0.89
Z CVn −1.98 −6 245 9.9 6.6 0.98 WZHya −1.30 −47 305 9.3 5.8 0.62
RU CVn −1.37 60 273 15.0 7.4 0.80 XX Hya −1.33 46 241 13.9 0.9 0.81
RZ CVn −1.92 −21 384 24.6 15.0 0.96 DDHya −1.00 98 163 10.9 1.4 0.63
SS CVn −1.52 12 354 20.1 19.0 0.99 DGHya −1.42 46 244 11.9 6.4 0.80
SV CVn −2.20 10 279 13.5 8.7 0.99 DHHya −1.55 −24 393 22.1 1.7 0.90
SWCVn −1.53 −37 259 9.4 4.9 0.81 ET Hya −1.69 −104 375 10.1 7.9 0.14
UZ CVn −2.34 −158 394 9.9 0.9 0.24 GOHya −0.83 186 60 9.7 1.4 0.01
AL CMi −0.85 202 105 12.1 2.2 0.25 V Ind −1.50 −62 397 19.2 8.3 0.88
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Table 1. (Contd.)

Name [Fe/H]
Θ,
km/s

Vres,
km/s

Ra,
kpc

Zmax,
kpc e Name [Fe/H]

Θ,
km/s

Vres,
km/s

Ra,
kpc

Zmax,
kpc e

RV Cap −1.72 −316 567 31.6 12.4 0.61 CQ Lac −2.04 231 46 11.1 0.7 0.09
V499 Cen −1.56 −19 322 14.2 7.4 0.99 RR Leo −1.57 154 130 11.1 1.2 0.44
RR Cet −1.52 85 152 9.2 0.8 0.65 RX Leo −1.38 75 231 11.9 7.8 0.58
RU Cet −1.6 13 253 9.1 7.7 0.84 SS Leo −1.83 −14 252 9.2 5.5 0.93
RV Cet −1.32 61 189 9.1 4.9 0.63 ST Leo −1.29 −77 307 9.2 3.8 0.64
RX Cet −1.46 −43 417 27.8 3.2 0.94 SZ Leo −1.86 −90 326 9.8 1.8 0.58
RZ Cet −1.50 108 180 12.0 3.8 0.52 TV Leo −1.97 339 132 30.8 5.9 0.56
UU Cet −1.32 56 310 20.6 3.0 0.87 WWLeo −1.48 45 244 12.3 9.7 0.60
XZ Cet −2.27 152 190 12.4 6.1 0.41 AA Leo −1.47 −39 277 10.7 6.2 0.91
RWCol −1.03 271 302 47.4 5.4 0.82 AE Leo −1.71 207 273 38.8 6.7 0.78
RX Col −1.70 −18 384 19.9 2.5 0.87 AN Leo −1.14 42 259 12.1 10.3 0.59
RY Col −1.11 −169 525 43.4 16.4 0.82 AX Leo −2.28 −161 420 13.8 3.3 0.47
V LMi −1.15 82 278 20.3 2.5 0.81 RY Psc −1.39 10 346 21.5 13.3 0.95
X LMi −1.68 78 285 20.7 2.6 0.85 XX Pup −1.50 −50 397 20.4 0.9 0.87
U Lep −1.93 −145 371 10.6 0.7 0.45 HH Pup −0.69 204 20 8.8 0.3 0.00
TV Lib −0.27 288 107 16.4 1.6 0.41 V440 Sgr −1.47 43 181 7.9 1.5 0.83
VY Lib −1.32 −13 320 12.3 10.9 0.9 V675 Sgr −2.01 214 188 14.9 5.0 0.45
TT Lyn −1.76 104 309 23.0 18.5 0.66 V494 Sco −1.01 203 33 7.9 0.3 0.01
TW Lyn −1.23 249 62 14.2 2.1 0.18 RU Scl −1.25 83 217 11.4 4.5 0.68
RR Lyr −1.37 140 249 17.5 0.3 0.61 VX Scl −2.25 −156 432 16.3 7.5 0.54
RZ Lyr −2.13 67 266 15.1 2.3 0.78 VY Ser −1.82 −72 418 21.8 10.6 0.85
CN Lyr −0.26 274 77 13.7 0.4 0.20 AN Ser −0.04 183 70 8.5 1.1 0.19
EZ Lyr −1.52 179 116 11.0 0.9 0.33 AR Ser −1.78 100 372 31.2 19.0 0.64
IO Lyr −1.52 87 312 34.3 9.8 0.78 AT Ser −2.05 172 81 8.0 1.5 0.19
ZMic −1.28 166 131 10.0 1.7 0.39 AV Ser −1.20 232 52 9.8 0.9 0.15
RV Oct −1.34 24 206 8.3 5.0 0.93 CS Ser −1.57 195 284 25.0 16 0.64
RY Oct −1.83 72 175 7.9 3.7 0.66 RV Sex −1.10 153 143 10.3 3.1 0.40
SS Oct −1.60 −158 379 8.3 1.1 0.16 RW TrA −0.07 205 64 8.7 0.5 0.12
UVOct −1.61 −30 355 15.4 8.0 0.82 WTuc −1.64 94 140 8.4 1.9 0.54
ST Oph −1.30 235 28 8.6 0.5 0.00 RV UMa −1.19 −71 303 9.1 1.6 0.67
V413 Oph −1.00 114 111 7.6 0.6 0.29 TU UMa −1.44 −16 586 11.4 6.4 0.96
V445 Oph −0.23 214 68 9.5 0.7 0.17 AB UMa −0.72 113 118 9.1 1.2 0.49
V455 Oph −1.42 −10 307 9.3 6.9 0.88 AF Vel −1.64 29 308 17.6 8.2 0.89
WY Pav −0.98 −3 320 11.6 6.6 0.90 ST Vir 0.88 121 117 7.9 1.8 0.42
BN Pav −1.32 154 105 8.0 1.4 0.14 UUVir −0.82 141 192 12.8 1.4 0.61
BP Pav −1.48 −266 478 18.5 2.7 0.63 UV Vir −1.19 −1 245 9.5 6.5 0.91
VV Peg −1.88 201 72 9.2 1.4 0.03 AF Vir −1.46 −39 415 24.8 19.7 0.92
AV Peg −0.14 164 69 8.7 0.5 0.16 AMVir −1.45 3 289 10.7 10.1 0.82
BH Peg −1.38 −68 358 12.9 1.4 0.70 AS Vir −1.49 39 266 12.2 8.1 0.77
CG Peg −0.48 279 69 8.6 0.4 0.00 AT Vir −1.91 −255 531 32.7 20.2 0.65
DZ Peg −1.52 −142 362 8.7 1.3 0.35 AV Vir −1.32 3 322 16.2 9.3 0.97
AR Per −0.43 229 28 10.0 0.3 0.01 BB Vir −1.61 43 296 14.6 8.1 0.91
RV Phe −1.60 16 422 36.2 29.0 0.99 BQVir −1.32 60 172 9.4 3.9 0.67
U Pic −0.73 204 47 9.1 1.2 0.01 BN Vul −1.52 −86 310 8.2 0.9 0.61
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Fig. 1. Distributions of RR Lyrae stars in distance (a) from the Sun and (b) from the Galactic plane. The shaded part of the
histogram corresponds to stars with known proper motions. The curve in the left histogram is a power-law approximation for
the growth of the number of stars with distance in the initial sample forR < 1.75 kpc. γ is the power-law exponent. The dip in
the right distribution near Z ≈ ±250 pc is due to selection effects.
subsystems. Our choice of stars based solely on their
type of variability ensures an absence of kinematic
selection effects. However, since light curves can be
obtained only for the relatively bright variables, our
initial sample already has insufficient sampling depth
to estimate the sizes of the oldest subsystems. Fig-
ure 1a presents the distributions of distance from the
Sun for the stars in the initial sample. The solid line
approximates the histogram with a function of the
form n = αRγobs up to the class interval with the high-
est number (i.e., for Robs < 1.75 kpc). The power-
law index was found to be γ = 1.4 ± 0.1. The shaded
areas in the histogram show the distributions for
stars in our final sample with known spatial velocities.
These are brighter and, naturally, on average closer
to the Sun. Here, the number of stars grows with
distance from the Sun in accordance with the same
law as for the initial sample, but this is valid within
a smaller radius. Even allowing for the uncertainties,
the resulting relation clearly differs from the quadratic
law that is expected if the observed volume is uni-
formly populated. In other words, the sample is not
complete. This is due to the observational selection
criteria used in [9], which included only stars more
than 10◦ from theGalactic plane in order to reduce the
final uncertainty in [Fe/H] due to interstellar redden-
ing. This is apparent in Fig. 1b, where we find virtually
no stars near Zobs ≈ ±250 pc. It also appears that
proper motions have been measured for a larger per-
centage of stars in the northern hemisphere (Z > 0).
Note that the subsystems of the Galactic halo we
are studying are large and that the selection effects
primarily affect subsystems of the younger thin disk,
so our samples should be sufficiently representative
with respect to the halo subsystems.

3. CRITERIA FOR DISTINGUISHING
THE SUBSYSTEMS

Objects belonging to the thick disk subsystem
can be reliably distinguished based on their metal-
licity. In particular, the metallicity distribution of the
globular clusters demonstrates an obvious depression
near [Fe/H] ≈ −1.0, as well as abrupt changes in the
velocity dispersions and distances from the Galactic
center (cf., for instance, [14]). Figure 2a shows the
metallicity function for the RR Lyrae stars in our
initial sample. It can also be described by two nor-
mal curves at a high confidence level. A maximum-
likelihood test shows that the probability that rejec-
tion of the best-fit single-Gaussian curve in favor of a
two-Gaussian fit would be erroneous is � 1%. The
mean values and dispersions of the metallicities in
the groups coincide with the corresponding param-
eters for globular clusters within the errors [14]. Like
the globular clusters, the RR Lyrae stars in Fig. 2b
demonstrate an abrupt change of the radial-velocity
dispersions when the metallicity crosses a boundary
value, equal in this case to [Fe/H]bd = −0.95. Abrupt
changes in the dispersion and maximum distance of
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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the stars from the Galactic plane are seen at the same
metallicity in Fig. 2c.
Globular clusters also show an abrupt change of

the dispersion of another intrinsic parameter near
[Fe/H] ≈ −1.0, the morphological structure of the
horizontal branch, which is closely related to the
mean period of the RR Lyrae variables in the cluster.
In addition, a similarity between the period distribu-
tions for field and globular-cluster RR Lyrae vari-
ables has been noted in several studies. For example,
Carney [15] presents corresponding histograms (his
Figs. 1.25 and 1.26) and discusses their bimodality
and the similar positions of the two peaks. Figure 2d
displays a metallicity–period diagram for the stars in
our initial sample. However, the diagram shows no
structural details apart from the well-known trend.
Thus, we conclude that the variability periods of field
RR Lyrae stars cannot be used as an additional cri-
terion to identify objects belonging to the thick-disk
subsystem.
Since this metallicity criterion for selecting thick-

disk objects is clearly oversimplified, several criteria
have been proposed to add metal-poorer stars to the
subsystem. All use restrictions on the orbital veloc-
ity and are thus suitable only for stars with known
proper motions. For example, Hanson et al. [5] pro-
posed assigning all stars with velocities relative to
the local centroid of the Sun below 125 km/s to the
old disk, based purely on the fact that most metal-
rich stars meet this criterion. We have plotted the
corresponding vertical dashed line for the RR Lyrae
stars in our final sample. The filled circles represent
stars with [Fe/H] > −0.95. Virtually all lie to the left
of the dashed line. The same area is also occupied
by a fair number of metal-poorer stars, which form
the low-metallicity tail of the thick disk. Note, how-
ever, that several metal-rich stars are found to the
right of the line. If we increase the threshold veloc-
ity for the criterion to include these, the subsystem
will include many stars located much higher above
the Galactic plane than any of the metal-rich stars,
increasing the characteristic size of the thick disk. To
avoid this, a criterion also taking into account the
star’s location was suggested in [8] (see the slant-
ing dashed line in Fig. 3a). In this case, the sub-
system’s characteristic size is obviously preserved,
but the |Z|obs distributions of stars with different
metallicities remain different; the diagram shows that
the highest density of metal-rich stars is reached at
Zobs < 0.5 kpc (see also Fig. 4a below), and the high-
est density of stars in the low-metallicity tail occurs
around |Z|obs ≈ 0.8 kpc. Moreover, the number of
RR Lyrae stars in the low-metallicity tail of the thick
disk is as high as the total number of metal-rich stars.
This contradicts the results obtained for nearby field
stars, for which thick-disk stars were distinguished
ASTRONOMY REPORTS Vol. 46 No. 6 2002
from the younger thin disk population. In particular,
the recent detailed study [16] indicates that the low-
metallicity tail of the thick disk essentially disappears
near [Fe/H] ≈ −1.5. Apparently, if there is a low-
metallicity tail of RR Lyrae stars, it must be identified
using more complex criteria. The large uncertainties
in the tangential velocities of distant stars, such as
RR Lyrae variables, make it impossible to do this
adequately. For this reason, we decided not to ar-
tificially assign any metal-poor stars to the thick-
disk subsystem and we use only the primary criterion
[Fe/H] > −0.95 when estimating the characteristic
parameters of this subsystem. In our view, the fact
that the ages of metal-rich globular clusters of the
thick disk are considerably lower and essentially do
not overlap the ages of protodisk halo clusters [14]
is another argument against the existence of a low-
metallicity tail, since this indicates that the time in-
tervals for their formation were different.
It is much more difficult to identify objects that

have an extragalactic origin; i.e., those belonging
to the accreted halo. According to the hypothesis
that the protogalaxy collapsed monotonically from
the halo to the disk [17], stars genetically related
to the Galaxy cannot have retrograde orbits. (Only
the oldest halo stars may be exceptions, since they
could have retrograde orbits due to the natural ini-
tial velocity dispersion of the protostellar clouds.) On
the other hand, some stars formed from extragalac-
tic fragments captured by the Galaxy should have
prograde orbits. In any case, such stars should have
fairly large residual spatial velocities relative to the
local velocity centroid. Figure 3b displays the rela-
tion between this velocity and the azimuthal velocity
component, Θ, for the RR Lyrae stars in our sample.
We can see that there is a transition from prograde
to retrograde orbits about the Galactic center near
Vres ≈ 290 km/s. We also observe an abrupt increase
in the dispersion of the azimuthal velocity component
at the same place (see the error bars in the diagram).
Figure 3c displays a significant increase in the scatter
of the stars inZmax when crossing the same threshold
residual spatial velocity. The abrupt change in the
apogalactic radii of the stellar orbits is even more
evident (Fig. 3d). Both the orbital eccentricities and
their dispersion abruptly increase when crossing the
same point (Fig. 3e) and they also demonstrate differ-
ent relations. First, the orbital eccentricities increase
almost linearly with the residual velocities, reaching
a maximum near the threshold velocity level. With
further increase in Vres, the mean and scatter of the
eccentricities do not change within the errors. It is
interesting that the metal abundances also demon-
strate different behavior in different areas of Fig. 3f.
First, we observe a clear metallicity decrease with
increasing velocity, after which the metal abundance
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Fig. 2. (a) Metallicity function and relations between (b) metallicity and radial velocity, (c) metallicity and maximum distance
from the Galactic plane, and (d) metallicity and variability period for RR Lyrae variables in the initial sample. The curve in the
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means, dispersions, and total numbers. The dashed vertical lines in the second and the third panels are visual estimates of the
location of the abrupt increase in the scatter of Vr and Zmax at [Fe/H] = −0.95.
remains virtually unchanged and there is an apprecia-
ble decrease in its scatter. For this reason, we adopt
Vcr ≈ 290 km/s as the critical value for distinguishing
stars of the outer halo (Vres > Vcr). We suggest that
stars with lower residual velocities have a Galactic
origin and belong to the thick-disk and protodisk halo
subsystems. Apparently, this kinematic criterion is
not entirely unambiguous: some stars of the protodisk
halo may have larger residual spatial velocities. Evi-
dence for this is provided, in particular, by the increase
in the stellar density immediately to the right of Vcr
in our diagrams. However, we decided (as for the
thick disk) to retain a simple criterion in order not to
artificially confuse the situation.

Note again that the principal criteria distinguish-
ing globular clusters of the young halo are their redder
horizontal branches and, simultaneously, the lower
mean periods of their RR Lyrae stars compared to
clusters of the protodisk halo. To test this circum-
stance for field stars, we computed the mean peri-
ods of stars in a narrow metallicity range (−1.7 <
[Fe/H] < −1.2) for both halo subsystems. Each sam-
ple contained about forty stars. Their mean periods
were the same. Thus, the variability periods of field
RR Lyrae stars cannot serve as an additional criterion
to divide them into the subsystems of the metal-poor
halo, similar to the case of the thick disk.
Let us now compare the properties of the resulting

subsystems.

4. PROPERTIES OF STARS
IN THE SUBSYSTEMS

Since the membership of stars in the thick disk
is determined by their metallicity, we are able to first
consider a number of properties of this subsystem us-
ing the initial sample of RR Lyrae stars then compare
these properties to the results obtained for the smaller
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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number of stars that have known spatial velocities

and orbital elements. The characteristic feature of
ASTRONOMY REPORTS Vol. 46 No. 6 2002
the thick disk is its rapid rotation, which results in

considerable flattening toward the Galactic plane.
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In particular, the natural logarithmic scale height of
the density of globular clusters in the thick disk is
≈ 1.0 kpc. As shown above, the sampling depth of our
initial sample is considerably larger, so we can derive
the scale height (Z0) of the subsystem of metal-rich
RR Lyrae stars from their observed positions.
Figure 4a shows that the scale height of the thick

disk at the solar distance from the Galactic center is
even somewhat lower than for globular clusters that
are close to the center. Assuming nonrigid rotation of
the subsystem with a constant linear velocity, we can
obtain a least-squares fit to this velocity based solely
on the radial velocities and observed positions of the
studied stars (see [18] for details of the method). Fig-
ure 4b presents the corresponding cosψ − VS kine-
matic diagram, where ψ is the angle between the
line of sight and the vector for rotation about the Z
axis and VS is the star’s radial velocity reduced to an
observer at rest at the position of the Sun. The slope
of the least-squares regression line determines the ro-
tational velocity of the subsystem of metal-rich stars,
Vrot = 220 ± 14 km/s, whereas the scatter around it
determines the dispersion of the residual velocities,
σres = 64 ± 6 km/s; the correlation coefficient is quite
high, r = 0.9 ± 0.1. Using the apparent positions of
the stars, we can also follow variations of the metal-
licity with distance from the Galactic plane (Fig. 4c).
The regression line derived for themajority of the stars
(i.e., those closer than 2 kpc) indicates a considerable
negative vertical metallicity gradient, gradZ [Fe/H] =
−0.17 ± 0.09 kpc−1, with r = 0.3 ± 0.1. This result is
stable: when distant stars are included, the absolute
value of the gradient decreases but remains outside
the errors. However, stars with Zobs that are that high
above the plane (beyond 3σ) do not necessarily belong
to the disk subsystem.
Note that the resulting high rate of rotation of the

subsystem of metal-rich RR Lyrae stars, which coin-
cides with the Galactic rotational velocity at the dis-
tance of the Sun within the errors, probably testifies to
the presence of thin-disk stars. If we divide the sam-
ple into two groups, for example, at [Fe/H] = −0.4,
the more metal-rich group will demonstrate a much
higher rotational velocity in the kinematic diagram
(Fig. 4b). Due to the spatial observational selection
criteria used, our initial sample lacks stars closer to
the Galactic plane than Zobs = ±250 pc; since the
scale height for the subsystem of old thin-disk stars
is in this range [19], we cannot address this problem
in more detail in the present study.
The spatial velocities of the stars can be used

to verify the above results for the metal-rich stars,
and also to obtain estimates for a number of char-
acteristics for both halo subsystems, if we can first
reconstruct the stars’ Galactic orbits. Figure 5 shows
the distributions of the stars in our three subsystems
in the elements of their Galactic orbits. The top row
presents histograms of the rotational velocities for
stars of the thick disk, protodisk halo, and outer ac-
creted halo. All three distributions can be quite satis-
factorily represented with normal laws (the curves in
the histograms), whose maxima are separated nearly
by the corresponding dispersion (Table 2). The good
agreement between themean rotational velocities and
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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Table 2. Characteristics of the subsystems of RR Lyrae (ab) variables

Parameters of
RR Lyrae stars Thick disk Protodisk halo Accreted halo

Number of stars 30 68 76

〈[Fe/H]〉 −0.57 ± 0.05 −1.54 ± 0.04 −1.59 ± 0.04

σ[Fe/H] 0.28 ± 0.03 0.36 ± 0.03 0.29 ± 0.03

〈Θ〉, km/s 198 ± 9 104 ± 10 −40 ± 12

σΘ, km/s 51 ± 7 84 ± 7 101 ± 8

〈e〉 0.23 ± 0.03 0.54 ± 0.03 0.75 ± 0.03

lim rmax, kpc 13 15 40

lim zmax, kpc 2 10 22

Z0, kpc 0.74 ± 0.05 3.1 ± 0.1 6.4 ± 0.5

gradR[Fe/H], kpc−1 −0.03 ± 0.04 −0.03 ± 0.02 −0.00 ± 0.01

gradZ [Fe/H], kpc−1 −0.23 ± 0.10 −0.03 ± 0.02 −0.00 ± 0.01
their dispersions for the metal-rich stars derived from
radial velocities (Fig. 4b) and spatial velocities (Ta-
ble 2) testifies to the good accuracy of the proper
motions and the photometric distance scale used. The
second row of histograms in Fig. 5 shows the cor-
responding distributions in orbital eccentricity. The
characters of these histograms are obviously very dif-
ferent. The disk has virtually no stars with e ≥ 0.5,
all eccentricities are present in approximately equal
numbers in the protodisk halo, and stars with very
eccentric orbits dominate in the outer halo (where
almost two thirds of all stars have e > 0.8). The next
row (Figs. 5g–5i) presents the distributions in orbital
inclination. As expected, the orbital inclinations of the
disk stars are very low, not exceeding 15◦. The stars of
the two spherical subsystems can have any orbital in-
clination. In both cases, the number of stars strongly
increases with decreasing inclination; however, this
is true for stars with prograde orbits in the protodisk
halo and for those with retrograde orbits in the outer
halo. We must bear in mind that the deficit of stars
with large orbital inclinations is largely due to the
kinematic selection effect imposed on the sample. The
vertical components of the spatial velocities of such
stars in the solar neighborhood should be comparable
to the Galactic rotational velocity at this distance.
Thus, the probability of their presence here is very low.

The fourth row of histograms (Figs. 5j–5l) can be
used to estimate the radial sizes of the subsystem,
and the fifth row (Figs. 5m–5o), their vertical sizes at
the solar Galactocentric distance. Let us attempt to
make a quantitative estimate of the outer sizes of the
subsystems based on these distributions, using the
standard rules of thumb for the behavior of an upper
envelope, often applied in observational astronomy.
For example, when selecting members of an open
cluster, it is usual to reject the five brightest stars
as possible field stars. Proceeding in this fashion,
we simultaneously eliminate the largest uncertainties
in the orbital elements and avoid possible errors in
assigning some stars in our sample to a particular
subsystem. Such estimates indicate that the outer
sizes of the genetically related subsystems are com-
parable, whereas the outer halo is approximately a
factor of three larger (Table 2). The sizes of the sub-
systems perpendicular to the Galactic plane differ
more dramatically: the half-thickness of the thick disk
is smallest, that of the protodisk halo is several times
larger, and that of the outer halo is nearly an order of
magnitude larger (Table 2).
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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It is obviously not correct to compute the scale
height usingZmax, since all stars in a subsystem can-
not simultaneously be located at the highest points of
their orbits. To reconstruct the “real,” instantaneous
distributions of each subsystem from the Z values,
we must spread each star over its orbit in proportion
to the probability density of the star being located
at each point of the orbit. This probability density
can easily be found from the computed orbit of the
star; the details of the procedure can be found in [19].
The segmented lines in the bottom row of histograms
(Figs. 5m–5o) show theZ distributions for each sub-
system reconstructed in this manner. In other words,
this is how the stars will be distributed in height after
some time if they are distributed randomly in their
orbits. The solid curves in Figs. 5m–5o are least-
squares approximations to the reconstructed distri-
butions using an exponential law, n = α× e−Z/Z0 ,
where Z0 is the scale height (the corresponding Z0

values are indicated in Figs. 5m–5o and Table 2). In
this procedure, we did not take into account the first
interval of Zmax for the segmented line corresponding
ASTRONOMY REPORTS Vol. 46 No. 6 2002
to the thick disk, since the number of objects in this
interval is far too low due to the observational selec-
tion criteria. (In all cases, we excluded the five most
distant stars when evaluating the scale height.) Note
the good agreement of the scale heights for the thick
disk estimated from the observed positions and from
the reconstructed distribution in |Z|obs (Fig. 4a).
Let us now consider the metallicity gradients in

the subsystems. Figure 6 displays Ra − [Fe/H] and
Zmax − [Fe/H] diagrams for each of the subsystems.
The straight lines are least-squares fits. Assuming
that the stars are born near the apogalactic radii
of their orbits, the slopes of these lines reflect the
initial radial and vertical metallicity gradients for the
subsystems. To increase the trustworthiness of the
gradient estimates, we rejected the five most distant
data points in each case. The resulting gradients are
presented in Table 2, and the correlation coefficients,
in the corresponding diagrams. Only the vertical gra-
dient in the thick disk appreciably exceeds the errors
and has a high correlation coefficient. This gradient
coincides within the errors with the value derived
above (Fig. 4c) from the observed positions of the
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stars, testifying to the reliability of the result. The
radial metallicity gradient in the disk is zero with-
in the errors. In the protodisk halo, small gradients
with similar magnitudes, only slightly exceeding their
uncertainties, are found. The correlation coefficients
given in Figs. 6b and 6e will become smaller if we
add the five excluded distant stars but will remain
nonzero. Thus, the existence of gradients in the pro-
todisk halo is still an open question. In contrast, the
complete absence of both gradients for the RR Lyrae
stars of the accreted halo is beyond doubt.

5. DISCUSSION

The thick-disk objects can be reliably distin-
guished from halo objects due to the abrupt change
of their spatial distribution and their velocity dis-
persion when crossing the threshold value [Fe/H] ≈
−1.0. Thick-disk globular clusters selected using the
same criterion have Z0 = 1.0 ± 0.2 kpc, 〈[Fe/H]〉 =
−0.56 ± 0.05, σ[Fe/H] = 0.28 ± 0.03, Vrot = 165 ±
38 km/s, σres = 88 ± 15 km/s, gradR[Fe/H] =
−0.01 ± 0.02 kpc−1, and gradZ [Fe/H] = −0.16 ±
0.06 kpc−1. Comparing these to the parameters of the
subsystems of RR Lyrae stars from Table 2, we find
that the mean metallicities for the clusters and for our
field stars nearly coincide. However, the metallicity
function of the thick-disk globular clusters has a
well-defined depression in the number of clusters near
the threshold metallicity, while the corresponding
distribution for the field RR Lyrae stars does not
show such a dip. (There is even a local rise near
[Fe/H] ≈ −0.85.) Though the rotational velocities
of the subsystems are the same within the errors,
the velocity for the RR Lyrae stars was ∼35 km/s
higher due to the contribution of thin-disk stars to
the sample. The appreciable velocity dispersion of the
disk globular clusters is probably the result of the
large uncertainty in the computed cosψ values for
clusters near the Galactic center. The corresponding
gradients are essentially the same for the subsystems,
whereas the scale height for the clusters is higher
by approximately one-third. A natural explanation is
that some of the metal-rich clusters near the Galactic
center probably belong to the bulge. The difference
in the limiting radial sizes of the subsystems is
more difficult to explain: this size is ∼13 kpc for the
field RR Lyrae stars, whereas almost no metal-rich
globular clusters are observed beyond ∼7 kpc (this
may simply be due to the statistically small sample
of globular clusters in the thick disk). Based on the
coincidence of all but the last characteristic of the
metal-rich subsystems of these different objects, we
suggest that both the globular clusters and the field
RR Lyrae stars with [Fe/H] ≥ −1.0 belong to the
same subsystem of the Galaxy—the thick disk.
Let us now turn to the thick disk’s low-metallicity
tail. Of course, the abrupt end of the metallicity
distribution at [Fe/H] = −1.0 seems artificial. The
maximum-likelihood method also requires a much
highermetallicity dispersion, as can be seen in a com-
parison of the data in Fig. 2 and Table 2. Therefore, it
is natural to wish to smooth the metallicity function
by including in the subsystemmetal-poorer stars that
do not reach large distances from the Galactic plane
and have large orbital velocities. This does not cause
significant changes in any of the characteristic spatial
or kinematic parameters of the subsystem. However,
adding metal-poor, low-Z stars to the sample com-
pletely removes the vertical metallicity gradient in the
disk. This is the reason for the contradictory results
concerning this gradient obtained in different studies
and for disagreements about models for the formation
and evolution of this subsystem. The presence of a
vertical gradient would provide evidence for a slow,
dissipative collapse as the mechanism for the forma-
tion of the thick disk, whereas the absence of a vertical
gradient would rule out this process. We are inclined
to believe that the stars in the low-metallicity tail of
the disk (if there are any) probably formed from low-
metallicity gas and dust fragments weakly interacting
with the bulk of the parent protodisk cloud, where star
formation (and hence enrichment in heavy elements)
was suppressed for a long time. In this case, low-
metallicity disk stars can be located in a thin layer
of the Galaxy, considerably reducing the observed
vertical metallicity gradient among genetically related
stars of the subsystem.
Let us now consider the halo stars. As earlier,

we will compare the characteristics of the metal-poor
RR Lyrae stars derived in this study to the parame-
ters of corresponding subsystems of globular clusters
from [14], since only these objects were distinguished
based on an intrinsic, physical parameter rather than
interrelated spatial and kinematic criteria. The metal-
licity distributions of corresponding halo subsystems
differ somewhat. In particular, the mean metallicity
of the protodisk halo derived from globular clusters
is lower than that of the outer halo. The metallic-
ity dispersion is also lower. The field stars show the
opposite pattern (Table 2). In all cases, however, the
differences are comparable to the formally computed
uncertainties, indicating that any conclusions about
differences between these parameters have low sta-
tistical significance. The gradients in the protodisk
halo are completely consistent. In the accreted halo,
both gradients are absent for the field RR Lyrae stars
but nonzero for the clusters. However, both gradi-
ents for the globular clusters are due exclusively to
metal-richer objects close to theGalactic center (R �
7 kpc), and objects that far from the Sun do not enter
our sample of field RR Lyrae stars. We have identified
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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the halo subsystems based on spatial velocity, and dif-
ferences between the protodisk halo and accreted halo
in any kinematic parameter should be more promi-
nent. Indeed, while the orbital velocities for the glob-
ular clusters of the protodisk halo and the accreted
halo are 77 ± 33 km/s and −23 ± 54 km/s, so the
difference between them is∼100 km/s, this difference
is approximately 40% higher for the RR Lyrae stars
(Table 2). The velocity-dispersion estimates for the
subsystems of globular clusters (129 ± 19 km/s and
140 ± 18 km/s) are obviously overestimated due to
the large distance uncertainties, and, as a result, they
are much higher than the values for the field RR Lyrae
stars. The mean eccentricities in the protodisk halo
subsystems are the same, whereas, in the outer halo,
the eccentricities are, on average, higher for the field
stars, as expected (note that orbital eccentricities are
known only for a small number of clusters, and with
large uncertainties). The radial size of the protodisk
halo was approximately a factor of 1.5 larger for the
field stars than for the clusters, whereas the two scale
heights were the same within the errors. Recall that
we can estimate the radial sizes of RR Lyrae sub-
systems only from their maximum distances from the
Galactic center, which leads to appreciable overes-
timation of these sizes. The radial and vertical sizes
of the outer accreted halo subsystem of field stars are
naturally the largest and are in reasonable agreement
with the corresponding sizes for the subsystem of
globular clusters. Note that, in order to obtain correct
estimates of sizes of Galactic subsystems based on
data for nearby stars, it is necessary to take into
account the kinematic selection effects, which lead to
a deficiency of stars with large Ra and Zmax in the
solar neighborhood.
Thus, the generally good agreement between the

characteristics of corresponding subsystems of field
RR Lyrae stars and globular clusters distinguished
using different criteria shows that both populations
are not uniform. Both the clusters and field stars be-
long to at least three Galactic subsystems: the thick
disk, the genetically related inner protodisk halo, and
the outer accreted halo. The collected results indicate
that this subsystem is characterized by large size, an
absence of appreciable metallicity gradients, predom-
inantly large orbital eccentricities, a large number of
objects in retrograde orbits, and younger ages for its
ASTRONOMY REPORTS Vol. 46 No. 6 2002
objects, supporting the hypothesis that this subsys-
tem had an extragalactic origin.
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Original Russian Text Copyright c© 2002 by Tarasova.
Search for the General Magnetic Fields in Late-Type Giants

T. N. Tarasova
Crimean Astrophysical Observatory, p/o Nauchnyı̆, Crimea, 334413 Ukraine

Received November 15, 2001; in final form, November 23, 2001

Abstract—Surface-averaged longitudinal magnetic-field components (by analogy with the Sun called the
general magnetic field) have been measured for 15 late-type giants with an accuracy of several Gauss.
Statistically significant fields were detected for nine of these stars. The magnetic-field values obtained
suggest the existence of general magnetic fields in these giants. c© 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Studies of late-type stars have indicated thatmany
display all the signs of solar-type activity: chromo-
spheres and coronae, cycles of activity, and flares. All
these manifestations of activity are associated with
magnetic fields. Currently, magnetic fields have been
detected and measured both indirectly [1–10] and
directly in several types of stars, including Т Tauri
stars, RS CVn stars, solar-type stars, and M-dwarf
flare stars [11–13].
The most active giants, which belong to RS CVn

binaries, possess active regions and flares qualita-
tively similar to those on the Sun. In one such star
(α Aur), a solarlike activity cycle has been detected
using observations of the 10 830 Å neutral helium
line [14]. Quantitatively, however, these stars are sub-
stantially more active than the Sun (both the size
and total energy of their active regions exceed the
corresponding solar parameters by several orders of
magnitude). This is due to the fact that the axial and
orbital motions in these systems are synchronized,
which maintains a relatively high rotational velocity.
Apart from their solarlike activity, RS CVn stars also
display other types of activity associated with their
binarity. These processes are due to interactions be-
tween the stellar winds from the two components and,
possibly, between their magnetospheres [15].
Studies of the UV and X-ray emission from late-

type giants less active than RS CVn stars have indi-
cated that this radiation is also related to magnetic
activity. The detection of X-ray flares in the single
giant β Boo A [16] and the so-called hybrid giant
α Tr A [17] also provides evidence for magnetic ac-
tivity.
Studies of the activity of giants later than F0 at

UV and X-ray wavelengths have indicated that a di-
vision can be marked in the HR diagram, with giants
displaying dramatically different activity on opposite
sides of this division. In giants on the blue (left) side of
1063-7729/02/4606-0474$22.00 c©
the dividing line, UV (CIV, SiIV, and other lines) [21]
and X-ray [18–20, 46] radiation is detected, typical
of the transition zone and coronal region of the Sun,
respectively. The UV spectra of giants on the red
(right) side of the division show only lines charac-
teristic of the solar chromosphere (OI, SI, SiI, etc.),
and essentially no X-ray emission from these stars is
detected. At the same time, these giants display evi-
dence of cool (T ∼ 20 000 K), massive (Ṁ ∼ 10−10–
10−7M�/yr) stellar winds [22–26], similar to those
observed in solar coronal holes. So-called hybrid gi-
ants with mixed signs of activity [23, 24, 27] occupy
an intermediate position between these two types.

The differences in the types of activity shown by
the two groups of giants may be associated with the
dominance of different types of magnetic-field struc-
tures on opposite sides of the dividing line [28].

Currently, the magnetic-field structures of rapidly
rotating RS CVn stars and late-type dwarfs are best
studied, since tomographic techniques can be ap-
plied in these cases. Mapping has revealed compli-
cated structures for their magnetic fields, apparently
manifestations of the toroidal and poloidal compo-
nents of the large-scale magnetic field generated by
the dynamo mechanism [29, 30]. Tomography cannot
be applied to slowly rotating giants, and only direct
measurements of the surface-averaged magnetic field
(which we call the general magnetic field, by analogy
with the Sun) can bemade. Suchmeasurements have
been carried out by Borra et al. [31] and Hubrig
et al. [32]. Borra et al. [31] reported a possible detec-
tion of the magnetic field of the RS CVn star UX Ari.
Hubrig et al. [32] detected isolated cases of magnetic
fields of several tens of gauss in four of twelve giants.

However, these data were insufficient to study
the magnetic-field structures of late-type giants. Our
goal was to obtain additional measurements of the
magnetic fields in such objects.
2002 MAIK “Nauka/Interperiodica”
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Table 1.Magnetic-field strengths for the studied stars

Object Date JD 2400000+ Be, G σ, G Be/σ References

δ And Dec. 27, 1998 51175.173 7.7 1.7 4.5

Dec. 19, 1999 51532.254 8.5 2.8 3.0

β And Dec. 28, 1998 51175.213 12.6 2.2 5.7

45294.311 −0.1 2.4 [31]

η Psc Sept. 14, 1998 51070.535 −2.6 3.8

Sept. 22, 1999 51443.570 0.9 5.4

Nov. 18, 2000 51867.324 11.4 3.9 2.9

κGem Nov. 11, 1998 51128.571 11.7 2.1 5.6

Nov. 16, 2000 51865.463 13.0 3.8 3.4

β Gem Nov. 11, 1998 51128.641 3.0 2.6

Sept. 25, 1999 50351.545 −5.5 3.7

45291.641 3.3 2.0 [31]

45419.347 −3.2 1.5 [31]

48643.353 −3.6 2.5 [32]

48643.353 0.6 4.2 [32]

48677.376 −3.3 8.8 [32]

48678.378 16.9 8.2 [32]

48709.234 12.3 6.8 [32]

β Cnc Feb. 11, 1999 51221.478 3.1 2.5

Nov. 17, 2000 51865.544 −4.0 1.9

ζ Hya Dec. 19, 1997 50801.639 −15.3 2.9 5.3

ε Vir Jan. 2, 1999 51180.623 −10.8 3.2 3.4

45420.483 −3.2 5.4 [31]

48728.251 −2.6 4.1 [32]

48730.241 −10.2 4.9 [32]

49040.360 −9.6 4.8 [32]

α Boo May 15, 1998 50949.451 1.3 1.0

45111.476 −0.3 1.1 [31]

45113.472 1.6 1.2 [31]

45417.472 3.3 0.5 6.6 [31]

45428.542 −1.1 1.5 [31]

47616.565 8.5 8.8 [32]

47643.432 2.3 2.5 [32]

48021.298 2.9 1.8 [32]

ε Boo A March 6, 1999 51244.459 −8.8 3.4

α Ser March 26, 1999 51264.481 2.4 1.8

η Her Apr. 20, 1999 51289.489 −5.7 5.3
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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Table 1. (Contd.)

Object Date JD 2400000+ Be, G σ, G Be/σ Reference

ε Cyg Oct. 5, 1998 51092.231 9.3 2.5 3.7

July 27, 1999 51387.401 −2.6 1.4

July 29, 1999 51389.371 −8.7 2.6 3.4

July 30, 1999 51390.354 2.3 1.7

July 31, 1999 51391.409 3.3 1.5

Sept. 1, 1999 51423.477 1.8 1.7

Dec. 15, 2000 51894.188 0.1 2.9

ζ Cyg Oct. 6, 1998 51093.383 5.4 1.7 3.2

July 27, 1999 51387.457 −0.4 2.0

July 31, 1999 51391.441 0.2 1.8

µ Peg Sept. 6, 1998 51062.524 −11.3 3.2 3.5

Sept. 10, 1998 51067.452 −3.9 2.8

Sept. 14, 1998 51071.343 −3.4 2.8

Nov. 18, 2000 51866.323 −20.1 3.3 6.1
2. OBSERVATIONS AND RESULTS

The observations were carried out with a modified
Zeeman analyzer mounted at the Coudé focus of the
2.6-m Shain telescope of the Crimean Astrophysical
Observatory. The detector and technique for deter-
mining the magnetic field are described in detail by
Plachinda and Tarasova [33].
Almost all the stars were observed at 6200–

6300 Å, except for ζ Hya, which was observed
at 6149–6190 Å. The reciprocal dispersion was
3 Å/mm, and the resolution was 30 000. The signal-
to-noise ratios were from 300 to 450. The spec-
tra were preprocessed using the SPE code devel-
oped at the Crimean Astrophysical Observatory by
S.G. Sergeev and V.V. Rumyantsev. Lines with-
out blends deeper than 10% were chosen for the
magnetic-field measurements. To this end, a syn-
thetic spectrum was calculated for each star using the
MERSEN code [34, 35] and the VALD database [36].
Table 1 presents the magnetic-field strengths

acquired for the studied stars, along with values
taken from other studies. We measured the surface-
averaged longitudinal component of the field, or the
general magnetic field as we call it by analogy with
the Sun. Columns 1, 2, and 3 of Table 1 present the
name of the star, the date of the observations, and the
Julian date; columns 4, 5, and 6 present the strength
of themagnetic field, the corresponding rms error, and
the ratio of the field and its error, when this ratio is≥3.
We consider magnetic-field strengths exceeding their
errors by more than a factor of three to be statistically
significant. Column 6 presents references to other
studies in which the magnetic fields for these giants
were measured.
Statistically significant magnetic fields were ob-

tained for 9 of the 15 studied giants, which have
spectral types from G7 to M0. The magnitude of
the fields of these stars did not exceed 20 G. One
statistically significant value was recorded for each of
the giants β And, η Psc, ζ Hya, ε Vir, and ζ Cyg.
For δ And, κ Gem, ε Cyg, and µ Peg, statistically
significant fields were detected twice. The measure-
ments for δ And were separated by almost a year;
both measurements are statistically significant and
nearly the same (7.7 and 8.5 G). The measurements
for κ Gem were separated by two years; as for δ And,
both values are statistically significant and in good
agreement (11.7 and 13 G). δ And displays signs of
a hybrid giant. δ And and κ Gem belong to different
groups, but have similar magnetic-field strengths.
For ε Cyg, two statistically significant values with

opposite polarity were detected: +9.3 G and -8.7 G.
The two measurements are separated by almost a
year. We were able to make several measurements of
the magnetic field of µ Peg; statistically significant
values of the field are separated by more than two
years. The values differ by a factor of two (−11.3 and
−20.1 G) and have negative polarity. The observed
field variations could be associated with rotation of the
giants. Statistically significant magnetic fields were
detected for ε Cyg on July 29, 1999, and for µ Peg on
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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Table 2. X-ray luminosity and B − V ,Mv values specifying the giants’ positions in the HR diagram

Object HD Spectral
type d, pc B − V Mv logLx [erg/s] Be, G

δ And 3627 K3III 31.1 1.28 0.81 28.5 [38]∗ 7.7, 8.5

β And 6860 M0III 61.1 1.58 −1.87 12.6

η Psc 9270 G7IIIa 90.2 0.97 −1.15 11.4

κGem 62345 G8IIIa 44.0 0.93 0.35 28.9 [38]∗ 11.7, 13.0

β Gem 62509 K0IIIb 10.3 1.00 1.06 27.6 [45]

27.7 [40]

β Cnc 69267 K4III 89.0 1.48 −1.22

ζ Hya 76294 G9II-III 46.2 1.00 −0.21 28.7 [47]∗ −15.3

ε Vir 113226 G8IIIab 31.3 0.94 0.35 29.1 [45] −10.8

28.4 [40]

α Boo 124897 K1.5III 11.3 1.23 −0.30 <25.8 [45]

<25.7 [40]

ε BooA 129989 K0II-III 76.9 0.97 −1.70 28.9 [47]∗

α Ser 140573 K2IIIb 22.5 1.17 0.89 27.3 [45]

27.2 [40]

η Her 150997 G7.5III 34.4 0.92 0.85 28.8 [45]

ε Cyg 197989 K0III 22.1 1.03 0.74 <27.4 [40] 9.3,−8.7

28.0 [47]∗

ζ Cyg 202109 G8II-III 46.3 0.99 −0.13 28.4 [47]∗ 5.4

µ Peg 216131 G8III 35.8 0.93 0.71 27.0 [45] −11.3,−20.1

26.7 [40]

Note: Asterisks indicate that Lx was calculated from fluxes given in the studies noted.
September 6, 1998; however, no fields were detected
on dates adjacent to these. We cannot explain this
discrepancy. At the same time, we have no reason
to doubt the reliability of the statistically significant
values [33, 37].

β And is the onlyM star in our list. X-ray observa-
tions have indicated that there is a dividing line in the
HR diagram, beyond which stars do not have coro-
nas [18, 46]; these are giants later than K3. However,
the recently completed catalog [38] includes 26 ob-
jects with B − V ≥ 1.3 detected as X-ray sources.
Moreover, Hunsch et al. [39] have presented evidence
that some М giants may be X-ray sources. Only
an upper limit to the X-ray flux of β And has been
estimated: ≤ 5.3 × 10−14 erg cm−2s−1 [40]. We have
one magnetic-field measurement for this giant, which
is statistically significant and equal to 12.6 G. Borra
et al. [31] did not detect the field of this star.
ASTRONOMY REPORTS Vol. 46 No. 6 2002
In addition to β And, the magnetic-field measure-
ments of other authors are also available for β Gem,
ε Vir, and α Boo. Table 1 shows that the accuracy
of our measurements is close to that for the study
of Borra et al. [31] and exceeds that of the study of
Hubrig et al. [32]. No previous studies have detected
significant magnetic fields for β Gem and α Boo. In
spite of the fact that one of their measurements for
α Boo exceeded the error by more than a factor of
six, Borra et al. [31] claimed only a possible detection
of the field in this star after a statistical analysis of
the measurement errors. We are the only researchers
to detect a statistically significant magnetic field for
ε Vir. Other studies have not yielded any statistically
significant values. This may be due to variations of
the magnetic field with the phase of the rotational
period; it is possible that other measurements have
been carried out at times when the field was weak.
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3. DISCUSSION

We present measurements of the general magnetic
fields of giants of spectral types from G7 to M0. Ta-
ble 2 presents some parameters of the studied giants.
Column 1 presents the name of the star, column
2 its HD number, column 3 its spectral type, and
columns 4, 5, and 6 its distance in parsecs, B − V
color index, and absolute magnitude, respectively. As
an estimate of the star’s activity, column 7 presents
the logarithm of its X-ray luminosity or an upper limit
for this quantity; references to the studies from which
the luminosities were taken are indicated. Asterisks
denote studies from which we adopted fluxes and
translated them into luminosities using the HIPPAR-
COS parallaxes; the distances presented in column 4
are those corresponding to these parallaxes. The last
column of Table 2 contains the statistically significant
magnetic-field values.
We can see from the last column of Table 2 that

statistically significant magnetic fields were found for
9 of the 15 giants. This provides evidence for the ex-
istence of general magnetic fields in late-type giants.
In dynamo theory, the activity of late-type giants

is determined by their magnetic fields. Almost all the
giants for which statistically significant fields were
found and for which X-ray luminosities were deter-
mined display a weak dependence between the field
and X-ray luminosity. For κ Gem, ζ Hya, and ε Vir,
the logarithm of the X-ray luminosity (in erg/s) ex-
ceeds that of the Sun at maximum activity and lies in
the interval 28.7–29.1. The magnetic fields of these
stars range from 10.8 to 15.3 G. In δ And, ε Cyg, and
ζ Cyg, the logarithm of the X-ray luminosity is close
to the solar value at maximum activity and lies in the
range 28.0–28.5. The magnetic fields range from 5.4
to 9.3G. It follows that themagnetic fields of themore
active giants in our list do not significantly exceed
those of less active giants.

The figure illustrates the general evolutionary sta-
tus of the studied objects. The solid curves indi-
cate evolutionary tracks based on the calculations
of Claret [41]. These tracks were constructed using
models with solar abundances for hydrogen, helium,
and metals (X = 0.8, Z = 0.02). We used Kurucz’s
color tables for solar chemical composition to trans-
late Teff and logL into the observed B − V and Mv
values.We estimated the error of the translation of Teff
intoB−V using empirical values forTeff [42]. The av-
erage difference between the empirical B − V values
and those calculated fromKurucz’s tables was 0.03m.
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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Since all the stars are within 100 pc, the interstellar
absorption may be obtained in the same way as was
done in [43]. The average value corresponding to the
maximum correction is 0.05m; for stars within 20 pc,
this value is< 0.02m.
The circles in the figure mark the positions of

giants for which we derived magnetic-field measure-
ments. The triangles present the positions of giants
from the study of Hubrig et al. [32], and the dia-
monds, those from the study of Borra et al. [31].
The positions of all giants for which measurements
were made in [32] and [33] are plotted in the HR
diagram. Filled symbols denote the positions of giants
for which statistically significant magnetic fields have
been found.
The dotted line in the figure indicates the boundary

dividing the region of giants for which EINSTEIN
and ROSAT observations have detected X-ray emis-
sion from the region of giants with no X-ray detec-
tions [18, 19, 46]. We refer to this boundary as the
dividing line, in accordance with the accepted nomen-
clature.
We can see from the figure that there are two

giants on the red side of the dividing line for which
statistically significant magnetic fields were detected
that are comparable to those for giants located on the
left of the line—δ And and β And. As in the case of
the late-type dwarfs ξ Boo A and 61 Cyg A [37, 44],
the statistically significant magnetic fields obtained
for late-type giants could be a manifestation of their
primordial magnetic field. In the theoretical model
suggested in [28], when a star crosses the dividing
line, the mechanism for the generation of the mag-
netic field changes. The action of the classical (α−ω)
dynamo that gives rise to large-scale, closed, loop-
like magnetic field configurations ceases, and only
small-scale magnetic fields formed by turbulent flows
in the convective zone remain. Thus, if the dynamo
mechanism produces the total magnetic field, the field
structure should change when a star crosses the di-
viding line. If the general magnetic field is a mani-
festation of the primordial field, it should maintain its
structure when the star crosses the dividing line. The
fact that theMgiant β And and the hybrid giant δAnd
are both on the red side of the dividing line in the HR
diagram and have statistically significant magnetic
fields may indicate that the measured magnetic fields
are a manifestation of the primordial field of these
stars. However, further studies are needed to reach
final conclusions.

4. CONCLUSION

We have measured the surface-averaged longi-
tudinal magnetic-field components (by analogy with
the Sun, called the general magnetic fields) for 15
ASTRONOMY REPORTS Vol. 46 No. 6 2002
late-type giants with an accuracy of several gauss.
Statistically significant fields were detected for nine of
these stars. The magnetic fields of more active giants
do not significantly exceed those of less active giants
from our list. Themagnetic-field values obtained sug-
gest the existence of total magnetic fields in late-type
giants.
The fact that the M giant β And and hybrid giant

δ And display statistically significant magnetic fields
may indicate that the measured fields are a manifes-
tation of the primordial fields of the stars.
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Abstract—Mass exchange in white-dwarf binary systems with mass ratios 0.35–0.55 and total masses
exceeding the Chandrasekhar limit could lead to the disruption of the less massive component of the
system and the formation of a torus around the more massive component. c© 2002 MAIK “Nau-
ka/Interperiodica”.
1. INTRODUCTION

The evolution of low- and moderate-mass stars
(0.8 ≤M/M� ≤ 10) in close binary systems can lead
to the formation of a pair of white dwarfs after the
second stage of mass exchange [1–3]. The orbital
period of such a pair will be much shorter than in the
original system, due to the non-conservative nature
of the mass exchange in the common-envelope stage.
Fourteen white-dwarf pairs have already been dis-
covered [4]. The observational characteristics of these
systems can be derived in evolutionary computations
for binary stars [5]. Most of the dwarfs in these pairs
are helium stars with masses of 0.3–0.4M�. The
conditions for the formation of binary white dwarfs
and observational selection effects favor the detection
of precisely such systems [4]. If the distance between
the white dwarfs does not exceed∼3R�, they can ap-
proach each other due to the loss of energy via the ra-
diation of gravitational waves, and the less massive of
the two will fill its inner critical surface on a time scale
that is much less than the cosmological time scale [2,
3]. The detected binary white dwarfs include a number
of systems with very short periods P :WD 2331 + 290,
(P ≈ 4h − 4h.8) [6]; WD 1704 + 481À, (P = 3h.48) [7];
PG 1101 + 364, (P = 3h.47) [8];WD 0957− 666 (P =
1h.46) [9]. The mutual approach of the dwarfs in these
pairs will occur on time scales of less than 108–
109 years. The total mass of the two white dwarfs
does not exceed the Chandrasekhar limit. It is very
likely that Roche-lobe filling and the flow of matter
from these systems leads to the formation of isolated
objects: helium subdwarfs or R Cor Bor stars [10].

The merging of two white dwarfs whose total
mass exceeds the Chandrasekhar limit can lead to
a type Ia supernova [2, 3]. One candidate type Ia
supernova precursor has been identified, the binary
system KPD 1930 + 2752, (P = 2h.28), made up of
1063-7729/02/4606-0481$22.00 c©
a helium subdwarf with a mass of ≈0.5M� and a
carbon–oxygen dwarf with a mass of ≈M� [11].
The components of KPD 1930 + 2752 will approach
each other due to the radiation of gravitational waves
over about 800 million years, and the system will
become semidetached. By this time, the subdwarf
will have evolved into a white dwarf [4]. If there is
mass exchange in the binary white dwarf over the
dynamical time scale, the less-massive dwarf will be
completely disrupted. The matter from the disrupted
white dwarf has some angular momentum; if this
angular momentum is modest, the matter will im-
mediately be added to the more massive component.
If this angular momentum is sufficiently large, most
of the matter from the less-massive dwarf may be
concentrated in a torus around the more-massive
dwarf. Subsequent accretion of the torus matter by
the massive white dwarf is possible after the removal
of some of the angular momentum from layers at the
inner edge of the torus.

The total energy and angular momentum of the
two white dwarfs when the less-massive dwarf fills
its inner critical surface is insufficient to support a
torus with the mass of the less-massive dwarf in
equilibrium if the mass of the more-massive dwarf
is 1M� [12, 13]. Three-dimensional hydrodynamical
computations indicate that mass exchange in binary
white dwarfs with masses of 1.2 M� + 0.9 M� [14]
and 0.9 M� + 0.6 M� [15] occur on the dynamical
time scale. The less-massive dwarf is completely dis-
rupted over a time exceeding about 2.2–2.5 periods of
the binary system, before the onset of mass exchange.
As a consequence of the collision of matter lost by the
less massive dwarf with the surface of the more mas-
sive dwarf, a shock wave forms, in which the kinetic
energy of the accreted matter is transformed into heat.
As a result, a single axially symmetric object forms, in
which the central degenerate core is surrounded by a
carbon-burning shell, and the outer circumequatorial
2002 MAIK “Nauka/Interperiodica”
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layers are in a state of rapid rotation [14–17]. The
total energy and angular momentum of the system
are conserved within the computational accuracy. The
mass of ejected matter cannot exceed 0.3% [14]. The
disruption of a white dwarf in a binary with a low-
mass black hole leads to the formation of a torus, with
the angular momentum of the white dwarf stored in
the torus matter [18].

In the current study, we have constructed station-
ary models for a self-gravitating torus in the gravi-
tational field of a nonrotating dwarf. By comparing
the total energies and angular momenta of the dwarf–
torus system and of semidetached dwarf binaries with
component masses equal to those of the central star
and torus, we can identify dwarf pairs for which the
possible formation of a torus from the matter of the
less massive component is not excluded by the con-
servation laws.
2. METHOD FOR COMPUTING
THE STRUCTURE

OF THE SELF-GRAVITATING TORUS

Stationary, axially symmetrical models for differ-
entially rotating tori with masses characteristic of
white dwarfs were constructed taking into account
the gravitational fields of both the torus itself and of
the white dwarf at the center of the configuration. The
equation of motion of an element of the torus volume
has the form

ρ(v∇)v + ∇P + ρ∇Φ = 0,

where ρ is the density of the matter. The pressure
of the matter P (ρ) is related to the density by the
equation of state for a degenerate electron gas [19]:
{
P (x) = a{x(1 + x2)1/2(2x2/3 − 1) + ln(x+ (1 + x2)1/2)}/8π2

ρ(x) = bx3,

a = mec
2/λ3

e, b = mH/(3π2λ3
eYe), x = pF /(mec),
where me and mH are the electron mass and the
atomic mass unit, respectively; λe is the Compton
wavelength of the electron; с is the speed of light; pF is
the Fermi momentum of the degenerate electron gas;
and 1/Ye = µe is the molecular weight of the gas. In
the case of a barotropic equation of state, the surfaces
of constant pressure and constant density coincide
and the angular velocity of rotationΩ(�) is a function
only of the distance from the rotational axis � [20].
The linear velocity of a matter element is related to
the angular velocity by the expression

v = �Ω(�)eϕ,

where eϕ is a unit vector in the direction of the az-
imuthal angle ϕ.

Integrating the equation of motion, we can obtain
the Bernoulli integral

H(ρ) + Φ + Ψ(�) = C, (1)

where C is the constant of integration; H(ρ) is the
enthalpy, given by the expression

H(ρ) =
∫
dP (ρ)/ρ;

and Ψ(�) is the centrifugal potential, which is related
to the angular velocity by the expression

Ψ(�) = −
∫

Ω2(�)�d�.
The angular velocity of the near-equatorial regions
of the product of a merger of two white dwarfs with
masses 0.9 M� and 0.6 M� falls off with distance
from the rotational axis in approximately the same
way as for Kepler’s third law [15]. Here, we have com-
puted torus models for cases when the decrease in the
angular velocity with distance from the rotational axis
has precisely the form

Ψ(�) = CΨ/� (2а)

or is more gradual

Ψ(�) = −CΨ ln(�). (2b)

The gravitational potential Φ is determined by the
matter of both the torus and the central white dwarf:

Φ = Φt + Φd. (3)

The gravitational potential of the torus satisfies the
Poisson equation

	2Φt = 4πGρ. (4)

We do not take into account the effect of the torus
on the structure of the white dwarf. The potential of
the white dwarf Φd is assumed to be spherically sym-
metrical and completely determined by the specified
massMd.

After expressing the density from the Bernoulli
integral (1) as an inverse function of the enthalpy
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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and substituting this and Eqs. (2) and (3) into (4),
we obtain an equation in the gravitational potential
of the torus Φt, the constant C, and CΨ. Specifying
the maximum density of the torus matter, the ratio of
the inner and outer radii of the torus in the equatorial
plane, and the boundary conditions for the field [21,
22], we can find a simultaneous solution for the con-
stant C, CΨ, and the field Φt. Further, we calculate
from (1) the distribution of the density of the torus
matter and its mass Mt, angular momentum Jt, and
gravitationalWt, kinetic Tt, and internal Ut energies.
We monitored the accuracy of the computations us-
ing a virial test [23]:

V T = | 2Tt +Wt + 3Π |/|Wt |,
where Π is given by the expression

Π =
∫
Pdr

and dr is a volume element. For all the computed
models, V T ≈ 10−4–10−5.

The method described [24, 22] was applied earlier
to compute models of rapidly rotating neutron stars
and white dwarfs [25, 26].

The radial distributions Φt,Φ and the effective po-
tential Φ + Ψ in the equatorial plane for a system with
a white dwarf and torus with masses ofMd = 1.2M�
andMt = 0.5M� are shown in Fig. 1. The rotation of
the torus is specified by formula (2а).

3. MODELS OF SELF-GRAVITATING TORI
IN THE GRAVITATIONAL FIELD

OF A CENTRAL STAR

The angular momentum of the torus is determined
by its mass, the position of its inner edge, and the
rotation curve and mass of the central white dwarf.
For fixed masses of the torus and white dwarf, the
angular momentum of the torus decreases as its inner
edge approaches the white-dwarf surface (Fig. 2). If
the torus rotation curve is given by (2a), the minimum
radius of its inner edge corresponds to contact of
the torus with the white-dwarf surface. When the
torus rotation is given by (2b), the effective gravita-
tional acceleration (the sum of the gravitational and
centrifugal accelerations) at its inner edge vanishes
when this edge is some distance from the white-dwarf
surface. The radius of the inner edge of a stationary
torus must exceed this distance. At smaller distances,
stationary models of tori whose rotation is given by
(2b) cannot exist. The angular momenta of tori ro-
tating in accordance with (2b) is higher than those
rotating in accordance with (2a). These values exceed
the orbital angular momenta of the corresponding
binary white dwarfs with component masses Md and
Mt when the dwarf with massMt fills its Roche lobe.
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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(2a), shown by the solid curve, and (2b), shown by the
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and the white-dwarf surface (solid curve) and the vanish-
ing of the effective gravitational acceleration at the inner
edge of the torus (dashed curve). The dotted line shows
the orbital angular momentum of a semidetached system
with two white dwarfs with masses 0.5 M� + 1 M�.

The formation of a stationary torus from the matter
of the less massive component of the binary is not
possible if the angular velocity of rotation of the torus
falls off with distance from the rotational axis more
slowly than a Kepler law. The angular momentum of
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dashed curves show the angular momenta J of semide-
tached systems with two white dwarfs as a function of the
mass of the secondary Mt for the same three masses of
the primary Md. The right boundaries of all the curves
correspond to the case Mt = Md.

a torus rotating in accordance with (2a) is lower than
the orbital angular momentum of the corresponding
binary system if the inner edge of the torus is suf-
ficiently close to the white-dwarf surface (Fig. 2). A
similar result is obtained when the angular velocity of
rotation of the torus falls off with distance from the
rotational axis more rapidly than the Kepler law [12,
13].

Figures 3 and 4 show the angular momentum of
the torus and total energy of the white dwarf–torus
system in the case of contact as a function of the
torus mass for the three fixed white-dwarf masses
Md/M� = {1.0; 1.2; 1.4}. The gravitational and in-
ternal energies of the white dwarf were estimated
neglecting the influence of the torus on the structure
of the dwarf. The rotation of the torus was speci-
fied by (2a). These same figures show the depen-
dences of the angular momentum and total energy
of a semidetached binary white-dwarf system on the
mass of the lessmassive component for the same fixed
masses for the more massive dwarf Md. As in [12],
the total energy of the white dwarf–torus system with
Md = 1M� andMt ≥ 0.5M� is higher than that for
a semidetached system with white dwarfs with the
same masses Md and Mt. However, for each mass
Md, we can indicate a mass Mup

t such that the total
energy and angular momentum of a semidetached
binary system for whichMt ≤M

up
t (Md) will be lower

than those of the corresponding white dwarf–torus
system. The dependenceMup

t (Md) is shown in Fig. 5.
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1.4 M�. The circles and x’s show the results of [12, 13],
respectively.

Three-dimensional hydrodynamical computations
of flows of matter in binary white-dwarfs demonstrate
a decrease in the orbital momentum due to the forma-
tion of a disk [14, 18]. The total angular momentum of
the disk and binary is conserved. As a result, the dis-
tance between the components grows less than when
the angular momentum of the binary system alone is
conserved, or even remains unchanged. The storage
of momentum in the forming disk promotes instability
in the mass exchange in the binary white dwarf and
the disruption of the less massive component on the
dynamical time scale. Figure 5 shows the minimum
mass M low

t for which the mass exchange can still
proceed over the dynamical time scale as a function of
Md, in accordance with [14]. Tidal interactions are not
able to transfer the angular momentum of the forming
disk to the binary, due to the short time scale for the
transfer of matter and disruption of the less massive
dwarf in systems withM low

t (Md) < Mt.
The region of binary white-dwarf parameters for

which we expect disruption of the less massive com-
ponent and the formation of a torus around the more
massive component is bounded from above by the
requirement that the angular momentum and total
energy of the binary system exceed those of the cor-
responding white dwarf–torus system, and from be-
low by the requirement that there be mass exchange
on the dynamical time scale (Fig. 5). This region is
bounded on the right by the Chandrasekhar limit for
the mass of the more massive dwarf in the binary
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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system. The total mass of nearly all pairs of white
dwarfs exceeds the Chandrasekhar limit.

4. THE POSSIBLE FORMATION
OF PRECURSORS TO TYPE Ia

SUPERNOVAE

The region of component masses for binary white
dwarfs whose total mass exceeds the Chandrasekhar
limit can be divided into four subregions (Fig. 5).

Subreqion A contains binary dwarfs with similar
masses. If the mass of each dwarf exceeds ≈1.2 M�
and the mass exchange is not conservative in the
common-envelope stage, the formation of a single
object with a mass exceeding the Chandrasekhar
limit and a central density of ≈1010 g/cm3 is possi-
ble [12]. White dwarfs with masses exceeding 1.1–
1.2 M� are made up of a mixture of oxygen and
neon [3]. Neutronization of the matter in the neon
cores is likely to stimulate the collapse of the product
of amerger of two such dwarfs. However, according to
the three-dimensional hydrodynamical computations
of [14], common envelopes are not able to form in
systems with component mass ratios that are not very
different from unity. The mass of the binary system
should be conserved in the merger of the components.
In this case, rapidly rotating, very elongated white
dwarfs are formed. The density in these dwarfs does
not exceed ≈2 × 108 g/cm3 [26]. Their further evo-
lution may be accompanied by a transfer of angular
momentum from the inner regions, followed by an
increase in the density and possibly a loss of matter
and angular momentum from the circumequatorial
region. When the density in the product of a merger
of carbon–oxygen dwarfs reaches ≈1010 g/cm3, a
nuclear explosion and the formation of a type Ia su-
pernova is possible.

Subregion B contains pairs in which the matter
lost by the less massive dwarf is heated when it col-
lides with the surface of the more massive dwarf. The
structure of the single object that formswas derived in
the three-dimensional hydrodynamical computations
of matter flows in such pairs of dwarfs, carried out
in [14, 15]. The matter is heated sufficiently for the
thermonuclear burning of carbon to occur [14–17].
The subsequent evolution of the single object that
forms is determined by the total mass of the initial
pair of dwarfs and the relationship between the rate
of thermonuclear burning in the carbon-burning shell
and the rate of mass loss via the stellar wind. The
carbon burning propagates inward as a consequence
of the thermal conductivity of thematter, reprocessing
the carbon–oxygen mixture into a mixture of oxygen,
neon, and magnesium [27]. The density in the central
region grows as angular momentum is transported
outward. The subsequent neutronization in the neon
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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Fig. 5. Subregions A, B, C, and D in the plane of the
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ponents of a degenerate-dwarf binary system. The upper
solid line corresponds to M1 = M2, the lower solid line
to M1 + M2 = 1.4 M�, and the vertical solid line to
M1 = 1.4 M�. The dashed line shows the case of a dwarf
pair in which the difference in the surface potentials is
sufficient to heat matter to a temperature of 8× 108 K, the
dot–dashed line the dependence Mup

t (M1), and the dot-
ted line the dependence M low

t (M1). The vertical dashed
line marks the boundary between carbon–oxygen and
oxygen–neon dwarfs. The circles represent binary sys-
tems for which the dynamics of the disruption of the
less massive component were computed in [14] (right)
and [15] (left).

and magnesium cores stimulates the collapse of the
merger product [15, 27]. If the mass of the merger
product becomes lower than the Chandresekhar limit
as a consequence of mass loss via the stellar wind,
the final result of its evolution will be a hot, rapidly
rotating white dwarf [15]. The boundary between sub-
regions A and B (Fig. 5) has been drawn arbitrarily,
and corresponds to pairs of dwarfs for which the dif-
ference in their surface potentials is sufficient to heat
the accreted matter to 8 × 108 K.

Subregion C contains pairs of dwarfs for which
the orbital angular momentum and total energy are
sufficient to support the equilibrium of a torus with
the mass of the less massive dwarf forming at some
distance from the more massive dwarf. Ballistic esti-
mates indicate that the specific angular momentum
of the matter at the inner Lagrangian point at the
onset of the mass exchange in such pairs is sufficient
for an element of matter to pass around the more
massive component, even taking into account the pull
of the less massive component. This suggests that,
with the onset of mass exchange, a disk begins to
form around the massive component. The storage
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of angular momentum in the disk could lead to the
disruption of the less massive component over the
dynamical time scale [14, 18]. The formation of a torus
from the matter of the less massive dwarf must be
confirmed by hydrodynamical computations.

Figure 6 shows an example of such a torus with
mass Mt = 0.5 M�. The maximum density in the
torus is 9.04 × 104 g/cm3. The mass of the white
dwarf isMd = 1.2 M�. The total energy and angular
momentum in this white dwarf–torus system are 0.1
and 9% lower than the corresponding values for a
semidetached system with white dwarfs with masses
0.5 M� and 1.2 M�.

To determine the distance between the compo-
nents of a semidetached white-dwarf binary, we used
a standard model with two point masses, assuming
that the rotation of the components is synchronized
with their orbital motion. Given the finite dimen-
sions of the components, the distance between the
components of close binary systems when the inner
Roche lobe is filled will be greater [29]. The increase
in this distance over that for the point-mass model is
≈4% for two neutron stars with the same mass [29].
During the approach of the pair of white dwarfs due
to the radiation of gravitational waves, the frequency
of the orbital motion increases. If a corresponding
unwinding of the dwarf pair does not take place, the
frequency of their own rotations will become less than
the orbital frequency. In this case, the distance be-
tween the components of the semidetached system
will be less than for the case of their synchronized
rotation [30]. The maximum decrease in this distance
is ≈6% for a wide range of component mass ratios
and corresponds to the absence of rotation of the two
stars [30]. The total action of these effects, which
partially compensate each other, amounts to only a
slight change in the distance between the compo-
nents, and consequently to a small change in the
estimated interaction energy for the pair. Since the
mass ratios in the considered pairs differ appreciably
from unity, the contribution of the interaction energy
to the total energy of the binary does not dominate.
Thus, effects due to the extent of the binary com-
ponents and their possible nonsynchronous rotation
only weakly influence the position of the boundary
M

up
t separating subregions B and C in Fig. 5. The

subsequent evolution of the dwarf–torus system is
linked to the accretion of the torus matter by the
white dwarf and is determined by the mechanism for
transporting angular momentum outward from the
inner layers of the torus. The longest torus lifetime
is achieved when the angular momentum is carried
outward due to the viscosity of the degenerate elec-
tron gas, and is ≈109 yr [17]. If the torus matter is
subject to shear turbulence, the transfer of angular
momentum ismuchmore rapid, and the lifetime of the
torus may be shortened to≈10 days [17]. In this case,
an important role in the subsequent evolution of the
dwarf–torus system is played by processes heating
matter via accretion and the dissipation of turbulent
energy. The chemical composition of the initial white
dwarfs is no less important. The accretion of torus
matter by carbon–oxygen dwarfs provides another
opportunity for the formation of type Ia supernova
precursors. The gravitational-potential difference be-
tween the inner edge of the torus and the surface of
the white dwarf, shown in Fig. 6, is insufficient to heat
the matter to the temperatures required for carbon
burning. If the less massive component was a helium
or hybrid dwarf, the accretion of the torus matter
leads to the formation of a helium-burning shell at the
surface of the carbon–oxygen dwarf. This could lead
to the formation of an R Cor Bor star, as has been
proposed for the case of mass exchange in binaries
consisting of a carbon–oxygen and helium dwarf [2].
If themoremassive component were an oxygen–neon
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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dwarf, the evolution of the merger product would end
in the collapse of the central region. Final conclusions
about the final evolution of such white-dwarf pairs
require both hydrodynamical computations of mass
exchange in the pairs and studies of the torus stabil-
ity, processes transporting angular momentum in the
torus, the stability and rate of mass-loss by the torus,
and so on.

Subregion D (Fig. 5) contains pairs consisting
of an oxygen–neon and a helium dwarf. The mass
exchange in these pairs occurs on the time scale
for the loss of energy via gravitational radiation. The
boundary between subregions C and D nearly coin-
cides with the lower limit for the mass of carbon–
oxygen and hybrid dwarfs [3].

5. CONCLUSION

The orbital angular momentum and total energy
of a semidetached dwarf binary with the mass of
the more massive component Md > 1 M� and the
mass ratio Mt/Md not exceeding 0.5–0.6 are suffi-
cient to maintain the equilibrium of a stationary, self-
gravitating torus with mass Mt in the gravitational
field of a white dwarf with mass Md. The angular
velocity of rotation in such tori must decrease with
distance from the rotational axis in accordance with or
more rapidly than the Kepler law. The relatively small
torus mass (30–60% of the mass of the central star)
justifies the assumption of spherical symmetry for the
gravitational field at the center of the star. Indeed,
three-dimensional hydrodynamical computations of
the disruption of white dwarfs in systems with com-
ponent mass ratios of 0.75 [14] and 0.66 [15] show
that themore massive dwarf is essentially undeformed
by tidal forces.

The disruption of the less massive dwarf and for-
mation of a torus can occur on the dynamical time
scale in close pairs of white dwarfs with component
mass ratios no lower than 0.3–0.4 [14]. The storage
of angular momentum in a disk forming around the
massive dwarf in the final stages of mass exchange
decreases the angular momentum of the orbital mo-
tion of the binary components and is the main reason
for the disruption of the less massive dwarf on the dy-
namical time scale [14, 18]. The possible formation of
a torus from the lessmassive dwarf must be confirmed
by dynamical computations.

Population-synthesis studies [4, 5] indicate that
pairs of white dwarfs with similarmasses should com-
prise a large fraction of binary white dwarfs. Precur-
sors of type Ia supernova most likely form as the result
of mergers of carbon–oxygen dwarfs in such pairs.
Some type Ia precursors may form from systems of
carbon–oxygen dwarfs with mass ratios of 0.35–
0.55. The type Ia precursor candidate binary system
ASTRONOMY REPORTS Vol. 46 No. 6 2002
KPD 1930 + 2752 has a mass ratio of ≈0.5 [11]. The
merging of components in such pairs may be accom-
panied by the formation of a torus from the matter
of the less massive dwarf. The gravitational potential
difference between the inner edge of the torus and the
white-dwarf surface is not sufficient to heat matter
to the temperatures required for the thermonuclear
burning of carbon. The subsequent evolution of the
white dwarf–torus system requires a whole series of
further studies.
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Abstract—Variability of the photospheric radiation of 40 (dKe–dMe) dwarfs in the solar neighborhood due
to variations in the spottedness of their surfaces is analyzed based on the behavior of their mean annual
brightnesses over long time intervals. The amplitudes and characteristic time scales of the variations of the
mean annual brightness are taken to be indicators of photospheric activity and were used to infer the levels
of photospheric activity in the stars studied. The influence of axial rotation on the development of cyclic
activity in young red dwarfs and F–M main-sequence stars is analyzed. The durations and amplitudes of
the photospheric variability of rapidly rotating (dK0e–dK5e) stars testifies to a higher level of photospheric
activity among red dwarfs and solar-type stars. The X-ray luminosities of these stars grow with the
amplitude of the variations of the mean annual brightness. However, this is not typical of rapidly rotating
M dwarfs, for which the X-ray emission varies by more than two orders of magnitude, although their
degrees of spottedness are all virtually the same. A linear relationship between the X-ray and bolometric
luminosities is observed for young (dKe–dMe) stars, with their ratios log(Lx/Lbol) being about −3. These
properties can be used to determine whether a red dwarf is a young star or is already on the main sequence.
c© 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Themagnetic activity of stars is accompanied by a
number of phenomena that arise as a consequence of
variations in the physical conditions in local regions,
which further develop in time throughout all layers
in the atmosphere. Such regions form due to the
emergence of magnetic fields at the stellar surface.
In the end, magnetic activity leads to the dynamical
reconstruction of the outer atmosphere of the star [1].

According to models for the generation of mag-
netic fields in stars with convective envelopes, the
intensity of active processes depends on the star’s
age, the rate of its axial rotation, and the depth of
its convective zone [2, 3]. Systematic observations of
indicators of activity that are sensitive to variations
of the magnetic field carried out over a wide range
of wavelengths have confirmed this picture. Slow
variations of mean annual activity indices have been
detected for various types of stars; these can have
a cyclic or irregular character or be manifest in the
form of trends [4–6]. The activity cycles of some stars
have durations comparable to that of the Sun, while
others are appreciably shorter or longer. These data
and detailed studies of the relationship between the
physical characteristics of F–M dwarfs and activity
indicators associated with various atmospheric layers
lead to the conclusion that themagnetic activity of the
Sun and solar-type stars is produced by the same set
1063-7729/02/4606-0489$22.00 c©
of processes, but other mechanisms come into action
in the transition to other types of stars [7–12].

In red dwarfs, this is brought about by rapid ro-
tation and the formation of a fully convective en-
velope in stars later than M5. In contrast to solar-
type stars, their activity cycles can have durations of
decades. Data on the cyclic activity of several spotted
red dwarfs have been obtained from studies of their
light curves over long time intervals [13–16], and
flare phenomena [17, 18] and X-ray variability [19]
have been detected and studied for individual stars.
However, the development of cyclic phenomena in the
atmospheres of late dwarfs remains poorly studied.

Our investigations are directed toward a search
for activity cycles in (dKe–dMe) stars included in
the catalog by Gershberg et al. [20], which contains
463 objects. Here, we analyze the behavior of the
mean annual brightness of 40 K–M dwarfs on time
intervals from several years to several decades, pub-
lished in [21–23]. We compare the variability of the
mean annual brightness (its amplitude and charac-
teristic time scale) with the periods of axial rotation
of the stars Prot and their bolometic and X-ray lumi-
nosities Lbol and Lx, taken from [6, 20, 24].

Based on these analyses, we investigate differ-
ences in the activity levels of K and M dwarfs and
compare these results with the activity of solar-type
2002 MAIK “Nauka/Interperiodica”
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Fig. 1. Histogram of variations in the mean annual
brightnesses ∆mpg for 40 (dKe–dMe) stars and their
control stars (dashed lines).

stars. We also consider the influence of surface spot-
tedness on K and M dwarfs on their coronal X-ray
emission.

2. LONG-TERM BRIGHTNESS VARIATIONS
IN 40 (dKe–dMe) STARS

Variability in the intensity of processes forming
spots on the surfaces of red dwarfs lead to slow vari-
ations of their mean brightness, which become ap-
preciable over time scales of several years. Similar to
the mean annual Wolf number, the amplitude of these
variations can be used as an index of photospheric
activity.
We investigated the behavior of the mean annual

brightnesses of 40 active red dwarfs using photo-
graphic plates in the collections of the Sternberg As-
tronomical Institute, the Odessa Astronomical Ob-
servatory, and the Sonneberg Observatory. We also
used photoelectric data taken from the literature or
obtained on the 125-cm telescope of the Crimean As-
trophysical Observatory [25, 26]. We chose the stars
for our study from the catalog of UV Ceti stars and
related objects [20], taking into account the contents
of the photographic plates in the collections indicated
above.
The program list (Table 1) includes stars of various

brightnesses with Mv in the range from 6m to 15m.
Eight of the dwarfs have spectral types K1–K8.5, and
28 have spectral types M0–M7; four do not have
accurately determined spectral types but have been
identified as flaring red dwarfs based on photometric
data. We also studied the brightness of a control star
with similar brightness and spectral type near each
program star. The mean annual magnitudes of the
control stars showed comparable dispersions, with a
mean weighted rms error of σ = 0m. 05. The weights
were determined by the number of points in the light
curves constructed using the mean annual values.
For all the control stars, the variations of these values
∆mpg = mmax −mmin did not exceed 0m. 2, which
corresponds to 4σ. Consequently, their brightnesses
remained constant in the time intervals studied at the
α = 0.05 confidence level. The absence of variability
in the control stars is confirmed by the distribution
of their ∆mpg values, indicated by the dashed lines
in the histogram in Fig. 1. The values of ∆mpg for
the program stars are presented in Table 2, and their
distribution is indicated by the solid lines in the his-
togram in Fig. 1.
Eight stars display clear variability in their mean

annual brightness exceeding 0m. 3. In all, the photo-
graphic data for 23 dwarfs exhibited variability with
∆mpg > 5σ or low-amplitude brightness variations,
which were confirmed by the photoelectric observa-
tions. Conclusions about the variability of each star
were drawn taking into account the light curve for the
corresponding control star. This enabled us to exclude
from the list of variable objects those for which appar-
ent brightness variations were produced by changes
in the photographic emulsion used.
It was difficult to establish the type of variability

observed in V910 Ori and HZ Aqr using the data
described. The brightness of V910 Ori cannot be
adequately described usingmean annual values, since
the star is either not visible on the plate and its bright-
ness is conditionally indicated as 18m, or it is in a state
of enhanced brightness, when its brightness grows by
1m. 5 − 2m. For HZ Aqr, we obtained only scattered
and sparse data.
The variations in the mean annual brightnesses of

the remaining 15 stars in our list were the same as
those for the control stars in the intervals studied; i.e.,
they did not exceed 0m. 2. However, note that some
of these exhibited individual events of increase or
decrease in their year by mean magnitudes exceeding
0m. 2 [22, 23].
The mean annual brightnesses of V780 Tau and

DX Cnc show a large dispersion, testifying to ap-
preciable yearly variations in the spottedness of their
photospheres. We cannot rule out the possibility that
there is variability in their mean brightnesses on more
extended time intervals.

3. ACTIVITY LEVEL OF THE RED DWARFS

3.1. Variability of the Photospheric Radiation of K
andMDwarfs

The light curves for ten of the studied stars show
variations in their mean annual brightness with a
cyclic character, while 13 of the dwarfs exhibit irreg-
ular variability or slow trends [22, 23]. The identifi-
cation of cycles of photospheric activity for the (dKe–
dMe) stars remain in most cases only tentative, since
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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Table 1.Objects for our studies of long-term brightness variations

Star Gliese number α1950.0 δ1950.0 V B − V Spectrum Type of star∗ References

V388 Cas 51 01h00m.1 62◦05′.8 13.66 1.68 dM5e F [27, 28]

V987 Tau 04 19.2 19 08.5 12.90 1.70 dM4.5e F [20]

V833 Tau 171.2 04 33.7 27 02.0 8.40 1.10 dK5e BY, SB1 [27]

V808 Tau 04 46.2 24 43.0 9.52 1.03 dK3e + dK3e BY, SB2 [20]

V998 Ori 206 05 29.5 09 47.3 11.50 1.62 dM4e F [27, 28]

V780 Tau 1083 AB 05 37.4 24 46.8 14.87 1.88 dM6e F, VB [27]

V910 Ori 05 45.2 07 52.0 15.50 F [20]

V1003 Ori 05 47.3 06 46.0 14.50 1.68 F [20]

OU Gem 233 06 23.2 18 47.3 6.76 0.94 dK3e BY, SB2, T [28, 29]

V577 Mon 234 AB 06 26.9 −02 46.2 11.07 1.71 dM4.5e + dM5e F, VB [27, 28, 31]

PZ Mon 06 45.8 01 16.6 9.50 1.10 dK2e F [27, 28]

YZ CMi 285 07 42.1 03 40.8 11.23 1.61 dM4.5e BY [27, 28, 31]

DX Cnc 1111 08 26.9 26 57.1 14.81 2.06 dM6.5e F [27]

CU Cnc 08 28.8 19 39.0 11.93 1.40 dM5e F, SB [27, 32]

CV Cnc 08 28.8 19 39.0 13.25 2.50 dM6e F [27]

AA Cnc 08 34.4 26 33.2 14.19 1.53 [20]

EI Cnc 08 55.4 19 57.4 13.72 1.87 dM5.5e F, VB [33, 34]

GL Vir 1156 12 16.5 11 24.0 13.79 1.83 dMe F [27, 33]

FL Vir 473 AB 12 30.9 09 17.6 12.49 1.84 dM5.5e F, VB [27, 28, 31]

BF CVn 490 A 12 55.3 35 29.6 10.60 1.42 dM1.5e BY, VB [27]

DT Vir 494 12 58.3 12 38.7 9.73 1.49 dM1.5e BY, SB? [27, 28]

VW Com 516 AB 13 30.3 17 04.2 11.39 1.53 dM3.5 – 4e F, VB? [27, 28]

EQ Vir 517 13 32.1 −08 05.1 9.31 1.21 dK8.5e BY, SB [28, 31]

V647 Her 669 A 17 17.9 26 32.8 11.36 1.55 dM4e F [27]

V639 Her 669 B 17 17.9 26 32.8 12.97 1.64 dM4.5e F [27]

V2354 Sgr 18 27.1 −24 54.1 13.20 dM5 F [20]

BY Dra 719 18 32.8 51 41.0 8.60 1.19 dK5e + dK7e BY, SB2 [27, 28]

V816 Her 18 40.4 13 51.0 12.81 1.80 dM4e F [27]

V1216 Sgr 729 18 46.7 −23 53.5 10.95 1.60 dM4.5e F [27, 28]

V1285 Aql 735 18 53.1 08 20.3 10.07 1.53 dM2 – 3e F, SB2 [27, 28]

V775 Her 18 53.8 23 29.7 8.04 0.91 dK1e BY, SB1 [35]

V1816 Cyg 19 29.3 31 15.7 BY [20]

V1513 Cyg 781 20 03.9 54 18.2 11.97 1.52 dM3e F, SB [27]

HU Del 791.2 20 27.4 09 31.2 13.08 1.68 dM7e F, AB [27, 28, 36]

V1396 Cyg 815 AB 20 58.2 39 52.7 10.12 1.51 dM3e BY, T, VB, SB2 [27]

HZ Aqr 21 29.6 00 00.0 9.89 0.98 dK3e + dK7e BY, SB2 [20]

FG Aqr 852 AB 22 14.7 −09 03.0 13.24 1.74 dM4.5e F, AB [20]

DO Cep 860 B 22 26.2 57 26.8 9.59 1.65 dM4.5e F [27, 28]

HK Aqr 890 23 05.7 −15 40.8 10.82 1.39 dM1.5e BY, EB? [27, 37, 38]

907.1 23 45.8 −13 15.9 9.61 1.26 dM0e BY [39]
∗ SB1, SB2—spectral binary, VB—visual binary, AB—astrometric binary, EB—eclipsing binary, T—triple system, F— flare star,
BY—BY Dra variable.
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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Table 2. Variations in the mean annual brightness of 40 (dKe–dMe) stars

Star
Interval
studied,
yrs

Number of
plates Collection∗

Variability
amplitude

∆mpg

Variability
time scale,
yrs

Type of
variability∗∗

V388 Cas 1938–1991 172 3 0.27 6 var
V987 Tau 1960–1988 165 1 0.14 const

V808 Tau 1905–1988 231 1 0.30 17 cyc

V833 Tau 1905–1988 357 1 0.65 16, 60 cyc
V998 Ori 1941–1991 243 3 0.23 const

V780 Tau 1973–1989 99 1 0.34 var
V910 Ori 1951–1993 87 1 ∼2 ?

V1003 Ori 1951–1993 87 1 0.17 const
OU Gem 1899–1987 123 1 0.20 16 var

V577 Mon 1909–1988 70 1 0.40 35 cyc
PZMon 1899–1988 565 1–3 1.00 52 cyc

YZ CMi 1927–1990 157 3 0.35 3, 28 cyc
DX Cnc 1984–1989 43 1 0.17 const

CU Cnc 1897–1989 80 1 0.28 16 var
CV Cnc 1963–1989 70 1 0.26 6 var

AA Cnc 1983–1990 60 1 0.06 const
EI Cnc 1963–1987 56 1 0.80 8, 50 var

GL Vir 1963–1991 110 3 0.19 const
FL Vir 1896–1992 404 1, 3 0.38 16 cyc

BF CVn 1899–1989 104 1 0.26 40 var
DT Vir 1911–1989 137 1, 2 0.24 17 var

VW Com 1953–1991 141 3 0.26 20 var
EQ Vir 1914–1988 53 1 0.25 12 var

V647 Her 1939–1991 129 1 0.30 16 var
V639 Her 1939–1991 129 1 0.30 12 var

V2354 Sgr 1960–1988 211 1 0.15 const
BY Dra 1904–1989 125 1 0.50 8, 50 cyc

V816 Her 1899–1989 55 1 0.16 const
V1216 Sgr 1960–1988 237 1 0.11 const

V1285 Aql 1899–1987 108 1 0.17 const
V775 Her 1899–1989 97 1 0.25 28 cyc

V1816 Cyg 1960–1992 188 1 0.28 4 cyc
V1513 Cyg 1952–1989 88 1 0.21 const

HU Del 1940–1990 116 1, 3 0.30 10 cyc
V1396 Cyg 1896–1990 358 1, 3 0.22 16 var

HZ Aqr 1912–1970 66 1 0.26 ?
FG Aqr 1966–1989 120 1 0.23 const

DO Cep 1899–1989 152 1 0.20 const
HK Aqr 1960–1989 55 1 0.07 const

Gl 907.1 1925–1989 41 1 0.05 const
∗ Collections: 1—Sternberg Astronomical Institute, 2—Odessa Observatory, 3—Sonneberg Observatory.
∗∗ Type of variability: cyc—cyclic, var—irregular; ?—unknown, const—constant brightness level within the accuracy of the photo-
graphic measurements.
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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Fig. 2. Amplitudes and characteristic time scales for
variability of themean annual brightnesses of (dKe–dMe)
stars. The spectral types indicated in large and small font
denote stars with cyclic and irregular variability, respec-
tively; the asterisk shows the position of V1816 Cyg,
whose spectral type has not been determined.

the durations of the photometric series cover no more
than one or two suggested cycles. The characteristic
variability times indicated in Table 2 were determined
for most stars from the positions of maxima and/or
minima in their light curves. In cases when they can
be estimated with certainty, the errors in these char-
acteristic times are 1–2 yr. Note that the accuracy
in the photometric characteristics depends, first and
foremost, on the number of data points, which de-
termines the extent and density of the photometric
series. For example, based on photometric series with
different durations, cycles of 8 yr [13], 14 yr [14], and
50 yr [16] have been found for BY Dra.
Our results indicate that slow variations in the

photospheric brightness on characteristic time scales
of 28–60 yr are observed for eight stars. The exis-
tence of photospheric activity cycles can be identified
with the most certainty for V833 Tau, YZ CMi, and
BY Dra, which were first detected in [15, 16] and are
confirmed by our own and other independent studies.
The durations of the cycles in these stars are 60, 28,
and 50 yr, respectively. There are also variations in
their mean brightnesses on times scales of ∼16 yr,
3 yr, and 8 yr. One characteristic feature of the short
time-scale variations is that the maximum brightness
is not reached; i.e., the spot-formation processes do
not entirely cease, but the spotted regions occupy a
smaller fraction of the surface and their effect on the
optical radiation of the stars decreases appreciably.
The characteristic time scales for the irregular

variability in themean brightness observed formost of
the (dKe–dMe) stars in our list are 8–17 yr, which is
comparable to the duration of the 11-year solar cycle.
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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Fig. 3.Rotational periods and durations of the activity cy-
cles of the F–M dwarfs. The spectral types in normal font
denote (dKe–dMe) stars from our program and from [24],
while those in bold font denote F–K dwarfs studied in the
H–K project [6]. The position of the Sun is also indicated.

Only three dwarfs display appreciable variability in
their photospheric radiation over intervals of 4–6 yrs.
Another indicator of photospheric activity is the

amplitude of variations in the mean brightness rela-
tive to its maximum. For the stars studied, this quan-
tity has values from 0m. 2 to 1m. 0; i.e., it is a factor of
102–103 higher than for solar-type dwarfs [40]. Active
regions occupy a substantial fraction of the surfaces
of red dwarfs. The most extensive dark spots are
observed at individual epochs for dKe stars. Among
the M dwarfs, large-amplitude variability was found
only for EI Cnc. It is known that this is a binary star
(GJ 1116AB) with high levels of flare activity [34] and
X-ray emission [19].
Figure 2 presents a comparison of the characteris-

tics of the variability in the mean brightness, Acyc and
Pcyc, for the K and M dwarfs. The stars with cyclic
activity have a tendency for the variability amplitude
to grow with the cycle duration. The highest level of
photospheric variability is shown by dwarfs of spectral
types K2e–K5e (PZMon, V833 Tau, BYDra). TheM
dwarfs show variations of 0m. 2–0m. 4, but there is no
close relationship between the variability amplitude
the B − V color index. In addition, longer cycles are
also suspected for the most spotted dKe stars. Thus,
the amplitudes and characteristic time scales for the
long-term brightness variations of the dKe stars in-
dicate that they have higher level of photospheric
activity than the dMe stars.
Our data are not numerous enough to determine

the statistical significance of dependences between
Acyc and Pcyc. Nevertheless, we can see in Fig. 2
that the stars with irregular variability form a group
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Fig. 4. Rotational period and activity of F–M dwarfs. (a) Rotational periods of (dKe–dMe) stars from our program and F–M
main-sequence dwarfs; (b) amplitudes of photospheric variability and X-ray luminosities of (dKe–dMe) stars; (c,d) bolometric
and X-ray luminosities of F–M dwarfs and the relationships between these parameters and the rotational period. The normal,
large font denotes (dKe–dMe) stars, and the bold font chromospherically active F–M stars from [6]. The asterisk indicates the
position of V1816 Cyg, and the position of the Sun is also shown. In the log(Lx/Lbol)–log Prot diagram, the small font denotes
stars with chaotic variability according to [6].
separate from those with cyclic variations, which is
characterized by low-amplitude brightness variations
independent of the time scale for the variability. Fig-
ure 2 suggests that the photospheric variability of
V639Her, V647Her, CUCnc, andCVCncmay have
a cyclic character, since their positions are close to
those for dwarfs with cyclic variability. We can even
use this figure to conclude that the spectral type of
V1816 Cyg should be close to M5.

The development of magnetic cycles is affected
by a star’s rate of axial rotation and internal struc-
ture. An observational relationship between rotation
and the duration of stellar cycles was investigated
by Vogt [41] based on data for a small number of
BY Dra and RS CVn stars. He concluded that the
durations of the cycles in rapidly rotating BYDra stars
grow linearly as their rotational periods decreased.
Here, we considered the influence of axial rotation
on the activity levels of the 11 (dKe–dMe) stars for
which there are known values of Pcyc and Prot from
our results and the data of Alekseev [24]. Figure 3
compares these quantities for the red dwarfs; for com-
parison, the positions of F–K dwarfs and the Sun
based on the data of [6] are also shown. There is no
single, clear dependence between the periods of axial
rotation and the durations of the proposed cycles for
the active F–M dwarfs. Figure 3 can be divided into
two sequences: one is formed by the rapidly rotating
red dwarfs, and the other by F–K sarfs with rotational
periods of 10–50 days. The (dKe–dMe) dwarfs with
rotational periods less than 10d are characterized by a
growth in Pcyc as the rotational period decreases, but
the relationship is not linear; the two stars V833 Tau
and BY Dra deviate from the overall dependence,
and the positions of two more stars with long cycles
are not known, since there is no information about
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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their rotational periods. The question of a possible
relationship between the axial rotation of red dwarfs
and the duration of their activity cycles requires fur-
ther investigation. In contrast to the rapidly rotating
(dKe–dMe) stars, the durations of the cycles for the
chromospherically active F–K dwarfs withProt > 10d

are virtually independent of the rate of axial rotation
but have an upper envelope of Pcyc < 20 yrs.

3.2. Bolometric and X-ray Luminosities
of the (F–M) Dwarfs

The red dwarfs in our sample are young stars that
have not reached the main sequence, as is indicated
by Fig. 4a, where they form a group of rapidly rotating
objects with logarithmic bolometric luminosities from
32.78 to 30.8 distinct from the HK-project stars [6].
We can see in Fig. 4a that all the F–M dwarfs rotate
rapidly before their arrival to the main sequence, after
which the rotational periods for stars of a given spec-
tral type increase with age, with the increase being
more marked for later-type stars. For example, the
rotational periods for the K dwarfs change from 5d

to 50d, while those for the F dwarfs change from 3d

to 12d.
The coronal X-ray emission of active, young

(dKe–dMe) stars is more powerful than that of stars
of the same spectral types on the main sequence
(Fig. 4c). The stars in our sample show a linear
relationship between logLx and logLbol, which can
be described by the function y = 0.96x− 1.76, with a
correlation coefficient of 0.76.
The most energy is radiated by the coronae of

highly spotted K dwarfs, but the X-ray luminosities
of M dwarfs differ by nearly a factor of 100 in the
presence of roughly similar degrees of spottedness for
their surfaces (Fig. 4b).
The ratio log(Lx/Lbol) for young (dKe–dMe)

stars, irrespective of their rotation period, is close to
−3 (Fig. 4d). This luminosity ratio is a factor of 10–
100 lower for rapidly rotating F–K stars approaching
the main sequence, and does not depend on the
rotational period. This group of F–K dwarfs includes
stars without well-established activity cycles [4, 6].
Activity cycles begin to be observed for stars with
Prot = 8d. Activity cycles with durations not exceed-
ing 20 yrs are established in most stars with their
entry onto the main sequence. The various indicators
of activity show that its intensity, like the rate of axial
rotation, decreases with age [7–10]. The ratioLx/Lbol
decreases by approximately a factor of 100 compared
to its value during the approach to themain sequence.
Note that the positions of three stars from our

sample in Figs. 4c, 4d do not correspond to the group
of young red dwarfs: OU Gem (K3) has just recently
ASTRONOMY REPORTS Vol. 46 No. 6 2002
approached the main sequence, while Gl 48 (M3.5)
and Gl 229 (M2.5) have already arrived at the main
sequence. The HK-project star EK Dra is a young
star that has not yet reached the main sequence.

4. CONCLUSION

The photospheric activity of (dKe–dMe) stars
associated with the spottedness of their surfaces is
highest for rapidly rotating stars of spectral types
K2–K5. Evidence for this is provided by the high
amplitude of the variations of their mean brightness
and the characteristic time scales for their variability
(several decades). Computations carried out for zonal
spottedness models [42], some using our photometric
data, have shown that spots cover 50–70% of the
surfaces of K dwarfs, while active regions occupy no
more than 30% of the photospheric area of M dwarfs.
Rapidly rotating dKe stars differ from dMe stars in

the high luminosity of their X-ray emission; they also
show a tendency for logLx to growwith the amplitude
of the photospheric variability, which is not charac-
teristic of M dwarfs. This latter property of M dwarfs
testifies to the action of a different coronal-heating
mechanism, such as impulsive flare heating [43, 44].
The red dwarfs investigated by us are young stars
that have not reached the main sequence, except for
OUGem,Gl 48, andGl 229, which are on the verge of
entering themain sequence. The rotational periods for
the K and M dwarfs in our sample are from 1d to 7d.
The level of their activity is determined to an appre-
ciable extent by variations in the physical conditions
in surface and subphotospheric layers in the transition
from K0 to later-type stars.
The activity of rapidly rotating, young red dwarfs

differs from that of main-sequence stars in its scale
and a number of regularities in its behavior. The spots
of solar-type stars cover a small fraction of the sur-
face, with the typical variability of their photospheric
radiation being thousandths of a magnitude [40]. The
spotted regions in young dwarfs cover up to tens of
percent of the photosphere, leading to a growth in the
variability amplitude by two to three orders of mag-
nitude. The activity cycles of F–M main-sequence
dwarfs have durations not exceeding 20 yrs, indepen-
dent of the rate of axial rotation. Young (dKe–dMe)
stars are characterized by a tendency for the cycle
duration to grow to several decades as the rotational
period decreases. The X-ray luminosities of young red
dwarfs grow linearly with increasing bolometric lumi-
nosity. Their coronal emission is more powerful than
that of dwarfs of the same spectral types that have
reached themain sequence. The ratio log(Lx/Lbol) for
these stars is about −3, while that for F–M main-
sequence dwarfs is two to three orders of magnitude
lower.
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These regularities indicate that, knowing the ro-
tational period and bolometric and X-ray luminosities
of a star, we can determine whether it is a young dwarf
or has already become a main-sequence star.
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Abstract—Two solar radio bursts exhibiting narrow-band millisecond pulsations in intensity and polar-
ization are analyzed. There were considerable time delays between the left- and right-circularly polarized
components of the radio emission. The observed oscillations of the degree of polarization are due to the
different group velocities of the ordinary and extraordinary modes in their propagation from the source
to the observer; the frequency dependence of the delay is in excellent agreement with the theoretically
calculated group delay in a magnetoactive plasma. It unambiguously follows that the pulsed radio emission
is generated near the double upper hybrid frequency by the nonlinear plasma mechanism, since the source
emission has a low degree of polarization. In addition to dispersion effects, a Fourier analysis also reveals
effects associated with the source inhomogeneity. We detected a frequency drift of pulsations (autodelays)
with different signs for different polarization components. This drift suggests that, apart from the dispersion
effects, there are also the effects related to inhomogeneity of the radio source. It is shown, in particular, that
the upper hybrid modes (generating the radio emission) are unstable in regions with enhanced gradients of
the plasma density and/or magnetic field. c© 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The phenomenon of solar flares is inseparably
linked to processes enabling powerful energy release
in the solar corona plasma. The stored energy is
released in the form of macroscopic motion of the
medium, plasma heating, and acceleration of some
fraction of the charged particles to high energies.

In recent years, much attention has been given
to studies of the X-ray radiation of solar flares, due
to clear successes in improving X-ray observational
databases and the relative simplicity of interpreting
the available observational data. The intensity of soft
X-rays is determined by the emission measure and
plasma temperature, while that of hard X-rays is de-
termined primarily by the spectrum of fast (suprather-
mal) electrons.

Interpreting radio observations is considerably
more complicated. Even in the relatively simple case
of radio continuum bursts, the properties of the radio
emission (its spectrum and polarization, as well as
their time dependence) depend on many parameters:
themagnetic-field intensity, background plasma den-
sity, and spectrum of the injected electrons, and their
1063-7729/02/4606-0497$22.00 c©
kinetics in a magnet trap, which in turn are deter-
mined by the trap size, mirror ratio, and distribution
of thermal plasma [1, 2].

If, in addition, collective effects are important in
generating the radio emission, the analysis becomes
even more complicated and requires a detailed theory.
Another important factor complicating analysis of the
general properties of the radio emission is the effects
of its propagation through the corona (which, gen-
erally speaking, will be different for the ordinary and
extraordinary eigenmodes), which include absorption
and scattering (depolarization) of the radio waves, as
well as manifestations of frequency dispersion.

To illustrate the importance of propagation effects
for reliable interpretation of the radio data, we give a
simple example. It is well known that the polarization
of received radiation plays an important role in our
identification of the microscopic mechanism generat-
ing this radiation.

Let us suppose that a radio source emits unpo-
larized radiation that then propagates through the
corona, where the extraordinary waves are absorbed
much more strongly than the ordinary waves (this is
possible if the radio frequency is close to low harmon-
ics of the gyrofrequency). In this case, the observed
2002 MAIK “Nauka/Interperiodica”



498 MELNIKOV et al.
radio emission is nearly 100% polarized. On the con-
trary, let the source generate 100% polarized radio
emission that then passes through a region of en-
hanced scattering, where the ordinary and extraordi-
nary waves can be transformed into each other. In this
case, we will observe weakly polarized emission. This
demonstrates that the observed polarization can differ
strongly from the intrinsic source polarization, and a
straightforward use of polarization data to identify the
emission mechanism may lead to serious errors.

In this paper, we analyze bursts of solar radio
emission displaying quasi-periodic millisecond pul-
sations (with a period of ∼40 ms) recorded with a
time resolution of 8 ms and a spectral resolution of
10 MHz in both left- and right-circular polarizations
(LCP and RCP). As we will show below, the observed
unusual behavior of the polarization (which oscillates
with the same period as the emission intensity) en-
ables us to conclude that the source emission has a
low degree of circular polarization. This unambigu-
ously demonstrates that the radio emission is gen-
erated by the nonlinear plasma mechanism, enabling
us to apply the detailed theory for this mechanism in
our analysis [3–6]. Moreover, a careful analysis of the
frequency dependences of the group delays enables us
to separate the effects of propagation of the emission
from the effects of source inhomogeneity. All this pro-
vides a set of detailed diagnostics of the flare plasma.

2. OBSERVATIONS

2.1. Description of the Instrument

The events in question were registered at the
Huayrou station with the radio spectrometer of the
Beijing Astronomical Observatory at frequencies of
2.6–3.8 GHz [7]. The duration of a spectrum record
was 8 ms for a total frequency bandwidth of 1.2 GHz.
This band was divided into four 300-MHz subbands,
each having 30 parallel channels (with bandwidths
of 10 MHz). During the first 4 ms of each 8-ms
interval, the computer stored data for the LCP signal,
using 1 ms consecutively for each of the four 300-
MHz subbands, beginning with the lowest frequency
subband; this procedure was repeated for the RCP
signal during the second 4 ms. In each 1-ms interval,
the first 0.8 ms was used to integrate the signal, while
the remaining 0.2 ms were used for signal output and
recording in all thirty parallel channels.

2.2. Description of the Events

In the growth phase of the radio continuum burst
of November 2, 1997, from 03:02:17 to 03:02:21 UT,
we recorded two trains of narrow-band pulsations
at frequencies f = 2.80–2.89 and 3.02–3.09 GHz
(Figs. 1, 2). The Hiraiso station simultaneously
recorded a pulsed radio burst with a maximum flux
density of about 5 sfu near 3 GHz; intense type III
bursts were observed at meter and decimeter wave-
lengths [8]. At the same time, the GOES spacecraft
recorded an impulsive flare in soft X-rays. A corre-
sponding Hα flare (SB) took place near the solar disk
center (S20 E01).

This burst was observed in Beijing at noon, when
the Sun was high in the sky, and the contribution of
the beam sidelobes was negligible. We observed no
similar effects in other time intervals. Thus, we feel
confident of the solar origin of the bursts in question.

Figure 2 shows dynamic spectra of the pulsations
for both polarizations. The time profiles of the inten-
sities of the LCP and RCP components and of the
degree of polarization are presented in Fig. 3. Figure 4
shows that the pulsations in opposite polarizations
are shifted relative to each other by a significant frac-
tion of the period. No other such delays have been
reported in the literature, to our knowledge.

Like the degree of polarization, the emission in
both polarizations oscillates with a period of τ ≈
40ms. The degree of polarization reaches values close
to 100%. The time-averaged degrees of circular po-
larization are small (1–10%, depending on the aver-
aging time), and, overall, the emission displays weak
circular polarization.

3. ANALYSIS OF THE PERIODICITY
AND TIME DELAYS

3.1. Periodicity of the Pulsations

We used the Fourier method to perform a quan-
titative analysis of the oscillations. Figure 5 shows
the Fourier spectra of the high- and low-frequency
events.

Narrow spectral peaks are clearly visible near τ =
40 ms and τ = 20 ms, with the amplitude consider-
ably exceeding the noise level for both events. The
peak at τ = 20ms is less intense and is obviously the
second harmonic of the main peak at τ = 40 ms. In
contrast to the low-frequency event, there are three
relatively weak additional peaks in the high-frequency
event, at τ ≈ 29, 67, and 100 ms, reflecting the less
regular character of the radio pulsations in this event.
Figures 5c, 5d show detailed profiles of themain spec-
tral peak for both events. We obtained these curves
using the zero addition method, which improves the
accuracy of the spectral-peak frequency when a Fast
Fourier Transform is used [9]. We can see that the
halfwidth of the resulting peak is on the order of 1 ms.

The position of the spectral peak (and, accordingly,
the pulsation period) varies slightly (by about 0.2–
0.4 ms) as a function of the duration of the chosen
segment and the signal frequency and mode (Fig. 6).
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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Fig. 1. Time profiles of the radio burst of November 2, 1997, with 1-s time resolution. The narrow-band pulsations took place
in the growth stage, from 03:02:17 UT to 03:02:21 UT.
However, these period variations are not large. The
finite duration of the pulsation trains (∆t ∼ 2− 3 s)
limits the accuracy of the period:

∆τ ∼ τ2/∆t ∼ 0.8 ms. (1)

This value is consistent with the halfwidth of
the spectral peak in Fig. 5, which is close to 1 ms
(Figs. 5c, 5d). Since the period variations we have
found do not exceed 0.8 ms, we conclude that there
were no significant changes of the pulsation period in
these events.

3.2. The Frequency Spectrum of the Pulsations
We found the shape of the pulsation frequency

spectrum from the Fourier amplitudes of the pulsation
ASTRONOMY REPORTS Vol. 46 No. 6 2002
trains in each frequency channel. These spectra are
presented in Fig. 7 separately for the left- and right-
circularly polarized components. We see that, in gen-
eral, these spectra are similar. The spectral full widths
at half maximum are 40–50 MHz for both compo-
nents, i.e., about 1.5% of the central frequency. The
RCP emission peaks at f = 2.85 GHz and the LCP
emission at f = 2.87 GHz. However, an interesting
thing is that the spectra are appreciably shifted in
frequency from each other.

3.3. Frequency Dependence of the Group Delay
between Eigenmodes of the Magnetoactive Plasma
The simplest and most natural explanation for the

observed time delays between the LCP and RCP
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Fig. 2. Dynamical spectra of the pulsations in the LCP and RCP channels. Two narrow-band events are clearly visible near
2.85 and 3.05 GHz.
signals is probably the following. A relatively compact
source generates pulsed radio emission with a low
degree of circular polarization [i.e., the ordinary (O)
and extraordinary (X) modes are emitted in phase],
after which these waves propagate in the corona with
different group velocities so that the peaks of the LCP
and RCP signals do not reach the Earth simultane-
ously. Thus, the LCP signal dominates during one
part of the period, and the RCP signal, during the
other part, leading to the observed oscillations of the
degree of circular polarization of the emission.

Let us find the frequency dependence of the time
delay associated with this effect. In this section, for
simplicity, we will assume that the source is unre-
solved and that the square of the emission frequency is
much greater than the square of the plasma frequency
along the path of the radio signal: ω2 � ω2

p. Then, the
group velocities of the eigenmodes can be written

c

vx,o
≈ 1 +

ω2
pe

2ω2
− σ

ω2
peωBe||
ω3

, (2)

where σ = 1 for O waves and σ = −1 for X waves.
The time delay between simultaneously emitted O

and X waves is described by the integral along the
propagation path of the wave:

∆tg =
∫ ∞

0
(
1
vx

− 1
vo
)dz (3)

=
2
c

∫ ∞

0

ω2
pe(z)ωBe||(z)

ω3
dz;
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Fig. 3. Time profiles of the LCP and RCP intensities and the degree of polarization at f = 2.85 GHz.
i.e., in the absence of other effects, the group delay
decreases as the third power of the signal frequency:

∆tg ∝ f−3. (4)

We can readily estimate that the absolute value
of the difference of the group delays at 2.81 and
2.89 GHz in our case is

δtg ≈ ∆tg
3∆f
fo

∼ 1.7 ms. (5)

In spite of the fact that this quantity is much smaller
than the instrumental resolution (8 ms), the presence
of numerous oscillation periods enables us to deter-
mine the relative delays to a much higher accuracy,
considerably exceeding the time resolution.

3.3.1.Derivation of the delays using the Fourier
method. For quasi-periodic pulsations (with narrow
spectral peaks, Fig. 5), we can apply well-known
Fourier methods to accurately determine the signal
ASTRONOMY REPORTS Vol. 46 No. 6 2002
phase. A digitized signal carries very precise informa-
tion on the parameters of the real signal, including
its phase, if the sampling rate provides more than
two points per period of the signal. This condition
is fulfilled in our case, since there are five points
per period. Thus, we expect to be able to obtain
precise estimates of the delays, which will enable us
to establish their frequency dependence.

Fourier analysis enables us to calculate the phase
of each spectral component using the formula

φ(ν) = arctan
(
ImI(ν)
ReI(ν)

)
, (6)

where ReI(ν) and ImI(ν) are the real and imagi-
nary parts of the Fourier transform at frequency ν.
For quasi-periodic signals, the problem reduces to a
search for the signal phase at the frequency of the
spectral peak νp = 1/τp (Fig. 5). After finding the
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ASTRONOMY REPORTS Vol. 46 No. 6 2002



FLARE-PLASMA DIAGNOSTICS 503

 

39.5

0 0.5

 

f

 

 = 2.89 GHz

Duration of the recording segment, s
1.0 1.5 2.0

39.0

40.0
40.5
41.0

39.5

 

f

 

 = 2.85 GHz

39.0

40.0
40.5
41.0

39.5

 

f

 

 = 2.82 GHz

39.0

40.0
40.5
41.0
Pulsation period, ms

Fig. 6. Pulsation period τp at various frequencies as a function of the duration of the analyzed record segment for the RCP
(solid curve) and LCP (dashed curve) components.

 

0.001

2.80 2.82

 Fourier Amplitude, rel. units
 

f

 

, GHz
2.84 2.86 2.88 2.90

0

0.002

0.003

0.004

*
* *

*

*

* *

*

*

*

Fig. 7.Fourier amplitudes of the pulsations as a function of frequency for the RCP (asterisks) and LCP (triangles) components.
phases of the RCP and LCP components (in a cer-
tain time interval), the delay between these signals is
calculated as

∆td =
φR(νp)− φL(νp)

2πνp
, (7)

where νp = νpL or νp = νpR is one of the two slightly
differing values of the spectral-peak frequency, found
for the LCP and RCP signals, respectively.

Note that, owing to the signal’s periodicity, the
delay found in this way is subject to ambiguities. Let
us consider a simple situation where there is one true
delay ∆tph between the signals. Generally speaking,
this delay can be either greater or smaller than the
period, and can be negative or positive. How will the
ASTRONOMY REPORTS Vol. 46 No. 6 2002
presence of such a delay be manifest in the Fourier
analysis? It is easy to understand that, even if the
delay is greater than the period, i.e.,

∆tph > τ, (8)

the Fourier analysis would find a delay ∆td in the
interval

0 < |∆td| < τ (9)

so that

∆td = ∆tph +mτ, (10)

wherem is an integer. In particular, the value τ −∆td
is also in the interval (9). Thus, if we have found some
value of the delay ∆td, this means that there are a
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whole series of possible values of the true delay. To
choose the true value from the series (10), we must
take into account additional considerations.

3.3.2. Errors of the delays. The delays we have
calculated vary quite widely as functions of the cho-
sen frequency channel and duration of the analyzed
interval of the pulsations (Fig. 8). For segments that
are too short and channels with signal-to-noise ratios
that are too low, the delays are unstable. For the low-
frequency event, we could obtain stable values only at
frequencies 2.81–2.89 GHz for intervals longer than
0.5 s.

Let us consider in more detail the stability of the
obtained delays and probable sources of errors. It is
known that the error of the phase of an oscillating
function with superimposed noise is [10]:

δφ =
noise
signal

1√
K
, (11)

where K is the number of periods of the analyzed
periodic function.

To estimate the error of the delay between the
RCP and LCP components, we can use the obvious
relationship δtd = ∆φ/(2πνp), or

δtd =
σN√
2σS

1
(
√
K2πνp)

, (12)

where σN is the standard deviation in the noise signal
before the onset of the pulsations or after their termi-
nation, and σS is the standard deviation in the pulsed
signal.
Thus, the error of the delay depends strongly on
the signal-to-noise ratio and the number of oscilla-
tion periods. In particular, in the low-frequency event
at frequency f = 2.85 GHz the signal-to-noise ratio
for the first 50 periods is ∼5 and the error of the delay
is ∼0.3 ms. For this same time interval, the error at
2.81 GHz grows to 0.8 ms due to the reduced signal-
to-noise ratio at this frequency.

Finally, recall that the procedure used by the radio
spectrometer to record the signal results in a system-
atic 4-ms shift between the LCP and RCP records at
each frequency. This systematic error was removed by
applying an appropriate 4-ms correction.

3.3.3. Frequency dependences. We analyzed
various time intervals of the records for both pulsed
events and found a fairly stable power-law frequency
dependence for the delays. The dependence for the
low-frequency event is more pronounced (since it is
characterized by a single strong spectral peak; i.e.,
the periodicity is expressed more strongly than in the
high-frequency event).

We choose one of the delays from set (10) using
a cross-correlation method. Since both the envelope
and carrier are correlated for two real signals hav-
ing a common physical origin, we can determine the
number of periods bywhich the quasi-periodic signals
are shifted relative to each other by analyzing the
envelope of the cross-correlation function. Since we
are interested in time intervals of the order of the
oscillation period, we can neglect differences of 1–
2 ms and analyze the signal summed over all the fre-
quency channels (this procedure improves the signal-
to-noise ratio, increasing the stability of the results).
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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Figure 9 shows the resulting cross-correlation
function, whose envelope has been approximated with
a Gaussian. The Gaussian maximum (marked by an
arrow) corresponds to a relative shift of the signals
by approximately a half-period, with the LCP signal
lagging. Thus, this procedure enables us to choose a
single value (namely,m = 0) from the set (10).

A typical example of the frequency dependence of
the delay is given in Fig. 10. The delay was calculated
for the frequencies of the spectral peaks of the RCP
and LCP components (Fig. 7). These values are close
to each other and are within the errors in the delays,
illustrating the stability of the method used to deter-
mine the delays.

The frequency dependence of the delay is clearly
visible in Fig. 10. The correlation coefficients for var-
ious 1-s intervals are in the range 0.80–0.96. The
increased error at the lower frequencies is due to the
corresponding decrease in the signal-to-noise ratio.
On the whole, the errors, 0.3–0.8 ms, are consid-
erably smaller than the range of the delay variations
with frequency, ∼2ms.

In this case, the RCP component leads the LCP
component (by approximately 20 ms); i.e., the RCP
waves represent the ordinary mode and the LCP
waves the extraordinary mode. Thus, in the region
providing the observed group delay, the magnetic
field is directed away from the Earth; that is (in a
ASTRONOMY REPORTS Vol. 46 No. 6 2002
simple geometry), the corresponding sunspot on the
photosphere has southern polarity.

Using the Fourier method for determining the de-
lays reveals a frequency drift of the pulsations, i.e.,
the frequency dependence of the time shift (autodelay)
of the pulsating signal at a given frequency relative
to the corresponding signal at some reference fre-
quency for the same polarization component. The
correlation diagram for this dependence is shown in
Fig. 11. We chose 2.81 GHz as the reference fre-
quency. The triangles and circles mark the autodelays
for the right- and left-circularly polarized signals,
respectively. Note that the autodelays behave differ-
ently for different radiation modes: the delay increases
for the R-modes and decreases for the L-mode with
increasing frequency.

4. RADIO EMISSION MECHANISM
AND SOURCE PLASMA DIAGNOSTICS

The results of the previous section are of funda-
mental importance for determining the microscopic
mechanism for the radio emission in these pulsed
events. It has been unambiguously shown that the
appreciable (and oscillating) degree of polarization
developed due to the effects of propagation in the
corona, while the source actually generates radio
emission with a low degree of polarization.
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verse waves and taking into account the inhomogeneity
of the source (∝ f−3.5).

On the other hand, it is obvious that such narrow-
band radio emission can only be generated by a co-
herent mechanism; i.e., either a cyclotron maser or
plasma mechanism. For our analysis, it is fundamen-
tally important that both cyclotron maser emission
near any harmonic of the gyrofrequency and plasma
emission near the first harmonic of the plasma fre-
quency have a very high degree of polarization in the
source (close to 100%).

A definite conclusion follows: in the pulsed events
considered, the emission must be generated by the
plasma mechanism near the second harmonic of the
plasma frequency (since only then can the degree of
circular polarization of the source emission be low).

It is well known [3, 4] that the plasma mecha-
nism can generate pulsed radio emission if nonlin-
ear interactions of plasma waves with each other are
important. This type of plasma mechanism is usu-
ally called the nonlinear plasma mechanism for radio
emission [3, 4].

4.1. The Nonlinear Plasma Mechanism for Radio
Emission

For convenience and completeness, we will sum-
marize the basic properties of the nonlinear plasma
mechanism. In general, the plasma mechanism for
radio emission is a two-step process. The first stage
is the generation of plasma (Langmuir, upper hybrid,
etc.) waves, and the second is the conversion of the
plasma waves into radio waves (O, X modes). In the
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nonlinear plasma mechanism, the evolution of the
plasma waves is substantially influenced by nonlinear
interactions between the waves.

Numerical studies of the nonlinear plasma mech-
anism [5, 6] show that the energy density of the
excited plasma (upper hybrid) waves displays either
nonperiodic pulsations or quasi-periodic oscillations,
depending on the size and shape of the region of
instability of the upper hybrid waves provided by the
realized distribution of fast electrons.

Quasi-periodic solutions appear for relatively nar-
row (in the wave-vector plane) regions of instability,
while nonperiodic pulsations arise for more extended
regions. Naturally, if the distribution of fast electrons
changes, the region of plasma-wave instability can
also change, together with themode of the pulsations.
Such changes may be observed as phase jumps or
variations in the oscillation period.

In our subsequent analysis, it is important to take
into account the fact that the effective increment for
the plasma-wave generation is determined by the dif-
ference between the wave increment provided by the
fast electrons and the (collisional and collisionless)
decrement associated with the background plasma.
Narrow regions of instability are formed more easily
if the instability operates in a weakly above-threshold
regime (with the threshold determined by the wave
decrement). In this case, we expect that the condi-
tions for instability are fulfilled only in a small region of
a nonuniform magnetic trap, while wave attenuation
dominates in the bulk of the trap. Precisely this may
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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be the origin of the narrow spectral band occupied by
the pulsations in the analyzed events.

4.2. Radio Source Diagnostics

Since the total spectral width of the radio emission
is

∆f/f ≈ 3%, (13)

we can, to first approximation (i.e., with an accuracy
of ∼ 3%) consider the radio source to be homoge-
neous. We will use this approach to find the mean
source parameters in this section, considering later
the effects of source inhomogeneity.

In a plasma with

Y = ωpe/ωBe ≥ 1, (14)

it is most easy to generate upper hybrid waves. The
spectrum of such waves in a cold plasma is

ω2
UH =

[
1
2
(ω2
pe + ω2

Be) (15)

+
1
2

[
(ω2
pe + ω2

Be)
2 − 4ω2

peω
2
Be cos

2 θ
]1/2

]
,

where θ is the angle between the wave vector and the
magnetic field. The thermal motion of the electrons
of the background plasma gives a correction to this
frequency

δω2
UH = 3ω

2
UHk

2d2
e, (16)

where de is the electron Debye radius. The distribu-
tion of fast electrons, which has a loss cone along the
magnetic field, generates upper hybrid waves in direc-
tions quasi-transverse to the magnetic field [5, 6]; i.e.,

ωUH ≈ (ω2
pe + ω2

Be)
1/2, (17)

so the frequency of the observed radio emission is
twice the upper hybrid frequency:

ω ≈ 2ωUH . (18)

For Y ≥ 1, the value of ωUH varies from ωpe (for
Y � 1) to

√
2ωpe (for Y = 1). Note that an appre-

ciable group delay can arise only if the plasma gy-
rotropy is sufficiently strong; i.e., if ωBe is not too
small compared to ωpe and Y is close to unity. On
the other hand, we can estimate an upper limit for the
gyrofrequency under the following assumptions. It is
known that extraordinary waves in the solar corona
are strongly attenuated in the gyrolayers ω = ωBe,
2ωBe, 3ωBe. Since the average polarization of the
pulsations is low, this means that extraordinary waves
have reached the Earth without being absorbed in
these gyrolayers, and, consequently, we have in the
source and along the ray path

ωBe ≤ ω/3 (19)
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or, using (17) and (18),
ωBe ≤ 0.89ωpe. (20)

If we take into account that
ω ≈ 2π(2.85 ± 0.04) × 109 s−1, (21)

we obtain
B < 325 G, (22)

1.3× 1010 < n < 2.5 × 1010 cm−3, (23)

where B is the magnetic field (the estimate relates
both to the source and to the entire path to the Earth)
and n is the electron density in the source.

An analysis of the Fourier spectra of the pulsations
(Fig. 7) yields a much more precise estimate of the
magnetic field (and, as a consequence, of the electron
density of the background plasma). Indeed, the ratio
of the spectra of the LCP and RCP components rad-
ically changes for a frequency change of only 0.3%,
at the transition from 2.86 GHz to 2.87 GHz: in the
high-frequency part of the spectrum (f ≥ 2.87GHz),
the Fourier amplitudes for the LCP and RCP sig-
nals coincide, whereas in the low-frequency part (f ≤
2.86 GHz) the Fourier amplitudes of the LCP signal
are systematically lower than for the RCP signal.

Such a stepwise change should be due to a tran-
sition of the system through some threshold. It is
natural to suppose that this threshold is the fourth
gyrolevel:

4fBe = 2.865 ± 0.005 GHz, (24)

which is transparent to the ordinary wave and par-
tially opaque to the extraordinary wave. We then find
from (24)

B = 255.7 ± 0.5 G, (25)

and, using (18), we obtain for the background plasma
density

n = (1.9 ± 0.1) × 1010 cm−3. (26)

The value of n is determined with poorer relative
accuracy than B, since the exact angle at which the
upper hybrid waves are generated is not known.

Combining (25) and (26), we determine the ratio
of the plasma frequency to the gyrofrequency in the
source:

Y = 1.7. (27)

The considerable group delay between the LCP
and RCP components in the event analyzed suggests
that conditions favorable for the manifestation of the
group effect were realized. Let us return to our analy-
sis of the relationship for the group delay (3), given in
Section 3.3. This can be written

∆tg =
2
c

∫ ∞

0

ω2
pe(z)ωBe||(z)

ω3
dz (28)
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=
2
c

ω2
psωBs||
ω3

H,

where ωps and ωBs are the plasma and gyrofrequency
in the source and

H =
∫ ∞

0

ω2
pe(z)ωBe||(z)
ω2
psωBs||

dz (29)

=
∫ ∞

0

n(z)B||(z)
nsBs||

dz

is the effective scale of the integration.
We should note the following, fundamentally im-

portant point. In Section 3.3, we analyzed the fre-
quency dependence of the delay ∆tg without specify-
ing the emission mechanism in any way (we only as-
sumed thatω2 � ω2

pe, ωpe > ωBe), so the frequency ω
was an independent variable. Now we have identified
the emission mechanism, and the frequency of the
radio emission is expressed in terms of the frequencies
ωps and ωBs in accordance with (17) and (18).

Substituting the frequency (18) into (28) and
making a transformation to the dimensionless vari-
able Ys = ωps/ωBs, we obtain

∆tg =
H

4c

(
2fUHs
f

)3 Y 2
s

(1 + Y 2
s )3/2

, (30)

where 2fUHs/f ≈ 1. We emphasize that this formula
describes the group delay not in the arbitrary case, as
for (28), but only for waves emitted near the double
upper hybrid frequency.

Equation (30) reaches itsmaximumwhen (Fig. 12)

Y =
√
2 ≈ 1.4. (31)
It is easy to see that the values of Y obtained from
the observations (27) and theoretically (31) are indeed
close to each other, confirming our assumption. Us-
ing relationship (30) simultaneously with (27), we can
estimate the scale length on which the group delay
occurs:

H ≈ 5× 109 cm. (32)

Let us now proceed to an analysis of the turbulence
properties of the upper hybrid waves generated by the
fast electrons, turning to the spectral properties of the
radio emission. It is obvious that the bandwidth of the
radio emission consists of the intrinsic width arising
in a homogeneous source and the contribution of the
inhomogeneity of the real source. It is clear that the
theoretically predicted intrinsic width of the plasma
waves should not exceed the observed width of the
pulsations.

If the upper hybrid waves were distributed isotrop-
ically, then, according to (15), the corresponding in-
trinsic width (near Y ≈ 1.7) would be

∆ω
ω

∼ 10−20%. (33)

However, the observed total width is only∼3%.Con-
sequently, the plasma turbulence in the source is dis-
tributed anisotropically.

Numerical studies of the nonlinear plasma mech-
anism [5, 6] yield characteristic values of the angle θ
at which the upper hybrid waves are generated, their
wave number k, and the scatter of these quantities∆k
and∆θ:

kde ∼ 0.1, (34)

θ ∼ 80◦, (35)

∆kde ∼ 0.1, (36)

∆θ ≤ 30◦ (37)

so that ∆k ∼ k, providing the intrinsic emission
width is [see (15) and (16)]

∆ω
ω

∼ 1−2%. (38)

This means that the contribution of the source inho-
mogeneity to the total width may be comparable to
the intrinsic spectral width for the emission mecha-
nism.

The theory of the nonlinear plasma mechanism
predicts a relation between the oscillation period and
plasma wave parameters. In the case of strong oscil-
lations, we have [3–6]:

τ = ln(Wmax/W0)/γeff, (39)

where W0 and Wmax are the initial and maximum
levels of the energy density of the plasma waves and
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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γeff is the effective decrement for the plasma-wave
attenuation, which can be determined either by col-
lisional attenuation of the waves in a plasma or by
absorption of the waves by fast electrons. Since the
oscillation period does not change in our case (within
the errors), we can confidently conclude that colli-
sional attenuation dominates, so

γeff ≈ νei ≈ 60 nT−3/2. (40)

Since we have already found the period and plasma
density, and ln(Wmax/W0) ∼ 10, the electron tem-
perature of the background plasma can be estimated
to be

T ≈ 3× 106 K. (41)

Since the time scales for the growth and decay of
the intensity in the pulsations are of the same order,
the maximum increment for the amplification of the
waves is of the order of the effective wave decrement:
γmax ∼ γeff. Hence, the maximum increment is

γmax ≈ (2− 3)× 102c−1 ≈ (3− 4)× 10−8ωpe.
(42)

Then, the density of fast electrons in the source of
emission can be estimated to be

nb ∼ 105 cm−3, (43)

since it is known [4] that

γmax ∼ 10−2(nb/n)ωpe. (44)

The dimensionless energy density of the plasma
waves is related to the pulsation period and their
frequency [4] by the expression

w =
W

nT
∼ 100

fτ
≈ 10−6. (45)

The brightness temperature of the emission gen-
erated by the plasma mechanism at the second har-
monic is described by the formula [4]

Tb = aωL|| =
(2π)3

15
√
3

c3L||
f2
peVph

w2

ζ2
nT, (46)

where aω is the emission coefficient; L|| is the source
size along the line of sight; Vph is the phase veloc-
ity of the transverse waves (for f≈ 2fUH); and ζ=
(c/ωpe)3(∆k)3 is related to the phase volume occu-
pied by the plasma waves, which is ≈30 in our case
[see (36)].

On the other hand, the brightness temperature can
be calculated from the observed flux (the pulsation
amplitude F ≈20 sfu):

Tb ≈ 1.4× 1026 Fsfu
f2
GHzL

2
⊥

K, (47)
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where L⊥ (cm) is the source size perpendicular to
the line of sight. It is natural to assume that the
longitudinal and transverse sizes of the source are of
the same order:

L|| ∼ L⊥. (48)

We then find from (46) and (47) the brightness
temperature

Tb ∼ 5× 1012 K (49)

and the source size

L ∼ 107 cm. (50)

The resulting source size is in excellent agreement
with our earlier assumption that the main contribu-
tion to the observed group delay occurs on the way
from the source to the observer, not in the source
itself. If this effect were strong within the source,
then, in addition to the delay, it would result in a
considerable decrease of the depth of modulation of
the emission (first and foremost for the extraordinary
waves, i.e., the LCP waves), which is not observed.

Thus, we have obtained a harmonious and log-
ically consistent picture of the emission assuming
a homogeneous source and have found the average
values of numerous relevant parameters. Let us now
take into account the source inhomogeneity.

4.3. Radio Source Inhomogeneity

In our analysis of the bandwidth of the pulsations,
we already pointed out that the contribution of the
source inhomogeneity may be comparable to the in-
trinsic width for the emission mechanism; i.e., the
effects of source inhomogeneity may be important, in
spite of the relatively small source size.

As already stated, the radio emission frequency
is twice the upper hybrid frequency, which is deter-
mined by the values of the plasma frequency and
gyrofrequency. In the solar corona, these frequencies
(determined by the plasma density and magnetic field
strength) decrease with increasing distance from the
solar surface. This means that, on average, the higher
frequency emission (of each mode) is generated in
deeper layers of the corona and travels a longer dis-
tance to the observer than the low-frequency emis-
sion.

If these signals had identical group velocities, this
effect would result in a delay of the arrival of the
high-frequency signal relative to the low-frequency
signal. In fact, the group velocity depends on the
frequency, asymptotically approaching the velocity of
light with increasing frequency. Thus, high-frequency
waves propagate faster than low-frequency waves,
and, under real conditions, high-frequency waves can
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either lead or lag low-frequency waves, depending on
the conditions realized.

We will study these effects quantitatively as fol-
lows. Let us assume that the peak of the low-
frequency emission (at frequency ωo = 2πfo, in our
case fo = 2.81 GHz) is generated at z = 0 and that
the emission peak at other frequencies is generated
at −z(ω) (where z(ω) is a positive quantity). We can
then write for each mode the autodelay as a function
of frequency and the (already analyzed above) mutual
delay between the modes taking into account the
source inhomogeneity.

The time after which the signal of mode σ at the
reference frequency ωo reaches the Earth is

tσo =
∫ RSE

0

dz

vσ(ωo)
. (51)

The same time for a signal at an arbitrary frequency is

tσω =
∫ RSE

−z(ω)

dz

vσ(ω)
. (52)

Accordingly, the relative delay of these signals is
determined by the difference of relationships (52) and
(51). Before writing this delay, we will make the fol-
lowing important remark. In the previous sections,
we used expansions of the wave refractive indices
and group velocities in the parameter ω2

pe/ω
2  1,

providing accuracy of the order of 20%, sufficient for
estimates of various mean quantities. In this section,
we wish to study effects of the radio source inhomo-
geneity with a relative size on the order of the total
width of the pulsations, i.e., of about 3%. This means
that we cannot use these expansions for the refractive
indices and group velocities. Therefore, in our subse-
quent analysis, we use their exact expressions (in a
cool plasma) [11] and carry out expansions only in the
small quantity∆ω/ω ∼ 3%.

Let us introduce (for compactness of the subse-
quent formulas) the new functions:

Fσ(ω) = c/vσ(ω), F (ω) = FX(ω)− FO(ω). (53)

Then, the formulas for the autodelay of mode σ at
frequency ω relative to the reference frequency ωo are

∆tσω = tσω − tσωo
=
1
c

∫ 0

−z(ω)
Fσ(ω)dz (54)

+
1
c

∫ ∞

0
(Fσ(ω)− Fσ(ωo))dz.

With this definition, the delay will be negative if
the high-frequency signal reaches the Earth first and
positive if the low-frequency signal arrives first. In the
latter integral, the upper limit can be replaced with∞,
because parts of the path distant from the source do
not make an appreciable contribution to (54).

When calculating the autodelay (54), we use
the narrowness of the bandwidth of the pulsations:
∆ω/ωo  1. In the second term, this enables us to
expand the function Fσ(ω) of the frequency in a series
with an accuracy to within ∆ω/ωo and to simplify
the integral. To calculate the first term to the same
accuracy, we note that the region of integration for
this term is a small quantity of the same order as
∆ω/ωo: z(ω)/Heff ∼ ∆ω/ωo, where Heff is a char-
acteristic length giving the main contribution to the
integration of the second term.

The autodelay then becomes

∆tσω =
z(ω)
c

Fσ(ωo) (55)

+
1
c

∆ω
ωo

∫ ∞

0

(
ω
∂Fσ(ω)
∂ω

)
ω=ωo

dz.

As we shall see below, to study the function z(ω),
it is convenient to consider the sum of the delays in
the X and O modes:

∆tXω +∆t
O
ω =

z(ω)
c
(FX(ωo) + FO(ωo)) (56)

+
1
c

∆ω
ωo

∫ ∞

0
ωo

(
∂FX(ω)

∂ω
+

∂FO(ω)
∂ω

)
ω=ωo

dz.

It is obvious that the integral in the second term can
be represented as a product of the integrand evaluated
at z = 0 and the effective integration scale Heff. To a
first approximation in ∆ω/ωo, the function z(ω) can
be written

z(ω) = æ
∆ω
ωo

Heff, (57)

where æ is an unknown dimensionless parameter.
Then,

∆tXω +∆t
O
ω =

Heff

c

∆ω
ωo

{
æ(FX(ωo) (58)

+ FO(ωo)) + ωo

(
∂FX(ω)

∂ω
+

∂FO(ω)
∂ω

)
ω=ωo

}
.

Let us now derive a more precise relation than (28)
for the mutual delay ∆tg, taking into account, in
particular, the radio source inhomogeneity. Similar to
the derivation of (55), we obtain

∆tg(ω) =
z(ω)
c

F (ωo, 0) (59)

+
1
c

∫ ∞

0
F (ωo, z)dz
ASTRONOMY REPORTS Vol. 46 No. 6 2002



FLARE-PLASMA DIAGNOSTICS 511
+
1
c

∆ω
ωo

∫ ∞

0

(
ω
∂F (ω, z)

∂ω

)
ω=ωo

dz.

Taking into account that∫ ∞

0
F (ωo, z)dz = F (ωo, 0)H, (60)∫ ∞

0

(
ω
∂F (ω, z)

∂ω

)
ω=ωo

dz =
(
ω
∂F (ω, 0)

∂ω

)
ω=ωo

H1,

whereH andH1 are the corresponding effective inte-
gration scales, and also using (57), we find

∆tg(ω) =
HF (ωo)

c

{
1 +

H1

H

ωo
F (ωo)

(61)

×
(
∂F (ω)
∂ω

)
ω=ωo

∆ω
ωo

+æ
Heff

H

∆ω
ωo

}
.

Let us analyze this formula in more detail. The fre-
quency dependence of∆tg is described by the second
and third terms in braces. If the emission frequency
were much higher than the plasma frequency, we
would haveH1 = H and

α =
ωo

F (ωo)

(
∂F (ω)
∂ω

)
ω=ωo

≈ −3, (62)

in accordance with the approximate formula (28) de-
rived in Section 4.2. The α(ω) dependence for a fixed
plasma frequency is presented in Fig. 13a. We can see
that α can be quite different from −3 near the plasma
frequency. In our case, the emission frequency (18)
is close to the plasma frequency, and their ratio is
determined solely by the value of Y . Figure 13b shows
α as a function of Y ; α differs appreciably from its
asymptotic value (−3) at all values of Y and varies
from−3.9 to−3.75 in the range of Y of interest for us.

The third term in braces in (61), related to the
source inhomogeneity, is appreciably positive and is
determined solely by the constant æ (for a fixed ratio
of the effective integration scalesHeff/H).

Let us now proceed to finding the value of æ. For
this purpose, we express this quantity in terms of the
sum of the autodelays (58):

æ =
ωo

(
∂FX(ω)
∂ω + ∂FO(ω)

∂ω

)
ω=ωo

FX(ωo) + FO(ωo)
(63)

+
ωo
∆ω

c(∆tXω +∆tOω )
Heff(FX(ωo) + FO(ωo))

.

The first term in this formula is a function of Y and
does not depend on other parameters of the source
or on the observational errors. In the second term,
the quantity ωo/∆ω is known, and the delays ∆tσω
are known from the observations (with some error),
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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whereas the scale Heff is not known. Therefore, it is
convenient to transform the second term using (61).
We multiply and divide this term by ∆tg/H , noting
also that we have at the reference frequency ωo

c∆tg/H = F (ωo). (64)

Formula (63) then reduces to

æ =
ωo

(
∂FX(ω)
∂ω + ∂FO(ω)

∂ω

)
ω=ωo

FX(ωo) + FO(ωo)
(65)

+
ωo
∆ω

F (ωo)
FX(ωo) + FO(ωo)

∆tXω +∆tOω
∆tg

H

Heff
.

The advantage of this form is that æ now depends on
the ratio of the effective scalesH/Heff, which is of the
order of unity, rather than on the absolute value of
Heff.

The dependence of æ on Y for various values of
H/Heff is presented in Fig. 14. Note the weak depen-
dence of æ on both Y and H/Heff. This is due to the
smallness of the sum of the autodelays∆tXω +∆tOω in
the analyzed event. To an accuracy sufficient for the
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subsequent analysis, we can assume that

æ = 0.32 = const(Y,H/Heff). (66)

Let us now consider the expressions for the au-
todelays. Substituting the expression for z(ω) (57)
into (55) and introducing the effective integration
scalesHσ (σ = X,O), we obtain

∆tσω =
Heff

c

∆ω
ωo

(67)

×
{
æFσ(ωo) +

Hσ

Heff

(
ω
∂Fσ(ω)
∂ω

)
ω=ωo

}
.

Figure 11 shows the theoretical dependences ∆tσω
taking into account (66) for various values ofHσ/Heff,
together with the observational data. Note that the
effect of source inhomogeneity is dominant for the
ordinary waves (i.e., the low-frequency signal reaches
the observer first so that the delays are positive), while
the effect of dispersion dominates for the extraordi-
nary waves (i.e., the delays are negative).

Above, in our analyses of various integrals, we
introduced five different effective scales having the
same order of magnitude. Note that not all of these
scales are independent. It is easy to show that

Heff =

{
∂FX(ω)
∂ω HX +

∂FO(ω)
∂ω HO

∂FX(ω)
∂ω + ∂FO(ω)

∂ω

}
ω=ωo

, (68)
H1 =

{
∂FX(ω)
∂ω HX − ∂FO(ω)

∂ω HO

∂FX(ω)
∂ω − ∂FO(ω)

∂ω

}
ω=ωo

. (69)

Hence, in particular, it is clear that, ifHX = HO, then
Heff = H1 = HX = HO. Generally speaking, the fre-
quency dependences of the delays allow us to deter-
mine the relative values of the effective scales. How-
ever, the presence of errors in the observational data
prevents us from deriving the true differences in the
scales. Therefore, we will assume the scales to be
identical and equal toH .

Under this condition, the frequency dependence of
themutual delay is represented in Fig. 10 by a straight
line, consistent with the observational data. The con-
dition of equal scales corresponds to solid curves in
Fig. 11, also in agreement (within the errors) with the
observational data.

The scale H can be estimated from the graph in
Fig. 12. It is clear that H > 4× 109 cm for any Y ,
and we have for Y = 1.7

H ∼ 5× 109 cm. (70)

4.4. The Role of Inhomogeneity

An analysis of the frequency dependence of the
autodelays provides further confirmation of the solar
origin of the radio pulsations and enables us to obtain
new information about the radio source.
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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Let us consider the source linear size l ≈z
(2.89 GHz):

l = æHeff
∆f
fo

≈ 4× 107 cm. (71)

This quantity exceeds by several times the source size
found from the radio flux and brightness temperature
of the radio emission (50). This discrepancy has a
simple logical explanation. In Section 4.2, we calcu-
lated the size of a homogeneous radio source radi-
ating with the intrinsic bandwidth; i.e., the effective
source size at each frequency was ∼ 100 km. Hence,
solving (71) for ∆f/fo and substituting l = 100 km,
we can estimate the intrinsic bandwidth of the emis-
sion mechanism as∆f/fo ∼ 1%, or∆f ≈ 20MHz.

However, regions radiating at different (though
similar) radio frequencies are spatially shifted relative
to each other. In this section, we find the total size l
of the nonuniform source (from the level of maximum
emission at the highest frequency to that at the lowest
frequency) radiating at all frequencies in a bandwidth
∼80MHz to be≈400 km, based on an analysis of the
frequency dependences of the delays.

The gradients of physical parameters in the radio
source are also of interest. To analyze these gradients,
we rewrite (71) as

∆f
l
=

fo
æHeff

. (72)

Owing to the narrow frequency bandwidth and
small source size, we can assume that∆f/l ≈ df/dz,
and then

dfUH
dz

=
fUH
æHeff

(73)

is the gradient of the upper hybrid frequency in the
source. Since d/dz is, on average, ∼H−1

eff along the
line of sight in the corona, we see that the gradient
in the radio source is approximately a factor of three
greater than the mean gradient. Thus, the instability
of the upper hybrid modes arises in a (locally) more
nonuniform (than average) site of a magnetic trap.
This can take place either at the feet of a loop or in
a “local magnetic trap.” Recall that such local traps
are sources of radio spikes in plasma with Y < 1 [12].

5. CONCLUSION

We have studied in detail the properties of pulsed
radio bursts in a solar flare. Our Fourier analysis of
the radio signal has demonstrated that the observed
oscillations of the degree of polarization of the radio
emission are due to the relative shifts of the extraordi-
nary and ordinary waves, which have different group
velocities.
ASTRONOMY REPORTS Vol. 46 No. 6 2002
In the source, these waves are generated with
similar intensities so that the source emission has
a low degree of circular polarization. This imposes
very strict constraints on the mechanism for the radio
emission, and we conclude that it must be the plasma
mechanism operating at the second harmonic of the
local upper hybrid frequency.

Applying the theory of the nonlinear plasma
mechanism and taking into account the inhomo-
geneity of the radio source, we have established a
considerable number of parameters of the plasma,
fast electrons, and plasma turbulence for this event:

Background plasma density n = 1.9× 1010 cm−3

Magnetic field B = 256 G

Kinetic electron temperature T ≈ 3× 106 K

Number density of fast
electrons

nb ∼ 105 cm−3

Increment of the plasma waves γmax ∼ 300 s−1

Spectral bandwidth of the
generated plasma waves

∆ω/ω ≤ 3%

Wavenumber of the generated
plasma waves

kde ≈ 0.1

Scatter of the wavenumbers c∆k/ωpe ≈ 3
or∆kde ≈ 0.1

Direction of maximum
amplification of the plasma
waves

θ ≈ 80◦

Angular scatter of the
generated plasma waves

∆θ ≈ 30◦

Level of plasma turbulence w =W/nT ≈ 10−6

Brightness temperature of the
emission

Tb ≈ 5× 1012 K

Source size at the chosen
frequency

L ≈ 100 km

Total source size l ≈ 400 km

Plasma parameter in the
source

Y = 1.7

Intrinsic width of the spectral
line

∆f/f ≈ 1%

Homogeneity size scale:

average in the corona H ≈ 5× 109 cm

in the radio source æH ≈ 1.5× 109 cm
This summary of parameters shows that an accu-

rate analysis of the spectral properties of the pulsed
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radio emission can be used to extract detailed infor-
mation on the source properties; such detailed infor-
mation cannot be obtained from analyses of electro-
magnetic waves in other (outside the radio) spectral
ranges.

The potential of such diagnostics is far from ex-
hausted: new information can be obtained (at least
in principle) from the frequency dependences of the
pulsation period, wave modulation depth, etc. It is no
less important to study the magnitude of these effects
in other events demonstrating millisecond radio pul-
sations.
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Abstract—The main force and parametric actions on oscillations in the Earth–Moon system are com-
pared. Parametric excitations due to external periodic changes in the distance between the Earth’s and
Moon’s centers of mass occur in a limited number of frequency intervals. We demonstrate the role
of a nonlinear parameter that limits the oscillation amplitudes, and compute the frequency interval for
excitations near the Chandler frequency. c© 2002 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Numerous scientific and practical applications re-
quire data on the Earth’s size and position in space, as
well as data on its complicated progressive and rota-
tional motion, which are affected by both its internal
structure and its attraction to other celestial bodies.
These data include the Earth orientation parameters
(the coordinates Xp and Yp of the pole and the time
UT1), derived from astronomical observations. The
general requirements for the accuracy of the Earth
orientation parameters are determined by their role
in the establishment of reference systems required for
modern, high-precision geodynamical and astronom-
ical observations and theoretical models of the Earth.
The difficulty in establishing such reference sys-

tems is that theoretical models of the Earth’s struc-
ture and rotation cannot explain the observed vari-
ations in the coordinates of the pole. The physical
nature of these changes is the subject of discussion
and controversy.
Variations in the coordinates of the Earth poles are

usually modeled as a superposition of a polynomial
component and two periodic oscillations: the Chan-
dler wobble and seasonal variation. The parameters
of this model require constant refinement based on
observations.
There also exist more complicated models. How-

ever, since no convincing physical origins for the ex-
citation of the Chandler wobble have been identified,
these models do not explain the observed variations
in the Chandler amplitude: if the Chandler oscillation
were a free motion, it would necessarily be damped,
but astronomical observations over the past 150 yr
do not indicate any such damping. Discrepancies be-
tween theory and observation necessitate either im-
provement of the theory or a new method for mod-
eling the observed behavior. If improvements in the
1063-7729/02/4606-0515$22.00 c©
theory do not bring it closer to the observations, the
need for a new modeling method becomes obvious.
A new method for modeling the polar motion was
first proposed by us in 1995 [1] and studied further
in subsequent works. We showed that the increase
in the period of the Earth’s free nutation (the Chan-
dler period) finds a simple explanation if we consider
the motion of the interconnected Earth–Moon–Sun
system: the fundamental frequency of the free Earth
is transformed into the fundamental frequency of the
Earth–Moon system due to the mutual action of the
system’s natural oscillations. The present work con-
tinues our previous investigations of this problem.

2. NATURAL OSCILLATIONS

The gravitational attraction between two mate-
rial points or two spherically symmetric bodies with
the masses of the Earth (mE) and Moon (mM) is
governed by the law of universal gravitation. In the
two-body problem, we neglect all forces except the
mutual attraction of the two spherically symmetric
bodies. This model enables exact integration of the
equations of motion and treats additional forces as
perturbations.

We can simplify studies of oscillations in the
Earth–Moon system by using a model with a linear
system with two degrees of freedom. In this case, the
properties of the oscillations are determined by the
degree of physical interaction between the two bodies.

The system of homogeneous equations for the
problem at hand takes the form

ψ̈ + ν2
1ψ − 2λ(ν2

2 − ν2
1)η = 0

η̈ + ν2
2η − 2λ(ν2

2 − ν1
1 )ψ = 0


 , (1)
2002 MAIK “Nauka/Interperiodica”
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Fig. 1. Estimates of amplitudes for the natural frequen-
cies ω̄1(P̄ = 435 days) and ω̄2(P̄ = 346 days).
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where ν1 and ν2 are the (partial) natural frequencies of
the Earth and Moon, respectively, λ is the interaction
coefficient, and ψ and η are small deviations from
the equilibrium motion. Eqs. (1) and the interaction
coefficient λ were derived previously in [2].
Solving these equations yields the frequencies ω1

and ω2 for the natural oscillations of the Earth–Moon
system for various combinations of the partial fre-
quencies ν1 and ν2

ν2 > ν1

ω2
1 = k1ν

2
1 − k2ν

2
2

ω2
2 = k1ν

2
2 − k1ν

2
1




, (2)

ν2 = ν1 = ω1 = ω2, (3)

ν2 < ν1

ω2
1 = k1ν

2
2 − k2ν

2
1

ω2
2 = k1ν

2
1 − k2ν

2
2




. (4)

The coefficients k1 and k2(k1 > k2) are roots of the
equation

k2 − k − 1.05043 = 0 (5)

and depend on the interaction coefficient 2λ =
(1 + µ)/(1 − µ), where µ = mM/mE is the ratio of
the masses of theMoon and the Earth, λ = 0.512453.
For λ = 0.5, Eq. (5) takes the form

k2 − k − 1 = 0; (6)

that is, the roots of the equation become Fibonacci
numbers (k1 = Φ, k2 = Φ−1), which describe many
parameters of and proportions in the solar system.
For example, the orbital and beat periods of the plan-
ets form a geometric progression with the denomina-
tor Φ.
Let us assume that ν1 = 0.90588 cycle/year; i.e.,

Tν1 = 403.2 days (this corresponds to the Chandler
period in the model of Wahr) and ν2 = 1 cycle/year
(Tν2 = 365.25 days). Substituting these into (2), we
obtain two natural frequencies for the Earth–Moon
system: ω1 = 0.84004 (Tω1 = 434.8 days) and ω2 =
1.05594 (Tω2 = 345.9 days). The general solution of
(1) takes the form

ψ=A1 cos(ω1t+β1)+A2 cos(ω2t+β2)

η= κ1A1 cos(ω1t+β1)+κ2A2 cos(ω2t+β2)


 ,

(7)

where A1, A2, β1, and β2 are the amplitudes and
phases of the oscillations, and κ1 and κ2 are the
amplitude ratios for the frequencies ω1 and ω2. For
the case under study, κ1 = 0.6252 and κ2 = −1.6013.

We can estimate the interaction between the Earth
and Moon by estimating the corresponding energy
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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transfer. For this purpose, we assume the initial con-
ditions (at t = 0) ψ = ψ0, ψ̇ = 0, η = 0 and η̇ = 0.
Substituting these into (7), we obtain

A1 +A2 = ψ0, A1κ1 +A2κ2 = 0, (8)

β1 = β2 = 0.

The oscillations will be described by the expressions

ψ= ψ0

|κ2|+κ1
[|κ2| cos(ω1t)+κ1 cos(ω2t)]

η = ψ0κ1|κ2|
|κ2|+κ1

[cos(ω1t)− cos(ω2t)]


 . (9)

We obtain for the natural oscillations of the Earth in
the Earth–Moon system

ψ(t) = A(t) cos[ω1t− β(t)], (10)

where

A2(t) =
ψ2

0

(|κ2|+ κ1|)2
{
κ2

2 + k2
1 (11)

+ 2κ1|κ2| cos[(ω2 − ω1)t]} ,

tan(β(t)) = − |κ2| sin[(ω2 − ω1)t]
κ1 + |κ2| cos[(ω2 − ω1)t]

. (12)

Since the frequencies ω1 and ω2 are close, we can
treat A(t) as an amplitude that changes with time.
The period of these changes is TA = 2π/(ω2 − ω1);
that is, TA = 4.63 yrs. The maximum amplitude is ψ0,
and the minimum is ψ0(κ1 − |κ2|)/(|κ2|+ κ1). This
means that, if Amax = 0′′

.2, Amin = −0′′
.08.

Equations (1) describe oscillations in a conserva-
tive system. In a real system, there is energy dissipa-
tion. The solutions for a dissipative system take the
form

ψ = A1e
−θ1t cos(ω1t+ β1)

+A2e
−θ2t cos(ω2t+ β2)

η = κ1A1e
−θ1t cos(ω1t+ β1 + χ1)

+χ2A2e
−θ2t cos(ω2t+ β2 + χ2)




, (13)

where θ1 and θ2 are the damping coefficients for the
frequencies ω1 and ω2, and χ1 and χ2 are the phase
shifts for the same oscillation frequency for both bod-
ies. These phase shifts depend on the system param-
eters and are proportional to the damping coefficients.
We can show that the natural frequencies ω1 and

ω2 and coefficients κ1 and κ2 coincide with those for
the conservative system (with an accuracy of δ2

i /ω
2
i ,

where δi are the partial damping coefficients). Fig-
ure 1 presents the variations in the amplitudesA1 and
A2 (solid curves) indicated by observations. These
estimates were obtained using a quasi-polynomial
approximation for the coordinates of the Earth’s pole
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{X} and {Y } derived from CSR (SLR) laser mea-
surements. The model for oscillations with the mean
frequencies ω1 and ω2 is

A(t) = A0n exp(γnt) sin(2πωn + βn), (14)

where n = 1, 2.

Here, we take A01 and A02 on time intervals of 5–
6 yrs, with a shift of 1 yr.

The coherence functions calculated using 6–
9th order, two-channel, autoregression procedures
exhibit peaks corresponding to periods of the data
sequences A01(8.8, 6.1, 3.6 yrs) and A02(8.8, 4.6,
3.6 yrs). These estimates indicate a complex defor-
mation of the amplitudes A01 and A02. When the
amplitude increases at the frequency ω1, it decreases
atω2. The coefficients of themodulus of the coherence
(CMC) presented in Fig. 2 indicate that the oscilla-
tions Ax01 and A

x
02 agree well with A

y
01 and A

y
02.

3. FORCED OSCILLATIONS

Let us examine the effects of external forces on the
amplitudes of the oscillations at the natural frequen-
cies ω1 and ω2. Since the principle of superposition
is applicable to linear systems, we should study the
effect of a harmonic external force P (t) = P0 cos(pt),
where p is the frequency of the external force. The
solution of the homogeneous equation (1) describes
the natural oscillations. Under the action of exter-
nal forces, the motion becomes a superposition of
free and forced oscillations. The Sun exerts the most
important action on the Earth–Moon motion, and
the frequency of the external force (p = 1 cycle/year)
is close to the natural frequencies. In this case, the
superposition of the free and forced oscillations (with-
out damping) yields an oscillation with the frequency
(η + 1)/2 and an amplitude that slowly changes in
accordance with the harmonic law [3]

A(t) = − 2x0

1− η2
sin

η − 1
2

τ. (15)

where x0 describes the strength of the perturbation,
τ = ω0t is the dimensionless time, ω0 is the natu-
ral frequency, and η = p/ω0 is the ratio of the fre-
quency of the forced oscillations to the natural fre-
quency. If we assume that ω0 = ω1 and p = 1 cy-
cle/year, we obtain an oscillation with the period
Tω1 = 397.2 days whose amplitude varies with the
period Pω1 = 12.44 yrs. For the “free” Earth, ω0 =
0.903637(ω0 = 1/403.2 cycle/day), and these periods
are Tω0 = 383.3 days and Pω0 = 21.2 yrs, respec-
tively. The oscillations exhibit beating, with the inter-
vals between minima being τω1 = 6.2 yrs and τω0 =
21.2 yrs.
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The oscillations with periods 6.1 and 3.6 yrs in the
{A01} and {A02} data (Fig. 1) indicate a deformation
of the amplitude of free oscillations at the frequencies
ω1 and ω2 due to the effect of the forced oscillations.
Certain characteristic behavior can arise when the

frequency of the external force is close to the partial
frequencies. The first occurs if one of the partial fre-
quencies is equal to the external frequency; i.e., ν2 =
p. In this case, the forced oscillations at the frequency
ν2 (the Moon) do not occur in the system with the
partial frequency ν1 (the Earth): there is a damping
of the oscillations. This will not be observed in a real
system, since the resonance amplitudes become finite
when damping of the forced oscillations is taken into
account. Therefore, there is no complete damping in
a system with losses. However, the decrease in the
amplitude of ω2 in the presence of a small amount of
damping is rather significant.
Figure 1 shows A0nexp(γnt) for n = 1, 2 (dashed

curves). The exponential factor smoothens the vari-
ations in the amplitudes A0n. The spectrum of the
data contains the periods 8.8, 6.2 and 3.6 yrs for the
frequency ω1 and 8.5 and 3.6 yrs for ω2.
The second type of characteristic behavior for the

forced oscillations in a system with two degrees of
freedom is that the resonance can be absent even
when p = ω1 or ω2 in the case of certain relation-
ships between the external forces applied to the Earth
(P0E) and the Moon (P0M). For instance, if ω1 = p,
the amplitudes A1 and A2 at the frequency ω1 obey
the relation A1P0E +A2P0M = 0. This is known as
the orthogonality of the external force to the natural
oscillation with the frequency ω1. This orthogonality
means that the work of the external forces in the first
partial system (the Earth) is equal in magnitude and
opposite in sign to that in the second system (the
Moon). Since the total work of the external forces
is zero, there is no increase in the amplitudes. The
orthogonality between the external forces and natural
oscillations excludes the possibility of resonance at
either ω1 or ω2.

4. PARAMETRIC OSCILLATIONS

The homogeneous equations (1) were derived
for a constant distance ρ0 between the Earth’s and
Moon’s centers of mass (a circular lunar orbit). The
interaction coefficient in these equations is 2λ = (1 +
µ)/(1 − µ), where µ = mM/mE and is a constant
parameter of the system.
In the real system, the distance ρ between the cen-

ters of mass changes periodically. Of the two param-
eters characterizing the energy input (mass and dis-
tance), ρ is the varying quantity. The periodic changes
in this parameter under the action of an external force
give rise to a parametric excitation of oscillations in
the system. The parametric resonance takes place
for certain relationships between the frequency of
the variations in ρ and the frequency at which the
oscillations are excited ω, which is close or equal
to the natural frequency ω1(ρ = 2ω/n), and also for
certain conditions on the modulation parameterm for
the given frequency relation. We can determine the
modulation parameter m using the limiting values of
the distance ρ

ρa = a(1 + e), ρn = a(1− e), (16)

where a and e are the semiaxis and eccentricity of the
Moon’s orbit. Then,

m =
ρa − ρn
ρa + ρn

= e. (17)

The periodic change in ρ(t)with themodulation depth
m = e takes the form

ρt = ρ0/[1 + e cos(2ωt)], (18)

where ρ0 = a(1− e2).
The mathematical description of parametric reso-

nances in linear systems involves a linear differential
equation with variable coefficients. A complete anal-
ysis is rather complicated for linear cases, and even
more so for nonlinear cases. Let us derive the most
important properties of the phenomenon using some
assumptions that enable us to estimate the behavior
of the parametric resonance taking into account the
nonlinearity of the system.

The nonlinearity, which gives rise to nonisochron-
ism, will lead to variations in the natural frequencies
with an increase in the amplitudes, disturbing the
resonance condition and limiting the amplitudes of
the parametric oscillations. Taking into account the
energy input parameter (18), we can describe the
oscillations at the natural frequency ω1 with ρ = 2ω
using the equation

ẍ+ ω2
1 [1 + e cos(2ωt)]f(x) = 0, (19)

where ω is the frequency of the oscillations excited
and f(x) describes the nonlinear characteristic of the
system.

We will look for a solution of (19) in the form
x = a cos(ωt) + b sin(ωt); that is, in the form of a
steady-state oscillation (a = const and b = const) at
a frequency that is half the frequency of the parametric
excitation, which corresponds to the first region of the
parametric resonance.

Expanding f(x) into a Fourier series, we obtain
two equations for the coefficients of cos(ωt) and
sin(ωt). We then substitute this solution into (19).
Expanding f(x) into a Fourier series and retaining
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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only cos(ωt) and sin(ωt) terms, we obtain the two
equations

ω2
1α1(1 + e/2) − aω2 = 0, (20)

ω2
1β1(1− e/2) − bω2 = 0.

Introducing the dimensionless time τ = ωt, we obtain

α1 =
1
π

π∫
−π

f(a cos τ + b sin τ) cos τdτ, (21)

β1 =
1
π

π∫
−π

f(a cos τ + b sin τ) sin τdτ.

Hence, we can find the amplitude of the steady-
state solution A =

√
a2 + b2 and its phase φ =

arctan(a/b).
Let us consider the case when f(x) takes the form

f = x+ γx3, (22)

where γ =
√

1 + (4λ)2 is a dimensionless coefficient
describing the system nonlinearity. In this case,

α1 = a+
3
4
γa3 +

3
4
γab2, (23)

β1 = b+
3
4
γb3 +

3
4
γa2b,

and we arrive at the equations

ω2
1(a+

3
4
γa3 +

3
4
λab2)(1 +

1
2
e)− aω2 = 0, (24)

ω2
1(b+

3
4
γb3 +

3
4
γa2b)(1− 1

2
e)− bω2 = 0

or

ω2
1a(1 +

3
4
γA2)(1 +

1
2
e)− aω2 = 0, (25)

ω2
1b(1 +

3
4
γA2)(1 − 1

2
e)− bω2 = 0,

where A2 = a2 + b2.
These equations admit the following solutions.
(1) The case a = b = A = 0 corresponds to the

absence of steady-state periodic motion. It may be
an equilibrium state of the system. Analysis of the
stability of the system to small deviations from equi-
librium leads to a linear equation with periodic co-
efficients (similar to the Mathieu equation). For a
givenmodulation depthm, there are certain regions of
ω close to ω1/ω = 1, 2, 3, ...n, where the equilibrium
becomes unstable, giving rise to growing oscillations
at the frequencies ω, 2ω, 3ω etc. In an approximate
treatment, we can restrict our study to the first region
of instability near ω1 = ω. The existence of this solu-
tion is associated with the possible realization of an
ASTRONOMY REPORTS Vol. 46 No. 6 2002
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Fig. 3. Parametric resonance A2(ω2) of the conservative
nonlinear system.

equilibrium state for the specified system parameters
and external actions on the system.
(2) Assuming a �= 0 and b = 0, we obtain ω2

1(1 +
3γ
4 A2)(1 + e/2) = ω2, whence

A2 =
3
4γ

[
ω2

ω2
1(1 + e/2)

− 1
]
. (26)

The value of A is larger the smaller the value of γ
(a coefficient describing the system nonlinearity). For
γ > 0, the amplitude A is real if

ω2

ω2
1(1 + e/2)

− 1 > 0, i.e. (27)

ω > ω11 = ω1

√
1 + e/2.

(3)When a = 0 and b �= 0, we find from the second
equation of (25)

A2 =
4
3γ

[
ω2

ω2
1(1− e/2)

− 1
]
, (28)

which yields the condition for real solutions

ω > ω12 = ω1

√
1− e/2. (29)

Consequently, when ω is in the frequency interval
ω11–ω12, there is an oscillation with a finite amplitude
A that depends appreciably on γ.
Relations (27) and (29) indicate that the limits of

the frequency interval ω11–ω12 depend on the aver-
age natural frequency ω1 (Tω1 = 435.3 days) and the
modulation parameter e.
The table presents the limiting frequencies

(ω11, ω12) and corresponding periods P11, P12 cal-
culated via (27) and (29) for the extremal and average
modulation depths e.
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e
ω11,

cycles/year
P11,
days

ω12,
cycles/year

P12,
days

0.0448 0.848422 430.50 0.829626 440.26

0.0549 0.850515 429.44 0.82748 441.40

0.0650 0.852602 428.39 0.82533 442.55

The parametric resonance A2(ω2) for the conser-
vative nonlinear system is shown in Fig. 3; we used
(26) and (28) with an average value for e for the
calculations. When γ < 0, the amplitudeA decreases
as the frequency ω increases.
We can describe the physical process resulting

from a parametric action with a given modulation
depth e as follows. If we take the frequency of the
external action to be p = 2ω and assume that the
natural frequency ω1 of the system is variable (for
small amplitudes), we find that there is an oscillation
with finite amplitude A that depends on the system
nonlinearity (γ) for all frequencies ω in the frequency
interval ω11–ω12. The nonisochronism of the system
is responsible for the variation of the natural frequency
with increasing amplitudes of the parametric oscil-
lations, and the system goes to the boundary of the
corresponding region of parametric excitation. This
diminishes the energy input of the external force,
changing ρt, and thus limits the growth of the am-
plitudes.

5. CONCLUSIONS

(1) We have used a linear model with two degrees
of freedom to analyze oscillations in the Earth–Moon
system. For various combinations of the partial fre-
quencies ν1 and ν2 of the Earth’s and Moon’s oscil-
lations, we have obtained possible natural oscillations
of the Earth–Moon system with periods Tω1 = 434.8
and Tω2 = 345.9 days. We have estimated the max-
imum and minimum amplitudes and the periods for
their variations.
(2)We have studied the influence of external forces

on the amplitudes of natural oscillations in the Earth–
Moon system. The most important effect is that of
the Sun, for which the frequency of the external force
(P = 1 cycle/year) is close to the natural frequencies
of the system. We have studied variations in the am-
plitudes for a superposition of free and forced oscil-
lations in a linear system without damping. We have
also indicated the characteristic behavior that occurs
when the frequency of the external force is close to the
partial frequencies.
(3) Of the two parameters characterizing the

Earth–Moon system (the mass and distance ρ), the
distance is the variable quantity exciting parametric
oscillations. We have studied the occurrence of the
parametric resonance for certain relations between
the frequency for variations in ρ and the frequency
of the excited oscillations. We have identified the
characteristic behavior of the Earth–Moon system
applying assumptions that enable an accurate esti-
mation of the behavior of the parametric resonance
taking into account the system’s nonlinearity.
(4) The forced oscillations can occur for any rela-

tionship between the frequency of the external action
on ρ and the natural frequency ω1, and can be excited
for any amplitude of the applied force. In the case of a
parametric external force, there are discrete regions of
excitation. The nonlinear case differs from the linear
case only in the deformation of the limits of these
regions for finite oscillation amplitudes.
(5) Superposition is not applicable to nonlinear

systems (in contrast to the linear case), and we
cannot extract the components of individual external
forces. This circumstance extremely complicates the
analysis, even in a conservative approximation, and
models for the effects of forces without taking into
account variations in the system parameters become
not completely correct. Therefore, we can only classify
the external effects according to the various ways
in which they add energy to the system, which is
the determining factor in resonance phenomena. In
a direct action, the energy of the forced oscillations
develops due to the work of the external forces during
the motion of the system. In a parametric action, the
oscillation energy increases due to a transformation
of energy from one type to another.
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