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Abstract—A theory of microlensing by nonbaryonic bodies is developed. The characteristic features of lensing
by noncompact transparent objects with a singular density distribution are investigated. The conditions under
which additional peaks appear in the brilliance curve and the characteristics of these peaks are determined. The
effect of a compact baryonic nucleus on the brilliance curve is studied. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Gravitational lensing, i.e., the deflection of light
rays by a massive body, was first observed during a
solar eclipse in 1919 when the sun occulted the stars.
Gravitational lensing was subsequently observed dur-
ing observations of quasars. In this case the lensing
objects were galaxies. For microlensing, i.e., when the
gravitational lens is an object with stellar mass, individ-
ual images cannot be resolved. However, the focusing
action of the lens appreciably and even substantially
increases the point brilliance of the light source. If the
relative velocities of the lensing object and the source
are sufficiently high, for example, if they are located in
the halo of our galaxy, then the temporal variation of
point brilliance can be seen in the observations.

Observations of gravitational microlensing of stars
in the Large and Small Magellanic Clouds by objects
located in the galactic halo were proposed by Paczynski
in 1986 [1]. Such observations have been conducted
since 1993 [2–6]. They have become a new step in the
study of dark matter. These observations revealed in the
halo of our galaxy the existence of a substantial number
of invisible objects with masses (0.05–1)M(. Accord-
ing to the observational statistics, they comprise a sub-
stantial fraction (possibly greater than 50%) of the total
mass of the halo.

Since the probability of lensing of a given star at a
given moment in time is very small (~10–7), a large
number of stars must be followed simultaneously for a
long time in order to perform observations. The candi-
dates in a microlensing event are extracted from the
data by a variety of criteria, including achromaticity
and absence of recurrence.

Aside from observations of the Magellanic Clouds,
observations of microlensing in the direction of the
galactic center are also being conducted [7–9]. The
probability of microlensing is an order of magnitude
higher in this region, and more than 300 events have
already been discovered. Aside from investigations of
the galactic center, this direction is used to test new
1063-7761/00/9002- $20.00 © 20227
technology and methods, including for studying
“exotic” cases of microlensing in which the observed
brilliance curve is strongly different from the “standard”
curve corresponding to a point lens and source. Such
deviations arise (see the detailed description in [10, 11]),
for example, for a binary lens [12, 13], a binary source,
or a source whose angular size is comparable to the
characteristic microlensing parameter [14].

Initially it was assumed [1, 4] that objects which are
seen during observations of microlensing in the halo
are brown, red, and white dwarfs, neutron stars, or Jupi-
ter-type planets, consisting of ordinary baryonic matter.
However, a large number of observed objects could
lead in this case to a contradiction with the hypothesis
of the nonbaryonic nature of dark matter, which, in
turn, raises substantial difficulties from the standpoint
of cosmological theories. It is unclear how to explain
the origin of these stars or planets on the basis of the
theory of evolution of galaxies. The theory of nucleo-
synthesis must explain a very high initial fraction of
metal nuclei. In addition, these observations [15, 16]
attest that the masses of most lensing objects are quite
large (0.5–1)M(, and the hypotheses of “Jupiters” and
brown dwarfs become unsatisfactory. In this case,
microlenses must be dim stars, and such an interpreta-
tion makes it difficult to match the microlensing data
with the direct optical observations using the Hubble
telescope [17].

In this connection, it has been hypothesized [18]
that for microlensing in the halo it is not Jupiter-type
and cold stars that are observed, but rather objects of a
small-scale hierarchical structure of dark matter which
consist of nonbaryonic matter. The question of the
masses, sizes, structure, and lifetimes of such objects
and their distribution in the galactic halo is examined in
detail in [19]. It is shown that under certain conditions
on the spectrum of the initial fluctuations their masses
lie in the range

(1)Mx 0.01–1( )M(∼
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corresponding to the objects observed in microlensing.
However, the sizes of these objects with the masses (1)
are found to be of the order of

(2)

This is several orders of magnitude larger than the sizes
of baryonic bodies of the same mass (though, on the
other hand, it is much smaller than the sizes of cold gas
clouds). For this reason, such nonbaryonic objects are
also said to be noncompact [19, 20].

This fact is important, specifically, because the
quantity (2) is of the same order of magnitude as the
Einstein radius, which is a characteristic parameter of
microlensing. For this reason, noncompact objects can-
not be treated as point microlenses. The finiteness of
their size and density distribution must be taken into
account. The metric of a gravitational lens is, in this
case, different from the Schwarzschild metric. A theory
of gravitational microlensing by noncompact objects
has been constructed in [19, 20]. Comparing this theory
with the observational results [19, 21, 22] shows that
noncompact objects which are candidates for micro-
lenses are, at least in some lenses, preferable to com-
pact objects. However, it is impossible to draw an
unequivocal conclusion on the basis of the observa-
tional data discussed. Thus, the question of the bary-
onic or nonbaryonic nature of the objects observed dur-
ing microlensing is closely related with the question of
whether microlenses are compact or noncompact
objects and requires further investigation. It is also of
great interest to develop a theory for determining new
possibilities for manifestations of noncompact objects.

Specifically, in [23] it is indicated that so-called
three-ray microlensing is possible when the lensing
object is transparent. The caustic surfaces arising in this
case lead to the appearance of additional peaks in the
brilliance curve. This raises the following questions:
Can these data be used to reveal noncompact objects?
Can the presence or absence of peaks be interpreted as
indicating a nonbaryonic nature of a lensing body? To
answer these questions it is necessary to analyze the
conditions under which additional peaks appear, and in
so doing the properties of nonbaryonic objects must be
taken into account realistically. Such an analysis is the
subject of the present paper.

The form of the brilliance curve, like the position of
the caustic surfaces, depends on the mass distribution
in the gravitational lens. In [23], an object with constant
density is studied. This is impossible for a body of non-
baryonic dark matter bound by gravitational forces.
Indeed, as shown in [19, 24, 25], the density distribu-
tion possesses a singularity at the center and follows the
scaling law

(3)

The presence of a small fraction of baryonic matter in a
nonbaryonic object can also play an important role.
This matter emits energy and gradually settles at the

Rx 1013–1015( ) cm.∼

ρ r( ) r α– , α 1.8.≈∝
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center as the object is formed, thereby forming a com-
pact baryonic nucleus [19].

In the present paper the conditions for the appear-
ance and form of additional peaks on the brilliance
curve in the case of a noncompact transparent lensing
object with the singular density distribution (3) are
studied. The influence of the compact nucleus on the
lensing curve is analyzed.

The general principles of gravitational lensing are
presented in Section 2. A point lens is studied in detail
in Section 3. A theory of microlensing for an extended
(noncompact) spherically symmetric gravitational lens
with a prescribed density distribution is constructed in
Section 4. In Section 5, the brilliance curves produced by
point and noncompact lenses are compared, a method for
making such a comparison is developed, and the regions
where the differences between the brilliance curves are
greatest are determined. The effect of a compact bary-
onic nucleus on the lensing curve of a noncompact
object is investigated in Section 6.

2. TRAJECTORY OF A LIGHT RAY
IN A SPHERICALLY SYMMETRIC 

GRAVITATIONAL FIELD

The metric in a spherically symmetric gravitational
field can be written as

(4)

where ν(t, r) and λ(t, r) are arbitrary functions [26, 27].
The energy–momentum tensor for “dust-like” matter
with zero pressure has the form

where uµ is the 4-velocity and ρ(x) is the density. We
shall assume the gravitational field to be weak, so that
4πGρ = ∆Φ, where Φ(r) is the gravitational potential,
and we shall neglect the motion of the matter, uµ = (1, 0).
Then, from the condition that the tensor Tµν (and hence

the Einstein tensor) is diagonal follows  ≡ 0. The con-
dition  ≡ 0, i.e., a stationary metric, can be attained by
a change of the variable t. The remaining components
of Einstein’s equations give three equations for the
functions ν and λ:

ds
2
 = eν t r,( )c2dt2 eλ t r,( )dr2– r2 dθ2 θdφ2sin

2
+( ),–

Tµν ρ x( )uµuν,=

λ̇
ν̇

1

r2
---- e λ– 1

r2
---- λ'

r
----– 

 –
8πG

c2
-----------T0

0 eν 2

c2
----∆Φ,= =

1

r2
---- e λ– 1

r2
---- ν'

r
----+ 

 –
8πG

c2
-----------T1

1 0,= =

1
2
---e λ– ν'' ν'2

2
------ ν' λ'–

r
-------------- ν'λ'

2
--------–+ + 

 –

=  
8πG

c2
-----------T2

2 8πG

c2
-----------T3

3 0.= =
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Solving these equations to first order in ν and λ, and
taking account of the fact that

we obtain

(5)

We note that the metric can be put into an isotropic
form by a change of the variable r,

where

follows from equation (5) to first order in ν and .
The equation for the trajectory of a light ray in a

space with the metric (4) has the form [28, 27]

(6)

Here, R is the impact parameter of the ray, and the
angle φ is measured in the plane of the ray.1 

The solution of the of equation (6) to zero order in ν
and λ is the straight line

(7)

The first correction gives

(8)

where the integral is calculated along the straight line (7).
Calculation of the angle between the asymptotes

(u =0) gives the total deflection of the ray:2

(9)

1 Strictly speaking, the parameter R in equation (6) differs from the
distance of closest approach R0 by an amount of the order of ν:

R0 = .
2 We note that the deflection of the ray can also be calculated

directly from equation (6), integrating the equation and taking the
first approximation in Φ. In so doing, indicating the limits of inte-
gration, the Footnote 1 must be taken into account.

∆Φ Φ''
2
r
---Φ',+=

ν 2

c2
----Φ r( ), λ 2

c2
----rΦ' r( ).= =

ds
2

eνc2dt2 eλ̃ dr̃2 r̃2dθ2 r̃2 θdφ2sin
2

+ +( ),–=

ν λ̃–
2

c2
----Φ r( )= =

λ̃

du
dφ
------ 

 
2

u2e λ– 1

R2
-----e ν– λ––+ 0, u r 1– .= =

Re
ν R0( )/2

u 0( ) 1
R
--- φ φ0–( ).cos=

u 1( ) 1
2R
-------=

× ν λ+

φ' φ0–( )sin
2

------------------------------
λ φ' φ0–( )cos

2

φ' φ0–( )sin
2

----------------------------------–
 
 
 

φ' C1+d

φ

∫ 
 
 

× φ φ0–( ),sin

Θ R( ) λ r( ) rν' r( )+( ) φ',d

0

π/2

∫=

r φ'( ) R/ φ'.cos=
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Using equation (5), this expression can be written in
terms of the potential Φ as

(10)

Thus, we have found the angle of deflection Θ(R) of
a ray as a function of the impact parameter in a pre-
scribed potential.

We shall now consider the relative arrangement of
the observer, lens, and light source (Fig. 1).

Let θ be the angle between the directions from the
observer O to the lens D and the light source (star) S,
and LD and LS the distances to the lens and to the star,
respectively, where LSD = LS – LD. On account of the
curving of the light rays, the observer will see in the
ODS plane two images I1 and I2 instead of a point star.
We denote by θ1 the angle between the directions to the
lens D and the image. Then, from geometric consider-
ations (see Fig. 1 and, for example, [10]), taking account
of the smallness of the angles θ, θ1, and Θ, we obtain the
formula

(11)

which relates the angles θ and θ1. The symbol ± is used
so that all angles would be positive.

3. MICROLENSING BY COMPACT BODIES

Let us consider gravitational lensing when the lens-
ing object is compact, i.e., when the size of the object
is negligibly small. The potential produced by an object
of mass M in this case can be written in the form

(12)

Substituting into equation (10) the potential (12) and
integrating, we arrive at the Schwarzschild value Θ =
Θs(R):

(13)

Θ R( ) 4

c2
---- rΦ' r( ) φ', r φ'( )d

0

π/2

∫ R/ φ'.cos= =

θ1 θ±
LSD

LS

--------Θ R( ), R θ1LD,= =

Φs r( ) GM
r

---------.–=

Θs R( ) 4GM

c2R
-------------.=

O D

I1

I2

θ1

θ

Θ
S

Fig. 1. Geometry of a gravitational lens: the relative
arrangement of the observer O, lens D, and source S.
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Substituting the Schwarzschild function (13) into
equation (11) gives a dimensionless quantity, the angle θ0,

(14)

or the Einstein radius

(15)

The relation (11) itself becomes in this case a quadratic
equation

(16)

which always possesses two solutions θ1(θ).

The Einstein radius gives the characteristic size of
the lens. The lensing object is compact, if its size rb is
much less than RE. This condition always holds well for
planets or stars in the galactic halo.

The dependence of  on the angle θ is displayed in

Fig. 2. It reflects the change in the angular position 
of the images as a function of the angle θ between
the directions from the observer to the lens and to the
source. As θ  0, the images merge. As θ  ∞, one
image approaches the star and the other approaches
the lens. (As will be seen below, the point brilliance
of the second image in this case approaches zero.)

Under the real conditions of microlensing experi-
ments the characteristic distance to a lensing object in
the galactic halo is LD ~ 10 kpc. For an object of mass
M ~ 1M(, the angle between the images is θ1 ~ 0.001″.
Such small angles make it impossible to resolve images
using currently available means. However, the exist-
ence of gravitational focusing can be established

θ0
2 4GM

c2
-------------

LSD

LSLD

------------,=

RE
2 LDθ0( )2 4GM

c2
-------------

LSDLD

LS

---------------.= =

θ1 θ1 θ±( ) θ0
2,=

θ1
±

θ1
±

3

2

1

0 0.5 1.0 1.5 2.0 2.5
θ

θ1

Fig. 2. Position of the images θ1(θ) for a point lens. The
angles were normalized to the Einstein angle θ0 (14).
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according to the change in the point brilliance of the
star being lensed.

The coefficient of increase in the point brilliance Ω
is equal to the ratio of the total angular area of the
images to the area of the source. It can be expressed in
terms of the position of the source and the images as
follows:

(17)

Here, the sum extends over both branches of θ1(θ).
Hence we obtain, substituting the expression (16),

(18)

We now take account of the fact that the picture of
the increase in the point brilliance of a star is not sta-
tionary: the observer, the lens D, and the star S possess
certain virial velocities. As a result, the angle θ changes
with time. Since only the relative velocity is relevant, it
can be assumed that the observer and star are at rest and
the lensing object moves with velocity v⊥  in a plane
perpendicular to the line of sight. Then, the angle θ
between the directions to the source S and the lens D is

where tmin is the moment of closest approach and θmin is
the angular distance attained at this moment between D
and S (the impact parameter).

Finally, using the expression (18), we obtain the
time dependence of the coefficient of increase in the
point brilliance of the star [4]:

(19)

Here, u(t) = θ(t)/θ0, umin = θmin/θ0, and  is the charac-
teristic lensing time, which is related with v⊥  as

(20)

The relative motion of the lens and source corre-
sponds to the motion of a point in the plot of Ωs(x) from
x  +∞ to xmin and back. Therefore, As(t) is a sym-
metric “bell-shaped” function with a maximum value

independent of the light frequency. It is the function
A(t) that is measured in observations.

Thus, for a compact lens the form of the curve A(t)
is determined completely by two parameters: the

Ω
θ1

θ
-----

dθ1

dθ
-------- 

 
θ

.∑=

Ωs

θ2 2θ0
2+

θ θ2
4θ0

2
+

----------------------------.=

θ θmin
2 v ⊥ t tmin–( )

LD

--------------------------- 
 

2

+ ,=

As t( ) As u t( )[ ] u2 2+

u u2 4+
---------------------,= =

u t( ) umin
2 2 t tmin–( )

t̂
----------------------- 

 
2

+
1/2

.=

t̂

t̂ 2RE/v ⊥ 2LDθ0/v ⊥ .= =

As max Ωs θmin( ),=
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impact parameter umin (or the value of A at the maxi-
mum) and the duration  of the event.

4. MICROLENSING BY NONCOMPACT OBJECTS

The theory expounded above concerns compact
bodies whose size rb is much smaller than the Einstein
radius:

For noncompact objects of dark matter the reverse con-
dition usually holds:

(21)

Indeed, according to equation (2) the size Rx of an
object with mass M ~ (0.1–1)M( is of the order of 1014–
1015 cm. This is 3–10 times greater than the Einstein
radius for bodies of the same mass located at a distance
LD ~ 10 kpc characteristic for lensing in the halo. Thus,
the microlensing theory needs to be extended to the case
of noncompact objects with characteristic sizes (21). We
underscore that such an extension of the microlensing
theory is of interest only for nonbaryonic objects: bary-
onic objects of such size and mass cannot exist in the gal-
axy. We also note that a feature of nonbaryonic objects
that is important for microlensing is their optical trans-
parency: a light ray is not absorbed, even if it passes very
close to the center of the lens. This property, incidentally,
does not hold for objects with a baryonic nucleus. Such
objects will be considered in Section 6.

Thus, we shall study gravitational lensing for the
case where the lens size Rx cannot be neglected. We
shall use the density distribution (3) for r  ≤  Rx. The
density distribution

(22)

corresponds to the potential

(23)

Once again, the curvature of the trajectory of a light ray
for a spherically symmetric potential Φ(r) can be
described by equations (6)–(10). Now, instead of equa-
tion (13) we obtain for the total deflection of the ray
between the asymptotes

(24)

t̂

rb ! RE.

Rx RE.≥

ρ

3 α–( )Mx

4πRx
2

------------------------- r
Rx

----- 
  α–

, α 1.8, r Rx<=

0, r Rx>





=

Φ r( )

GMx

Rx

----------- 3 α–
2 α–
------------

1
2 α–
------------ r

Rx

----- 
  2 α–

– , r Rx≤–

GMx

r
-----------, r Rx.>–

=

Θ R( )
4GMx

c2Rx

--------------- f R/Rx( ),=
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(25)

For R > Rx the expression for Θ is identical to the
Schwarzschild expression. We note that the integral in
equation (25) can be expressed in terms of a hypergeo-
metric function:

The angle θ1 between the direction to the lens D
and the direction to the image is once again related
with the position θ of the source S relative to the lens
by equation (11):

However, the quantity Θ(R) is now determined by the
expression (24) instead of (13). Since the function Θ(R)
is complicated, it is more convenient to switch from the
variables θ and θ1 to the variables x = θLD/Rx and x1 =
θ1LD/Rx and to introduce, instead of the Einstein angle
θ0, the constant

(26)

Then, equation (11) assumes the form

(27)

where the function f (x1) is given by equation (25).

We shall now estimate Q. If the lensed star S is
located in the Large Magellanic Cloud (LMC) (LS =
5 kpc) and the lens parameters correspond to the aver-
age values Mx = 0.5M( and Rx = 4 × 1014 cm indicated
in the Introduction, then the largest possible value of Q
(for LD = LS/2) is Q ≈ 0.08, i.e., Rx/RE . 3.5.

An example of the function x1(x) for various values
of Q is presented in Fig. 3a.

It is evident that, in contrast to the case of a point
lens, the plot possesses three branches, i.e., for impact
parameter x < xc(Q) there are three and not two images.

The quantities (0) are the ordinates of the “first”
and “second” branches at x = 0, corresponding to the
Einstein angle in the case of a point lens, and it
increases monotonically with Q. For Q ≥ 1 we have
x1(0) = RE/Rx.

f ξ( )

1 1 ξ2––
ξ

---------------------------
ξ 1 ξ2–

α 1–
---------------------–

+
α

α 1–
------------ξ2 α– xαdx

1 x2–
------------------, ξ 1≤

ξ

1

∫
1/ξ , ξ 1.>

=

xαdx

1 x2–
------------------

ξ

1

∫ 1 ξ2– F
α 1–( )

2
----------------- 1

2
--- 3

2
--- 1 ξ2–, , ,– 

  .=

θ1 θ±
LSD

LS

--------Θ R1( ), R1 θ1LD.= =

Q
4GMx

c2
--------------- 1

Rx
2

------
LSDLD

LS

---------------
RE

Rx

------ 
 

2

.= =

x1 x± Qf x1( ),=

x1
1( ) 2( ),
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Fig. 3. (a) Positions of images x1(x) and (b) coefficient of increase Ω(x) for a noncompact lens for various values of the parameter
Q = 0.1 (1) and 0.5 (2).

(a) (b)
The quantity yc = (xc), which gives the value
of x1 for which the second and third images merge, is
determined by the equation

whence follows

For large Q it is limited by the value : f '  = 0 and
 ≈ 0.39. The value of xc = Qf(yc) – yc, however, grows

without bound as Q increases. Thus, as Q increases, the
third branch of the plot “hugs” the x axis.

The increase in the point brilliance Ω of a star, as
determined by the expression (17), also depends now
on the parameter Q. Using equation (27), we obtain for
our case

(28)

Just as in the case of a point lens, ΩQ  ∞ as x  0.
However, there arises another point where the coeffi-
cient of increase becomes infinite,3 specifically, the
point xc of the caustic. Thus, a narrow “one-sided” peak
appears in the plot of ΩQ(x) (Fig. 3b) at the point x = xc .

The existence of a third ray and the appearance of a
caustic in the case of a transparent noncompact lens were
first indicated in [23].4 We note, however, that the singular

3 In reality, the height of the peak is bounded because of the finite
angular size of the light source. In addition, the presence of a non-
transparent baryonic body at the center of the lensing object plays
an important role (see Section 6).

4 I thank G.V. Chibisov for a detailed discussion of the questions
concerning microlensing and for pointing out the possibility of
three-ray microlensing.

x1
2( ) 3( ),

dx/dx1( ) yc
0,=

1 Q f ' yc( )– 0.=

ŷ ŷ
ŷ

ΩQ

x1

x
----- 1

1 Q f ' x1( )–
-------------------------------.∑=
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density distribution (22) gives a much narrower peak than
the smooth distribution. The peak itself corresponds to a
much larger impact parameter xc, and the quantity yc is less
than for a smooth distribution. (In [23] the density is
assumed to be constant inside the lensing object.) Con-
versely, increasing the exponent in equation (22) to α = 2,
corresponding to a logarithmic potential at the center Φ ∝
lnr, changes f(ξ) in equation (25) to

Neither a caustic nor a third image arises for such a dis-
tribution, and the second image vanishes for x = (π/2)Q.

It is easy to estimate the width of the peak. Let the
total point brilliance of the second and third branches
be Ω0 at the boundary of the peak (the impact parameter
is xc – δx). Of course, for x > xc the total point brilliance
is zero. Then, using the definition of yc we obtain from
equations (17) and (28) near xc

Since δx = (1/2)(d2x/d (δx1)2, we obtain

(29)

The estimate (29) shows that the width of the peak for
fixed Ω0 is maximum for Q ~ 0.6 (the value of δx is then

of the order of 5 × 10–3 ) and vanishes when Q  0

and Q  ∞. We denote by  the width of the peak,

f̃ ξ( ) ξ 1 1 ξ2––( )/ξ , ξ 1≤+arccos

1/ξ , ξ 1.>



=

Ω0

x1

x
-----

dx1

dx
--------  . 2

yc

xc

---- 1
Q f '' yc( ) δx1–

----------------------------------.
2( ) 3( ),
∑=

x1
2 ) yc

δx 2
yc

xc

---- 
 

2 1
Q f '' yc( )–

----------------------- 1

Ω0
2

------.=

Ω0
2–

δx
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Parameters of ΩQ(x) for various values of Q

Q 1 0.8 0.5 0.1 0.05 0.01

xc 0.997 0.776 0.445 0.064 0.027 0.0037

7 × 10–2 5.5 × 10–2 2.5 × 10–2 3.5 × 10–3 1.5 × 10–3 2.5 × 10–4

7 × 10–2 6.2 × 10–2 3.5 × 10–2 1.1 × 10–2 7 × 10–3 2.5 × 10–3

/x1.34 0.07 0.07 0.05 0.01 0.008 0.007

xc/ 1.00 0.87 0.63 0.20 0.12 0.04

A(xc – ) 1.63 1.78 2.39 4.36 4.68 4.97

A(xc + 0) 1.17 1.23 1.58 3.05 3.28 3.47

δx

δx/ Q

δx

Q

δx
measured from the local minimum of the function
ΩQ(x) up to the caustic point. In order for the estimate

(29) to be close to , the quantity Ω0 must be chosen
as ~0.5. This correspondence, however, break down for
large values Q ≥ 1, where the minimum becomes
increasingly less pronounced and corresponds to an
increasingly smaller difference of the point brilliance Ω0.

The quantities characterizing the curve ΩQ(x) for
various values of Q are presented in the table. The value

/  = /(RE/Rx) characterizes the ratio of the

width of the peak  and the width of the “main” max-
imum. Indeed, if the characteristic lensing time is  =
2RE/v⊥  (see equation (20)), and δt is the characteristic

passage time of the “secondary” peak, then /  =
2δt/ . It is evident that this quantity is small (4–5% for
Q ~ 0.5–0.8) and decreases with Q.

Since for a noncompact lens the value x =  =
RE/Rx corresponds to different coefficients of increase
with different values of Q, a row giving the values of

/x1.34, where x1.34 is the value of the parameter x for
which the increase is 1.34, which in the compact-lens
model corresponds to the Einstein radius, is included in
the table for comparison. For Q ~ 1, we have x1.34 ~ xc.

The quantity xc/  characterizes the position of the
“additional” peak on the lensing curve with respect to
the point RE/Rx. It is evident that for Q ≤ 1 the caustic
point lies inside RE, and it approaches the center as Q
decreases, so that for small Q the “additional” peak
merges with the “main” peak. For Q > 1 the caustic lies
outside RE/Rx on the wings of the curve, and it recedes
as Q increases.

The values of A(xc + 0) and A(xc – ) show the dif-
ference of the coefficient of increase of ΩQ on different
sides of the peak. As one can see from Fig. 3b, the sharp
change in point brilliance beyond the caustic is an
important feature of the brilliance curve. Since the
absolute magnitude of the differential increases as Q

δx

δx Q δx

δx
t̂

δx Q
t̂

Q

δx

Q

δx
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decreases, it can be observed in observations of events
with Q < 1 even if the narrow peak itself remained
undetected.

We underscore that for Q > 1 the third image and
caustic do not vanish even though the lensing object is
smaller than the Einstein radius. However, for large Q
the caustic point xc = Qf (yc) – yc ≈ Qf ( )  ∞, and

the quantity xc/  also increases. The quantity  (as
is evident from the table) increases. However, this hap-
pens because the curve becomes “flatter” near a local
minimum. However, if the width of the peak (29), cal-
culated according to a fixed difference of the intensity
Ω0, is considered, then

decreases rapidly as Q increases. The absolute values of
the point brilliance on different sides of the peak also
decrease, and the position and point brilliance of the
first image as a function of x approach the “Schwarzs-
child” values corresponding to a point lens. For this
reason, for large Q the difference between noncompact
and compact lenses becomes increasingly less notice-
able.

The temporal variation of the parameter x due to the
relative motion of the lensing object is described by the
formula

where xmin = θminLD/Rx and θmin is, once again, the
impact parameter. As the lens moves, the point bril-
liance of the star varies

Examples of plots of A(t) (only for t > 0) are dis-
played in Fig. 4 for various values of the constant Q.
The time scale corresponds to τ = Rx/v⊥ . For v⊥  =
200 km/s and Rx = 4 × 1014 cm, we have τ = 2 × 107 s.
For comparison, plots of A(t) are presented for a point

ŷ

Q δx

δx
2

Ω0
2

------ ŷ
Qf ŷ( )
--------------- 

 
2 1

Q f '' ŷ( )
------------------– 

  Q 3–∼≈

x xmin
2 v ⊥ t

Rx

-------- 
 

2

+ ,=

A t( ) ΩQ x t( )( ).=
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lens with the same values of the lens mass M, distance
LD to the lens, and impact angles θmin. It is important
that for a noncompact body the form of the brilliance
curve is determined not by two but rather by three
parameters. These parameters can be the point bril-
liance Amax at the maximum, the duration of lensing  =
2RE/v⊥ , and Q = (RE/Rx)2.

The “secondary” maximum in the dependence
ΩQ(x) appears on the lensing curve in the form of two
additional symmetrically arranged one-sided peaks. As

Q decreases, the width  of the range of parameters
corresponding to the “additional” intensity peak

decreases (in the units Rx and RE – / ). This cir-
cumstance can make it more difficult to see additional
peaks in the observations. Thus, for Rx = 4 × 1014 cm,

v⊥  = 200 km/s, and Q = 0.08, we have  ~ 3 × 10–3,
and the time interval in which the point brilliance will

increase rapidly is δt . Rx /v⊥  . 17 h. If the observa-
tions of each star are performed once per day (as done
at the MACHO experiment), this increase can become
unnoticeable or it could be perceived as a random
excursion. At the same time, as noted above, a sharp
“stepped” jump in point brilliance beyond the caustic
could be seen in the observations.

On the other hand, for small Q the peaks occur for
large amplitudes and can strongly distort the “main”
maximum of the brilliance curve. If xmin is somewhat
smaller than xc, the width of the additional peaks can
increase substantially, and they can become even wider
than the central peak of finite height. However, if xmin

t̂

δx

δx Q

δx

δx

0

20

15

10

5

0.2 0.4 0.6
t/τ

A

1

2

3

Fig. 4. Brilliance curve A(t) for various values of Q = 0.05 (1),
0.1 (2), and 0.5 (3) (dashed lines for point lens). Time in
units of τ = Rx/v⊥ , xmin = 0.05.
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lies in the region of growth of the curve ΩQ(x), xc –  <
xmin < xc, the central maximum vanishes completely.
Thus, quite exotic lensing curves are possible for cer-
tain values of the parameters. However, in contrast to
binary lens or binary light sources [10], the lensing
curves produced by a centrally symmetric noncompact
lens are always symmetric.

We also note that for small amplitudes Amax, when
the impact parameter xmin > xc, no additional peaks
occur in the lensing curve, and the curve is bell-shaped,
just as in the case of a point lens.

5. COMPARISON OF THE BRILLIANCE CURVES 
PRODUCED BY NONCOMPACT 

AND COMPACT LENSES

The exact form of the brilliance curve of a compact
object is determined by the following parameters: the
mass Mx of the lensing body, the distance LD to the
body, the relative velocity v⊥ , the impact parameter
θmin, and the distance LS to the lensed star. For a non-
compact object there is an additional parameter, the
size Rx of the body. The brilliance curves corresponding
to compact and noncompact lenses with the same val-
ues of the parameters Mx, LD, v⊥ , θmin, and LS are pre-
sented in Fig. 4.

The difficulty of a real problem is that we do not
know these parameters. The theoretical brilliance curve
is adjusted so as to obtain the best agreement between
theory and observations. Therefore, to determine
whether or not a lensing object is compact or noncom-
pact we must compare the lensing curves which are
closest to one another and not curves which correspond
to the same values of the parameters. We shall now
determine how the difference between these curves can
be characterized.

The problem is formulated as follows. A brilliance
curve Ac(t) of a compact body with a prescribed amplitude
A0 and characteristic duration  is given. The brilliance
curve for a noncompact lens is characterized by three
parameters: the amplitude An0, the duration , and the size
Rx/RE of the lensing body (or the parameter Q (26)).

The problem is to find the amplitude An 0 and with
width  for which the difference between the compact
Ac(t) and noncompact Anc(t) brilliance curves is a mini-
mum for fixed value of the ratio Rx/RE. For this, we con-
struct the functional

(30)

This is a dimensionless quantity, which can character-
ize the difference between the noncompact and com-
pact brilliance curves. Now, varying the amplitude An0

and the characteristic time  of a noncompact bril-
liance curve arbitrarily, we find a minimum of J for

δx

t̂c

t̂n

t̂n

J Anc t( ) Ac t( )–( )2dt
t̂c

-----.∫=

t̂n
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Fig. 5. (a) Examples of “noncompact” curves closest to a given “compact” curve (dashed line): noncompact lens with no nucleus
(J = 0.11); (b) noncompact lens with a baryonic nucleus,  λ = 0.01 (J = 0.05). Q = 0.1, amplitude of a “compact” curve Ac0 = 10,

time is normalized to . t̂c
fixed Ac and Q. This minimum then describes the differ-
ence between the closest brilliance curves for noncom-
pact and compact lenses.

An example of the corresponding closest brilliance
curve with Q = 0.1 is displayed in Fig. 5a. The integral
J for 0.01 ≤ Q ≤ 1 varies from 0.02 to 0.4; it increases
with the amplitude Amax and increases as Q decreases
for Q ≤ 0.1. As one can see from Fig. 5a, the largest dis-
crepancy between the curves is produced by the “addi-
tional” peaks and the sharp drop following these peaks
in the curve corresponding to a noncompact object. In
addition, a substantial difference is observed on the
wings of the brilliance curves in the region |t – tmin| > ,
and for small Q the curve corresponding to a noncom-
pact lens passes above the compact curve. To under-
stand the reason for this we shall examine the asymptotic
behavior of the brilliance curves in this region. The con-
dition |t – tmin| @  is equivalent to u(t) = θ(t)/θ0 @ 1 or
R @ RE. Then, for a point (compact) lens we obtain
from equation (19)

(31)

For a noncompact lens, a region of intermediate asymp-
totic behavior appears on the wings of the brilliance
curve:

(32)

t̂c

t̂c

Ac t( ) 1 . 
2

u4
-----, u t( )–

R
RE

------  . 
t tmin–

t̂c/2
------------------,=

R @ RE.

RE R ! Rx.<
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The brilliance curve in this region can be calculated
assuming

(33)

Since the function f(ξ) is bounded, we find from equa-
tion (27) the position of the image as

which is the only image in the range under study (since,

according to the table, for Q < 1 we have x/xc > x/  =
R/RE > 1).

We obtain from equation (28), taking account the
asymptotic behavior of the function f(ξ) in the limit
ξ  0,

(34)

Thus, for a noncompact lens, in the “transitional”
region (32) we have instead of the behavior A ∝  u–4 the
behavior A ∝  u1 – α. This difference produces substan-
tially more slowly decaying wings of the brilliance
curve, which are seen in Fig. 5.

In what follows, however, the relation between the
brilliance curves for the cases of compact and noncom-
pact lenses changes. For R > Rx and Q < 1, for a non-
compact lens, as is evident from equations (25) and
(27), one image coincides with the image from a point
lens and the second image is absent. As follows from

x
R
Rx

----- ! 1, Q
RE

Rx

------ 
 

2

 ! 1.= =

x1
+ x Qf x( ) O Q2( ),+ +=

Q

Anc t( ) 1 . 
3 α–
α 1–
------------αC

Q

xα 1–
-----------–

3 α–
α 1–
------------Q O Qx2( )+ +

∼ Q 3 α–( )/2

uα 1–
-------------------, C F

α 1–
2

------------ 1
2
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2
--- 1, , ,– 
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SICS      Vol. 90      No. 2      2000



236 SIROTA
1.2

0.8

0.4

0 0.2 0.4 0.6 0.8
x

x1

12

0 0.2 0.4 0.6 0.8
x

8

4

Ω

(a) (b)

Fig. 6. Curves of (a) the position of the images x1(x) and (b) coefficient of increase Ω(x) for a noncompact lens with a baryonic nucleus
of mass Mb > λc(Q)Mx; Q = 0.5, λ = 0.01. Dashed line displays coefficient of increase for a point lens with the same parameters.
equation (28), the difference of the coefficient of increase
from unity here is half that obtained for a compact lens:

(35)

Therefore, as t  ∞ the brilliance curve correspond-
ing to a noncompact lens passes below the compact
curve.

As the parameter Q increases, the region of interme-
diate asymptotic behavior (32) and (33) becomes nar-
rower, and for Q > 1/2 the brilliance curve behind the
caustic immediately enters the region where the posi-
tion and point brilliance of the image are described by
the formulas for a point lens, i.e., in the region of the
“far” asymptotic behavior (35).

6. EFFECT OF A BARYONIC NUCLEUS
ON THE LENSING CURVE 

OF A NONCOMPACT OBJECT

In the preceding discussion we studied the simplest
model of a density distribution of a noncompact object
characterized by a single parameter—the radius Rx of
the body. However, a substantial amount of baryonic
matter could be trapped in a nonbaryonic object during
the period when the object is formed. This matter can
then emit energy and settle to the center, forming a
baryonic nucleus. The fraction of baryonic matter with
respect to the total mass of a noncompact object should
be, on the average, of the order of the fraction of bary-
onic matter in the universe, i.e., ~5%. The existence of

Anc t( ) 1 . 
4Q2

x4
---------–

1

u4
-----, u t( ) R

RE

------  @ 1,= =

x
R
Rx

----- 1.>=
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such a baryonic nucleus could have a substantial effect
on microlensing.

Let us consider a gravitational lens with the density
distribution of nonbaryonic matter (22) and a baryonic
nucleus of mass Mb = λMx at the center. We shall
assume the baryonic nucleus to be point-like (the justi-
fication for this approximation is discussed below). The
potentials produced by the baryonic and nonbaryonic
components add together, and instead of equation (25)
we have

(36)

As ξ  0, the function fλ, in contrast to f, grows with-
out bound. For this reason, the second image, just as in
the case of a point-like (“Schwarzschild”) lens, is
always present, i.e., equation (11) has for any x at least
two solutions. However, depending on the ratio of the
parameters Q and λ, two variants of a plot of x1(x) are
possible (and, correspondingly, Ω(x)). For nuclear
mass greater than the critical value λc(Q)Mx, neither a
third image nor a caustic arises (see Fig. 6), and the plot
is qualitatively the same as in the case of a point lens
(Fig. 2). However, if λ < λc(Q), then there exist two
caustics at the points xc1 and xc2, between which there
are four images (see Fig. 7). As λ  0, one caustic
point xc1 approaches xc, and the other approaches zero.
As λ increases, both caustics move away from the cen-
ter and merge at λ = λc(Q).

The first variant (no caustic) occurs if the function
x(x1), given by equation (27) together with (36), does
not have an extremum:

(37)

f λ ξ( ) f ξ( ) λ /ξ .+=

x1:     f ' x 1 ( ) λ / x 1
2

 1/ Q . < – ∀                                   
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Fig. 7. Same as in Fig. 6 but for a baryonic nucleus of mass Mb < λc(Q)Mx; Q = 0.1, λ = 2 × 10–4.
                 

          
Thus, the critical value λc is determined by the expres-
sion

The point at which a maximum is realized gives the
value x1 at the caustic point. The function λc(Q)
increases with Q from zero to a finite value

For Q ≤ 1 it is described very well by an approximate
expression which is obtained by expanding f(ξ) in a
series in powers of ξ:

Here, C = F(–(α – 1)/2, 1/2, 3/2, 1) . 0.8 cm (see equa-
tion (34)). The maximum is reached at the point

Hence, we obtain for the critical value λc

It is evident that the critical fraction of baryonic mass is
very small. For Q = 1, we have λc(1) . 6.6 × 10–3, and
for Q = 0.01 we have λc(0.01) . 1.5 × 10–5. Thus, more
than two images can occur only if the amount of bary-

λ
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onic matter is very small, and caustics do not arise for
the average fraction of baryonic mass λ ~ 5%.

For λ < λ
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), as shown in Fig. 7, the coefficient of
increase of 

 

Ω

 

(

 

x

 

) becomes infinite on each caustic.
However, the second (“inner”) peak is very narrow (in
Fig. 7, because of computational inaccuracy near the
caustic, the peak is shown to be wider than it actually is).
The width of this “inner” peak 
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 is much less than unity. It
follows from the vanishing of the derivative 
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Retaining only terms which are of first order in 
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taking account of equations (27) and (29), we obtain

Apparently, it would be extremely difficult to observe
such a narrow peak. For this reason, the observed bril-
liance curve for such small values of 

 
λ

 
 would appear to

be virtually the same as in the absence of a point
nucleus.

Conversely, for 
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 > 

 

λ

 

c

 

 a nucleus even for compara-
tively small mass can substantially change the bril-
liance curve, “smoothing” the maximum in it. The bril-
liance curve becomes more like the “Schwarzschild”
curve. Figure 5b shows the brilliance curve produced by
a lens with 

 

Q

 

 = 0.1 and 
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 = 0.01, which is closest to a
given brilliance curve corresponding to the point lens.
Comparing with Fig. 5a shows that the additional peak
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vanishes, and the behavior of the curve in the wings
remains the same.

Opaqueness of the nucleus. Thus, we have deter-
mined the effect of the presence of a point baryonic
nucleus on lensing. The cutoff of the power-law density
distribution can also have an effect, but it is easy to
show that it does not change qualitatively either the
position or the number of images or the form of the
coefficient of increase in point brilliance.

On the other hand, a baryonic body is opaque, and
light rays passing closer than the radius Rb to the center
of the lens are absorbed. Thus, the position of the
images, which is shown in Figs. 3a, 6a, and 7a,
becomes distorted: all points lying below x1 = Rb/Rx

vanish. Correspondingly, the coefficient of increase in
point brilliance should also change. However, assum-
ing a baryonic nucleus mass Mb ~ 0.05Mx, the density
in the nucleus ρ ~ 1 g/cm3, for Mx = 0.5M( we obtain
Rb ~ 3.5 × 1010 cm (which is approximately five times
greater than the radius of Jupiter), and for Rx = 4 × 1014 cm
(Q . 1) we have Rb/Rx ~ 10–4. It is evident from Figs. 3a
and 6a that this value is very small compared with the
characteristic values of x1, and the image corresponding
to the bottom branch of the graph vanishes in the cases
where this contribution to the total point brilliance is
essentially zero. For this reason, the absorption caused
by the baryonic nucleus can be neglected. However, the
effect of its potential is much larger.

7. CONCLUSIONS

The question of whether or not the invisible objects
observed during microlensing in the galactic halo are
compact is of fundamental importance for determining
the nature of these objects and of the dark matter as a
whole. From this standpoint it is important to develop
the aspects of microlensing theory that could provide
criteria and methods for answering this question exper-
imentally.

As shown above, the main differences between the
brilliance curves produced by noncompact lenses from
the curves produced by compact (point) lenses lie in the
possibility of the appearance of additional maxima in
the brilliance curve and in the behavior of the curve in
the wings.

The additional “one-sided” peaks arranged symmet-
rically relative to the central maximum are quite narrow
(with widths up to several hours), which could make
them difficult to observe. At the same time the point
brilliance difference on different sides of the peak
increases as the width of the peak decreases, and it can
be observed even if the narrow peak itself became
unobservable.

We note that secondary maxima can also arise in
microlensing by baryonic objects. This happens when a
binary lens or a binary star as the light source. However,
the brilliance curve is then, generally speaking, asym-
JOURNAL OF EXPERIMENTAL 
metric. The question of why additional peaks appear
can be solved in each specific case by analyzing the
shape and position of the peaks.

In the presence of a compact baryonic nucleus of
mass equal to several percent of the total mass of the
object, the additional maxima vanish and the point bril-
liance differences become strongly smoothed. The bril-
liance curve, just as in the case of a point lens, is “bell-
shaped.” The largest differences from a curve corre-
sponding to a compact lens should be expected in this
case on the wings of the brilliance curve.

Analysis of the observations of one of the micro-
lensing events [29] gives for a point lens a value of the
parameter normalized to the number of degrees of free-
dom χ2 = 1.75; the assumption that the object is non-
compact and has no baryonic nucleus gives an optimal
normalized value χ2 = 1.77 for Q = 3.6 ± 0.1, which sig-
nifies a somewhat worse agreement of this hypothesis
with observations. However, for a noncompact body
with a point nucleus (relative mass Mb/Mx = 5%) the
minimum normalized value of χ2 is obtained for Q =
0.235 ± 0.001 and is χ2 = 1.71. Thus, the model of a
noncompact lens with a nucleus is in this case some-
what preferable to the point-lens model.

The mass of a lensing object in all three models is
Mx . 0.02M( (with the distance to the object 10 kpc
and velocity 200 km/s). The Einstein radius is RE = 3 ×
1013 cm in the first two models and 2.7 × 1013 cm in the
last model. The size of the nonbaryonic object is Rx =
1.6 × 1013 cm in the model without a nucleus (Q = 3.6)
and Rx = 5.7 × 1013 cm in a model with a baryonic
nucleus (Q = 0.235). These quantities all agree with
theoretical estimates (1) and (2).

In summary, the question of whether or not the objects
of dark matter which are observed during microlensing
are compact is closely related with the question of their
nature and requires further investigation. First it is nec-
essary to obtain more complete and accurate observa-
tional data.
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Abstract—The scalar problem of the propagation of a plane-wave pulse behind a diaphragm is solved. The cal-
culation is performed on the basis of the nonstationary Kirchhoff–Sommerfeld integral and decomposition of
the pulse in terms of wavelets. Two types of diaphragms, circular and square, are studied. The propagation of a
pulse under focusing conditions is calculated. The Green’s function of the diffraction problem for a circular
opening with and without aberration-free focusing is constructed. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

More and more new experimental results are now
being obtained in laser physics using pulses which are
focused in space and compressed in time. This field is
now an independent direction in the optics of femtosec-
ond laser pulses [1]. The experimental observation of
focusing of short laser pulses and nonlinear Thompson
scattering [2, 3] as well as the generation of hard X-rays
by focusing pulsed radiation on a metallic target [4] are
very impressive. Various theoretical models, used to
described pulses [5–7], as well as new proposed exper-
iments on the interaction of pulses with electrons [8–
11] are based on a description of laser radiation in the
form of Gaussian beams [12, 13]. Estimates show that
the series of laser types is approaching, with respect to
their parameters, the physical limit in terms of energy
extracted in one pulse. The natural reserve for further
increasing the peak intensity of laser pulses lies in not
only spatial focusing but also in maximum temporal
compression of the pulses. A scheme has already been
realized for one of the most promising titanium-sapphire
lasers where the pulse duration is decreased to 5 fsec
[14]. The pulse length becomes comparable to the
wavelength, and the theory of quasistationary Gaussian
wave beams [12, 13] is no longer applicable. The new
experimental possibilities make it necessary to develop
an adequate theory of diffraction and focusing of
ultrashort pulses. A step in this direction has been made
in [15] for the problem of the diffraction by an opening
in an infinite flat screen on the basis of the nonstation-
ary Kirchhoff–Sommerfeld diffraction approximation.
In [15] it is shown that the theory of diffraction of
monochromatic fields can be effectively extended to
the strongly nonstationary case and the diffraction of a
half-period of an electromagnetic pulse is studied.

At the same time these questions have attracted spe-
cialists on the pulse generation and propagation in the
radio and microwave ranges. In [16] the author arrived,
1063-7761/00/9002- $20.00 © 20240
simultaneously with and independently of [15], at a
nonstationary formulation of the Kirchhoff method and
used this formulation to calculate the diffraction of a
square pulse with infinite duration by a circular dia-
phragm. This formulation of the problem could be of
interest in acoustics and other applications where linear
diffraction of ultrashort pulses occurs under weak dis-
persion conditions. We note that while making definite
progress in the correct formulation of the problem, the
works [15, 16] do not completely resolve the problem
of diffraction and focusing of ultrashort pulses. Thus, in
[15] the question of constructing unified methods for
calculating the diffraction of ultrashort pulses of arbi-
trary shape remains open. The solution contained in
[16] for a step pulse makes it possible in principle to
elaborate the theory further for pulses of arbitrary
shape on the basis of the Duhamel integral, but this
extension is not made. For the problem of focusing of
ultrashort pulses, it is touched upon only in passing in
[15], and the problem is not posed at all in [16]. The
present paper is devoted to the development of a sys-
tematic approach to the construction of a theory of dif-
fraction and focusing of ultrashort pulses on the basis
of the application of wavelets and the construction of
the nonstationary Green’s functions as the response to
a delta-function pulse. The scalar approximation is
used in this paper.

The classical stationary Kirchhoff method for solv-
ing diffraction problems consists of using an integral
theorem according to which the value of a function ψ,
which is a solution of the scalar Helmholtz equation, at
an arbitrary point M(x, y, z) inside a closed volume is
expressed in terms of the value of the function ψ and its
first derivative on the surface bounding this volume
[17]. The Kirchhoff method is an adequate mathemati-
cal expression of the Huygens–Fresnel principle,
according to which the disturbance at a point in space
M is a result of the interference of waves emitted by
000 MAIK “Nauka/Interperiodica”
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secondary sources. These sources lie on a surface
located between the point M and the real source of the
waves. A nonstationary expression relating the value of
the field ψ on the boundary and inside a closed region
of space, can also be obtained [18]. If there are no field
sources inside the volume, Kirchhoff’s theorem holds:

(1)

where

and

is the Green’s function of the nonstationary scalar wave
equation, which describes the propagation of a wave
from a point with radius vector r' at time t' to a point
with radius vector r at time t.

We shall use this formula to determine the field of a
wave transmitted through a screen with an opening.
The value of the field at the point of interest is deter-
mined only by the values of the field and its derivative
on the first surface of the shadow side of the screen and
the opening. The approximate Kirchhoff boundary con-
ditions correspond to the following assumptions: ψ and
∇ψ  vanish everywhere except at the openings; in the
openings the values of ψ and ∇ψ  are the same as in the
absence of a screen. For quasistationary fields these
approximations are, as a rule, quite accurate.

Sommerfeld’s method [18] for choosing the Green’s
function eliminates the need to give simultaneously the
boundary conditions for the field and its derivative
along the normal when studying diffraction by a screen.
The corresponding nonstationary Green’s functions

where r = (x, y, z) are the coordinates of the observation
point, r' = (ξ, η, –ζ) are the coordinates of the field
source, and  = (ξ, η, ζ) are the coordinates of the
image field source symmetric to the real source about
the surface of a flat screen.

ψ dt' ψ∇ G R t t'–,( ) G R t t'–,( )∇ ψ– Sd
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∫
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We shall employ the substitution of G+ in the Kirch-
hoff integral (1). This procedure is more convenient in
nonstationary calculations. The result is

(2)

(3)

where the fact that ∂/∂ζ = –∂/∂z has been taken into
account.

If ψ on the right-hand side of equation (3) is
replaced by the unperturbed value of the field, then we
obtain a method for calculating nonstationary diffrac-
tion problems on the basis of the nonstationary Kirch-
hoff–Sommerfeld integral.

2. TRANSMISSION OF A PULSE 
THROUGH A SQUARE OPENING

We shall now consider the transmission of an elec-
tromagnetic plane-wave pulse through a square open-
ing. We shall consider a wavelet as the profile of a plane
wave [19, 20].

The wavelets consist of a complete orthonormal set
of functions that is different from the Fourier set. This
set makes it possible to represent a function as a series
expansion with respect to such a set. The entire z axis
can be covered using appropriate transformations of a
localized function which rapidly approaches zero.
Obvious operations are translation along the axis and
scaling of the argument in order to reproduce the scale
of the nonuniformities.

If scaling in powers of two is used for definiteness,
then the generated set of functions is ψ(2jz – k), where
j and k are integers

A basic wavelet from which the entire set of wavelet
functions is obtained by translations and dilatations is
taken as the basis. We introduce the scalar product

and the norm ||p|| = 〈p, p〉1/2. If the generating function
ψ is normalized, then the normalized wavelets of the
family {ψjk} have the form

The family {ψjk} forms an orthonormalized basis, so
that

G+ 0,=

∇ G+ 2
c

4π
------ ∂
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------δ R c t t'–( )–( )

R
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ψ dt' ψ∇ G+ Sd
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S
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ζ 0 t', t R/c–= =

S,d

p q,〈 〉 p z( )q* z( ) zd
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∞
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ψ jk z( ) 2 j /2ψ 2 jz k–( ).=

ψ jk ψlm,〈 〉 δjlδkm,=
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and each function f ∈  L2(R) can be represented as a uni-
formly converging series

For example, a function of the form [19]

(4)

with fixed m can be taken as the basic wavelet. We shall
take the basic wavelet (4) with m = 1 (Fig. 1), i.e.,

This wavelet resembles a characteristic ultrashort
pulse. Let such an initial pulse distribution along the
z axis be given. Then, it corresponds to a plane wave
propagating along this axis

(5)

A pulse of arbitrary shape can be expanded in terms of
wavelets, the diffraction of each of which is described
by equation (3) with the unperturbed field substituted
on the right-hand side. Since the problem is linear, the
result of diffraction will be a superposition of the cor-
responding solutions for individual wavelets with the
weights of the initial expansion.

Let us substitute the basic wavelet into the nonsta-
tionary Kirchhoff–Sommerfeld integral. Then

(6)

f z( ) c jkψ jk z( ).
j k, ∞–=
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Fig. 1. Shape of the basic wavelet with a = 1 and b = 0.
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where the variables ξ, η, 0 are the coordinates of points
in the diaphragm plane, over which the integration
extends, dS = dξdη. Using equation (5) we obtain

(7)

where τ = ct + b.

To calculate the integral we shall differentiate the
integral with respect to a parameter and represent the
formula (7) in the form

(8)

Let the distance from the point under study to the dia-
phragm be much greater than the dimensions of the dia-

phragm and let R ≈ r = .

We now represent the vector R as a difference of
vectors R = r – ρe, where r = (x, y, z) is the radius vector
drawn from the center of the diaphragm to the point of
observation of the field and e is a unit vector in the polar
direction to the running integration point. Then

(9)

where ∆ = r – τ and ρ = . The event ∆ = 0
means that the central part of a wave pulse from the
point (0, 0, 0) on the diaphragm surface has arrived at
the point of observation (x, y, z). In the expression (9),
θ is the angle between the vectors r and e. The last term
complicates the calculation of the integral (8). In gen-
eral it cannot be neglected, since it is not small. For this
reason, to perform calculations in all space the integral
must be calculated numerically. Analytical results can
be obtained near the axis. This is often of greatest inter-
est. In this region the parameter ρ/r ! 1. In this approx-
imation we have
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Fig. 2. The field Ψ at the point (0, 0, 10A) in the cross-section (a) as a function of the distance x/A and (b) as a function of the time
parameter τ/A: 1—the result of an approximate calculation using equation (14), 2—the result of a direct numerical integration; and
3—the result of the calculation by the method of quasistationary Gaussian beams [1].
and the integral in equation (8) can be rewritten as

(10)

When integrating over a square aperture of size 2A ×
2A the auxiliary integral factorizes:

(11)

The integrals containing the parameters x and y sepa-
rated. They are identical and can be calculated sepa-
rately:

(12)

where the error function is [21]
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Then

where I(x) is determined by equation (12), and α =
∆/2a2r. Therefore the scalar potential is

(13)

Since the entire dependence of I(x) and I(y) on z and τ
is contained in the parameter α, the derivatives of the
integral I can be represented in the form

After calculating the derivatives, we obtain

(14)

Figures 2a and 2b display the results of the calcula-
tions of the diffraction for a square diaphragm with side
A at the point (0, 0, 10A). The radiation pulse had the
form of a wavelet (5) with the parameters a = A and b = 0.
A comparison shows that the numerical integration
using the formula (8) agrees well with calculations
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using the approximate formula (14). The discrepancy
between the numerical and analytic calculations does
not exceed 3%. It is interesting to note that the form of
the pulse found by direct numerical integration is more
asymmetric relative to the center of the pulse, in con-
trast to the form calculating using the approximate for-
mula. A calculation by the method of quasistationary
Gaussian beams was performed for the time t = 0, since
this method assumes simultaneous modulation of the
entire pulse along the z axis. A comparison shows that
the method of quasistationary Gaussian beams repro-
duces satisfactorily the longitudinal structure of the

Fig. 3. Transverse distribution of the field Ψ(x, y) of a dif-
fracted pulse in the plane z = 10A at different moments in
time τ /A = 8 (1), 10 (2), 12 (3), 14 (4).
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Fig. 4. System of coordinates for calculating the Kirchhoff
integral in the case of a circular diaphragm (1): M(x, 0, z)
point of observation of the field, α—angle between the vector
r and the z axis, ϕ—polar angle of the vector (ξ, η, 0) in the
plane of the diaphragm, θ—angle between the vectors r and ρe.

y/A
15

0

–15
150

x/A

Ψ

1234
JOURNAL OF EXPERIMENTAL
pulse after the diaphragm but agrees poorly with the
more accurate calculations for the transverse distribu-
tion of the field. This is because the phase relations
between the plane-wave components of the pulse are
not adequately taken into account in the method of qua-
sistationary Gaussian beams.

Figure 3 displays the transverse distribution of the
field of a wave in the z = 10A plane at different
moments in time. It is evident that before the maximum
value of the scalar potential of the wave there is a region
with the opposite value of the potential, which does not
occur in the initial pulse (5). In time, the maxima of the
field shift away from the z axis and decrease in ampli-
tude.

3. TRANSMISSION OF A PULSE
THROUGH A CIRCULAR OPENING

We shall now consider the transmission of an elec-
tromagnetic plane wave through a circular opening.
Once again we take a wavelet as the profile of the plane
wave.

We shall calculate the integral in equation (8) in
cylindrical coordinates. We choose a coordinate system
in which the polar axis is oriented along the z axis. We
place the r vector in the xz plane, as shown in Fig. 4.
Assuming the function 1/R to be slowly varying, we
remove 1/r from the integrand and write

(15)

where

(16)

ϕ is the polar angle, and A is the radius of the opening.
Let the point of interest lie at a distance from the dia-
phragm that is large compared with the dimensions of
the diaphragm, r @ A. Then

On the basis of Fig. 4 we obtain

where α is the angle between the z axis and the vector
r. Hence

(17)

We introduce the parameter β =  = .
It follows from equation (17) that, up to the second
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order in β,

(18)

Using the symmetry of the problem and the approx-
imations made above, we can obtain an analytic answer
on the radiation axis. In this case, integrating in the
plane of the diaphragm, cosθ is always zero. For this
reason, the integral over ϕ is 2π and we have instead of
equation (16)

(19)

Substituting the expression obtained into equation (15)
for ψ, we obtain

(20)

We now consider the field in the region near the
axis. For this, we expand the integrand in equation (16)
in powers of cosθ:

(21)

We now take account of the fact that cosθ in our
approximation is determined by equation (18) and that

Up to second order in the parameter β, the integrand in
the expression of equation (16) is determined by the
first term in equation (21). Therefore, in the region near
the axis, to second order in the parameter β, the sca-
lar potential ψ is once again determined by the for-
mula (20).

Figure 5 shows the temporal form of the diffracted
pulse on the radiation axis as a function of the charac-
teristic length a/A of the initial pulse. It is evident that
for a sufficiently short pulse, for a < A2/2z, the result has
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the form of two wavelets separated in time by ∆t =
A2/2zc. This agrees with the results of [15] for the dif-
fraction of a half-wave pulse.

4. ABERRATION-FREE FOCUSING 
OF A PULSE

The nonstationary Kirchhoff–Sommerfeld method
also makes it possible to study focusing of a pulse. To
describe the diffraction of a plane wave on the basis of
equation (8), we used the fact that the value of the inci-
dent wave is constant on the aperture of the diaphragm.
The corresponding flat surface is described by the equa-
tion ζ = 0. The action of the focusing apparatus, lying
in the diaphragm plane, reduces to distortion of the flat
wavefront and transformation of the wavefront into a
spherical front. Depending on the convexity of the
spherical front, the transmitted wave will be focused or
defocused. The equation of a sphere centered at the
focal point of the optical system with radius vector F is

 = |r – F| = . Here, the minus sign
corresponds to focusing and the plus sign corresponds
to defocusing. Introducing the equation of a sphere,
instead of the equation of a plane, and making the

r̃± z F±( )2 x2 y2+ +

10.08
τ/A

10

10

10

10

10.08

10.08

a/A = 0.001

a/A = 0.005

a/A = 0.010

10.08

a/A = 0.015

a/A = 0.050

10 10.08

ψ

Fig. 5. Behavior of the diffracted pulse Ψ as a function of
time τ/A for various values of the ratio of the pulse length a
to the radius A of the aperture of the diaphragm.
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substitution z – ct   ± ct – F in the phase of the
diffracting wave in equation (6), we obtain

(22)

Let the focal length be F @ A, where A are the char-
acteristic dimensions of the diaphragm. Then the dis-
tance from the focal point (imaginary focus) to a point
in the diaphragm plane can be approximately described
as

and equation (22) can be rewritten in the form

(23)

In the limit F  ∞, the expression (23) becomes the
formula (6) for a plane wave.

Let us now consider the diffraction of a wavelet (5)
by a circular opening in the presence of focusing (defo-
cusing). The auxiliary integral (16) now assumes the
form

(24)

In the near-axis approximation, just as in the case with-
out focusing, we have 

r̃±

ψ 1
2π
------ ∂

∂z
----- Ψ r̃± ct' F–±( )

R
------------------------------------

ζ 0 t', t R/c–= =

S.d∫=

r̃± F2 ξ2 η2+ + F
ξ2 η2+

2F
-----------------+≈ F

ρ2

2F
-------,+= =

ψ 1
2π
------ ∂

∂z
----- Ψ ρ2/2F ct R–( )±( )

R
-------------------------------------------------- S.d

S

∫=

I f dϕ R τ–
ρ2

2F
-------± 

 
2

/2a2– 
  ρexp ρ.d

0

A

∫
0

2π

∫=

R τ–
ρ2

2F
------- ∆ γρ2 2ρ θcos–

2r
---------------------------------,+≈±

8

4

0

–4

ψ

10 10.06
τ/A

1

2 2

Fig. 6. Comparison of the time dependence of the field Ψ of
focused (1) and unfocused (2) pulses near the focal point.
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where γ = 1 ± r/F is the focusing parameter. Once again,
we expand the integrand in equation (24) in a series in
the small parameter cosθ:

(25)

Similarly to the planar case, the integral of the second
term in equation (25) vanishes. As a result,

(26)

Performing the differentiation we obtain the answer

(27)

The expression obtained describes the focusing of a
pulse for a negative sign of F and defocusing for a pos-
itive sign. Figure 6 displays the results of the calcula-
tion of the time dependence of the focused and unfo-
cused pulse near the focal point. It is evident that the
unfocused pulse has separated into two wavelets, while
the focused pulse consists of a single pulse. The focus-
ing apparatus gives, in accordance with Fermat’s prin-
ciple, the same optical path difference for different rays
arising at the focal point. For this reason, the temporal
form of the pulse is not distorted. Away from the focal
point such compensation is lost and the form of the
pulse becomes distorted, just as in the case without
focusing.

5. GREEN’S FUNCTION FOR THE PROBLEM
OF NONSTATIONARY DIFFRACTION 

OF A PLANE WAVE

A convenient and universal method for solving lin-
ear problems in which it is necessary to find the
response of a system to an arbitrary disturbance is to
construct the response to a δ-function pulse, i.e., the
Green’s function g(r, t).

We shall now consider the transmission of a δ-func-
tion pulse through a circular opening. Substituting a

R τ– ρ2/2F±( )
2

2a2
----------------------------------------–

 
 
 

exp γ∆ γρ2/2r+( )
2

2a2
------------------------------------–

 
 
 

exp=

+
ρ
a2
----- ∆ γρ2/2r+( ) ∆ γρ2/2r+( )

2

2a2
---------------------------------–

 
 
 

θ ….+cosexp

I f 2π=

× ar
γ
----- π

2
--- erf

2 γA2 2∆r+( )
4ar

------------------------------------ 
  erf

∆
a 2
---------- 

 –
 
 
 

.

ψ r t,( ) az
γr
-----– 1

γF
------ ∆

a2
-----– 

  δ2

2a2
--------– 

 exp=

+
az
γr
----- γA2 2∆r+( )

4a2r
------------------------------ 2 2∆

r
------- A2

rF
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 

–
1

4a2r3
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γF
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8a2r2
------------------------------ 

  .exp–
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δ-function pulse into the nonstationary Kirchhoff–
Sommerfeld integral (6), we obtain

(28)

We now choose a new coordinate system K' whose
origin coincides with the projection of the point (x, y, z)
on the diaphragm plane. The O'z' axis is parallel to the
Oz axis and the O'x' axis passes through the center of
the diaphragm, as shown in Fig. 7. In this coordinate

system z = z', y = y', and R =  is the distance
from the point near the diaphragm to the point under

study, and ρ' = ,

(29)

Switching in the integral appearing in equation (28) to
integration in polar coordinates ρ' and ϕ' and using
equation (29) we obtain

(30)

Here, φ is the angle which rests on the arc cut by the
diaphragm from a circle centered at the origin of the
coordinate system K'. This arc consists of the geometric
locus of the points located at a distance τ = ct to which
the light propagated from the points in the opening of
the diaphragm in the time t from the point of observa-
tion of the field (x, y, z). The expression (30) must be
interpreted in the sense that

(31)

We shall now find an analytical expression for the
quantity φ. It is evident from Fig. 7 that the O'x' axis is
the symmetry axis. For this reason

The system of equations for determining the coordi-
nates of the intersection of two circles, one of which is
centered at the origin of the coordinate system K' and

has radius  while the other is centered at the
origin of the coordinate system K and has radius A, is

Expanding the brackets and subtracting the first equa-
tion from the second equation, we obtain

g r t,( ) 1
2π
------ ∂

∂z
----- δ R τ–( )

R
-------------------- S.d

S

∫=

ρ'2 z2+

x'2 y'2+

dR
2ρ'dρ'

R
---------------.=

g r t,( ) 1
4π
------ ∂

∂z
----- δ R τ–( ) ϕd Rd∫∫ 1

4π
------ ∂

∂z
-----φ.= =

R τ=

φ φ τ( ).=



φ
2
---cos

x'

x'2 y'2+
----------------------.=

x'2 y'2+

x'2 y'2+ τ2 z2–=

x' x2 y2+–( )
2

y'2+ A2.=



τ2 z2– 2x' x2 y2+ x2 y2+ +– A2,=
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whence

(32)

The condition for the existence of a solution is that the
radicand in the equation for y' is positive. Physically,
this means that a solution exists if light from the dia-
phragm has arrived, otherwise φ = 0. Thus,

(33)

If the observation point lies on the axis of the dia-
phragm, then at any moment in time, when there is
enough time for the light to arrive from the diaphragm,
the angle φ is always 2π, i.e.,

(34)

To obtain an expression for the Green’s function the
formula (34) must be differentiated with respect to z.
We shall take account of the fact that the derivative of a
unit jump is a δ-function. Then the scalar potential of
the field on the radiation axis acquires the character of

x'
1
2
--- τ2 z2– x2 y2 A2–+ +

x2 y2+
-------------------------------------------------

 
 
 

,=

y' τ2 z2– x'2– .±=

φ
0, x'2 τ2 z2–<

2
x'

x'2 y'2+
----------------------, x'2 τ2 z2.–>arccos







=

φ
0, τ2 z2 0<–

2π, x'2 τ2 z2–>

0, x'2 τ2 z2.–<





=

(ξ, η, 0)
O

x

1

y

zz'

x'

y'

O'

φ

M(x, y, z)

R = ct

K' K

Fig. 7. Coordinate systems K and K' of the Green’s function
g in the problem of the transmission of a pulse through a cir-
cular diaphragm: M(x, y, z)—point of observation of the
field, 1—aperture of the diaphragm, φ—angle of observa-
tion of the arc of a circle from the center O' of the coordinate
system K'.
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two δ-function pulses which are separated in time by

∆t = (  – z)/c and have opposite signs, as shown
in Fig. 8. A similar situation is noted in [15], where dif-
fraction of a half-wave pulse of finite width by a circular
diaphragm is studied. In [15] it is shown that the energy
density of the transmitted wave in the region ∆t > τ0
(τ0 is the duration of the incident pulse) is doubled. The
form of the scalar potential changes as the observation
point moves in a plane perpendicular to the propagation
axis of the wave. The front delta-shaped pulse is broad-
ened, and this broadening becomes maximum for
points lying above the boundary of the diaphragm. The
second pulse does not undergo strong changes.

We shall now construct the Green’s function gf in
the problem of focusing of a pulse, for which once
again we use the initial δ-function pulse and the minus
sign in equation (22), corresponding to focusing. To
calculate the corresponding integral it is necessary to
determine the conditions under which the argument of
the delta function vanishes. We switch from integration
over the surface to integration over the volume. Then

(35)

The two δ-functions give in space a curve in the form

(36)

z2 A2+

g f r t,( ) 1
2π
------ ∂

∂z
----- δ r R– ct F–+( )δ ζ( )

R
---------------------------------------------------- ξd ηd ζ .d

V

∫=

R r– τ F–+ 0=

ζ 0,=



10.0 10.2 10.4

20

ψ

0

–40

–80

–120

τ/A

Fig. 8. Spatial distribution of the Green’s function along the
x axis in the problem of the passage of a plane wave through
a diaphragm at the time τ/A = 10.5 and z/A = 10.
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where R is the distance from a point in the diaphragm
to the point of observation, and r is the distance from
the focus to a point on the diaphragm. The first equation
in equation (36) gives a hyperboloid of revolution with
foci at the observation point and at the focal point of the
optical system. The second equation gives the plane of
the diaphragm. The system of equations (36) describes
the line of intersection of a hyperboloid of revolution
and a plane, i.e., an ellipse.

Let us now consider the long focal-length approxi-
mation, where the diaphragm is small compared with
the focal distance and the distance to the observation
point, i.e., A ! F and A ! r. Then the argument of the
δ-function can be expanded in the small parameter

/r:

where ∆ = r – τ. Using the properties of the delta func-
tion

we obtain

ξ2 η2+

r R– τ F ∆–
r R–
2rR
------------ 

  ξ2 η2+( )–
1
r
--- xξ ηy+( ),+≈–+

δ x–( ) δ x( ), δ ax( ) 1
a
-----δ x( ),= =

δ ∆–
r F–
2rF
------------ ξ2 η2+( )–

1
r
--- xξ yη+( )+ 

 

=  
2rF
r F–
------------δ ξ2 η2 2F

r F–
------------ xξ yη+( )– 2rF∆

r F–
-------------+ + 

 

r

R

M(x, y, z)

z
F

(ξ, η, 0)

O
y

O'

x

φ

Fig. 9. Coordinate system for calculating the Green’s func-
tion gf in the problem of focusing of a pulse: M(x, y, z)—
point of observation of the field, φ—angle of observation of
the arc of a circle from the point O'(xF/(F – r), yF/(F – r),
0), F—coordinate of the focus.
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Setting the argument of the δ-function equal to zero
gives the equation of a line on which the integrand will
be different from zero. Under the assumptions made
this is an equation of a circle that is centered at the point
O' and has the coordinates (2xF/(r – F), 2yF/(r – F)). If
the origin of the coordinate system is transferred to the
center and the coordinates are transformed to polar
coordinates, then the Green’s function can be written in
the form

(37)

where φ is the angle cut by a circle of radius ρ' (Fig. 9)
from the diaphragm.

CONCLUSIONS

The analysis of the diffraction of extremely short
pulses on the basis of the nonstationary Kirchhoff–
Sommerfeld integral demonstrates that the Huygens–
Fresnel principle needs to be modified. We shall formu-
late it in the nonstationary form as follows: The field
produced as a result of diffraction can be found by sum-
ming the contributions from regions of the wavefront
that are located at a fixed distance, corresponding to the
propagation time of the pulse, from the observation
point. The contribution of equidistant regions of the
front is taken with the same sign for a positive time
derivative of the amplitude and with opposite sign for a
negative derivative. In application to stationary prob-
lems this condition means a phase shift of the interfer-
ing waves by π/2. This eliminates the well-known
phase inaccuracy of the stationary formulation [22].
For transmission of short pulses through a narrow dia-
phragm, the number of oscillations in a pulse increases
by one.

Wavelets are a suitable complete basis for describ-
ing ultrashort pulses. We found the solution for the dif-
fraction of a wavelet by square and circular openings.
For the diffraction of a pulse by a narrow opening, a
pulse undergoes conical spreading as it propagates after
the diaphragm. Focusing partially compensates this
phenomena within the focal distance.

The Green’s function for the propagation of a plane
wave initially in the form of a Dirac delta function was
constructed to describe the propagation of a pulse of
arbitrary form through an opening. This function is
equal to the derivative of the angular size of an arc, cut
by the radius of propagation from the diaphragm, with
respect to the direction of propagation. The Green’s
function for diffraction and focusing provide an alter-

=  
2rF
r F–
------------δ ξ Fx

r F–
------------– 

 
2

η Fy
r F–
------------– 

 +




+
2rF∆
r F–
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r F–( )2
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 .

g f r t,( ) F
2π
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∂z
----- φ

r F–
------------,=
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native to wavelets for calculating pulse propagation.
The results obtained can be transferred to a complete
vector description of electromagnetic fields on the basis
of the Hertz vectors.
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Abstract—The spectroscopy of metastable states is used to make the first experimental measurement of the
total differential elastic-scattering cross sections of metastable helium atoms in 23S and 21S states by sodium
atoms in the ground state at interaction energy 68 meV in the center-of-mass system. To analyze the experimen-
tal data, the partial scattering phases are calculated using the method of phase functions in the optical potential
approximation. The analysis makes it possible to give a more detailed interpretation of the structure of the dif-
ferential cross section. The computed integral cross sections, specifically, Penning ionization, diffusion, viscos-
ity, and spin exchange are discussed. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The problem of determining the complex interac-
tion potential in a system consisting of an excited atom
and an atom in the ground state and the characteristics
of the accompanying processes has by now been ade-
quately solved for the interaction of two inert gas
atoms. For an interatomic interaction in which one part-
ner is a metal atom, this problem has not been ade-
quately studied. At the same time, data of this kind are
very important for analyzing the processes occurring in
the active media of metal-vapor lasers, specifically, ion
lasers, in different types of plasma, the chemistry of
gases, liquids, solids, and so on [1].

The study of elastic collisions of atomic particles is
a part of the general investigation of the properties of
interatomic interactions and the characteristics of scat-
tering processes. Precise experimental measurements
of the differential scattering cross sections and their
energy dependences, together with theoretical calcula-
tions, can be of help in solving the important problem
of determining the optical potential (see, for example,
[2]). For this reason, our objective in the present work
was to determine the differential elastic scattering cross
section (DSC) and to describe theoretically its features
and the collisional characteristics for the system of
strongly interacting particles He(21, 3S) + Na(32S).

2. THEORETICAL COMPUTATIONAL SCHEME

It is well known that the relative motion of atoms is
described in the Born–Oppenheimer adiabatic approx-
imation by the Schrödinger equation (the center-of-
mass system and atomic units are used)

(1)
1

2µ
------∇ R

2– Vopt R( ) E–+ Ψ R( ) 0,=
1063-7761/00/9002- $20.00 © 20250
where Vopt = VR(R) + iVI(R) is the optical potential for
the interaction of the atoms, E is the kinetic energy of
the collision, µ is the reduced mass of the atoms, and R
is the distance between the nuclei.

Theoretical methods are now available for obtaining
ab initio the optical potential describing the interatomic
interaction in a system consisting of an excited metasta-
ble inert-gas atom (Rg*) and a metal atom (M) [3–6].
In these methods this system is treated as a collisional
autoionization complex Rg*M. The optical potentials
obtained, which are characterized by very large depths
(several hundred meV) of the potential well, can be
used for obtaining a detailed description of elastic scat-
tering in the system Rg* + M. In [2] the optical poten-
tial for He(21S) + Na(32S) scattering was determined by
a χ2 fit of the differential scattering cross sections cal-
culated in the semiclassical approximation to the exper-
imentally measured cross sections at collision energies
52, 92, 132, 188, and 207 meV in the range of labora-
tory scattering angles θL = 5°–105°. In [3] the optical
potentials for the processes He(21S), He(23S) + Na(32S)
were obtained by an ab initio calculation in terms of the
electron resonance energy and the autoionization
width and were used to calculate the DSC in the semi-
classical approximation and to determine the Penning
ionization cross section in a quite wide energy range:
10−1000 meV. In [4] ab initio optical potentials of the
systems He(23S) + H, Li, Na, and He(21S) + Na, which
are used for experimental and theoretical analysis of the
characteristics of the electron spectra of the Penning ion-
ization process, were obtained from the same assump-
tions. A similar method was used in [5] for He(21, 3S) +
Mg, Ca, Sr, Ba systems. The values obtained for the
potential well of the real part of the optical potential of
the systems Rg*M (Rg = He, Ne, Ar, Kr, Xe, M = Li,
Na, K, Rb, Cs, Mg, Ca, Sr, Ba, Yb, Hg) on the basis of
000 MAIK “Nauka/Interperiodica”
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the high-resolution electron spectra in Penning ioniza-
tion are generalized in [6]. In our work [7], the optical
potential from [2] was used for quantum-mechanical
calculation of the DSC and other characteristics of scat-
tering of He(21S) by Na(32S) at 68 meV. The DSC
obtained in this manner was used for the interpretation
of the measured total cross section of He(21, 3S) +
Na(32S) processes. In [8, 9] a theoretical phase analy-
sis of these processes at 52, 80, and 92 meV was per-
formed on the basis of the optical potential from [2].
In [10] the optical potential for scattering of He(23S)
by Na(32S) was used for a semiclassical calculation of
the Penning ionization cross section and the exchange
cross section for scattering of triplet helium in a wide
energy range.

Let us consider in greater detail the basic features of
the collision of a metastable helium atom with alkali-
metal atoms. The interaction in the systems He(21, 3S) +
Na(32S) (µ = 6214 a.u.) is characterized by two values
of the total spin of the quasimolecular terms. A helium
atom in the singlet state is scattered on a single doublet
quasimolecular term 2Σ+, while for the triplet state the
interaction occurs on two terms—the doublet 2Σ+ (sta-
tistical weight 2/6) and the quartet 4Σ+ (statistical
weight 4/6). We note that the interaction on the doublet
terms is characterized by a complex optical potential,
while the interaction on the quartet term is character-
ized by a real potential. For calculations on the doublet
terms we employed the computed potentials from [3],
and for the quartet term we used the potential obtained
in [10]. The real part of the optical potential in [3] was
obtained in the approximation of interacting configura-
tions for NaHe* molecules using a fit to the correct
asymptotic dependence—the van-der-Waals potential.
The imaginary parts of these optical potentials
(autoionization widths) were obtained using the
method of Stieltjes moments with a discrete represen-
tation of the continuum of the system e– + NaHe+

in (L2). The quartet potential 4Σ+ was determined on
the basis of the rule of averages using the potentials of
the systems He(23S)–He(23S) and Na(32S)–Na(32S)
(see [10]).

The real part of the doublet optical potentials in [3]
is characterized by the following parameters for the
helium 21S (23S) state: strong repulsion at distances R ≤
0.2a0; zero value at R0 . 5.75a0 (4.45a0); minimum
value VRm = 300 meV at Rm = 7.35a0 (VRm = 740 meV,
Rm = 5.85a0); and, asymptotic behavior ∝  –C6/R6, C6 =
3660 a.u. (2220 a.u.), which “starts” approximately at
Ra = 8.22a0 (6.27a0). The imaginary part of the optical
potentials in [3] are characterized by almost exponen-
tial behavior for R ≥ 5a0 with a deviation from this
behavior in the region R < 5a0. At 6a0 the imaginary
part decreases for the state 21S more rapidly than for
23S [3] (for example, for R = 11a0 the triplet part is five
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times greater than the singlet part). In [10] the quartet
potential has the form of a van-der-Waals potential with
a positive correction: –C6/R6 + ARBexp(–CR), C6 =
1970 a.u. (compare with C6 = 2220 a.u. for 23S [3]), A =

0.0205 a.u., B = 4.81, and C = 1.206 .

The smallness of the collision energy compared
with the depth of the potential well requires, in our
opinion, that the theoretical method be mainly quan-
tum-mechanical, while ordinarily various modifica-
tions of the semiclassical approximation are used. For
this reason, we used the method of phase functions
[11, 12] with a complex optical potential to perform the
theoretical calculation of the scattering phases.

The system of equations for the complex phase
function δl(E, R) = εl(E, R) + i (E, R) can be obtained
from equation (1) and has the form

(2)

with the initial conditions

(3)

where ηl(E, R) = exp[–2 (E, R)], k2 = 2µE, and jl ≡
jl(kR) and nl ≡ nl(kR) are Riccati–Bessel functions. The
real εl(E) and imaginary (E) parts of the partial scat-
tering phase δl(E) are obtained from the corresponding
phase functions:

(4)

in the limit R  ∞.

It is very difficult to integrate the system (2) numer-
ically, where the integration must start at a finite dis-
tance r > 0, because of the strong repulsive interaction
at short distances and the singular behavior of nl(kR) for
l > 0. In [11], the solution of this problem is examined
for three types of behavior of the interaction potential
V(R) in the limit R  0: nonsingular (or weakly sin-
gular), R2V(R)  0; strongly singular, R2V(R)  ∞;
and, intermediate between these two behaviors,
R2V(R) = const. The interaction potential in our prob-

a0
1–

η l

dεl

dR
-------

1
4kη l

----------- VR 1 η l+( )2 jl εl nl εlsin–cos( )2[{–=

– 1 η l–( )2 jl εl nl εlcos+sin( )2 ] 2VI 1 η l
2–( )+

× jl εl nl εlsin–cos( ) jl εl nl εlcos+sin( ) } ,

dη l

dR
--------

1
2k
------ VI 1 η l+( )2 jl εl nl εlsin–cos( )2[{=

– 1 η l–( )2 jl εl nl εlcos+sin( )2 ] 2V R 1 η l
2–( )–

× jl εl nl εlsin–cos( ) jl εl nl εlcos+sin( ) }

εl E 0,( ) 0, η l E 0,( ) 1,= =

η l

η l

εl limεl E R,( ), η l E( ) 1
2
--- limη l E R,( )ln–= =
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lem is of the first type. For this reason, the initial
expression for δl(E, r) will be

(5)

Here, we use the fact that for sufficiently small r only
the first term remains in the equation for εl(E, R), in
which the second and third terms can be neglected after
squaring. Neglecting these terms means that for small l
(in our case ≤30) and using an expansion for jl(kR)

(6)

and then for r  0

(7)

We note that in [7] analytic expressions were
obtained for εl(E, r) and ηl(E, r) at small distances (kr ≤
0.05), using the optical potential from [2]. The real part
of this potential has the form of a modified double
Morse potential without the correct van-der-Waals
asymptotic behavior. The imaginary part has a simple
exponential dependence: VI (R) = 40exp(–1.85R) (in a.u.).
The expressions obtained in [7] show that the desired
parts of the phase function δl(E, r) depend strongly on
the orbital angular momentum l, the wave number k,
and the parameters of the given optical potential.

We integrated the system of equations (2) with the
initial conditions (3) numerically using a fourth-order
“prediction–correction” method with automatic moni-
toring of the magnitude of the step. Here Adams–Bash-
forth prediction with Adams–Moulton correction and
the modification in [13] were used. Using these meth-
ods, the partial phases were calculated with accuracy
10–4 rad.

The phases for scattering on the doublet terms for
orbital angular momenta l ≥ 150, starting with which
the real part of the phases εl is less than 0.08 rad and the
imaginary part  is essentially zero (<10–16 rad), were
calculated in the semiclassical approximation. For the
quartet term, the phases were calculated only in the
semiclassical approximation. For the collision energy
68 meV, which we used, the phases were calculated up
to lmax = 660 (for two 2Σ+ terms) and up to lmax = 300
(for one 4Σ+ term). It should be noted that the values of
the phases in solving equations (2)–(4), starting with l ≥
145, approached the semiclassical value and for εl <
0.09 rad follow the dependence ∝ l–5 [14] due to scatter-
ing by the van-der-Waals potential. The finite number

εl E r,( ) 1
k
--- dR jl

2 kR( )V R R( ),

0

r

∫–≈

η l E r,( ) 1.≈

εl E r,( )  ! 
kr( )2l 1+

2l 1+( )!! 2l 1–( )!!
----------------------------------------------,

εl E r,( ) k2l 1+

2l 1+( )!![ ]2
------------------------------ dRVR R( )R2l 2+ .

0

r

∫–≈

η l
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of partial waves taken into account was dictated by the
magnitude of the phases εl ≤ 10–4 rad. Summarizing
everything we have said above about the computational
algorithm and the use of the semiclassical approxima-
tion, we can state that we definitely obtained three sig-
nificant figures in the differential and integral cross sec-
tions.

We neglected transitions between the terms 2Σ+ and
4Σ+ (for He(23S) + Na(32S) scattering) due to the spin–
orbit interaction. The phases for each term were calcu-
lated independently. This approximation is satisfactory
because the interaction between the atoms in the quasi-
molecule corresponds to a Σ term, where the spin–orbit
interaction in the first approximation (with respect to
the projection of the total spin) is zero and is very small
in the second and first approximations in the spin–spin
interaction [15]. Thus, our computational procedure
contains both quantum and semiclassical descriptions.

The partial scattering phases δl(E) found were used
to find the differential elastic scattering cross sections
dσel/dΩc [14, 15]:

(8)

where the statistical weights are g = 1 for He(21S), g =
1/3 for He(23S) for the doublet terms and g = 2/3 for the
quartet term.

The dependence (on l) of the real parts of the partial
phases for 1S (3S) scattering on the 2Σ+ terms has a max-
imum at l = 37 (28). This means that scattering is char-
acterized by a glory at small angles.

The differential elastic-scattering cross section of
the singlet and triplet metastable states of the helium
atoms scattered by a sodium atom at 68 meV, which we
calculated in the center-of-mass system in the entire
range of angles, are presented in Fig. 1, and the com-
puted cross sections in the laboratory system, taking
account of the experimental range of scattering angles,
are presented in Fig. 2. As expected, the angular depen-
dence of the cross sections possesses a strong interfer-
ence structure. Comparing the doublet DSC for
He(21S) and He(23S) (Fig. 1, curves 1, 2) shows that
they possess low-frequency structure (which is more
pronounced for the singlet state) and high-frequency
structure. The quartet DSC (curve 3) possesses only a
high-frequency structure (we recall that the quartet
scattering phases were calculated semiclassically). The
quartet DSC in the range of angles (~0.5°–150°) is
somewhat greater than the doublet cross section for the
triplet state (compare curves 3 and 2) and is comparable
to the DSC for the singlet state (curve 1). For this rea-
son, the total DSC over both terms for the triplet state
(curve 4) possesses primarily the features of the quartet
DSC, except for the range of angles θc = 150°–180°.

dσel E θc,( )
dΩc

---------------------------
g

4k2
-------- 2l 1+( ) Sl 1–( )Pl θccos( )

l

∑
2

,=

Sl 2iδl E( )[ ] ,exp=
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Thus, it is evident that the theoretical differential
elastic-scattering cross sections for individual terms
(curves 1, 2, 3) and the total cross sections (curves 4
and 5) presented in Fig. 1 are characterized by a com-
plicated angular dependence. We also note that the scat-
tering cross section for the singlet and triplet states of
helium for the doublet terms (curves 1, 2) possess fea-
tures in common as well as distinguishing features.
Specifically, the absolute value of the triplet DSC
(curve 2) is somewhat smaller than the singlet cross
section (curve 1), and their angular dependences in the
ranges 5°–40° and 110°–180° are substantially different.

3. EXPERIMENT

The experiment was performed using the overlap-
ping-beams technique and the spectroscopy of metasta-
ble states [16]. The beam of metastable atoms was pro-
duced using an ultrasonic nozzle-type source with lon-
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Fig. 1. Computed differential elastic scattering cross sec-
tions for metastable He(21, 3S) atoms scattered by Na(32S)
atoms, in the center-of-mass system for energy E = 68 meV:
1—singlet 21S state, doublet term; 2—triplet 23S state, dou-
blet term; 3—triplet 23S state, quartet term; 4—triplet 23S
state, total over both terms; and 5—sum over two states.
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
gitudinal electron excitation, and the beam of sodium
atoms was formed by a slit-type effusion source.
A channel electronic multiplier, making it possible to
measure the DSC in a range of scattering angles θL =
0.5°–20.5° with angular resolution ∆θL = 0.5°, served
as a detector of the scattered metastable atoms. The
scanning step of the DSC curve was 0.5°. As a result of
the specific nature of the experiment, selection of meta-
stable atoms with respect to individual states was not
performed, so that the measured DSC is a sum for both
metastable states (singlet and triplet). The DSC curve
obtained (see Fig. 3) is the result of repeated many
times scanning of the range of scattering angles, and the
relative statistical spread at each point of the experi-
mental curve did not exceed 5%. The “nonideality” of the
experimental instrumental function made it necessary to
perform additional averaging of the computed DSC taking
account of the real parameters of the experiment (∆θL ≥
0.5°, ∆VHe = ±545 m/sec, ∆VNa = ±140 m/sec). In addi-
tion, we note that the uncertainty of the scattering angle
(on the average ≈5% for the entire range of angles), the
uncertainty of the particle velocity (≈10%), and the
uncertainty in detection of the useful signal (≈5%) con-
tribute to the measurement error in the experimental
curves. Thus, the total error of the relative measure-
ments taking account of averaging of the experimental
curves should not exceed 25%. The confidence interval,
determined taking account of what we have said above,
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Fig. 2. Same as in Fig 1 but in the laboratory system without
summation over the two states of helium.
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is indicated in Fig. 3 and, as we shall see, does not
exceed the amplitude of the irregularities of the cross
section.

The experimental DSC curve presented in Fig. 3
drops sharply at small scattering angles, which is fol-
lowed by low-frequency (3°–5°) irregularities of the
cross sections on the flat section. To explain this behav-
ior of the total differential cross section we used the
theoretical scheme proposed above to calculate the
DSC in the laboratory system.

4. DISCUSSION

The total computed DSCs in the laboratory system
are presented in Fig. 3 (curve 1) in comparison with
experiment (curve 2). It is evident that the behavior
of the experimental DSCs on the whole agrees with the
behavior of the theoretical cross section: a diffraction
maximum (θL < 5°), followed by interference behavior,
which is manifested in the theoretical curves in the
form of high-frequency (θL < 1°) and low-frequency
(θL ≈ 3°–5°) structures. As one can see in Fig. 3, our
averaging over the instrumental function smooth the
high-frequency structure. The low-frequency structure
of the total DSC is determined primarily by the structure
of the scattering of 21S helium atoms (see also Fig. 2).
The structure of the DSC is due to the interference of
the scattering waves corresponding to the three
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Fig. 3. Differential elastic scattering cross section for meta-
stable He(21, 3S) atoms scattered by Na(32S) atoms in the
laboratory system at E = 68 meV (sum over two states): 1—

calculation ( /sr) without averaging (dotted curve) and

with averaging over 1.5° (solid line) and 2—experimental
cross section (arb. units).
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branches of the impact parameter as functions of the scat-
tering angles [17]. These three branches of the impact
parameter correspond to the three parts of the optical
potentials which were used: attraction at the periphery
(van-der-Waals potential), central attraction (potential
well), and central repulsion at short distances. The kink
in the DSC at 5° is probably due to the behavior of these
parts of the optical potentials, which influence the for-
mation of the partial phases. Moreover, because of the
large depth VRm of the well in the optical potential and
the low collision energy E, the ratio E/VRm (equal to
0.23 and 0.1 for 1S and 3S states) is very small, which
makes it possible to assume that the behavior of the DSC
for both helium states reflects orbiting phenomenon (peri-
odic oscillations of the nonaveraged DSCs with a step of
about 2° in Fig. 3). For orbital angular momenta from
l = 37 to l = 76, the partial phase shifts regularly take
values which are approximately multiples of π. The
experimental minimum at θL ≈ 14° and the theoretical
minimum at θL ≈ 15° could be due to orbiting phenom-
ena for the 2Σ+ term, more for scattering of the 21S state
of helium and less for the 23S state.

In [7] we calculated the DSC, using the optical
potential from [2], for He(21S) scattering. The real part
of this potential decreases slowly by a factor of two in
the range R = 0.1–0.5a0, while the real part of the opti-
cal potential in [3] decreases by a factor of approxi-
mately 33 in the same range. The imaginary part of the
optical potential in [2] is much greater than the imagi-
nary part of the optical potential from [3]: by more than
a factor of 104 for R = 0.1a0 and a factor of ten for R =
6a0. At large distances, however, it rapidly drops below
the imaginary part of the potential from [3], for exam-
ple, for R = 15a0 by a factor of 1500. In this case, R0 =
5.53a0, Rm = 6.3a0, and VRm = 300 meV (compare with
the corresponding parameters, presented above, for the
optical potential in [3]). The DSC calculated in [7] in
the laboratory system did not have low-frequency
structure and it was characterized by monotonic behav-
ior, while qualitative agreement with the results of our
experiment was observed only on the section up to ≈5°.
This behavior agrees with the result of [3], where the
DSC for He(21S) and E = 52 meV shows smooth behav-
ior for the optical potential from [2] and a kink at 5° for
the potential from [3]. Moreover, the DSCs calculated
in [7] assuming VI (R) = 0 for angles from 30° to 120°
lie above the DSCs obtained for VI (R) ≠ 0, which
agrees with the behavior of the DSC, described in [1],
for He(21S) + Ar scattering. Therefore it can be con-
cluded that on the whole the optical potentials from [3]
correctly reflect the nature of the interatomic interac-
tion of the system of particles under study.

The scattering phases which we calculated made it
possible to give a more complete description of scatter-
ing and to obtain ultimately the following integral-type
cross sections: diffusion, σD; viscosity, ση; elastic scat-
 AND THEORETICAL PHYSICS      Vol. 90      No. 2      2000
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Integral-type cross sections for the scattering processes He(21, 3S) + Na(32S) at 68 meV (in units of )

Cross section He(21S) + Na(32S), 
doublet

He(23S) + Na(32S)
Total

doublet quartet subtotal

σel 2070 605 1550 2155 4225

σi 115 58.0 – 58.0 173

σ 2185 663 1550 2213 4398

σD 424 143 132 275 699

ση 335 65.9 243 309 644

a0
2

tering, σel; absorption (Penning ionization), σi; and
total, σ [14, 15]:

(9)

(see table). The contribution of the cross sections for
the quartet term 4Σ+ for the process He(23S) + Na(32S)
is very large compared with the contribution of the
cross sections corresponding to the 2Σ+ term: it is
comparable to the latter for σD, is 3.5 times greater
than it for ση, and is 2.5 and 2.3 times greater for σel

and σ. In [7], we noted that the inelastic processes
have a large effect on the diffusion cross section cal-
culated with the optical potential from [2] for He(21S) +
Na(32S) scattering, which decreases approximately by
a factor of two.

The theoretical values of the Penning ionization
cross sections σi obtained from the computed curve in

[3] for 68 meV are approximately 257  and 114  for
He(21S) and He(23S), respectively (compare with our
values of σi from the table).

The curve of the dependence σi(E) calculated in [2]
using the optical potential obtained in the same work
for He(21S) scattering lies systematically above the cor-
responding curve obtained in [3]. The ionization cross
section which we calculated with the optical potential

σD E( ) 2π dθc θc 1 θccos–( )
dσel

dθc

----------,sin∫=

ση R( ) 2π dθc θc
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dθc

----------,sin
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σel E( ) σl E( ), σl E( )
l

∑ π
k2
---- 2l 1+( ) Sl 1– 2,= =

σi E( ) gπ
k2
------ 2l 1+( ) 1 Sl
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∑=

σ E( ) 2π
k2
------ 2l 1+( ) 1 ReSl–( )
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∑ σel E( ) σi E( )+= =

a0
2 a0

2

JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
from [2] σi = 247  is less than that obtained in the

same work σi = 332  (see [7]). We note here that in [3]
(and, apparently, in [2]) the scattering phases were cal-
culated on the basis of only the semiclassical approxi-
mation. The experimental value of the cross section σi

for 50 meV is 214 (±100%) [18]. Thus, the cross sec-
tion σi(E) calculated in [7] falls between the values pre-
sented in [2] and [18], and our value (68 meV) is sub-
stantially less than the theoretical value in [3].

A similar picture is also observed for the ionization
cross section for He(23S) scattering. There are two

experimental values: σi . 114  (+5%, –10%) for

about 40 meV [19] and σi . 86 (±100%) for 50 meV
[18]. The computed data in [3] lie above these values,
and our computed value (for 68 meV) is much less than
the value of σi in [3]. We note that the value obtained
for σi for 68 meV in the semiclassical approximation in

[10] is about 122  (taking account of the statistical
weight 1/3), which is much greater than (by a factor of
two) the values which we obtained and is somewhat
greater than σi in [3]. We note that the real part of the opti-
cal potential in [10] is the “12–6” Lennard-Jones potential
with R0 = 5.35a0, Rm = 6.0a0, and VRm = 735 meV, and the
imaginary part has the form VI(R) = 0.6exp(–R) [a.u.].
Comparing this potential with the analogous potentials
in [3] shows that they coincide near the minimum of the
potential and in the asymptotic range, but the potential
in [10] has stronger repulsion for R < R0. In [10], the
imaginary part of the potential is 50 times greater than
the imaginary part of the potential from [3] at short dis-
tances and approximately 1.2 times greater at R = 15a0.

The ratio of the ionization cross sections in the pro-
cesses He(21S), He(23S) + Na which is determined both
experimentally and theoretically, is discussed in [4]. It
is asserted that it depends weakly on the collision
energy. For 70 meV, according to the experimental
data in [4], this ratio is 2.8 (±30%), while according to
the experimental data in [20] the ratio is 3.1 (±30%).
It follows from the experiment in [18] that for 50 meV

a0
2

a0
2

a0
2

a0
2

a0
2

a0
2
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the ratio is 2.5. The theoretical values of this ratio are
systematically less than three, which corresponds to the
ratio of the statistical weights of the spin-allowed colli-
sions for these processes. Thus, the ratio obtained
according to our computed values of the ionization
cross sections (see table) is 2.0. The value of the same
ratio according to the results of [3] is 2.2 for 50 meV
and 2.3 for 68 meV. In [4] the value 2.18 is obtained
using the optical potential from [3], while the value is
2.15 with the real part of the optical potential obtained
in [4] ab initio and the imaginary part from [3]. As one
can see, our values agree well with all of these data.

A spin-exchange process, which is possible for scat-
tering of He(23S) by Na(32S), is indicated in [10]. The

amplitude of such a process is f (m1, m2; , ; E, θc) =

(21/2/3)[fq(E, θc) – fd(E, θc)], where m1, m2; ,  are
the projections of the spins of the Na and He atoms before

and after a collision, respectively (m1 + m2 =  + ),
and fq and fd are the scattering amplitudes for the quartet
(partial phase ηlq(E)) and doublet (partial phase δld(E) =
εld(E) + i (E)) terms. The corresponding total spin-
exchange cross section has the form

(10)

where ηld(E) is related with the imaginary part of the
phase (E). Our computed value of the cross section

is σtr(68 µeV) = 300 . The main part of the cross sec-

tion (298 ) was obtained for waves with l ranging
from 0 to 149, where εld and ηld were found from the
quantum-mechanical calculation using the optical
potential from [3]. As we have noted above, the phase
εlq was calculated in the semiclassical approximation
with the potential from [10]. According to the data from

this work, the cross section σtr(68 meV) was 200 . As
indicated above, the Penning ionization cross section for
He(23S) in [10] is greater than our value. This attests to
small values of ηld (the partial ionization cross section is

proportional to 1 – ). A consequence of this (see (10))
is that the exchange cross section in [10] is small. Thus,
the spin-exchange cross section is very sensitive to the
imaginary part of the partial waves and hence to the
imaginary part of the optical potential employed.

5. CONCLUSIONS

The experimental and theoretical investigations of
the elastic scattering of He(21, 3S) atoms by Na(32S)
atoms at 68 meV performed in this work made it possi-
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ble to interpret for the first time the structure observed
in the DSCs at small scattering angles. Thus, we found
that the low-frequency structure of the angular depen-
dence of the differential cross sections is due to the
interference of the amplitudes from different parts of
the interaction potential together with the phenomenon
of orbiting. This structure is determined primarily by
the characteristic features of scattering of metastable
helium atoms in the singlet state.

The quantum-mechanical and semiclassical repre-
sentations, which we employed for the calculations, for
a system of strongly interacting atomic particles Rg*M
in the approximation of an optical potential, to find
which this system is treated as an autoionization com-
plex, correctly describe the characteristics of elastic
scattering at this energy.

The Penning ionization cross sections which we cal-
culated with such optical potentials are in good quanti-
tative agreement with the existing experimental data.

The total spin-exchange cross section for scattering
of metastable helium atoms in the triplet state is very
sensitive to the magnitude of the imaginary part of the
optical potential, and the quantum-mechanical descrip-
tion in this case is decisive.
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Abstract—A physical model, based on the solution of the quasi-optics equation for the transverse correlation
function (TCF) of the field amplitude, is developed for investigating the brightness, angular divergence, and
spatial coherence of the amplified spontaneous emission in a laboratory X-ray laser. The model takes account
of the spontaneous source of radiation, diffraction, regular refraction, regular amplification taking account of
saturation, nonresonance absorption, scattering by small-scale fluctuations of the electron density and the gain,
and scattering by random hose-like deviations of the extended plasma medium of the X-ray laser. It is estab-
lished that the TCF method makes it possible to obtain the final result much more quickly than the basic Monte Carlo
method for the parabolic equation for the field amplitude. As a result of the statistical linearization of the equation for
the transverse correlation function in the presence of gain saturation, this method overestimates the absolute values
of the average intensity of the amplified spontaneous radiation, but the maximum overestimation does not exceed
10%. It is found that fluctuations of the optical parameters of the medium of the X-ray laser degrade the quality
of the amplified spontaneous radiation beam, and they are the analog of the nonresonance absorption from the
standpoint of the effect on the brightness of the laser and therefore decrease the observed gain. For the charac-
teristic conditions of an X-ray laser with a quasistationary generation scheme, the contribution of small-scale
gain fluctuations and random hose-like deviations of the plasma filament of the laser to the scattering of the
amplified spontaneous radiation is much smaller than the contribution of small-scale density fluctuations. Cal-
culations of the amplified spontaneous radiation in an X-ray laser, which is produced by unilateral irradiation
of a curved target and possesses an asymmetric plasma electron density profile in the gain zone, are performed.
It is shown that in the gain saturation regime the coherence length and the coherent power of the amplified spon-
taneous radiation can be substantially increased, realizing in the gain zone a convex electron density profile
instead of a typical concave profile. It is found that this improvement of the coherence occurs only under con-
ditions such that the characteristic depth of the small-scale density fluctuations does not exceed several percent
of the typical regular values of the density in the gain zone. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

One of the most important problems of laser physics
is to decrease the wavelength of the laser radiation and
to develop a laser in the far-UV and soft X-ray ranges
λ = 0.2–100 nm. An X-ray laser will make possible
substantial progress in many areas of science, technol-
ogy, and medicine [1]. One of the most striking exam-
ples of this potential application is time- and space-
resolved holography of live cells.

The working medium of an X-ray laser is a plasma,
which is ordinarily obtained by focusing the radiation
from an optical laser into a line on a solid target or in a
capillary electric discharge. In the plasma column
formed, the X-ray laser radiation develops in a regime
of amplified spontaneous radiation. The most promis-
ing schemes are those with laser transitions in Ne- or
Ni-like ions. Powerful lasers with nanosecond pulses
and an energy of hundreds of Joules were first used for
pumping [2]. This makes it possible to obtain quasista-
1063-7761/00/9002- $20.00 © 20258
tionary generation. However, there are only a few pow-
erful laser setups in the world, and experiments are
quite expensive to perform using them. For this reason,
an interesting result was the development of a table-top
X-ray laser operating on a capillary discharge, where qua-
sistationary generation of far-UV radiation was obtained
without using laser pumping [3]. In addition, lasing was
subsequently obtained by irradiating the target with an
optical laser with picosecond [4] and femtosecond [5]
pulses with ~10–1000 mJ per pulse. The nonstationary
transitional amplification regime makes it possible to
obtain a gain of tens and hundreds of inverse centime-
ters. The result of all this is that the X-ray laser is grad-
ually becoming a compact device, accessible to a large
number of laboratories as an object of and tool for
research [6, 7].

From the mid-1980s to the present lasing has been
obtained on more than 100 lines in the range of wave-
lengths λ with the lower limit lying inside the “water
window” (2.33–4.36) nm, which is convenient for holo-
000 MAIK “Nauka/Interperiodica”
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graphic measurements in biology. The brightness and
monochromaticity of X-ray lasers are now much higher
than those of alternative X-ray sources, which has made
it possible to begin the use of X-ray lasers in plasma
diagnostics [6, 7]. However, many applications of the
X-ray laser cannot be implemented, including holo-
graphic applications, because at present the spatial
coherence and divergence of X-ray laser radiation is
low and much higher than the diffraction limit. Obtain-
ing from an X-ray laser a beam of radiation with angu-
lar divergence of the order of the diffraction divergence
and a high degree of spatial coherence is at present one
of the key problems in this complicated and multilevel
problem [8].

The poor quality of an X-ray laser beam is due to at
least three factors. In the first place, the spontaneous
radiation that must be amplified has a wide divergence.
Even if the gain zone is optically uniform, to obtain a
single-mode regime with a gain zone of transverse
size a the length of the X-ray laser must be z ~ a2/λ. For
a ~ 100 µm and λ = 0.2–100 nm, z is tens of centimeters
and meters. Since for a promising picosecond pumping
regime the characteristic length of an X-ray laser is less
than 1 cm, it is obvious that the amplified spontaneous
radiation is multimode. This problem could be solved by
using a master oscillator for such radiation and an ampli-
fier separated from one another by at some distance. But,
in the second place, the plasma active medium of an X-ray
laser is characterized by large-scale transverse nonunifor-
mity, since during generation the plasma is in a state of
expansion. The refraction of the amplified spontaneous
radiation causes the radiation to leave the gain zone, which
additionally degrades the angular, the energy, and, as a
rule, the coherence properties of the radiation. In the
third place, one reason for the low quality of the ampli-
fied spontaneous radiation beam could be the presence
of small-scale random optical irregularities in the X-ray
laser. For a laser plasma, they are related with the non-
uniformity of the target and its surface, the nonunifor-
mity of irradiation of the target, the filamentation of the
pump beam in the plasma, induced scattering of the
pump, turbulence, and so on.

It should be noted that work to improve the quality
of the amplified spontaneous radiation beam has been
conducted in parallel with the search for new active
media for an X-ray laser and attempts to decrease the
wavelength. The methods for improving the quality of
the amplified spontaneous radiation beam in an X-ray
laser are described in the review [8]. Striking progress
has been achieved by using a preliminary pump pulse [9]
and by curving the target [10]. This make it possible to
decrease the divergence and increase substantially (by
an order of magnitude) the brightness of the X-ray laser
operating on transitions in Ne- and Ni-like ions [11].
Nonetheless, the divergence and spatial coherence of
amplified spontaneous radiation are far from ideal.

Computational-theoretical investigations play a large
role in solving the problem of the quality of an X-ray laser
beam. The dynamics of the amplified spontaneous radia-
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
tion is an integral part of the theoretical description of
an X-ray laser, together with the hydrodynamic plasma
in the kinetics of the level populations of ions. One
method for describing the dynamics of amplified spon-
taneous radiation is the conventional geometric optics
method, which has been used in the approximation of a
regularly-nonuniform active media of an X-ray laser (see,
for example, [12–16]). However, for characteristic sizes of
optical irregularities ~1–10 µm, diffraction can play an
appreciable role. Wave effects must also be taken into
account when the transverse coherence length of the
amplified spontaneous radiation becomes comparable
to the beam width. In addition, it is difficult to investi-
gate coherence, which is a purely wave property of
amplified spontaneous radiation, by the methods of
geometric optics.

Wave effects can be taken into account on the basis
of the method of the parabolic equation for the complex
amplitude of the radiation field. This method has been
used to calculate the amplified spontaneous radiation in
a reqularly-nonuniform active medium of an X-ray
laser (see, for example, [17–23]). The parabolic equa-
tion was either simplified using a mode expansion for
special profiles of the optical parameters [20–23] or it was
solved numerically for arbitrary distributions of the optical
parameters [17–19]. But, for a random source of radiation
the parabolic equation method requires multiple calcula-
tions of the equation (statistical tests) and averaging of the
results over an ensemble. This approach requires long
computer calculations. The parabolic equation method
becomes especially complicated when additional random
parameters of the medium are included in the analysis.
Switching from a parabolic equation to an equation for the
transverse correlation function (TCF) for the amplitude of
the field has made it possible to circumvent the problem
of averaging over an ensemble of realizations [24–26].
When the transverse coherence length is much less than
the beam width, the TCF method makes it possible to
obtain a numerical result much more quickly than the
parabolic equation method. The TCF method has been
used to investigate the formation of amplified spontane-
ous radiation in an X-ray laser in regularly nonuniform
[27–30] and randomly nonuniform [31–34] media with
an arbitrary distribution of the optical parameters. In a
simplified approach with special profiles of the optical
parameters, the TCF method has also been used to inves-
tigate the amplified spontaneous radiation in a randomly
nonuniform medium of an X-ray laser [35, 36].

The present paper is devoted to three aspects associ-
ated with the TCF method and its application for calcula-
tion of the dynamics of amplified spontaneous radiation.
First, the TCF method with gain saturation is improved.
The two-level medium approximation is used to take
account of gain saturation in calculations of the amplified
spontaneous radiation with the aid of the parabolic equa-
tion [17–19]. The equation for the TCF was obtained
from the parabolic equation in [24–26] taking account
of gain saturation in an approximate form, using statis-
tical linearization of the nonlinear terms of the equation
SICS      Vol. 90      No. 2      2000
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which take account of the amplification. The result is
that the parameters of the amplified spontaneous radia-
tion that are obtained from the equation for the TCF are
somewhat different from the average parameters found
by the Monte Carlo method for the initial parabolic equa-
tion [37, 38]. In the present paper a correction is intro-
duced to the statistical linearization of the equation for
the TCF. The improvement of the TCF method permits
obtaining data closer to the average-statistical data.

Second, the TCF method is used to study the effect
of random irregularities of the parameters of the medium
of various types of X-ray lasers on the amplification of the
spontaneous radiation. The ordinary fluctuations of the
permittivity and gain, analogous to turbulent fluctuations
in the atmosphere, as well as hose-like fluctuations (cha-
otic transverse displacements) of the plasma filament of
the X-ray laser are taken into account at the same time
[39]. The results of calculations of amplified spontane-
ous radiation in a three-dimensional randomly inhomo-
geneous medium are presented. These are the first
results published in the literature on X-ray lasers. The
effect of gain fluctuations, which are observed in an
X-ray laser based on Ne-like yttrium, on the amplified
spontaneous radiation is estimated.

Finally, a method for improving the coherent prop-
erties of the amplified spontaneous radiation beam in
an X-ray laser whose active medium is produced by irra-
diating a thick target with laser radiation and is character-
ized by an asymmetric density profile of the expanding
plasma in the gain zone is examined. One reason for the
remaining low degree of coherence when using a pre-
liminary pump pulse and curving the target is residual
refraction, which for the typical concave transverse den-
sity profile is of a focusing character. As shown in [30], a
convex instead of a concave transverse density profile
would substantially improve the coherence of the ampli-
fied spontaneous radiation with a curved target because of
the residual defocusing effect. In [30] the case of linear
gain was examined, whereas in the present paper the
behavior of amplified spontaneous radiation with gain
saturation, which is achieved in experiments, is investi-
gated. The degree of the possible negative influence of
permittivity fluctuations on the improvement of the
coherence is determined.

2. THE PARABOLIC EQUATION METHOD

The dynamics of amplified spontaneous radiation in
the plasma of an X-ray laser in the quasistationary case is
described by a parabolic equation for the slowly varying
complex amplitude E of the radiation field [8]:

(1)

∂
∂z
-----

i
2k
------ ∂

∂r2
-------- ik

2
---- ε r z,( ) 1–[ ] κ r z,( )

2
----------------+ + +

–
α r z,( )/2

1 J r z,( )/Jsat+
------------------------------------ E r z,( ) S r z,( ),=
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where r = ix + iy is the transverse radius vector, z is the
longitudinal coordinate, k is the wave number, κ is the
nonresonant absorption coefficient, α is the weak-sig-
nal gain, J = |E|2 is the radiation flux density, and Jsat is
the saturation flux density. The equation (1) describes
amplified spontaneous radiation propagating in one
direction along the z axis. This corresponds to the “trav-
eling wave” pumping regime of the active medium. The
quantity ε in equation (1) is the plasma permittivity
determined by the contribution of free electrons [40]:

(2)

where Ne is the free-electron density and Nc is the crit-
ical density. For soft X-ray and far-UV ranges (λ = 0.2–
100 nm) Nc @ Ne in the plasma of an X-ray laser [1],
i.e., ε ≈ 1.

The source S on the right-hand side of equation (1)
is delta-correlated:

where Q is the average specific power of the spontane-
ous noise, measured in W/cm3 sr. In equation (1) the
influence of saturation on the source power is neglected,
but it is obvious that in the saturation regime the intensity
of the amplified spontaneous radiation is quite high and
the role of the source becomes negligible.

It is impossible to solve equation (1) in a general
form analytically. Expanding the field amplitude E in
terms of transverse modes makes it possible to simplify
the initial problem for linear gain (J ! Jsat) and for cer-
tain model profiles α and ε, where the transverse modes
are determined analytically [20–23]. The mode
approach is not realized for the saturation regime. The
direct numerical solution of equation (1) is of greater
practical utility. The transverse grid step is ∆x ~ λ/θs,
where θs is the divergence angle of the radiation from
the noise source. As a result of the large divergence of
the noise and the smallness of λ, the number of grid
points is usually large, and the integration step along z,
∆z ~ k(∆x)2, is small. For this reason, present-day com-
puters make it possible to study only the case of a pla-
nar medium (with one transverse coordinate) [18, 38].
In addition, a single solution of the parabolic equation
with a random source gives the result of a single statisti-
cal test (a realization of a random process). To obtain the
average characteristics, the solutions obtained for the
parabolic equation must be averaged over an ensemble
of realizations [38] or over time [18, 19], and this
requires long computer calculations. It is worth noting
that the difficulties increase when the randomness of the
parameters of the medium is taken into account.

In the numerical calculations below, the finite-dif-
ference algorithm described in [41] is used to solve the
parabolic equation (1) numerically. The accuracy of the
algorithm is much higher than that of spectral methods
[18, 19]. The amplitude error of the harmonic solution
of the homogeneous equation is zero, and the phase error

ε η2 1 Ne/Nc,–= =

S r1 z1,( )S* r2 z2,( )〈 〉 λ2Q r1( )δ 2( ) r1 r2–( )δ z1 z2–( ),=
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is substantially reduced (~(∆x)6). Splitting according to
physical processes is used to take into account the non-
uniform terms in the equation.

3. THE METHOD OF THE EQUATION
FOR THE TRANSVERSE

CORRELATION FUNCTION

3.1. The Equation
for the Transverse Correlation Function

To avoid the problem of averaging over an ensemble
of realizations, an equation for the second moment of
the field amplitude can be obtained from the stochastic
equation (1) 3/4 the transverse correlation function B =
〈E(r1, z)E*(r2, z)〉 , where the brackets denote statistical
averaging.

In performing the averaging we take account of the
fact that two types of random optical irregularities are
present in the plasma. The first type corresponds to
ordinary permittivity and gain fluctuations, which are
characterized by a definite spatial spectrum, dispersion,
and correlation lengths, i.e., according to the method
used for the description, they are similar to, for exam-
ple, fluctuations of a turbulent atmosphere [42]. These
fluctuations can arise as a consequence of various
plasma instabilities of the X-ray laser (see [8]). The
fluctuations of the second type are due to chaotic devi-
ations of the plasma filament as a whole from a rectilin-
ear form. They can be called axial fluctuations (the term
hose-like fluctuations is used in the English-language
literature [39]. Hose-like fluctuations could be due to
the nonuniformity of the irradiation of the target by
radiation from the optical laser. We shall simulate the
hose-like fluctuations by a chaotic displacement of the
regular gain and refractive index profiles. For this rea-
son, we represent ε and α in the form

where  and  are the regular components,  and 
are the fluctuation components,  is the random trans-
verse displacement of the regular profiles  and , and
∇ ⊥  is the transverse gradient. The fluctuations , ,
and  are statistically independent and possess zero
means. We neglect the fluctuations of κ, since κ ! α.
The general prescription for obtaining the equation for
the TCF in a randomly inhomogeneous medium in the
Markov approximation can be found, for example, in
[42]. In [24, 25] it is extended to the case of an active
medium with refraction.

However, the derivation from equation (1) of the
equation for the TCF presents a difficulty because of
the existence of the flux density J(r, z) in the denomi-

ε r z,( ) ε r r̃ z,+( ) ε̃ r z,( )+=

≈ ε r z,( ) r̃ z( )∇ ⊥ ε r z,( ) ε̃ r z,( ),+ +

α r z,( ) α r r̃ z,+( ) α̃ r z,( )+=

≈ α r z,( ) r̃ z( )∇ ⊥ α r z,( ) α̃ r z,( ),+ +

ε α ε̃ α̃
r̃

ε α
ε̃ α̃

r̃

JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
nator of the nonlinear term (1), responsible for amplifi-
cation with saturation. This problem can be solved by
using the method of statistical linearization [43], which
reduces to replacing certain fluctuating quantities in the
stochastic equation by averages. In the present case, it will
consist of replacing J(r, z) by βB(r, 0; z), where B(r, 0; z)
is the average radiation flux density in the TCF method
and β is a parameter that depends on the ratio B(r, 0;
z)/Jsat, i.e., on the local degree of saturation.

Finally, the equation for the TCF becomes

(3)

where r = (r1 + r2)/2 and r' = r1 – r2. Scattering by the
fluctuations of the parameters of the medium is deter-
mined by the function H(r, r'; z) = Hε + Hα + Hh, where

(4)

(5)

(6)

are responsible for, respectively, the influence of , ,
and . For Gaussian correlations of the quasi-uniform
fluctuations of , , and  we have

(7)

(8)
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where  and  are the variances of  and ; lε⊥  and
lε|| are the transverse and longitudinal correlation
lengths of ; lα⊥  and lα|| are the transverse and longitu-

dinal correlation lengths of ; and,  and L|| are,
respectively, the dispersion and the longitudinal corre-
lation length of . The relations (4)–(6) hold when the
average flux density of the amplified spontaneous radia-
tion changes little over a distance of the order of the trans-
verse correlation length of the parameters of the medium
and the transverse coherence length of the medium.

The general criteria for applicability of the Markov
approximation [42] are usually satisfied in the case of
an X-ray laser [25]. The restriction on the propagation
path length, which occurs in an infinite randomly inhomo-
geneous medium [42], is absent in the case of a trans-
versely bounded plasma filament of an X-ray laser [33].

3.2. Determination of the Parameter β

In the presence of gain saturation, the parameter β
should be such that the parameters of the amplified
spontaneous radiation, which are determined from
equation (3) for the TCF, would be as close as possible
to the truly average quantities. The truly average quan-
tities are found by solving numerically the parabolic
equation (1), which is the initial equation for the equa-
tion for the TCF. The equation (1) must be solved
repeatedly by the Monte Carlo method, averaging the
required results over an ensemble of noise realizations.

In previous TCF investigations of the dynamics of
the amplified spontaneous radiation it was assumed that
β = 1 in the saturation regime [24–33]. The error in
determining the average energy characteristics of the
amplified spontaneous radiation which is associated
with the statistical linearization of the equation for the
TCF with fixed β has been discussed in [37, 38] in the
absence of fluctuations of the parameters of the
medium. It was shown that β = 1 makes it possible to
describe best the case of deep saturation. In the present
paper we introduce a correction into equation (3), using
a more complicated dependence of β on B(r, 0; z)/Jsat ,
in order to make the results of integrating the equation
as close as possible to the true averages.

Let us consider the dynamics of the amplified sponta-
neous radiation, neglecting diffraction, refraction, nonres-
onant losses, and fluctuations of the optical parameters.
Such an approximate approach makes it possible to
determine analytically the statistical characteristics of
the radiation and to perform statistical linearization of
the equation for the TCF more accurately. For conve-
nience in performing the analysis, the spontaneous
noise in the volume of the medium can be neglected
(S = 0), replacing this noise by a source in the section
z = 0. This is justified for sufficiently large gain, when

σε
2 σα

2 ε̃ α̃

ε̃
α̃ L⊥

2

r̃

G @ 1,exp
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where

which is required for gain saturation. Then, equations (1)
and (3) assume the forms, respectively,

(10)

(11)

where Es and Js are the field amplitude and the flux den-
sity of the radiation from the source. The dependence of
β on 〈J〉  is determined from the condition B = 〈J〉 . Then,
we obtain from equation (10) with equation (11)

(12)

where j = J/Jsat . From equation (12) we can estimate the
range of variation of β. We shall assume that the inde-
pendent components of Es are distributed according to
a Gaussian law with zero mean. When the influence of
saturation is weak, 〈 j〉  ! 1, the statistics of the field
amplitude remains Gaussian. Then, expanding the
right-hand side of equation (12) in a power series in the
small parameter 〈 j 〉 , it follows that β ≈ 2. In the other
extreme case, where saturation is deep, i.e., 〈 j 〉  @ 1, it
is evident from equation (12) that β approaches 1.

The solution of equation (10) can be written in the
implicit form 

(13)

where js = Js/Jsat. Amplification lengths for which J @ Js

are interesting, and since js ! 1, the term js on the left-
hand side of equation (3) can be neglected, i.e., js =
jexp( j – G). Since Es is a Gaussian quantity, js has an
exponential distribution law

Using this fact, we obtain the probability distribution
function for j:

(14)

where j0 = jmax + 1/(1 + jmax), and jmax corresponds to the
maximum of w(j) and satisfies the equation
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The quantity jmax can also be negative, formally,
jmax > –1, but w(j) is meaningful only for j > 0. For
fixed jmax, we have, using equation (14),

After the integrals have been calculated numerically,
the function β(〈 j〉) can be determined from equation (12).
The result is shown in Fig. 1. The quantity β, as
assumed above, varies from 2 in the absence of satura-
tion down to 1 with deep saturation. The transitional
region corresponds to the range 10–2 ≤ 〈 j〉  ≤ 10. The
analytic function

(15)

which is used below to solve equation (3) numerically
for the TCF with ξ = B(r, 0; z)/Jsat , fits the numerical
data in Fig. 1 well. The principles of the numerical
method for integrating the equation for the TCF are pre-
sented in [24]. In a subsequent work [44] the method is
improved and the phase error of the numerical solution
is substantially decreased.

4. COMPARISON OF THE TCF METHOD
WITH THE PARABOLIC EQUATION METHOD

As a check, equation (10) was integrated numeri-
cally with α = const by the Monte Carlo method with
104 numerical realizations. The values of 〈 j〉  averaged
over an ensemble were compared with b = B/Jsat
obtained by a single numerical solution of equation (11)
with β = 1 (i.e., without correcting the TCF equation)
and β(b) determined in equation (15) (with a correc-
tion). Figure 2 shows plots of the relative difference of
b from 〈j〉  as a function of 〈 j〉  for different values of 〈 js〉 .
For 〈 js〉  = 10–3 ! 1, the maximum difference of b from
〈 j〉  is about 20% without correction [37], and with a
correction it is essentially zero. As the noise level
increases with 〈 js〉  = 10–1 and 1, when equation (14)
holds increasingly more approximately, the introduc-
tion of the correction (15) does not eliminate the error,
but it does make it possible to decrease the error to
≤5%. The introduction of a correction does not change
the result only for a high noise level 〈 js〉 = 10, but in this
case the error is small.

In comparing the results of the TCF and Monte
Carlo methods, the effect of fluctuations of the phase of
the source radiation in the transverse section of the
medium, which are due to the wide angular divergence
of the spontaneous radiation, was neglected. The sim-
plified approach does not answer the question of the

j〈 〉 j
j0
---- j jmax–[ ]exp–

 
 
 

exp j,d

0

∞

∫=

j
1 j+
----------- j

j0
---- j jmax–[ ]exp–

 
 
  d j

1 j+( )2
------------------.exp

0

∞

∫=

β ξ( ) 1 0.286 0.7281ξ–( )exp+=

+ 0.242 15.86ξ–( ) 0.471 3.13ξ–( ),exp+exp
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accuracy of equation (3) in determining the angular dis-
tribution of the brightness of the amplified spontaneous
radiation. The brightness of the radiation emitted at an
angle θ = k⊥ /k with respect to the optic axis is one of the
most important experimentally measured parameters.
In the TCF method and in the parabolic equation
method the brightness is determined as

In what follows we shall compare the average bright-
ness of the amplified spontaneous radiation obtained by
solving equations (1) and (3) numerically, retaining the
transverse differential operators.

qB θ z,( ) λ 2– B r r'; z,( ) ik⊥ r'( )exp rd r',d∫∫=

q θ z,( )〈 〉 λ 2– E r z,( ) ik⊥ r'( )exp rd∫
2

.=

10–3

〈 j 〉

1 2
3

4

10–5 10–4 10–2 10–1 100 101 102

1.0

1.5

2.0
β

10–3

〈 j 〉
10–2 10–1 100 101 102

0

0.1

0.2
b/〈 j 〉  – 1

2
1

3

Fig. 1. Numerical dependence of β on 〈 j〉  (squares) and an
analytic fit (solid curve).

Fig. 2. Plot of b/〈 j〉  –1 versus 〈 j〉  without correction (solid
curves) and with correction (dashed curves) by statistical
linearization with 〈 js〉  = 10–3.
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The active medium is assumed to be planar with
only the transverse coordinate x. It is difficult to per-
form three-dimensional calculations of the amplified
spontaneous radiation by the parabolic equation
method because of the limited present-day computa-
tional possibilities [18, 38]. The parameters of the
medium and the value λ ≈ 21 nm are characteristic for
an X-ray laser operating on 3p–3s transitions in Ne-like
ions with a nuclear charge of about 30 [1]. The half-
width of the active medium is a = 150 µm, and the
length of the laser is z = 5 cm. Therefore the geometric
divergence angle is θg = 2a/z = 6 mrad. Inside the gain
zone of the medium (for |x| ≤ a) the gain is uniform and
is equal to  = 4 cm–1. The symmetric defocusing pro-
file  has the form

where zr = a/(∆ε)1/2 is the refraction length. This profile
has been widely used in the numerical simulation of the
dynamics of the radiation in the active medium of an
x-ray laser produced by irradiating a thin exploding foil
[13, 14, 21–26]. Outside the active medium (for |x1, 2| ≥ a)
we set α = 0 and ε = 1. We neglect the nonresonant
losses and the fluctuations of the optical parameters.

4.1. Simulation of a Random Realization
of the Radiation Field

Under the conditions of strong gain, we shall
replace the delta-correlated radiation source distributed
in the volume of the medium by a source in the plane
z = 0. In the numerical calculations we consider a par-
tially coherent radiation source with a bounded angular

α
ε

ε 1 ∆ε– x2/zr,+=

〈q(θ, 0)〉/2a〈Is〉

8

6

4

2

0
–1.0 –0.5 0 0.5 1.0

θ/θs

Fig. 3. Average angular brightness distribution of the source
radiation with Nr = 1 (fine curve) and 900 (heavy curve).
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spectrum of half-width θs . We write the boundary con-
dition for equation (3) as

(16)

The angular distribution of the average brightness of
the source with the TCF (16) has the form

(17)

For an appropriate choice of θs, such a source accu-
rately simulates a delta-correlated source [24]. In the
calculations it was assumed that θs = 10 mrad, and
increasing this quantity had no effect on the final result.

The boundary condition for equation (1) E(x, 0) = Es(x)
in each realization is random. We represent Es(x) in the
form

where ϕr and ϕi are real statistically independent func-
tions. We write each function ϕr and ϕi on a grid as a
linear combination of random numbers ψm:

(18)

where 〈ψmψn〉  = δmn, Cm = [2Is∆x/λ]1/2θssinc(km∆xθs)
(see [45]), and ∆x is the step in the grid along x with the
condition ∆x ≤ π/kθs. It should also be noted that in
equation (18) a finite number of terms can be summed,
since Cm decreases as the index increases. The summa-
tion is of a moving character in space, which saves
computer time [45].

The results of the numerical simulation of the radi-
ation source are shown in Fig. 3. The angular distribu-
tions of the source brightness, which are averaged over
an ensemble with Nr = 1 and 900 terms, are given. We
note that one realization of the Monte Carlo method
gives a good representation only of the width of the
region of localization of the average angular spectra
〈qs〉  of the radiation source. The brightness fluctuations
are deep because of the Gaussian statistics; modulation
from 0 up to values 6 to 8 times greater than the average
occur. The angular radiation spectrum of the source
closely approaches the distribution (17) only for a quite
large number of realizations Nr = 900.

4.2. Computational Results
for the Amplified Spontaneous Radiation

The results obtained by both methods can differ not
only because of the approximate nature of the TCF
equation but also because of possible numerical errors
in each method. For this reason, such a comparison
must first be made for linear amplification (Jsat = ∞),
when the results should agree in the ideal situation.

B x x'; 0,( ) E x1 0,( )E* x1 0,( )〈 〉=

=  
Is〈 〉 2θssinc kx'θs( ), x1 2, a,≤

0, x1 2, a.>



qs θ( ) . 
Is〈 〉 2a, θ θs,≤

0, θ θs.>



Es x( ) ϕ r x( ) iϕ i x( ),+=

ϕ xn( ) Cmψm n+ ,
m ∞–=

m ∞=

∑=
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Figure 4 shows the angular distributions of the
brightness of the amplified spontaneous radiation for
linear amplification and in the absence of refraction for
Nr = 1 and 300. The divergence of the radiation is of a
geometric character [24]. Once again, a single realiza-
tion of the Monte Carlo method gives a distorted repre-
sentation of the profile of the average brightness of the
amplified spontaneous radiation. The fluctuations of
the brightness remain deep because the Gaussian statis-
tics remains in force. Increasing Nr results in smoothing
of the profile 〈q〉 . For Nr = 300 the Monte Carlo method
gives a distribution 〈q〉  which weakly fluctuates around
the profile qB obtained by the TCF method. The results
obtained show that the numerical errors are negligible
in both methods.

Calculations with gain saturation in the absence of
refraction (∆ε = 0) were performed for Is = 1 arb. units
and Jsat = 7.5 × 105 arb. units. For these parameters the
average flux density of the amplified spontaneous radi-
ation at the exit of the X-ray laser is close to Jsat . Thus,
the approximate character of equation (3) should be
more strongly manifested here. Figure 5 shows the
angular distributions of the brightness of the amplified
spontaneous radiation which were obtained by the TCF
method and by the Monte Carlo method with the para-
bolic equation for Nr = 1, 10, and 300. The character of
the divergence remains geometric, just as with linear
amplification (Fig. 4). Radiation exiting through the
end face of the X-ray laser plays the main role. The

4

2

0

1

0
–1.0 –0.5 0 0.5 1.0

θ/θg

〈q〉/qse
az

(a)

(b)

Fig. 4. Plots of the brightness of the amplified spontaneous
radiation 〈q(θ)〉 (fine curve) and qB(θ) (heavy curve) with linear
amplification with no refraction for Nr = (a) 1 and (b) 300. 

qB/qse
az
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deep modulation of the angular spectrum of the ampli-
fied spontaneous radiation which occurs for linear
amplification remains in a single Monte Carlo realiza-
tion. The period of the modulation of the brightness at
the periphery of the beam is greater than near the axis,
i.e., according to [29] the coherence at the periphery of
the beam is higher than at the center. It follows from
Fig. 5 that the TCF method does not distort the form of
the profile of the angular distribution of the average
brightness of the radiation. But the fluctuations of the
phase of the field increase the error in determining the
absolute values of the average brightness by the TCF
equation method, without correction, up to ~30%. It is
evident from Fig. 5 that correcting the TCF equation
makes it possible to decrease the difference between 〈q〉
and qB from 30% to ~10%. The impossibility of obtain-
ing complete agreement between the distributions 〈q〉

〈q〉/Jsat
z

4

2

0

qB/Jsat
z

(a)

1

0

(b)

(c)
1.0

0.5

0
–1.0 –0.5 0.50 1.0

θ/θg

Fig. 5. Plots of the brightness of the amplified spontaneous
radiation 〈q(θ)〉  (fine curve) and qB(θ) with no correction
β = 1 (dashed curve) and with correction (heavy curve) by
statistical linearization of the equation for the transverse
correlation function with gain saturation and with no refrac-
tion for Nr = (a) 1, (b) 10, and (c) 300.
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and qB using the correction (15) is explained by the
approximate nature of the distribution function (14).

The results of similar calculations by the TCF
method and the Monte Carlo method with Nr = 1 and
300 in the presence of refraction with ∆ε = 10–4 are dis-
played in Fig. 6. Here refraction plays a substantial
role, since zr = 1.5 cm is much smaller than the length
of the X-ray laser. The divergence is of a typical refrac-
tion character [26, 28]. In the presence of gain satura-
tion, the spontaneous radiation exiting through the lat-
eral surface of the gain zone forms off-axis peaks at
θ ≈ ±θr in the angular brightness distribution, where
θr = ∆ε1/2 = 10 mrad is the refraction angle. However, at
locations where the average brightness reaches its max-
imum value, the spatial coherence of the amplified
spontaneous radiation is relatively low. The degree of
coherence is higher in the region of the beam near the
axis, where the amplified spontaneous radiation which
has exited through the end face of the active medium
dominates [29]. In one Monte Carlo realization the
degree of modulation of the angular spectrum of the
amplified spontaneous radiation is high, and the spec-
trum is smoothed as the number of realizations
increases. It is evident that for β = 1, i.e., without cor-
rection of equation (3), the TCF method overestimates
the absolute values of 〈q〉  by ~20–30%. At the same

〈q〉/Jsat
zr

qB/Jsat
zr

8

4

0

–1.0
0
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Fig. 6. Plots of the brightness of the amplified spontaneous
radiation 〈q(θ)〉  (fine curve) and qB(θ) without correction
(dashed line) and with correction (heavy line) by statistical
linearization of the equation for the transverse correlation
function with gain saturation and with refraction for Nr = 1
(a) and 300 (b).
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time, the TCF method does not distort the profile 〈q〉 .
When the correcting function (15) is used, the differ-
ence between 〈q〉  and qB decreases substantially.

Thus, correcting a statistical realization makes it
possible to increase substantially the accuracy of the
TCF equation. As the degree of saturation decreases
and increases, the error in determining 〈q〉  by the TCF
method will decrease even more.

We note that in the absence of refraction, the calcu-
lation by the TCF method requires ten times less time
than a single realization of the parabolic equation, and
in the presence of refraction these times are compara-
ble. This is especially remarkable: after all, the equa-
tion for the TCF is three-dimensional in the planar-
medium approximation, while the parabolic equation is
two-dimensional. The point is that in the parabolic
equation method the transverse grid step is ∆x ~ λ/θs,
and for the TCF method ∆x' ~ λ/θs, ∆x ~ h, where h is
the characteristic transverse nonuniformity of the aver-
age flux density, which is of the order of a and much
greater than ∆x'. For this reason, in the first place, the
step along z in the parabolic equation method ∆z ~ k(∆x)2

[41] is much less than the step in the TCF method ∆z ~
k∆x∆x' [24, 52]. In the second place, because of the low
degree of coherence of the amplified spontaneous radi-
ation the size of the grid region along x' in the TCF
method is much less than 2a, and the number of grid
points in the transverse section is smaller than in the
parabolic equation method. In the third place, as noted
above, the TCF method does not require averaging over
an ensemble. To obtain reliable results by the parabolic
equation method, as one can see from Figs. 5 and 6, it
is necessary to average over tens and hundreds of real-
izations. For this reason, the time to obtain a finite aver-
age result by the TCF method is less than by the para-
bolic equation method by a factor of ~102–103 in the
absence of refraction and by a factor of 101–102 in the
presence of refraction. Hence it follows that the TCF
method is much more effective than the parabolic equa-
tion method for this class of problems. Characteristi-
cally, the literature contains no calculations of the
amplified spontaneous radiation in an X-ray laser by
the parabolic equation method for a real three-dimen-
sional medium, since such calculations require an unre-
alistic number of grid points [18], while for the TCF
method such calculations have been performed for a
regularly nonuniform [24] and randomly-nonuniform
media (see below). It is also important to note that when
random parameters of the medium are additionally
included in the analysis, the TCF method becomes rel-
atively even more effective.

5. ANALYSIS OF THE EFFECT
OF FLUCTUATIONS OF THE PARAMETERS

OF A MEDIUM ON THE AMPLIFIED 
SPONTANEOUS RADIATION

We shall assume below that at distances of the order
of the correlation lengths the quantities σε and σα vary
little in the transverse plane. For a qualitative analysis
AND THEORETICAL PHYSICS      Vol. 90      No. 2      2000
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of the role of the fluctuations , we shall assume, as
done in [39], that the  and  profiles can be repre-
sented in the same quadratic form:

Then, using equations (7)–(9), we obtain from equa-
tions (4)–(6)

(19)

(20)

(21)

It follows from equation (3) that the terms (21) are pro-
portional to r'2, r2, and irr'. They lead, respectively, to
narrowing of the TCF with respect to r', broadening
with respect to r, and phase modulation of the TCF.
Thus, the term with r'2 leads to scattering of the ampli-
fied spontaneous radiation, similar to scattering by fluc-
tuations  and . The term with r2 leads to broadening
of the beam as a result of the effective broadening of the
regular gain profile. The term with irr' leads to addi-
tional regular refraction of the amplified spontaneous
radiation.

We shall rewrite equation (3), using equations (19)–
(21) and neglecting the nonresonant absorption and
gain saturation:

(22)
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is the characteristic scattering length of the amplified
spontaneous radiation scattered by the fluctuations ,

, and , respectively.
The scattering of the amplified spontaneous radia-

tion by the fluctuations  in the transversely-bounded
medium of an X-ray laser differs substantially from
scattering in an infinite medium such as a turbulent
atmosphere. It has been studied quite well using the
TCF method for a planar medium [31–34]. We present
below the computational results obtained for equation
(3) for a three-dimensional medium with an axisym-
metric distribution of its average parameters. We note
that when this situation is simulated by the parabolic
equation method, the axial-symmetry approximation
cannot be used, because there is no axial symmetry in
each realization.

Figure 7 shows the curves of the axial brightness
q(0, z) ≡ q0(z), normalized to the brightness qs (17) of a
spontaneous source, with uniform linear amplification
in an axisymmetric medium for λ = 21 nm, ∆ε = 0,

 = 4 cm–1, a = 50 µm, lε⊥  = lε|| = lε = 1 µm, and differ-
ent values of σε . Outside the active medium α = 0 and
ε = 1. As one can see from Fig. 7, in the absence of fluc-
tuations  the on-axis brightness increases exponen-
tially with increasing length of the X-ray laser, i.e.,
q0(z) = qsexp(αz). It is well known that obtaining such
a dependence in an experiment serves as the main proof
for the presence of lasing [1]. However, in many exper-
imental situations the gain determined according to the
dependence of the brightness of an X-ray laser on the

zh 6 2/π( )1/2 azr
2( )2

/ 4L||L⊥
2( )[ ]

1/3
=

ε̃
α̃ r̃

ε̃

α
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Fig. 7. Plots of the on-axis brightness of the amplified spon-
taneous radiation q0(z) in the three-dimensional case for a =

50 µm, α = 4 cm–1, ∆ε = 0, lε⊥  = lε|| = 1 µm, and σε = 0 (j),

2 × 10–5 (h), 4 × 10–5 (d), 6 × 10–5 (s).
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length of the laser is much less than the value obtained
from kinetic calculations. It is evident from Fig. 7 that
in the presence of  the curves on a logarithmic scale
with z  ≥  zcs are close to straight lines, i.e.,

Thus, the scattering of amplified spontaneous radiation
by the fluctuations  and its “expulsion” through the
side surface of an X-ray laser is similar to linear absorp-
tion of the amplified spontaneous radiation with a
intensity coefficient κε. Therefore the presence of 
decreases the observed gain and can be one of the rea-
sons for the discrepancy between its experimental value
and the value determined in calculations of the popula-
tion kinetics.

Plots of the quantity κε(σε) determined from the
slope of the linear section of the curves q0(z) are shown
in Fig. 8 for two-dimensional planar and three-dimen-
sional axisymmetric media. The character of the func-
tion κε(σ) is determined by the parameter d ≡ kalε⊥ /zε.
For weak fluctuations , where d3 ! 1, we obtain κε ≈
3d2/zε ~  [34], and κε is independent of lε⊥ , a, and the

geometry of the medium. For strong fluctuations ,
when d3 ≥ 1, we have κε ≈ 1/zε for a planar medium, i.e.,

κε ∝  . For a three-dimensional axisymmetric
medium κε ≈ 2/zε , i.e., the losses become twice as great.
The effect of  on the amplified spontaneous radiation is
appreciable for comparatively small values of σε ≥ 10–5,
where σε ! ∆ε and the nonuniformity of the electron
density of the plasma is several percent of the maxi-
mum regular value in the gain zone.

ε̃
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Fig. 8. Numerical dependences of κe in the two-dimensional
(s) and three-dimensional (×) cases and analytical depen-
dences 3d2/zε (dotted line), 1/zε (dashed curve), and 2/zε
(solid curve) on σε.
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As one can see from equation (22), the character of
the effect of the fluctuations  on the amplified spon-
taneous radiation is similar to the effect of . Instead of
lε||, lε⊥ , σε, and zε we must use in the formulas lα||, lα⊥ ,
σα/k, and zα, respectively. In addition to scattering, the
fluctuations  lead to an additional regular amplifica-
tion against the background , since Hα ≠ 0 at r' = 0.

The correction for  is (π/2)1/2 lα||. For the same

scale and depth of the fluctuations  and , the effect of
 on the amplified spontaneous radiation is weaker,

since they do not directly influence the phase of the radi-
ation. Even if we set σα ~ α0, for λ ~ 20 nm, we have
σα/k ~ 10–6. This level of fluctuations does not lead to
an appreciable influence on the radiation.

In the experiments of [46], intended to measure the
quasistationary gain in an X-ray laser on the transition
3p–3s in Ne-like yttrium (λ = 15.5 nm), the amplifica-
tion of the input radiation in a 2-mm long laser was
studied, so that the influence of refraction was ruled
out. An X-ray laser plasma was obtained by unilateral
irradiation of a flat target without a preliminary pulse.
The measured average gain was 10–15 cm–1. A small-
scale structure was found in the distribution of the time-
integrated intensity of the amplified radiation with
transverse spot size ~10 µm. Evidently, it is related
with the presence of the fluctuations , whose param-
eters are difficult to measure directly. On the basis of
the spot size, lα⊥  ~ 10 µm. It is quite difficult to draw an
unequivocal conclusion about lα||. It can only be stated
that lα|| is appreciably greater than lα⊥  and is comparable
to the length of the amplifier (2 mm), since substantial
amplification, leading to a spotty intensity distribution,
should build up in a distance lα||. In the two-dimen-
sional calculations below, we take lα|| = 2 mm, in order
to estimate the maximum possible effect. The average
profile (x) taken in the calculations is shown in Fig. 9.
If we take σα = 0.5 (x), then the characteristic maxi-
mum value of α reaches ~15 cm–1. This value and the
profile (x) agree with the results obtained in the cal-
culations performed in [47] using the XRASER pro-

gram. The average electron density profile  used,
which is shown in Fig. 9, is close to the distribution
obtained in [47] using the LASNEX computer code.

We recall that the relation between  and  can be
found from equation (2).

Figure 10 showed the brightness distribution q of
the amplified spontaneous radiation and the transverse
coherence length Lc in the far zone with a three-dimen-
sional spontaneous source, z = 2.5 cm, and different
values of σα . The transverse coherence length Lc near
the point x is determined according to the drop of the
modulus of the coherence coefficient
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α

α σα
2

ε̃ α̃
α̃

α̃

α
α

α

Ne

Ne ε

µ x x'; z,( ) B x x'; z,( )/ J x1; z( )J x2; z( )[ ]1/2=
 AND THEORETICAL PHYSICS      Vol. 90      No. 2      2000



INVESTIGATION OF AMPLIFIED SPONTANEOUS X-RAY LASER RADIATION 269
along x' to the value µ = 0.88. The coherence length in
Fig. 10 is presented in units of λZ/4R, where Z is the
distance from the X-ray laser to the far-zone plane, R =
200 µm. In the absence of  (for σα = 0) the intensity
distribution of the amplified spontaneous radiation is
shifted in angle as a result of regular diffraction. In the
presence of fluctuations σα(x) = 0.5 (x) with a nonuni-
form profile , the divergence and coherence of the
amplified spontaneous radiation improve somewhat.
However, analysis shows that this is a consequence not
of the scattering of radiation by , but rather a nonuni-
form correction to the regular amplification. The regu-
lar gain profile is peaked and acquires the form

The narrowing of the zone of maximum regular ampli-
fication results in a small improvement of the beam
quality. The contribution of  to the average additional
gain is appreciable, and its contribution to scattering is
not. To check this, calculations were performed for a
stronger but uniform field of fluctuations with σα =
0.5  = 5 cm–1, so that the correction to the regular

profile  is also uniform and does not change shape.
This calculation gave a result that is identical, as one
can see from Fig. 10, to the case of no fluctuations .
It is worth noting that for pico- and femtosecond pump-
ing regimes, when the average gain is an order of mag-
nitude greater than that in the quasistationary regime,
the consequences of fluctuations with σα ~  will be
more serious for the amplified spontaneous radiation.

As far as the effect of hose-like fluctuations  on the
amplified spontaneous radiation is concerned, for a
small gain on length L|| and weak deflections L⊥  ! a we
have in equation (22)

For example, for the conditions considered in [39] with
a = 100 µm, L⊥  = 1 µm, L|| = 10 µm, and α0 = 4 cm–1,
we have 2 × 10–6. For this reason, the relative contribu-
tion of the fluctuations  to the regular refraction and
broadening of the beam is negligible. It is evident from
equation (22) that the contribution of fluctuations  to
scattering of the amplified spontaneous radiation is of a
similar form as the contribution of the relatively large-
scale fluctuations  and , where the exponential
functions in equation (22) can be expanded in a series.
The quantities lε||, lε⊥ , σε, and zε in the case of fluctuations

 are similar to, respectively, L||, L⊥ , σh = 2(L⊥ /zr)2, and
zh in the case of the fluctuations . For L⊥  = 1 µm,
L|| = 10 µm, and ∆ε ~ 10–4 we obtain σh ~ 10–8, which
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is a very small quantity, and zh ~ 2.3 m, which is much
greater than the length of the X-ray laser. For this rea-
son, the hose-like fluctuations  have no effect on the
amplified spontaneous radiation for the X-ray laser
parameters considered, but they could have a destruc-
tive effect when the input coherent radiation is ampli-
fied, as was demonstrated in [39].
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Fig. 9. Regular electron density profiles  (dashed curve)

and gain  (solid curve) in an x-ray laser operating on
Ne-like yttrium. 
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Fig. 10. Brightness distribution of the amplified spontane-
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0.2 cm, and σα = 0 (solid curves), σα = 0.5 (x) (dashed

curves), and σα = 0.5  (dotted curves).
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Fig. 11. Diagram of an x-ray laser with (a) a flat and (b) curved target.
6. IMPROVEMENT OF THE SPATIAL 
COHERENCE OF AN X-RAY LASER

The expanding plasma column of the active medium
of a laboratory X-ray laser, produced by unilateral
focusing of the radiation from an optical laser into a
line on a thick solid target, is characterized by a sharp
nonuniformity and asymmetry of the regular transverse
profile of the electron density. The gain zone lies in the
region where the electron density gradient in the
plasma is quite large (Fig. 9). Refraction displaces the
amplified spontaneous radiation beam out of the gain
zone in the direction away from the target (see Fig. 11a)
and causes angular displacement of the beam as a
whole in the far zone; this is demonstrated in Fig. 10.

For an X-ray laser operating on Ne-like ions with
small nuclear charges of the order of 20-25, the refrac-
tion losses are so large that lasing disappears. Irradia-
tion of the target with pump radiation containing a
prepulse or several pulses is widely used to decrease
refraction [9]. The role of the prepulse is to produce a
preliminary plasma, which has enough time to expand,
cool down, and acquire a low density gradient before
the arrival of the main pulse. The use of a preliminary
pump pulse made it possible to detect the laser lines
which had not been previously observed because of
refraction losses.

But the use of a prepulse does not eliminate but only
decreases the refraction by the density. Additional
improvement of beam quality is achieved with partial
compensation of the refraction distortions using a tar-
get curved with a constant radius of curvature in a lon-
gitudinal direction [10]. When the target is curved, the
propagating radiation is deflected because of refraction,
but the plasma medium is also displaced in the direction
JOURNAL OF EXPERIMENTAL 
of defocusing. For this reason the beam passes through
the plasma without leaving the gain zone (Fig. 11b). This
approach, combined with the preliminary pump pulse,
was first implemented in [11]. Since refraction com-
pensation occurs in only one direction x, the two-
dimensional case is studied in the calculations.

In the calculations the radiation wavelength is taken
to be λ = 21.2 nm, which is characteristic for a 3p–3s
transition in Ne-like zinc. In the presence of pumping
with a preliminary pulse, the expanding plasma is char-
acterized by a regular concave exponential electron
density profile:

(23)

where Ne0 = 5.6 × 1020 cm–3 and d = 70 µm. The distri-
bution can be approximated by a model quadratic func-
tion

(24)

where a = 50 µm, x0 = 100 µm, α0 = 4 cm–1, and α = 0

for |x – x0| > a. The  and  profiles are shown in

Fig. 12. The source intensity is proportional to . In
the case of a curved target (Fig. 11b) we assume that the
regular plasma parameters are determined by the func-
tions (23) and (24), but they depend on x + Cz2/2, where
C is the curvature of the target (Cz ! 1).

The basic laws of the dynamics of the power and
beam quality of the amplified spontaneous radiation in
an X-ray laser with linear amplification were obtained
in [30] for flat and curved targets. The experimental
facts [48] that the coherence length Lc is on the whole

Ne x( ) Ne
conc

x( ) Ne0 x/d–( ),exp= =

α x( ) α0 1 x x0–( )2
/a2–[ ] ,=

Ne
conc α

α
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very small and, moreover, in the presence of strong
refraction it is much shorter at the center than at the
periphery of the beam (see curves 1 in Fig. 13) were
confirmed for a flat target. Choosing the optimal target
curvature

where ∇ (x0) is the density gradient at the point of
maximum amplification, substantially increases the
power and brightness of the amplified spontaneous
radiation, appreciably increases Lc in the far zone, and
gives a more uniform distribution of Lc in the transverse
section of the radiation beam (see curves 2 in Fig. 13).
However, analysis shows that the coherence length Lc is
even less than would be the case for a flat target in the
absence of refraction. The reason is that the compensa-
tion of refraction as a result of target curvature is
incomplete. The residual refraction is a consequence of

the nonuniformity of ∇  in the gain zone, and for a
concave density profile (23) it is of a focusing charac-
ter. It has been shown in [30] that Lc can be substan-
tially increased, if curving the target gives a residual
defocusing effect. This requires a convex density pro-
file in the gain zone.

A convex profile  = (x) is shown in Fig. 12.
Near the point of maximum gain x = x0 it is described
by the function

(25)

where the derivatives of the function  (23) are
taken at the point x = x0. The relation (25) is different

from the series expansion of the function (x) near
the point x = x0 by the sign in front of the last term with

the second derivative. Thus, (x) and (x)
have the same curvature at the center of the gain zone
but opposite signs. The value of Copt is the same for
both density profiles.

The curves 3 in Fig. 13 correspond to the computa-
tional results obtained with C = Copt and a convex pro-

file  = (x). The distribution of Lc across the
beam is obtained to be uniform, and Lc additionally
increases by approximately a factor of 6 compared with

the case  = (x). This is achieved at the cost of
a decrease in the power density by a factor ≈6 and the
maximum brightness qm by a factor of ≈12 as a result
of doubling of the divergence. For this reason, the
coherent power Pc , which is an important characteristic
of the amplified spontaneous radiation and influences
the possibility of holographic applications of the X-ray

Copt ∇ Ne x0( )/2Nc,=
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laser, decreases by a factor ≈2. We define Pc for a planar
medium as Pc = qmLc . Therefore, for linear amplifica-
tion the proposed method for improving the coherence
concerns only the coherence length and is not justified
energetically from the standpoint of either the bright-
ness or the coherent power.

x, µm
0

2.5

5.0

100 200

2

4

a, cm–1–Ne, 1020 cm–3–

Fig. 12. Regular profiles of the parameters of the active
medium of an x-ray laser: exponential concave (solid curve)
and convex (dashed curve) electron density profiles and gain
profile (dotted curve).
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However, a positive consequence of curving the tar-
get is the possibility of attaining gain saturation, as
demonstrated in the experiments of [6, 7]. Figure 14
shows the computational results for the angular distri-
bution of the brightness and the coherence length of
amplified spontaneous radiation in the far zone, which

were obtained for  and  and various satu-
ration levels, i.e., by varying Jsat . The saturation flux
density Jsat  in Fig. 14 is normalized to the value J0 =
100jsθs/α0, i.e., a 100-fold noise radiation flux density.
For Jsat = 107J0 there is no saturation; for Jsat = 106J0 sat-
uration starts to have a weak effect; and, for Jsat = 104J0
the flux density of the amplified spontaneous radiation
is of the order of Jsat at the exit of the X-ray laser.

It is evident from Fig. 14a that gain saturation sub-
stantially retards the growth of the brightness of the X-
ray laser. Obviously, the higher the brightness achieved
in the absence of saturation, the greater the decrease in
brightness in the presence of saturation. For this reason,

on switching from the profile  to the profile

, in the presence of gain saturation the brightness
of the amplified spontaneous radiation decreases not by
a factor ≈12, as happened with linear amplification, but
only by a factor ≈3. The divergence of the amplified
spontaneous radiation increases with the degree of sat-

uration, and on switching from  to  it
increases by a factor of 2. The effect of gain saturation

on Lc is much smaller, and for  the coherence
length decreases somewhat with increasing saturation,

while for  it increases somewhat (Fig. 14b). For

this reason, on switching from  to  the
quantity Lc increases with gain saturation not by a fac-
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tor ≈6, as in the linear amplification, but rather by a fac-
tor of ≈9. Ultimately, for linear amplification the coher-

ent power with  was two times lower than the

level obtained with , but in the presence of gain
saturation it was three times higher. Therefore gain sat-
uration makes the proposed method of improving
coherence energetically more justified. The drawback
is that the divergence increases and the absolute values
of the brightness of the amplified spontaneous radiation
decrease, but the latter is not as great a problem for
holographic applications of X-rays as is the coherence.
A graphic argument in support of the proposed method
for improving the coherence is that in the presence of

gain saturation, for  and , the width of the
beam of amplified spontaneous radiation is 30–40 and
6–7 times greater, respectively, than Lc. From the prac-
tical standpoint, in the first the radiation is incoherent,
and in the second case there is partial coherence.

The improvement of coherence obtained on switch-
ing to a convex density profile can be suppressed as a
result of scattering by fluctuations of the optical param-
eters of the medium. Calculations of the amplified
spontaneous radiation in the presence of fluctuations 
with lε⊥  = lε|| = 1 µm and σε = 10–5 and 2 × 10–5 showed
that the effect of scattering by  on the brightness and
divergence of the radiation is negligible for concave as

well as convex density profiles. For , the influ-

ence of  on the coherence length Lc is small, while for

 the coherence length decreases substantially as
σε increases. A similar “hidden” effect of the fluctua-
tions  on the amplified spontaneous radiation has been
observed in calculations with a symmetric defocusing
density profile [33]. In consequence, the effectiveness
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of switching from a concave to a convex density profile
decreases. For σε = 10–5 the coherent power increases

on switching from  to  not by a factor of 3
by rather by a factor of 2 (see Fig. 15). This value of σε
corresponds to the standard deviation of the electron
density 2.5 × 1019 cm–3 and is relatively small against
the background of the regular values of the density in
the gain zone in Fig. 12. For σε = 2 × 10–5 the increase
in coherent power is replaced by a drop.

7. CONCLUSIONS

A physical model of the dynamics of amplified
spontaneous radiation in an X-ray laser was developed
on the basis of a numerical solution of the quasi-optics
equation for the transverse correlation function of the
complex amplitude of the field in two- and three-
dimensional axisymmetric media. The model includes
a spontaneous radiation source, diffraction, regular
refraction, regular amplification taking account of satu-
ration, nonresonant absorption, scattering by ordinary
permittivity and gain fluctuations, and scattering by
random hose-like deflections of the extended plasma
medium of the X-ray laser. In the derivation of the
equation for the TCF, statistical linearization of the
nonlinear terms of the equation that are responsible for
gain with saturation was performed. It reduces to intro-
ducing into these terms of the equation a universal
function that depends on the local degree of saturation.

The dynamics of the amplified spontaneous radia-
tion in an X-ray laser with regular refraction was inves-
tigated numerically in the approximation of a two-
dimensional medium using the TCF method and the
Monte Carlo method for the parabolic equation for the
amplitude of the field. The parabolic equation method
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Fig. 15. Ratio of the coherent powers in the far zone with

 =  and  =  as a function of σε for

Jsat = 104J0.
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is basic for the TCF method and is accurate when the
number of statistical tests is large. The TCF method
does not require averaging over an ensemble, but in the
presence of saturating gain it is approximate because
statistical linearization of the nonlinear terms is used to
derive the TCF equation. It was found that the TCF
method makes it possible to obtain the final result one
to three orders of magnitude more quickly than the par-
abolic equation method. The statistical linearization of
the equation for the TCF does not distort the profile of
the average angular distribution of the intensity of the
amplified spontaneous radiation, but it somewhat over-
estimates the absolute values of the intensity. The max-
ima overestimation, equal to ~10%, is observed when
the average radiation intensity is close to the saturation
value.

Computational results were presented for the ampli-
fied spontaneous radiation computed by the TCF
method in a three-dimensional randomly-inhomoge-
neous axisymmetric medium of an X-ray laser. It was
found that the ordinary permittivity fluctuations are the
analog of nonresonance absorption from the standpoint
of the effect on the brightness of an X-ray laser and
therefore decrease the observed gain. The loss factor
due to scattering by strong fluctuations in a three-
dimensional medium is two times greater than value
determined in the planar-medium approximation. The
effect of gain fluctuations on the formation of the
amplified spontaneous radiation in a laboratory X-ray
laser, operating on Ne-like yttrium and obtained by irra-
diating a thick target with an optical laser, was investi-
gated. It was found that the contribution of fluctuations
to the average additional gain is appreciable, and the
scattering of the amplified spontaneous radiation by
them has essentially no effect. It was shown that hose-
like fluctuations of the plasma filament of an X-ray
laser result in additional regular amplification and
refraction as well as scattering of the amplified sponta-
neous radiation. However, for characteristic plasma
parameters of an X-ray laser with a quasistationary las-
ing scheme, the influence of hose-like fluctuations on
the amplified spontaneous radiation is unnoticeable
compared with ordinary fluctuations with the same spa-
tial scale.

A computational-theoretical investigation of the
amplified spontaneous radiation in an X-ray laser, which
was obtained by irradiating a thick target and contains an
asymmetric concave electron density profile in the gain
zone, was performed by solving the equation for the
TCF. For a flat target the transverse coherence length of
the amplified spontaneous radiation is small and its dis-
tribution is nonuniform in the transverse section of the
radiation beam in the far zone. Curving the target with
a constant optimal curvature for partial compensation of
refraction appreciably increases the coherence length
and gives a uniform distribution of the coherence length
in the transverse section of the beam, but from the prac-
tical standpoint the amplified spontaneous radiation
remains incoherent. For a curved target the coherence
SICS      Vol. 90      No. 2      2000
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can be additionally increased substantially and the
coherence length can be made to approach the width of
the amplified spontaneous radiation beam as a result of
residual defocusing, realizing a convex electron density
profile in the gain zone. It was shown that in the gain
saturation regime the degree to which the coherence
length increases on switching from a concave to a con-
vex density profile is higher than the degree to which
the brightness decreases and the divergence increases.
Thus, an increase in the coherence length is accompa-
nied by an increase in the coherent power of the ampli-
fied spontaneous radiation; this is important for poten-
tial holographic applications of X-ray lasers in biology.
It was found that the improvement of the coherence on
switching from a concave to a convex density profile
may not occur in the presence of appreciable small-
scale fluctuations of the plasma density.
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Abstract—The sums of products of Coulomb wave function over degenerate states are expressed in terms of qua-
dratic forms that depend on the wave function of only one state with zero orbital angular momentum l = m = 0.
These sums are encountered in many fields in the physics of atoms and molecules, for example, in investigations
of the perturbation of degenerate atomic energy levels of a small potential well, a delta-function potential. The
sums were found in an investigation of the limit of the Coulomb Green’s function G(r, r', E), where the energy
parameter E approaches an atomic energy level: E  En, En = –Z2/2n2. The Green’s function found by
L. Hostler and R. Pratt in 1963 was used. The result obtained is a consequence of the degeneracy of the
Coulomb energy levels, which in turn is due to the four-dimensional symmetry of the Coulomb problem.
© 2000 MAIK “Nauka/Interperiodica”.
1. In the problem of the energy levels of a system
consisting of negative and positive ions A– + B+ it is
necessary to calculate the sums [1–4]

(1)

(2)

of the Coulomb wave function ψnlm and their deriva-
tives dψnlm/dR over states belonging to the same value
of the principal quantum number n (R is the distance
from the Coulomb center). The energy levels of the
hydrogen atom and hydrogen-like ions H, He+, Li++, …
are degenerate with respect to the angular momentum
quantum numbers l and m, so that the summation in
equations (1) and (2) extends over bound states with the
same energy. The sums (1) and (2) are fundamental,
since they belong to the simplest quantum objects.

2. In [1–4] the energy levels of the system A– + B+ were
investigated in the approximation of a delta-function
potential, in which these levels are determined by the Cou-
lomb Green’s function G(r, R, E). An exact expression for
this function has been found by Hostler and Pratt [5, 6]:

(3)

Qn
0( ) R( ) ψnlm* R( )ψnlm R( ),

l m,
∑≡

Qn
1( ) R( ) ψnlm* R( )

dψnlm R( )
dR

-----------------------
l m,
∑≡

G r r' E, ,( )
Γ 1 Zn––( )
2π r r'–

-------------------------- ∂
∂ x/n–( )
------------------ ∂

∂ y/n–( )
------------------– 

 =

× WZn– 1/2,
x
n–
----- 

  MZn– 1/2,
y
n–
----- 

  ,

x r r' r r'– , y+ + r r' r r'– ,–+= =
1063-7761/00/9002- $20.00 © 20276
where M and W are the Whittaker functions, which are
solutions of the equation [7]

(3a)

and an identical equation for the function M. The func-
tion W is regular at infinity, τ  ∞, and the function
M is regular at the origin, τ = 0. The expansion of the
Green’s function in terms of the eigenfunctions ψnlm

has the form [8]

(4)

where the summation symbol represents a summation
over discrete states with negative energies and integra-
tion over the states of the continuum.

The sums (1) and (2) can be calculated in a general
form for an arbitrary value of n, by analyzing the
expression (3) for the Green’s function in the limit
E  En. The Whittaker function M is a linear combi-
nation of WnZ, 1/2(τ) and W–nZ, 1/2(–τ) Whittaker func-
tions [7]:

(5)

n– 2E–( ) 1/2– ;=

WZn– 1/2,'' τ( ) 1
4
---–

Zn–

τ
---------+ 

  WZn– 1/2, τ( )+ 0,=

G r r' E, ,( )
ψnlm* r( )ψnlm r'( )

E En–
--------------------------------------,

nlm

∑=

Γ 1 Zn––( )MZn– 1/2, τ( ) 1–( )
1 Zn–+

=

×
Γ 1 Zn––( )
Γ 1 Zn–+( )
---------------------------WZn– 1/2, τ( ) 1–( )

Zn–W Zn– 1/2,– τ–( ).+
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The function (–τ) increases exponentially as
τ  ∞. If the energy E is close to an eigenvalue En =
–Z2/2n2, then the index of the functions W is close to an
integer Zn–  =  n. In this limit, the first term in equation
(5) predominates, and the leading term in the expansion
(4) is the resonant term, proportional to (E – En)–1. Then
the Green’s function is close to the following expres-
sion:

(6)

where an expansion of the resonant gamma function in
the limit under study was used:

From equation (6) we obtain

(7)

The limit of the Green’s function (3) as E  En was
used in [9–11] to calculate the Born amplitudes of the
transitions between highly excited states of atoms in
collisions with electrons. On summing and averaging
over degenerate states these amplitudes depend inte-
grally on the sums (7). In [12] V.A. Fok examined sums
similar to the sums (1) and (7), but for wave function in
the momentum representation.

The Whittaker function Wn, 1/2 with an integral value
of the first index n can be expressed in terms of the nor-
malized Coulomb function ψn00 with zero angular
momentum quantum numbers l = m = 0. The Coulomb
functions of hydrogen-like ions are [13]

(8)

W Zn––

G r R E En, ,( ) . 

ψnlm* r( )ψnlm R( )
l m,
∑

E En–
----------------------------------------------

=  
1

E En–( )
-------------------- Z2

πn3n! n 1–( )!
--------------------------------- 1

x y–( )
---------------- n∂

∂ Zy( )
-------------- n∂

∂ Zx( )
-------------– 

 

× Wn 1/2,
Zx
n

------ 
  Wn 1/2,

Zy
n

------ 
  ,

Γ 1 Zn––( ) τ
Γ Zn–( ) πZn–( )sin
-------------------------------------------

Zn– n→

=

1–( )nZ2

n3Γ n( )
------------------- 1

E En–
---------------.

ψnlm* r( )ψnlm R( )
l m,
∑ Z2

πn3n! n 1–( )!
--------------------------------- 1

x y–( )
----------------=

× n∂
∂ Zy( )
------------- n∂

∂ Zx( )
-------------– 

  Wn 1/2,
Zx
n

------ 
  Wn 1/2,

Zy
n

------ 
  .

ψnlm r( ) f nl r( )Ylm θ ϕ,( ),=

φnl r( ) const r f nl r( ),⋅=

f nl r( ) 2Z3/2

n2 2l 1+( )!
-------------------------- n l+( )!

n l– 1–( )!
--------------------------

2Zr
n

--------- 
 

l

=
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(9)

Switching to the variable τ, the equation (9) for l = 0
becomes

(10)

which is identical to the equation (3a) for the function
Wn, 1/2 . Comparing the asymptotic expressions of the
functions W and φn0 in the limit r  ∞, we obtain the
relation

(11)

where the function φn0 is normalized on a three-dimen-
sional volume (the division of the corresponding radial

function by ), and its variable r is replaced by τ.
Substituting the expression (11) into equation (7)

we obtain

(12)

The expression (12) has a more general form than the

sums (1) and (2): (r, R) depends on two vectors, r
and R, and the sums (1) and (2) can be expressed in

terms of the particular value of  at r = R (see below).
Differentiating the expression (12) with respect to

the absolute value of R and using equation (10) for the
second derivative , we obtain the more general
expression for the second sum

(13)

× Zr–
n

--------- 
  F n– l 1; 2l 2; 

2Zr
n

---------+ + + 
  ,exp

φnl'' r( ) 2 En
Z
r
--- l l 1+( )

2r2
-----------------–+ 

  φnl r( )+ 0,=

En
Z2

2n2
--------.–=

φn0'' τ( ) 1
4
---– n

τ
---+ 

  φn0 τ( )+ 0, τ 2Zr
n

---------,= =

Wn 1/2, τ( ) 1–( )n 1+ n! 4πn
Z

---------φn0 τ( ),=

4π

Q̂n
0( )

r R,( ) ψnlm r( )ψnlm* R( )
l m,
∑≡

=  
4Z2

n2
---------

φn0' τ y( )φn0 τ x( ) φn0 τ y( )φn0' τ x( )–
τ x τ y–

---------------------------------------------------------------------------,

τx
z
n
--- r R r R–+ +[ ] ,=

τ y
z
n
--- r R r R––+[ ] .=

Q̂n
0( )

Q̂n
0( )

φn0''

Q̂n
1( )

r R,( ) ψnlm r( )
dψnlm R( )

dR
-----------------------

l m,
∑≡

=  2Z R r αcos–( )

n r R– 3
------------------------------------ φn0' τ y( )φn0 τ x( ) φn0 τ y( )φn0' τ x( )–( )–

+
4Z

2
R r αcos–( )

n2 r R– 2
-------------------------------------- φn0' τ x( )φn0' τ y( )---
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where α is the angle between the vectors r and R.

In the model with a delta-function potential [4] the

sum (r, R), determined by the formula (12), is pro-
portional to the E  En limit of the wave function of
the system A– + B+ for the case where the angular
momentum of the electron of the isolated ion A– is zero,

L = 0. The sum (r, R), determined by the formula
(13), is proportional to a similar limit for the case L = 1.

To calculate the sum (1), we shall investigate the
limit of equation (12) as r  R. In this limit y  x,
τy  τx, and the numerator in equation (12)
approaches zero. The first term in the Taylor series
expansion of the numerator in equation (12) is

Substituting this expansion into equation (12), we
obtain the first sum (1):

(14)

We can see that the sum of the squared moduli of the
wave function for states with fixed energy and fixed
principal quantum number n is, according to equa-
tion (14), a quadratic form of a function of only one
state (the function φn0(R)) with zero orbital angular
momentum l = 0 and the same value of n. The existence
of the relation (14) is due to the degeneracy of the Cou-
lomb energy levels: for values of the angular momen-
tum quantum numbers l  ≤  n – 1 and –l  ≤  m  ≤  l these
energies depend only on n and they do not depend on l
and m. In the presence of degeneracy, the Green’s func-
tion at each pole, i.e., in the limit E  En, is deter-
mined by a sum of the products of the wave function of
degenerate states; see the spectral expansion (4). In the
absence of degeneracy the function G(r, r', E) depends
at the pole on the wave function of only one state.

Using the theorem for the addition of spherical har-
monics Ylm(θ, ϕ) [13, 14], which makes it possible to
sum over the magnetic quantum number m, we can
transform the double sums (12) and (1), (2) into single
sums:

+ 1
4
---– n2 R r–( )

2ZR R r αcos–( )
-----------------------------------------+ 

  φn0 τ x( )φn0 τ y( ) ,

Q̂n
0( )

Q̂n
1( )

φn0' τ y( )φn0 τ x( ) φn0 τ y( )φn0' τ x( ) . τ x τ y–( )–

×
dφn0

dτ x

---------- 
 

2 1
4
---– n

τ x

----+ 
  φn0

2 τ x( )+ ….+

Qn
0( ) R( ) ψnlm R( ) 2

l m,
∑≡

=  
dφn0 R( )

dR
------------------- 

 
2

2 En
Z
R
---+ 

  φn0
2

R( ).+

Q̂n
0( )

r R,( ) ψnlm r( )ψnlm* R( )
l m,
∑≡
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(15)

(16)

In the limit r  R the angle α = 0, cosα = 1 and
Pl(1) = 1, so that the sums (15), (16) and (1), (2) do not
depend on the spherical angles of the vector R. How-
ever, a concrete expression for the right-hand side of
equation (14) cannot be obtained from these general
formulas: a further summation over l in equations (15)
and (16) cannot be performed in a general form. This
summation can be done only by using the expression
(3), found by Hostler and Pratt [5, 6] by solving exactly
the differential equation for the Coulomb Green’s func-
tion. The specific form of the right-hand side of equa-
tion (14) is apparently determined only by the specific
nature of the Coulomb field.

3. In the one-dimensional case for a system with a
real Hamiltonian it is possible to write down on the
basis of the Schrödinger wave equation a linear second-
order integrodifferential equation for the squared mod-
ulus of the wave function of this system. Multiplying
equation (9) by  and integrating once we obtain

(17)

and multiplying equation (9) by φnl and using (17) we
obtain an equation for the probability density

(18)

We recall that the radial functions of the bound states
(E < 0) are real. The following boundary condition was
used to derive these equations: φnl(r) approaches zero
exponentially in the limit r  ∞. The equality (17)
and equation (18) were used in [15] to investigate the
potential on the surface of a metal. Differentiating
equation (18) with respect to r, we obtain the equation
discussed by Solov’ev [16]:

=  
1

4π
------ 2l 1+( )Pl αcos( ) f nl r( ) f nl R( ),

l

∑

Qn
0( )

R( ) 1
4π
------ 2l 1+( ) f nl R( ) 2

,
l

∑=

Qn
1( ) R( ) = 

1
2
---

dQn
0( ) R( )

dR
-------------------- 1

4π
------ 2l 1+( ) f nl R( )

d f nl

dR
----------.

l

∑=

φnl'

φnl' r( )( )
2

2 En Ul r( )–( )φnl
2 r( )+

=  2 φnl
2 r'( )

dUl r'( )
dr'

----------------- r',d

r

∞

∫

ρnl'' r( ) 8 En Ul r( )–( )ρnl r( )+

=  4 ρnl r'( )
dUl r'( )

dr'
----------------- r',d

r

∞

∫

ρnl r( ) φnl r( ) 2; Ul r( ) Z
r
---–

l l 1+( )
2r2

-----------------.+≡≡

ρ''' 8 E U–( )ρ' 4ρU'–+ 0.=
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Substituting for l = 0 the equality (17) into equation
(14), we transform the first sum into

(19)

It is easy to see that the integral in equations (17) and
(19) is the force (in dimensionless atomic units
employed in the present paper) exerted by the nucleus
on a portion of the electron charge density located in

the range r, ∞. The first sum, , is proportional to
twice the value of this force.

Using dU0/dr = Z/r2, equation (19) can be written in
the form

(19a)

Since the right-hand sides of the relation (17) and equa-
tion (18) differ only by a numerical factor, the sum (1)
can also be written in the form

(19b)

It is interesting to note that in the semiclassical
approximation for the function φn0 the right-hand side
in equation (14) vanishes. Indeed, in the semiclassical
approximation we have

(20)

(21)

Substituting equations (20) and (21) into the right-hand
side of equation (14), we obtain

(22)

4. The second sum (2) is obtained by differentiating
equation (14) with respect to the absolute value of the vec-
tor R or (which is more difficult) studying the expression
(13) in the limit r  R:

(23)

This relation can also by easily obtained by differenti-
ating equation (19a).

Figures 1 and 2 display the sums (1) and (2) calcu-
lated as functions of the distance R from the nucleus for

Qn
0( ) R( ) ψnlm R( ) 2

l m,
∑≡ 2 φn0

2 r( )
dU0 r( )

dr
----------------- r.d

R

∞

∫=

Q̂n
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Qn
0( ) R( ) ψnlm R( ) 2

l m,
∑≡ 2Z ψn0

2 r( ) r.d

R

∞

∫=

Qn
0( )

R( ) ψnlm R( ) 2

l m,
∑≡

=  
1
2
---ρn0'' R( ) 4 En U0 R( )–( )ρn0 R( ).+

φn0 R( ) S R( )( ),exp=

S S'( )2 p2 R( )+( )exp 0 S'( )2 p2 R( )+ 0;= =

p R( ) 2 En U R( )–( ).=

Qn
sc R( ) . 2S( ) S'( )2 p2 R( )+( )exp 0.=

Qn
1( ) R( ) 1

2
---

dQn
0( ) R( )

dR
---------------------- ψnlm* R( )

dψnlm R( )
dR
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lm

∑= =

=  Zψn00
2 R( )–

Z

R2
-----φn0

2
R( ).–=
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the hydrogen atom (Z = 1): for the excited states n = 4,

5, 6, 7, and 8 in the case (R) (Fig. 1) and n = 4 and 8

in the case (R) (Fig. 2). Both sums were calculated
by direct summation over l of equations (15) and (16)
and using the equations (14), (19) and (19a), (19b)

which we obtained for (R) and using the formula

(23) for (R). For each sum and fixed value of n, the
computational results obtained using all formulas fell
on the same curve, i.e., the results obtained by all com-
putational methods were identical. It is evident from

Figs. 1 and 2 that the sum (R) has no zeros for finite
values of R. In the limit R  ∞, this sum decreases to
zero in steps at the center of which the derivative of this
sum is zero. In accordance with equation (23) the deriv-

ative of the function (R) is proportional to the
square of the function ψn00(R), which has n – 1 zeros.

Qn
0( )

Qn
1( )

Qn
0( )

Qn
1( )

Qn
0( )

Qn
0( )

–3

20 100

n = 4

log|Qn
(0)(R)|

–4

–5

0 40 60 80 120 140
R, au

Z = 1

5 6 7 8

–3
log|Qn

(1)(R)|

Z = 1

–5

–7

–9

–11

20 1000 40 60 80 120 140
R, au

n = 4

n = 8

Fig. 1. Sum (1) for the hydrogen atom (Z = 1) as a function
of the distance R from the nucleus for five values of the prin-
cipal quantum number n = 4–8.

Fig. 2. Sum (2) for the hydrogen atom (Z = 1) as a function
of the distance R from the nucleus for the principal quantum
numbers n = 4 and 8.
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The existence of the relations (14) and (23) is due to
the degeneracy of the Coulomb energy levels, which is a
consequence of the four-dimensional symmetry of the
problem of a hydrogen atom and hydrogen-like ions. In
[12] V.A. Fok investigated the Schrödinger equation for
the hydrogen atom in the momentum representation
and he found that the group of transformations admit-
ted by these equations is identical to the four-dimen-
sional rotation group. The sum of products of wave func-
tion in the momentum representation, similar to the sum
(1) in the coordinate representation, was also studied in
[12]. In [12] an analytical expression depending on the
four-dimensional momenta was found for this sum. The
question of the relation between the sums in the
momentum and coordinate representations is quite
complicated and requires an additional investigation.

Works devoted to the properties of the Coulomb
Green’s function and the four-dimensional symmetry of
the hydrogen atom are discussed in the recently published
reviews [17, 18]. Our expressions for the sums (1) and (2)
can be added to the list of properties of hydrogen-like
ions discussed in these reviews.
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Abstract—The scattering of a photon by an electron in an external magnetic field under resonant conditions,
when the photon energy is close to the splittings between the Landau levels, is investigated. Formulas are
obtained for the cross section of the process taking account of the polarization of the electron. For external fields
~1012 G the resonant Compton cross section is several orders of magnitude greater than the Thompson cross
section, and the width of the resonance is tens of electron volts. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

There is an extensive literature on quantum electro-
dynamic processes with photons, electrons, and
positrons in an external magnetic field, but this subject
continues to remain topical on the experimental and
theoretical levels. First-order processes in a magnetic
field (magnetobremsstrahlung, electron-positron pair
production by a photon, and others) have been investi-
gated in detail in the last ten years (see, for example,
[1–5]). Less attention has been devoted to the Compton
scattering of a photon by an electron [6, 7], since in the
general case the probability of such a process is rela-
tively low because it contains an additional power of
the fine structure constant.

We wish to show here that in Compton scattering in
a magnetic field a resonant increase of the probability
is possible when the energy of the incident particles is
close to a Landau level of the intermediate particle,
which makes such processes physically interesting and
observable in practice if the magnetic fields are suffi-
ciently strong. Fields of this magnitude occur, for
example, in strongly magnetized neutron stars.

We also note that a similar resonant increase of the
cross section can also occur for pair production by
equivalent photons [8] in a collision of two fast nuclei
with large Z (heavy ions), and the strong magnetic field
produced by the nuclei in the region between them at
the moment of closest approach can play the role of an
external magnetic field. In this region the Coulomb
fields of the nuclei mutually compensate one another,
and the magnetic fields add. Such a process could be
relevant for observable anomalies in the yield of reso-
nant pairs in heavy-ion collisions [9, 10].

In contrast to [7], in the present paper a general rel-
ativistic analysis of the process, where the relativistic
1063-7761/00/9002- $20.00 © 0281
wavefunction and the Green’s function of the electron
are used, is made.

In Section 2, using the Green’s function of an elec-
tron in a magnetic field, an expression for the Coulomb
scattering amplitude is obtained in a form convenient for
investigating resonance effects. In Section 3 the condi-
tions for the appearance of resonances are analyzed. The
general formulas simplify in the approximation where
the frequencies of the initial and final photons are low
compared with mc2/". In Section 4 the widths of the
resonances are calculated. In the last section the cross
section for the resonance Compton effect is calculated
for various polarizations of the final electron.

2. AMPLITUDE OF THE PROCESS

The scattering of a photon by an electron in a mag-
netic field is described by the following Feynman dia-
grams shown in the figure. The wavy lines in the figure
correspond to photons with 4-momenta k = (ω, k) and
k' = (ω', k') that do not interact with the external field.
The external solid lines correspond to exact solutions of
the Dirac equation for an electron in a uniform mag-
netic field with the 4-momenta p = (εl, 0, py , pz) and p' =
( , 0, , ) (with zero component along the x axis),
and the intermediate solid lines denote an electron
Green’s function in a uniform external magnetic field.

It is convenient to take the wavefunction Ψ of an
electron in a uniform constant external magnetic field
in the form [11]

(1)

εl' py' pz'

Ψ x( )
ip r⋅–( )exp

S
------------------------------Ψ ζ( ),=

Ψ ζ( ) Al i 2leHUl ζ( ) m µm̃+( )Ul 1– ζ( )γ1+[ ] ul,=
2000 MAIK “Nauka/Interperiodica”
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where r = (t, 0, y, z), p · r = εlt – pyy – pzz, εl is the energy
of an electron in the given magnetic field, S is the nor-

malization area in the (yz) plane, ζ = (x + py/eH),
Ul(ζ) is a Hermite function of order l, µ is the polariza-
tion of an electron which assumes the values +1 and −1,
γ1 is a Dirac matrix in the standard representation,

 = m2 + 2leH, the bispinor ul has the form

(2)

Al is a normalization factor

(3)

The constant magnetic field H is directed along the
z axis. The wavefunction (1) corresponds to a gauge of
the external field in which the 4-vector potential is
defined as

(4)

The energy spectrum εl is

(5)

The wavefunction (1) is an eigenfunction for opera-
tors of the generalized momentum P and the operator
corresponding to the polarization of the electron R:

(6)

(7)

We write out the explicit form of these operators:

(8)

(9)

eH

m̃
2

ul

0

µm̃ εl–

0

pz 
 
 
 
 
 
 

,=

Al

eH εl µm̃+( )

pz
2
2m̃2εl m̃ µm+( )

---------------------------------------------, l 0,>

1

eH2ε0 ε0 m+( )
--------------------------------------------, l 0, µ 1.–= =

=

A0 Ax Az 0, Ay Hx.= = = =

εl m
2

pz
2

2leH+ + m̃
2

pz
2

+ .= =

PikΨk
+ γik

µ
pµ eAµ–( )Ψk

+
mΨi

+
,= =

RikΨk
+ µΨi

+
.=

P γp̃ i eHγ1∂/∂ζ eHγ2ζ ,–+=

R PFµνσ
µν

Fµνσ
µν

P+ γ5γ
µ
Sµ,= =

g = p + k

p

k
p'

k'

f = p – k'

p'k

p k'

+

Feynman diagrams of the process where a photon is scat-
tered by an electron in a magnetic field. 
JOURNAL OF EXPERIMENTAL 
where

It should be noted that the expression for the general-
ized operator (8) contains only one differentiation oper-
ator with respect to the variable x (ζ = ζ(x)). The oper-
ators , , and  are replaced by the eigenvalues εl,
py , and pz, since the dependence of the wavefunction (1)
on the variables t, y, z has the form of a plane wave.

For the causal Green’s function of the operator (8)
we employ the expression

(10)

where d3g = dg0dgydgz, γ  = γ0g0 – γ3gz, and ρ1, 2 =

(x1, 2 + gy/eH) for the first diagram. In the second

diagram g  f, so that ρ1, 2  η1, 2 = (x1, 2 +
fy/eH). The matrices α and β have the form

(11)

We shall construct the amplitude of the process on the
basis of the diagrams presented in the figure. Substitut-
ing into it the expressions (1) and (10) and using as the
quantum photon fields A(x1, 2) the well-known expres-
sions for the fields of noninteracting photons, we obtain

(12)

where  is the Dirac conjugate of the expression (1),

where ζ  ξ = (x + /eH). Integrating over
dt1, 2, dy1, 2, dz1, 2, d3g, and d3f yields

(13)

p̃ εl 0 0 pz, , ,( ), Fµν ∂µAν ∂ν Aµ,–= =

σµν γµγν γνγµ
–( )/2, Sµ pz 0 0 εl–, , ,–( )/m̃.= =

p̂0 p̂y p̂z

GH x1 x2,( )
1–

2π( )3
-------------=

× d
3g ig r1 r2–( )⋅–( )GH g; ρ1 ρ2,( ),exp∫

GH g; ρ1 ρ2,( ) eH
1

g0
2 εn

2
– i 0⋅–

-------------------------------
n 0=

∞

∑=

× Un ρ1( )Un ρ2( ) γg̃ m+( )α 1 δ0n–( )Un 1– ρ1( )+[

× Un 1– ρ2( ) γg̃ m+( )β 1 δ0n–( )i 2neH+

× Un 1– ρ1( )Un ρ2( )γ1α Un ρ1( )Un 1– ρ2( )αγ1–( ) ] ,

g̃

eH

eH

α 1 iγ2γ1+( )/2 β 1 iγ2γ1–( )/2.= =

Sif ie
2 dx1dx2Ψ x1( ) A x1( )GH x1 x2,( )A' x2( )[∫=

+ A' x1( )GHGH x1 x2,( )A x2( )Ψ x2( ),

Ψ x1( )

eH py'

Sif

ie
2

2π( )4
eµeν'*–

VS ωω'
-------------------------------------δ3 p k p' k'––+( )=

× x1 x2Ψ ξ1( )Q
µνΨ ζ2( ),dd∫
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where eµ and  are the polarization vectors of the ini-
tial and final photons and V is the volume under study.
The delta-function corresponds to the conservation
laws for the energy and the projections of the momen-
tum on the axes y and z. The following constraints are
imposed on the 4-momenta of the intermediate parti-
cles (with the exception of their x components):

(14)

(15)

3. CONDITIONS FOR RESONANCE 
SCATTERING

From the conservation laws (14) it is not difficult to
obtain, taking account of the dispersion laws for the ini-
tial and final particles

(16)

,

where

the frequency of the final photon expressed in terms of
the Landau level numbers l and l', the frequency of the
initial photon, and the direction of the incident and
emitted photons:

(17)

where v = cosθ and u = cosθ' are the cosines of the
angles between the direction along the magnetic field and
the directions of motion of the initial and final photons,
respectively, and h = H/H0 (H0 = m2/e ~ 4.4 × 1013 G). For
simplicity, the z component of the momentum of the
initial electron is assumed to be zero, pz = 0.

For fields that are weak compared with H0, small
values of the Landau level numbers l and l', and low fre-
quencies,

(18)

the expression (17) simplifies
ω' = ω + (l – l')hm. (19)

The conditions for a resonance process require that
the poles of the Green’s function (10) vanish. In the
expression for the Green’s function (10) only one term
remains in the sum. This corresponds to the fact that the

Q
µν

ikxx2 ikx' x1–( )γν
GH g; ρ1 ρ2,( )γµ

exp=

+ ikxx1 ikx' x2–( )γµ
GH f ; η1 η2,( )γν

,exp

eν'

g p k+ p' k',+= =

f p' k– p k'.–= =

ω2
k

2
, ω'2 k'

2
, εl m̃2 pz

2+ ,= = =

εl ' m'˜ 2 p'z
2+=

m̃ m2 2leH+ , m'˜ m'2 2l'eH+ ,= =

ω'
1

1 u–
----------- εl ω 1 vu–( ) εl ω 1 vu–( )+( )2(–+[=

– ω2 2εlω 2 l l'–( )hm2+ +( ) 1 u2–( ) )
1/2

] ,

l l'+( )h ! 1 and ω ! m,
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intermediate electron is in a definite Landau level. For
the first diagram in the figure the resonance condition
has the form

(20)

The condition (20) imposes a restriction on the fre-
quency of the initial photon, and taking account of
equation (14) we obtain

(21)

In the approximation (18)

(22)

The meaning of the expression (22) is obvious: The
energy of the initial photon is equal to the splitting
between the levels of the intermediate and initial elec-
trons, and the energy of the final photon is equal to the
splitting between the levels of the intermediate and
final electrons. In this approximation the resonance val-
ues of ω and ω' do not depend on the angles of inci-
dence and emission of the photons.

It is evident from equation (22) that ω' is propor-
tional to ω, and the coefficient of proportionality is
(n1 – l')/ (n1 – l) > 1, if the Landau level number l of the
initial electron is greater than the Landau level number
of the final electron l', and ω' < ω in the opposite case,
where l ' < l. Thus, for l = 1, n1 = 2, and l' = 0, doubling
of the photon frequency will be observed as a result of
the resonance scattering of a photon by an electron. The
case l' = l corresponds to elastic scattering.

The resonance condition also occurs for the second
diagram in the figure:

(23)

It can be realized in two different cases:

(24)

The first equality in equation (24) corresponds to a pro-
cess where the initial electron, emitting the final pho-
ton, passes into the intermediate electron, which,
absorbing the initial photon, passes into the final elec-
tron. In this case the condition (24) imposes the follow-
ing restriction on the frequency of the final photon:

(25)

and in the expression (18)

(26)

It should be noted that in the case at hand, at reso-
nance, the two conditions for the approximation (18)
are identical for the first and second diagrams.

g0
2 εn1

2
– g0

2
m2 2n1hm2 gz

2++( )– 0.= =

ω εl
2 2 n1 l–( )hm2 1 v 2–( )– εl–( )/ 1 v 2–( ).=

ω n1 l–( )hm,  and  ω' n1 l'–( )hm.= =

f 0
2 εn2

2– f 0
2 m2 2n2hm2 f z

2++( )– 0.= =

εn2

ε ω– ω' ε', ε ω and ω' ε',>>–=

ω ε– ε' ω' ε ω and ω' ε'.<<–=



=

ω' εl εl
2 2 l n2–( )hm2 1 u2–( )––( )/ 1 u2–( ),=

ω' l n2–( )hm, and ω l' n2–( )hm.= =
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The second equality in equation (24) corresponds to
the possibility of resonance Compton scattering via
e−e+-pair production by the initial photon followed by
annihilation of the intermediate positron with the initial
electron. In this case, however, in the approximation
(18) the cross section is exponentially small because of
the factor exp(–ω2/2hm2), where ω2 ≥ 4m2. In the pre-
ceding cases this factor was of the order of 1.

4. RESONANCE WIDTHS

In what follows, for simplicity, we shall consider
processes where the initial electron is in the ground
state (l = 0). In this case, as one can see from Eq. (25),
the resonance in the second diagram does not occur
(with the exception of the process where a photon is
scattered by an electron via the creation and annihila-
tion of an e–e+-pair).

The width of a resonance is determined by the prob-
ability of decay of the intermediate state, in this case
the probability of emission of a photon with frequency
ω' by an intermediate electron with 4-momentum g =
(εn, 0, gy , gz), satisfying the condition (14). This is the
wellknown process of magnetobremsstrahlung of an
electron. However, the expression for the probability
must be doubled, since in our case the initial particle is
an electron in an intermediate state (see figure), in
which summation is performed over the polarization, in
contrast to a real electron for which averaging is per-
formed in the initial states. For the differential probabil-
ity of photon emission per unit time at an angle θ' with
respect to the direction of the magnetic field accompa-
nying a transition from the level n to the level l' we have

(27)

where α = e2/"c,  ·  = g0εl' – gz , and J(–l', n) is a
special function of the form

(28)

F(–l', n – l' + 1, η) is the confluent hypergeometric
function, and η' = ω'2(1 – u2)/2hm2. For a small param-
eter η' ! 1, which for small Landau level numbers is
equivalent to the condition (18), the expression (27) can
be put into the form

(29)

dWnl'

du
------------ m2J2 l' n,( )– g̃ p'˜ m2–⋅( )+[

× J
2

l' n 1–,( ) J2 l' 1 n,–( )+( ) 4m2h l'n–

×J l' 1 n 1–,–( )J l' n,( ) m2J2 l' 1 n 1–,–( ) ] αω'
g0 g0 ω'–( )
--------------------------,–

g̃ p'˜ pz'

J l' n,( ) e η' /2– η n l'–( )/2=

× n!
l'!
-----

1
n l'–( )!

------------------F l' n l'– 1 η',+,–( ),

dWnl'

du
------------ αmAhn l' 1+– 1 u2+( ) 1 u2–( )

n l'– 1–
,=
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where A is a numerical factor

Integrating over u we obtain the total probability of the
process:

(30)

According to what we have said above, the width Γ is
equal to the sum of the probabilities (30) over l' from 0
to n – 1. But, in the approximation (18) the term with
l' = n – 1 will be dominant, i.e.,

(31)

The expression for 2/Γ with n = 1 is identical to the
emission time of an electron in a magnetic field [12].
For magnetic fields H ~ 0.1H0 the width is Γ ~ 50 eV.

The width at the pole of the Green’s function (10) is
introduced in the standard manner by adding to the
energy εn of the intermediate particle a negative imagi-
nary correction

εn  εn – iΓ/2. (32)

5. CROSS SECTION 
FOR THE RESONANCE COMPTON EFFECT

The differential probability of the process is deter-
mined as the product of the squared modulus of the
amplitude (13) by the number dN of final states, which is

(33)

Averaging over the polarizations of the initial photon,
summing over the polarizations of the final photon, and
integrating over d  and d , the differential probabil-
ity can be put into the form

(34)

where Qµν is only the first term in equation (13), 

depends on the primed coordinates , and ρ(ζ2, )

and ρ( , ξ1) are the polarization density matrices

A
n2 l'2–( ) n 1–( )! n l'–( )2n 2l'–

2n l'– l'! n l'–( )!2
--------------------------------------------------------------------.=

Wnl' αmhn l'– 1+=

× 2 n 1–( )! n l'–( )2n 2l'– n l'+( ) n l'– 1+( )
l'! n l'–( )! 2n 2l'– 1+( )!!

----------------------------------------------------------------------------------------------.

Γ Wn n 1–
4
3
--- 2n 1–( )αmh

2
.= =

dN
SVd2p'd3k'

2π( )5
----------------------------.=

pz' py'

dW0nl'
e4δ m w ε'– w'–+( )

ω1ω2
------------------------------------------------Td3k'

V
-------------=

× x1 x1' x2 x2'dddd∫ Sp ρ ξ1 ξ1',( )Q
µνρ ζ2 ζ2',( )Qµν' +

 
 
 

,

Qµν'

x1 2,' ζ2'

ξ1'
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of the initial and final electrons, which are defined as

(35)

Substituting the expressions (1), (10), and (35) into the
expression for the differential probability (34), dividing
the latter by the flux density j = c/V of the initial pho-
tons and by the time T, and integrating over dω' gives a
general expression for the differential cross section of
the process of interest. The explicit form of this expres-
sion is given in the Appendix. The expression depends
on the product of two special functions (28) J1(l', n) and
J2(0, n), the first one depending on the parameter η' =
ω'2(1 – u2)/2hm2 and the second on the parameter η =
ω2(1 – v2)/2hm2. In the approximation of small param-
eters η ~ η' ! 1, the differential cross section for the
Compton effect near resonance with the final electron
polarized in a direction opposite to the field (µ' = –1)
can be put into the form

(36)

where once again v = cosθ, u = cosθ', h = eH/m2, r0 is
the classical radius of the electron, ωr is the frequency
of the initial photon at resonance (22), and  is the
following numerical factor

(37)

It is worth noting that the dependence (36) of the differ-
ential cross section on the cosine u of the angle of the
final photon is identical to the dependence of the differ-
ential probability of magnetobremsstrahlung on u. This
shows that at resonance the process where a photon is
scattered by an electron in a magnetic field divides into
two independent processes: absorption of the photon by
the electron and magnetobremsstrahlung.

Integrating the expression (36) over u, taking
account of Eq. (31), we obtain the total cross section for
the Compton effect at resonance

(38)

For n = 1, l' = 0 after integrating over v, the cross sec-
tion becomes

(39)

ρ ζ2 ζ2',( ) Ψ ζ2( )Ψ ζ2'( ),=

ρ ξ1' ξ1,( ) Ψ ξ1'( )Ψ ξ1( ).=

dσ0nl'
–

du
------------- πr0

2B–m2h2n l'–=

× 1 v 2+( ) 1 v 2–( )n 1–
1 u2+( ) 1 u2–( )n l'– 1–

ω ωr–( )2 Γ2/4+
----------------------------------------------------------------------------------------------------,

B–

B– n2n 1– n l'–( )2n 2l'– 1+

22n l'– l'! n l'–( )!2
-----------------------------------------------.=

σ0nl'
– 9πr0

2=

× n l'–( )2n 2l'– n2n 1– n l'– 1+( ) 1 v 2+( ) 1 v 2–( )n 1–

α2h4 l' 2n–+ 2n 1+ 2n 1–( )2l'! n l'–( )! 2n 2l'– 1+( )!!
-----------------------------------------------------------------------------------------------------------------------.

σ010
– 3

2
---πr0

2 1
αh
------- 

 
2

σT
3
4
--- m2c4

e3H
----------- 

 
2

,= =
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where σT = 8π /3 is the Thompson cross section. In
this case ω = ω' and ε = ε', which corresponds to elastic
scattering. We note that the expression (39) can be writ-

ten in the form  = 2πÂ2, where Â is the wavelength
of the initial photon. As the magnetic field decreases, Â
increases, which corresponds to an increase in the cross
section. But the width of the resonance decreases. For
magnetic fields H ~ 0.1H0 the resonance cross section
for Compton scattering is six orders of magnitude
greater than the Thompson cross section.

Similarly to equation (36), we can obtain an expres-
sion for the differential cross section for Compton scat-
tering with the final electron polarized in the direction
of the field (µ' = +1):

(40)

where

(41)

To compare the cross sections (40) and (36) we divide
one by the other:

(42)

Since the ratio (42) does not depend on the variable u,
it will also hold for the total cross sections

(43)

Finally, we note that since for an electron in the
ground state (l = 0, µ = –1) the cross section (38) (scat-
tering without reorientation of the electron spin) is
2H0/l'H @ 1 times greater than the cross section (43)
(scattering with reorientation of the electron spin), the
expression (38) actually also describes resonance cross
section of the Compton effect summed over the polar-
izations of the final electron. In addition, we underscore
that the expressions (36)–(40) were obtained in a coor-
dinate system where the initial electron does not have a
momentum component in the direction of the magnetic
field: pz = 0.
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APPENDIX

An expression for the differential cross section for
resonance Compton scattering is presented below for
arbitrary polarization µ' of the final electron with no
JOURNAL OF EXPERIMENTAL 
restrictions imposed by the conditions (19). This
expression could be helpful for analyzing situations in
supercritical fields (H > H0) or with ultrarelativistic
particles:
dσ0nl'

du
-------------

πr0
2ω' Ai

i 1=

9

∑
4ωm'˜ εn

2 m ω 1 vu–( ) ω' 1 u2–( )–+( ) g0 εn–( )2 Γ2/4+( )
----------------------------------------------------------------------------------------------------------------------------------,=
where
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2 0 n,( )2 l'nλ l'hm3m'˜ ,=

A9 J– 1 l' n,( )J1 l' 1 n 1–,–( )J2
2 0 n 1–,( )=

× 2 l'nλ l'hm2m'˜ ω,
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Scaling Law for the Fluid-Solid Phase Transition 
in Yukawa Systems (Dusty Plasmas)1
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Abstract—Yukawa systems serve as models for plasmas and colloidal suspensions of charged particles. The
state of these systems is determined by two dimensionless parameters: k = a/λD, which is the ratio of the mean

interparticle distance to the Debye length λD, and Γ = e2/aTd, which is the ratio of the Coulomb potential
energy to the particle temperature Td (Zd is the charge of each particle). We propose an empirical scaling law
for the critical coupling parameter Γc needed for crystallization in Yukawa systems. The dependence of Γc on k
is in good agreement with recent molecular dynamics simulations. © 2000 MAIK “Nauka/Interperiodica”.

Zd
2

Systems of small solid particles (dust particles)
immersed in plasmas have recently attracted much
attention. They arise in a wide variety of plasma envi-
ronments ranging from the interstellar medium to labo-
ratory plasma devices. A dust particle in a plasma usu-
ally acquires an electric charge and interacts with other
particles. The interaction potential between macro-
scopic dust particles depends on their own physical
parameters and those of the ambient plasma. The ques-
tion of the correct potential of interaction between dust
particles is not purely fundamental and still remains
open. Such effects as the plasma flow anisotropies,
dipole effects, and long-range attractive interactions
due to shadow effects may play a role when considering
different plasma conditions. In order to understand the
behavior of dusty plasmas in complicated situations,
however, the results for simple and basic cases are
indispensable. As one of those cases, an isotropic
screened Coulomb potential (or a Yukawa-type poten-
tial) is frequently assumed:

(1)

where Zd is the particle change and λD is the screening
length. For an isotopic and homogeneous plasma,

(if as usual Te @ Ti), where

is the electron (ion) Debye length.

1 This article was submitted by the authors in English.

φ r( )
Zd

2
e2

r
----------- r

λD

------– 
 exp ,=

λD
2– λDe

2– λDi
2– λDi

2–≈+=

λDe i( )
Te i( )

4πe2ne i( )

---------------------=
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It was suggested by Ikezi [1] that, when the interpar-
ticle potential energy exceeds the kinetic energy, parti-
cles in a plasma can form crystalline structures. Labo-
ratory experiments under various plasma conditions
have recently demonstrated this possibility [2–8]. Such
crystal structures have been also observed in colloidal
suspensions of charged particles, where the interaction
potential (1) can be also adopted.

The conditions of such crystallization in a system of
particles interacting via a screened Coulomb potential
are under investigation. For example, molecular
dynamics simulations were recently used to study
phase diagrams of the Yukawa systems [9–12].
Although some of the assumptions in the simulations
(interaction potential, cubic simulation box with peri-
odic boundary conditions) may be not completely
suited to some experiments on Coulomb crystallization
in dusty plasmas, the results were obtained. In these
simulations the state of a system is determined by only
two dimensionless parameters,

(2)

which enter into the equations of motion. Here a = 
is the mean interparticle distance and nd is the particle
number density. The coupling parameter Γ is roughly
the ratio of the unscreened Coulomb potential energy to
the kinetic energy per particle (Td being the particle
temperature). Some studies [10, 12] have used normal-
ization that differs slightly from (2). Specifically the
Wigner–Seitz radius ρ = (3/4πnd)1/3 was used as the
length unit instead of a. Note that k and Γ will then be
k' = k(4π/3)–1/3 and Γ' = Γ(4π/3)1/3 ≈ 1.612Γ.

In the limit k  0, the Yukawa potential devolves
into the long-range Coulomb potential describing the
one-component plasma (OCP) system. In this limit,

k a/λD and Γ Zd
2e2/aTd,= =

na
1/3–
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only one parameter Γ describes the fluid-solid phase
transition. It is well known [13, 14] that for the OCP
system, Γ must exceed the critical value Γc ≈ 106 (  ≈
170) to from a Coulomb lattice. For a system with a
Yukawa interaction potential, the transition between
fluid and solid phases takes place at some critical value
Γc that depends on the screening parameter k. By anal-
ogy with the OCP system, it was first proposed to intro-
duce a coupling parameter that takes screening into
account [1],

(3)

and use the condition Γs > 106 to describe Coulomb
solidification, so that Γc ≈ 106expk. However, recent
numerical simulations show that Γc is a more compli-
cated function of k [12].

We have constructed a function Γc = Γc(k) that fits
the fluid-solid phase transition data of Hamaguchi,
Farouki, and Dubin [12] well over a wide range of k (in
[12], three different polynomial fits (equations (17)–
(19)) were used to fit data over different ranges of k).
We assume that the critical value of the coupling
parameter depends on k as

(4)

where  ≈ 106.6 as found in [12].

In table, the values of Γc found via numerical simu-
lation [12] and normalized by the right-hand side of
equation (4) for various values of k are summarized. It

Γ c'

Γ s

Zd
2e2

aTd

---------- a/λD–( )exp= Γ k–( ),exp≡

Γ c Γ c
OCP 1 k k2/2+ +( ) 1–

k,exp=

Γ c
OCP

0.1

0 2 4 6 8

1.0

k = a/λd

ÉÒexp(–k)/Ic 
OCP

Filled circles are the values of Γcexp(–k)/  for various

values of k, calculated from the solid-fluid phase transition data
of Hamagushi et al. [12]. The error bar at k = 4.84 (k' = 3.0) rep-
resents the simulation uncertainties. The solid curve is the
function (1 + k + k2/2)–1.

Γc
OCP
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can be seen that for k ≤ 1.61 (k' ≤ 1), the deviation
between simulations and equation (4) is less than 1%.
This range of k is very often applied to dust crystals in
laboratory experiments. For all values of k except the
last point k = 8.06, equation (4) fit simulation results to
within 10%.

In figure, the values of Γcexp(–k)/  calculated
from the solid-fluid phase transition data of [12] are plot-
ted versus k. In addition, the function (1 + k + k2/2)–1 is
plotted. The error bar at k = 4.84 (k' = 3.0) represents
the simulation uncertainties estimated in [12]. It seems
that for all values of k (except k = 8.06). Equation (4)
holds to within the simulations errors. Figure also
shows that Γs introduced by

Equation (3) is not an appropriate measure to describe
the fluid-solid phase transition.

The form of the melting curve (4) can be obtained
using a very simple approach. We consider a one-
dimensional lattice of dust particles interacting via a
screened Coulomb potential. Moreover, we assume that
it is sufficient to include only interactions between nearest
neighbor particles. Then the characteristic oscillation fre-
quency of a given particle about its equilibrium position
with all other particles held fixed is [15]

where md is the dust particle mass. The mean squared
displacement of particles around their equilibrium

positions is 〈δu2〉  ~ Td/md . According to Linden-
mann’s rule for the melting transition 〈δu2〉/a2 = const,
we have

(5)

Γ c
OCP

k exp(–k)(1 + k + k2/2)

0 1.00
0.32 1.01
0.65 1.01
0.97 1.01
1.29 1.00
1.61 0.99
1.93 0.98
2.26 0.95
3.22 0.96
4.19 0.93
4.84 0.96
5.80 0.99
6.45 1.00
7.42 1.08
8.06 1.15

Γ c

Γ c
OCP

------------

ω0
2 4Zd

2e2

mda3
-------------- 1 k

k2

2
----+ + 

  k–( ),exp=

ω0
2

Zd
2e2

aTd

---------- 1 k
k2

2
----+ + 

  k–( )exp const=
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at the melting curve. Extrapolating (5) to the limit
k  0 we finally arrive at (4).

Surely this crude model cannot serve as a physical
basis for (4). It considers a one-dimensional lattice
(although simulations were performed in 3D) and
includes only interactions with nearest neighbors (this
assumption is valid only when k @ 1). At the present
time, (4) must therefore be considered as an empirical
relation.

To conclude, we propose a scaling law for the criti-
cal coupling parameter Γc needed for crystallization in
Yukawa systems. The dependence of Γc on k is deter-
mined by (4). This dependence is consistent with the
recent fluid-solid phase transition simulation data
obtained by Hamaguchi et al. [12] to within the simu-
lation errors over a wide range of k. The empirical con-
dition for crystallization,

can be very useful in a variety of experimental contexts
ranging from dusty plasmas to colloidal suspensions.
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Abstract—The inelastic coherent Mössbauer scattering (ICMS) of synchrotron radiation at an isotopic bound-
ary—a flat interface between two regions of matter which have different concentrations of the Mössbauer iso-
tope—is investigated theoretically. Attention is focused primarily on the ICMS component for which the
absorption of a synchrotron radiation photon by a nucleus occurs with recoil, i.e., with the creation or annihi-
lation of lattice phonons, and the subsequent process of reemission of a photon by the Mössbauer nucleus
occurs without recoil, as a result of which radiation is pumped from the wide synchrotron radiation line into the
narrow Mössbauer line. Formulas similar to the Fresnel formulas, well known in optics, for the transmission
and reflection of light at a dielectric boundary are obtained for ICMS at an isotopic boundary. Specifically, it is
shown that the angle of reflection for ICMS at an isotopic boundary is different from the angle of mirror reflec-
tion of a synchrotron radiation beam, and the direction of the ICMS transmitted through the isotopic boundary
depends on the deviation of its frequency from the exact value of the Mössbauer resonance frequency and in
general is different from the direction of propagation of the synchrotron radiation beam. The suppression of
ICMS at grazing angles of incidence of the synchrotron radiation beam is analyzed. A similar problem is solved
for a plate-shaped sample containing a Mössbauer isotope. It is shown that the specific nature of the ICMS at
an isotopic boundary could be helpful in the problem of Mössbauer filtering of synchrotron radiation. © 2000
MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Recent progress in Mössbauer spectroscopy using
synchrotron radiation in the investigation of the phonon
spectra of condensed media [1–3] (see also the recent
review publications [4, 5]) make detailed investigations
of the Mössbauer optics of synchrotron radiation topi-
cal. Inelastic coherent Mössbauer scattering (ICMS) of
synchrotron radiation, specifically, forward scattering,
studied theoretically in [6], is of special interest. In [6]
it was shown that ICMS is of special interest for Möss-
bauer optics of synchrotron radiation. At the first stage
of this process, resonance nuclear absorption of a syn-
chrotron radiation photon, the absorption process is
accompanied by the emission or absorption of a lattice
phonon, while the second stage of scattering, the ree-
mission of a photon, occurs without recoil, i.e., without
phonon absorption or emission. This channel of ICMS
results in pumping of radiation out of the wide synchro-
tron radiation line into a narrow Mössbauer radiation
line. It is of interest to study the optics of ICMS by an
isotopic boundary—a flat interface between regions
with different concentrations of the Mössbauer iso-
tope—in connection with, specifically, the problem of
Mössbauer filtering of synchrotron radiation.

The isotopic boundary separating the regions of
matter with no Mössbauer isotope and the same sub-
1063-7761/00/9002- $20.00 © 0290
stance with 100% content of the Mössbauer isotope or
with a quite high degree of enrichment of the material
with a Mössbauer isotope is a convenient object for
investigating Mössbauer scattering of synchrotron radi-
ation. The point is that for radiation which has not
undergone a resonance interaction with Mössbauer
nuclei this boundary is simply not manifested in optical
properties, since the optical characteristics of matter
determined by the interaction of the radiation with elec-
trons are identical on both sides of an isotopic bound-
ary. An isotopic boundary separates spatial regions of
matter with different optical characteristics only for a
narrow spectral band of the synchrotron radiation near
the frequency of the Mössbauer transition, where the
resonance interaction of radiation with the Mössbauer
nuclei is strong. All optical phenomena well known in
optics for a dielectric boundary appear in this spectral
range: reflection, refraction of radiation at the bound-
ary, and, specifically, total internal (or external) reflec-
tion (TIR). For ICMS, as will be shown below, these
phenomena all exhibit qualitative characteristic fea-
tures as compared with the optics of elastic scattering
of synchrotron radiation. For this reason, the optics of
an isotopic boundary is of interest for experiments
studying the interaction of synchrotron radiation with
Mössbauer nuclei [7], specifically, experiments on
Mössbauer filtering of synchrotron radiation, since the
2000 MAIK “Nauka/Interperiodica”
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background due to the interaction of the synchrotron
radiation with the electrons in the matter can be elimi-
nated. Indeed, reflection of synchrotron radiation in the
spectral ranges for which nuclear resonance scattering
of synchrotron radiation is not observed simply does
not occur at an isotopic boundary, and for this reason
the nonresonance background is completely sup-
pressed in the scattering.

The present paper is devoted to a systematic analy-
sis of the optical characteristics of ICMS at an isotopic
boundary (including in the region of TIR) and by a
plane-parallel layer of matter enriched with the Möss-
bauer isotope and submerged in the same material with-
out the Mössbauer isotope. In this paper elastic Möss-
bauer scattering is completely omitted, since this ques-
tion has already been exhaustively studied and the
corresponding results can be found in a number of
monographs (see, for example, [7–9]). Attention is
focused on the ICMS component corresponding to reso-
nance nuclear scattering of synchrotron radiation pho-
tons, where the creation or annihilation of lattice
phonons occurs at the stage of absorption of the primary
photon, while the stage of reemission of a photon by the
nucleus occurs without the participation of phonons, i.e.,
without recoil, and therefore the energy of the scattered
photon corresponds exactly to the energy of the Möss-
bauer transition. Formulas similar to the Fresnel formu-
las, well known in optics, are obtained, and the corre-
sponding formulas are also presented for ICMS in a
plate-shaped sample. ICMS at a boundary with a vac-
uum as well as for a plate-shaped sample in a vacuum
is described by the formulas obtained after a simple
limit is taken in them. The possibility of experimental
observation of the effects in ICMS optics and the
advantages of using ICMS at an isotopic boundary for
Mössbauer filtering of synchrotron radiation are dis-
cussed.

2. BASIC EQUATIONS

Let us consider the ICMS process for a synchrotron
radiation pulse propagating in a sample containing
nuclei of a Mössbauer isotope, i.e., nuclear resonance
scattering processes accompanied by the creation or
annihilation of lattice phonons. The generation of
ICMS is described by the inhomogeneous Maxwell’s
equation [6, 10]

(1)

where ε0 is the permittivity in the absence of a nuclear
interaction, ε1 is the correction to the permittivity
resulting from the nuclear interaction, χN is the analog
of the nonlinear susceptibility well-known from nonlin-
ear optics [7, 10], ωs is the frequency of the synchrotron
radiation, vg is the group velocity of the synchrotron

rot rot E1–
1

c2
---- ε0 ε1+( )

∂2E1

∂t2
-----------=

+ χNE0 ωs z,( )δ z v gt–( ),
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radiation pulse, z is the coordinate in the direction of
propagation of the pulse, and the electromagnetic field
in the sample is represented as a sum of two compo-
nents: E = E0 + E1, where E0 is the unperturbed field of
the synchrotron radiation and E1 is the perturbation due
to the interaction of the radiation with Mössbauer
nuclei. In what follows, to solve equation (1) we shall
first assume that only absorption of the primary photon
of synchrotron radiation occurs with recoil, and the ree-
mission of the secondary photons by the nuclei occurs
without recoil. Under these assumptions, ε1 corre-
sponds to elastic resonance scattering of photons.
Therefore [7, 10]

(2)

where f 2 is the Lamb–Mössbauer factor, Γi and Γ are
the radiation and total widths of the Mössbauer level,
the factor N0 depends on the characteristics of the crys-
tal and the nuclear transition, Es = "ωs, and ER is the
resonance energy.

To describe ICMS by an isotopic boundary or a
plate bounded by two isotopic boundaries, the solutions
of equation (1) must satisfy the boundary conditions at
the isotopic boundary or at two boundaries in the case
of a plate (Fig. 1). Assuming for simplicity that the den-
sity of the Mössbauer isotope is zero outside the plate,
we shall seek the solution for the ICMS field in the
form

(3)

where kr and kt are the wave vectors of the ICMS pho-
tons reflected from and transmitted through the plate, k
and k2r are the wave vectors of the transmitted beam in
the plate and the beam reflected from the second isoto-

ε0 ε1+ εM ε0

f 2Γ iN0

Es ER iΓ /2+–
-----------------------------------,+= =

Er ikrr( ) for z 0 and ε1>exp 0,=

Et iktr( ) for z L and ε1–<exp 0,=

Ep ikpr( ) E f ikr( ) E2r ik2rr( )exp+exp+exp

for 0 z L and ε1 0,≠–> >

z

SR

kp

ϕ156Fe
εe

L

kr

k ϕ2

ϕ0

εM

εe

57Fe

56Fe

k2r

kt

Fig. 1. Illustration for the geometry of ICMS at an isotopic
boundary and a layer of matter (SR is synchrotron radiation
beam).
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pic boundary, kp is the wave vector in the particular
solution of equation (1), and Er , Et , Ef , E2r , Ep , are the
amplitudes of the corresponding plane waves.

To refine the wave vectors appearing in the relation (3),
it is necessary to satisfy the boundary conditions for the
tangential components of the wave vectors. To find the
amplitudes introduced above in the relations (3), it is
necessary to satisfy the boundary conditions for the tan-
gential components of the electric and magnetic fields.
The moduli of the wave vectors are determined by the
frequency of the ICMS photons and the permittivities of
the plate and the external medium [6, 7]:

(4)

where εM and εe are the permittivities on the side of the
isotopic boundary containing the Mössbauer isotope
(see equation (2)) and on the side of the boundary that
does not contain the Mössbauer isotope.

3. BOUNDARY CONDITIONS

As a result of the boundary conditions for the wave
vectors, the tangential components of all wave vectors
are identical and can be expressed in terms of the angle
of incidence of the synchrotron radiation beam as
kpcosϕ0 (see Fig. 1).

The boundary conditions for the electric and mag-
netic fields for waves polarized linearly in a direction
orthogonal to the scattering plane lead to the following
system of equations for the amplitudes of the waves:

(5)

where the index z marks the wave vector components
normal to the isotopic boundary. The system (5)
describes the optics of an isotopic boundary and a plate,
i.e., a plane-parallel layer containing nuclei of the
Mössbauer isotope.

4. ISOTOPIC BOUNDARY

To describe ICMS at an isotopic boundary it is suf-
ficient to use the first pair of equations in the system (5),
setting the amplitude E2r equal to zero. From the

kr kt
ω
c
---- εe, k k2r

ω
c
---- εM,= = = =

kp
ω
c
---- 1

εM

---------- ,=

Ep E f E2r+ + Er.=

kpzEp kzE f k2rzE2r++ krzEr,=

Ep ikpzL( ) E f ikzL( )exp+exp

+ E2r ik2rzL( )exp Et iktzL( ).exp=

kpzEp ikpzL( ) kzE f ikzL( )exp+exp

+ k2rzE2r ik2rzL( )exp ktzEt iktzL( ),exp=
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boundary conditions for the wave vectors follows an
expression for the “reflection” angle for ICMS:

(6)

Since the difference between the angles of incidence
and reflection is small, we can write ϕ1 = ϕ0 + ∆ϕ1 and
obtain for ∆ϕ1

(7)

Since εe < 1, the correction ∆ϕ1 is negative, i.e., the
reflected ICMS ray hugs the isotopic boundary, and
∆ϕ1 is essentially independent of the ICMS frequency.

The same boundary conditions for the wave vectors
give for the angle of refraction ϕ2

(8)

Setting ϕ2 = ϕ0 + ∆ϕ2, we obtain

(9)

In contrast to the angle of reflection, the correction
to the angle of refraction and its sign depend on the
ICMS frequency and its difference from the exact value
of the Mössbauer resonance frequency, since εM depends
on the frequency and near the resonance frequency it can
be greater or less than 1. For the frequency satisfying the
phase matching conditions [6], i.e.,

k = kp. (10)

we have ϕ2 = ϕ0, i.e., the “refracted” ICMS beam prop-
agates strictly in the direction of the primary synchro-
tron radiation beam.

Just as for X-rays at a vacuum-crystal boundary, for
ICMS a “characteristic feature of reflection” appears at
an isotopic boundary in the TIR region. However, the
manifestation of this feature is completely different
from the total internal reflection of X-rays (below). The
TIR condition for ICMS is kpt ≥ k, where kpt is the tan-
gential component of the vector kp. Hence follows an
expression for the critical angle (ϕ0 = ϕc) or TIR in
transmission

(11)

It is evident from equation (11) that because of the fre-
quency dependence of εM, the condition for TIR in
transmission holds for all ICMS frequencies above the
resonant Mössbauer frequency, i.e., for them ϕc > 0,
and the condition may not hold in a frequency range
immediately below the resonance frequency, i.e., for
the corresponding frequencies ϕc = 0. In any case, the

ϕ0cos
ϕ1cos

-------------- εe.–=

∆ϕ1

1 εe–
εe

------------- ϕ0.cot–=
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critical angle is very small, since from equation (11)
follows the expression

(12)

The ICMS frequencies for which total internal
reflection is absent for transmission are determined by
the inequality

(13)

We note that, strictly speaking, the relations (8), (9),
and (11)–(13) contain not εM but rather ReεM.

Figure 2 displays the computed spectral dependence
of the critical angle ϕc for refraction. The parameters
used in the calculations here and below approximately
correspond to the case where synchrotron radiation at
the isotopic boundary interacts with an iron sample
strongly enriched with 57Fe and are presented in Sec-
tion 9. The figure shows that for ICMS frequency below
the resonance value there exists a range of frequencies
where the critical angle for transmission is zero, and
directly above the resonance frequency there exists
approximately the same frequency range where the
critical angle for transmission is appreciably greater
than the critical angle for reflection. The difference of
the corresponding angles reaches of the order of
3 mrad, i.e., it can be easily observed experimentally.

Figure 3 displays the computed spectral dependence
of the refraction angle ∆ϕ2 for ICMS at an isotopic
boundary for several grazing angles of synchrotron
radiation.

From the first pair of equations of the system (5) we
have for the amplitudes Ef and Er at the isotopic bound-
ary

(14)

The expressions (14), together with the expression for
Ep [6],

(15)

determine the amplitudes of the ICMS waves reflected
from and transmitted through the isotopic boundary.
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For normal incidence of a synchrotron radiation
beam the expressions (14) assume the form

(16)

Figure 4 shows the spectral dependence of the ampli-
tude of the ICMS wave reflected from the isotopic
boundary with normal incidence of the synchrotron
radiation beam.

For a fixed frequency of the synchrotron radiation
photons, the expressions (14) and (16) give a very low
intensity of the reflected ICMS within the energy width
of the Mössbauer line. For the ICMS intensity inte-

E f Ep

1 1/εe+

1 εM/εe+
--------------------------,–=

Er Ep

εM/εe 1/εe–

1 εM/εe+
---------------------------------.=

4

0–5–10 5
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8

–15 2∆ω/É

ϕC, 10–3 rad

Fig. 2. Computed spectral dependences of the critical angle
ϕc for transmission in the case of an isotopic boundary. The
horizontal line gives the critical value of the angle ϕs for
reflection.
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Fig. 3. Computed spectral dependences of the refraction
angle ∆ϕ2 for ICMS at an isotopic boundary for several
grazing angles of the synchrotron radiation beam: ϕ0 =
0.003 (1); 0.01 (2); and 0.05 (3).
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grated over the frequency of the primary synchrotron radi-
ation beam, we obtain from equation (16) the estimate

(17)

where α is the coefficient of internal conversion and
|E0|2 is the spectral density of radiation in the synchro-
tron radiation beam. This expression shows that the
fraction of the resonance component of ICMS reflected
at the isotopic boundary is comparable to the intensity
of resonance elastic Mössbauer reflection of synchro-
tron radiation photons [7–9], within the width of the
Mössbauer line in the region of the resonance fre-
quency under TIR conditions, i.e., for grazing angles of
incidence of the beam. The estimate (17) refers to large
angles of incidence (formally for normal incidence of
synchrotron radiation on the isotopic boundary), for
which the resonance Mössbauer reflection coefficient is
very small (~|1 – εM|). For this reason, for large angles
of incidence most of the reflected resonance photons
are associated with ICMS.

5. INELASTIC COHERENT 
MÖSSBAUER SCATTERING BY A PLATE

We shall now solve the system (5) for a plate
bounded by two isotopic boundaries. For an arbitrary
angle of incidence of a synchrotron radiation beam on
a plate we obtain

Er
2 1 f 2–( ) f 2
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16
----------,≈
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Fig. 4. Computed frequency dependence of the ICMS
amplitude for reflection at an isotopic boundary with normal
incidence of the beam.
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(18)

where

The equations (18) together with the expression (15)
for Ep make it possible to calculate the absolute ICMS
intensities for beams reflected and emanating from a
plate.

The expressions (18) simplify for normal incidence
of synchrotron radiation on a plate:

(19)
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It is easy to obtain from the expressions (18) and (19)
expressions for ICMS in a plate placed in a vacuum. In
this case, however, the synchrotron radiation photons
that do not participate in Mössbauer resonance scatter-
ing and that produce a nonresonance background,
which is not described by equations (18) and (19), also
undergo reflection at the boundary of the plate. To sup-
press this background, time-delayed photon detection
is ordinarily used in experiments [4, 5].

As an example, we shall present expressions for the
amplitudes of ICMS generated by synchrotron radia-
tion in a plate placed in a vacuum for normal incidence
of the beam:

(20)

For an arbitrary angle of incidence the expression (18)
gives a result for a plate in vacuum if we set εe ≡ 1.

The formulas presented above assume that the angle
of incidence of the synchrotron radiation beam lies out-
side the TIR range. ICMS in the TIR range merits a spe-
cial analysis.

6. INELASTIC COHERENT 
MÖSSBAUER SCATTERING IN THE RANGE

OF TOTAL INTERNAL REFLECTION
We shall now examine the generation of ICMS at an

isotopic boundary for extremely small grazing angles
of a synchrotron radiation beam, i.e., in the region
which for optics ordinarily corresponds to TIR. How-
ever, as will be shown below, for ICMS at an isotopic
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boundary the situation is radically different in this
range of angles: ICMS reflection is completely sup-
pressed, so that the corresponding range of angles for
ICMS corresponds not to TIR but rather to the complete
suppression of reflection.

The condition that the tangential components of the
wave vectors match at the isotopic boundary requires

(21)

which, because kp > kr for small angles ϕ0 less than a
certain critical angle ϕs, immediately leads to an imag-
inary value for the normal component of the wave vec-
tor kr, since the normal components of this vector is

determined by the expression . In turn, this
means that the ICMS wave reflected from the isotopic
boundary decays for ϕ0 < ϕs, i.e., its reflection is absent.
Using the expressions for the moduli of these wave vec-
tors, we obtain for the critical angle ϕs for reflection
(see Fig. 1)

(22)

where ωp is the plasma frequency.
The characteristic features of an ICMS beam trans-

mitted through an isotopic boundary also appear in the
range of complete suppression of reflection.

We call attention to the fact that the critical angle ϕs

given by the relation (22) determines the range where
there is no ICMS beam reflected from the isotopic
boundary and is frequency-independent. The critical
angle ϕc for transmission, which is given by the rela-
tion (12), determines the angular range where there is
not ICMS beam crossing the isotopic boundary, and it
is frequency-dependent.

The character of the propagation of an ICMS beam
crossing the boundary depends on the offset of its fre-
quency from the exact Mössbauer resonance. For
ICMS frequencies above exact resonance, it follows
from the condition for the tangential components of the
wave vectors that the normal component of the wave
vector k of the ICMS beam crossing the boundary is
imaginary for grazing angles ϕ0 of the synchrotron
radiation beam less than the critical angle ϕs for reflec-
tion, i.e., in this range of angles there is no ICMS beam
propagating beyond the isotopic boundary. For fre-
quencies below the resonance frequency, in this range
of angles of incidence there is a range of frequencies
where an ICMS beam propagating beyond the isotopic
boundary exists. The lower frequency limit of this
range is determined by the condition k > kpt = kpcosϕ0,
whence follows the relation

(23)

In the range of grazing angles ϕ0 greater than the criti-
cal angle ϕs for reflection, where the reflected ICMS

kpt kp ϕ0cos krt,= =

kr
2 kpt
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ϕ s 2 1 εe–( ) 2
ωp

ω
------,= =

ϕ0
2 2 1 εMεe–( ).>
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beam always exists, there may not be an ICMS beam
propagating beyond the isotopic boundary in a certain
frequency range because of the above-mentioned con-
ditions for the tangential components of the wave vec-
tors for frequency above the resonance value. The
upper frequency limit of this range is determined by the
relation

(24)

Thus, very unusual characteristics of transmission and
reflection of ICMS beams are realized in the range of
complete suppression of reflection at the isotopic
boundary. Thus, there exist angular ranges of incidence
of a synchrotron radiation beam and frequency ranges
of ICMS for which there are no ICMS waves propagat-
ing on both sides of the isotopic boundary, and there
also exist ranges where there is only one propagating
ICMS wave—either transmitted or reflected. These
properties have a direct bearing on experiments on
Mössbauer filtering of synchrotron radiation. However,
it should be noted that the suppression of reflection and
transmission of ICMS beams through an isotopic
boundary, discussed above, can be interpreted in an
absolute sense of these concepts only for real permittiv-
ities εM and εe. Since in reality these quantities are com-
plex, the boundaries of the regions where the phenom-
ena discussed appear are “smeared” as a function of the
values of the parameters (angles, ICMS frequencies) on
which they depend. Figure 5 gives an idea of the behav-
ior of the amplitude of the reflected ICMS wave near
the critical angle ϕs for reflection.

7. THICK PLATE

The limiting case of a thick plate enriched with a
Mössbauer isotope is of practical interest. Here the
term thick is understood to be a sample thickness for
which the characteristic Mössbauer solutions are

εM

1 ϕ0
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2
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Fig. 5. Computed angular dependences of the amplitude of
ICMS reflected from an isotopic boundary for ICSM fre-
quencies ∆ω/Γ = –2 (1), –5 (2), 0 (3), and –10 (4).
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damped in the samples because of strong resonance
nuclear absorption, but because electronic absorption is
much weaker the intensity of the synchrotron radiation
beam does not yet decrease strongly. In this case ICMS
beams at the entrance surface of the plate are described by
the formulas presented above for an isotopic boundary.

For the exit surface of a plate the ICMS beams are
likewise described by simplified formulas. Thus, from
the system (5) and equation (18) we have for the ampli-
tude of the ICMS beam transmitted and reflected at the
exit surface

(25)

In the normal-incidence limit these formulas become

(26)

where Ep(L) = Epexp(ikpzL) is the amplitude Ep at the
exit surface, taking account of the propagation (includ-
ing damping) of the synchrotron radiation beam in the
layer. Figure 6 presented below illustrates the angular
dependence of the ICMS amplitude in the transmitted
beam in the range of grazing angles of incidence of the
synchrotron radiation beam.

8. ABSOLUTE INTENSITY OF ICMS BEAMS

In all formulas presented above the ICMS ampli-
tudes were expressed in terms of the amplitude Ep of
the solution of the inhomogeneous Maxwell’s equa-
tion (1). The absolute value of the intensity of the beams
is important in experiments. For this reason, we present
below the formulas using the relation (15) between the
amplitude Ep and the amplitude of the field E0 in the
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synchrotron radiation beam [6] and thereby relating the
intensity of ICMS beams with the spectral density of
the beam intensity.

We present first the corresponding expressions for
the simplest cases, specifically, for reflection from a
thick plate and for transmission of ICMS through a thick
plate under normal incidence of a synchrotron radiation
beam on it. For a thick plate the expressions (19) sim-
plify:

(27)

It is evident from the expressions (27) that the spectral
distribution of the reflected ICMS does not have the
character of resonant gamma radiation with parameters
close to the spectral distribution of the Mössbauer line,
but rather it is strongly broadened compared with Γ (for
a thick sample). The spectral range of the reflected
ICMS beam is determined by the extinction length le

due to the electronic absorption mechanism and can be
estimated from the relation kleIm[εM(∆ω)] = 1. The
spectral distribution in the ICMS beam transmitted
through the plate has a maximum at the phase matching
frequency [6] (the denominator of the expression for Et

contains a factor whose modulus is minimum at the
phase-matching frequency). The estimate (17) pre-
sented above for the integral intensity of the reflected
ICMS beam follows from the expression (27).

Another interesting limiting case, as already men-
tioned above, is the range of small grazing angles, next
to large critical angles ϕs for reflection, where the inten-
sities of the reflected and transmitted ICMS beams
reach a maximum [11] (see Figs. 5 and 6). Thus, in this
range the amplitude of the ICMS wave transmitted
through and reflected from a thick plate is given by the
expressions

(28)

where the meaning of E0(L) is the same as in equations
(25) and (26).

9. COMPUTATIONAL RESULTS

We shall illustrate the qualitative analysis of the
phenomena of the optics of ICMS by an isotopic
boundary, performed above, with the results of numer-
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ical calculations (Figs. 2–9). As already mentioned
above, the parameters used in the calculations approxi-
mately correspond to the case of the interaction of syn-
chrotron radiation on an isotopic boundary with an iron
sample highly enriched with 57Fe. The corresponding
energy of the Mössbauer transition is 14.4 keV. The fol-
lowing values for the parameters were used in the cal-
culations:

The values of ∆ω/Γ, where ∆ω is the offset of the fre-
quency from the resonance value, Γ is the width of the
Mössbauer level, and t = L(ω/c)Re(∆εel), where ∆εel is
the difference of the permittivity for synchrotron radia-
tion from 1, were taken in the figures as the dimension-
less frequency and thickness.

Re 1 εe–( ) 10 5– , Im 1 εe–( ) 2 10 7– ,×= =

max Re εM 1–( ) 10Re 1 εe–( ).=

10
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Fig. 6. Computed angular dependences of the amplitude of
an ICMS transmitted through a thick plate enriched with a
Mössbauer isotope for ICMS frequencies ∆ω/Γ = –2 (1),
–5 (2), –10 (3), and 0 (4).
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Fig. 7. Spectral distributions of the intensity of the resonant
component of ICMS transmitted through a sample as a func-
tion of the dimensionless thickness of the layer t =
L(ω/c)Re(∆εel): t = 1 (1); 5 (2), 15 (3), 25 (4), for normal
incidence of the synchrotron radiation beam.
SICS      Vol. 90      No. 2      2000



298 BELYAKOV, SEMENOV
The calculations showed that the ICMS line is fre-
quency-broaden compared with Γ and that for a thick
sample resonance effects are manifested only as a weak
modulation of reflection near the resonance Mössbauer
frequency (see Fig. 4).

Figures 5 and 6 show the computed angular depen-
dences of the amplitudes of the transmitted and
reflected ICMS waves (for a thick sample) for several
values of the ICMS frequency. The curves presented
demonstrate that the intensity maxima in the transmit-
ted and reflected ICMS beams are reached for angles of
incidence of the synchrotron radiation beam near the
critical angle ϕs for reflection (compare with the mea-
surements in [12, 13], which give a sharp scattering
maximum for a grazing angle different from zero). The
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Fig. 8. Computed frequency dependences of the ICMS
amplitude for reflection from a plate with finite thickness,
enriched with a Mössbauer isotope, for several values of
the dimensionless thickness of the plate t = L(ω/c)Re(∆εel):
t = (a) 100; (b) 25; (c) 1.
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value of the maximum itself depends strongly on the
frequency, and the spectral density of the ICMS inten-
sity in the direct beam is higher than in the reflected
beam only near the phase-matching frequency (see [11]
also).

Figures 7 and 8 display, respectively, the computed
frequency dependences of the intensity of the transmit-
ted and the amplitude of the reflected ICMS waves for
several values of the thickness. The curves presented
demonstrate broadening of the frequency range of the
scattered radiation and the concentration of the spectral
density of the intensity of the transmitted beam near the
phase-matching frequency with an increase in the
thickness of the layer.

Figure 9 shows the thickness dependences of the
ICMS amplitude for reflection from a plate of finite
thickness for several values of the ICMS frequency and
normal incidence of the synchrotron radiation beam.
These dependences are characterized by very shallow
beats (with period λ/2, see Fig. 9a), which are averaged
in real experiments, and smooth amplitude variations
which decay with thickness.

10. INELASTIC-INELASTIC 
AND ELASTIC-INELASTIC

ICMS COMPONENTS

We shall now briefly discuss the optics of an isoto-
pic boundary for other ICMS components, specifically,
the inelastic-inelastic scattering (i.e., with recoil at both
stages of scattering) and elastic-inelastic scattering
(i.e., with recoil at the photon reemission stage).
Although the frequency-integrated ICMS intensity for
these components can be comparable to the intensity of
the ICMS component examined above, their spectral
intensity is much lower than in the initial synchrotron
radiation beam. For this reason, their observation, espe-
cially in the first beam, is a more difficult problem than
for the inelastic-elastic ICMS component already
examined.

For the inelastic-inelastic ICMS component, the
critical grazing angles for reflection and transmission
are the same, they do not depend on the frequency, and
they are determined by the relation (22). The synchro-
nization condition (10) [6], which can be presented as
kp = k, assumes the form εe = 1. Since in reality εe < 1,
the synchronization condition for this ICMS compo-
nent cannot be satisfied, and its intensity in the trans-
mitted beam undergoes beats as a function of the sam-
ple thickness and does not exceed the value corre-
sponding to a sample thickness equal to the coherence
length. This means that this ICMS component is more
pronounced in the reflected beam, for which the syn-
chronization condition is not as critical.

In the elastic-inelastic ICMS channel, the group
velocity vg of the synchrotron radiation beam near the
Mössbauer resonance frequency is strongly frequency-
 AND THEORETICAL PHYSICS      Vol. 90      No. 2      2000
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Fig. 9. Computed thickness dependences of the ICMS amplitude for reflection from a plate of finite thickness, enriched with a Möss-
bauer isotope, for several values of the ICMS frequency: (a) beats near zero thicknesses, the unit of dimensionless thickness  t is
reduced by a factor of 105 compared with its definition; ∆ω/Γ = (b) 1, (c) –1, (d) 0. The synchrotron radiation beam is incident in a
direction along the normal.
dependent and can be found as the product dω/dk. As a
result, we have

(29)

where ε = dε/dω, and ∆εM is the contribution of the
nuclear resonance interaction of synchrotron radiation
quanta to the permittivity (see equation (2)).

The synchronization condition (10) [6] now
becomes

(30)

and can be satisfied for a definite frequency of the
absorbed synchrotron radiation photon. This means
that the amplitude of the ICMS component under study
increases linearly with sample thickness only for
absorption of photons with a definite, synchronous, fre-
quency by the nuclei. As in the preceding case exam-
ined above, this means that this ICMS component is
suppressed in the transmitted beam and it can be
detected more efficiently in the reflected beam.

v g

c εM

1 ∆εM ωε'/2+ +
---------------------------------------,=

εM

1 ∆εM ωε'/2+ +
--------------------------------------- 1

εe

--------=
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Using the expression (29), we find that for the elas-
ticinelastic ICMS components the critical angles for
reflection and transmission are the same, they depend
on the frequency of the absorbed synchrotron radiation
photon, and they are determined by the relation

(31)

It should be noted that the investigation of the elastic-
inelastic ICMS component in the reflected beam is also
preferable because the generation of this component in
the sample as a result of strong absorption of synchro-
tron radiation photons with frequencies near the Möss-
bauer resonance occurs at small thicknesses, deter-
mined by the Mössbauer absorption length, and its
investigation in the transmitted beam on thick samples
is ineffective.

11. CONCLUSIONS

The above analysis of ICMS by an isotopic bound-
ary demonstrates that most of the features found for this
optics as compared with conventional, specifically, the
difference of the critical angles for transmission and
reflection ICMS, can be observed experimentally, since

ϕ scos ϕccos
εeεM

1 ∆εM ωε'/2+ +
---------------------------------------.= =
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the corresponding angular and energy ranges of the
effects are experimentally resolvable. Moreover, the
ICMS maxima found in reflection and transition could
be of interest for Mössbauer filtration of synchrotron
radiation. However, it is very important that in ICMS in
transmission, i.e., forward, the spectral range of ICMS
is strongly limited by phase matching requirements,
which results in suppression of this scattering channel
and a serious limitation of the frequency-integrated for-
ward-scattering intensity. This limitation does not
occur for ICMS at a large angle, i.e., in reflection.

We note that for a plate-shaped sample and grazing
angles ϕ0 for a synchrotron radiation beam less than the
critical angle for reflection, i.e., for ϕ0 < ϕs, there is no
transmitted ICMS beam. However, if the sample has
the form of a wedge whose angle ϕs is large compared
with the critical angle ϕ0 for reflection, then for certain
ICMS frequencies (see Fig. 2) there exists an ICMS
beam from the sample, right up to a zero grazing angle
ϕ0 of the synchrotron radiation beam. As noted above,
this opens up additional possibilities for Mössbauer fil-
tration of synchrotron radiation in the transmission
geometry.

The entire analysis performed above concerned a
layer of matter containing a Mössbauer isotope and
bounded by an isotopic boundary. However, the phe-
nomenon studied also occurs for a sample placed in a
vacuum. The difference arising here is that now there
exists a nonresonant reflection of the synchrotron radi-
ation beam at the boundaries for all frequencies repre-
sented in the beam. It is a source of the background
(which in an experiment can be eliminated by using the
time-delay technique [4, 5]). In addition, the form of
the expression for the critical angle for ICMS reflection

changes (for a plate in vacuum cosϕs = , ϕs =

 = ωp/ω). This angle is now identical to the
critical angle for total internal reflection of a synchro-
tron radiation beam at the boundary of the sample with
the vacuum. This latter angle is not related with Möss-
bauer scattering. We also note that phenomena similar
to those studied above also occur in other ICMS com-
ponents, specifically, in inelastic coherence scattering,
where reemission of a photon is accompanied by recoil
processes. As noted above, however, the spectral den-
sity of the corresponding scattering channels is much
lower, and for this reason they were not studied in detail
here. On the whole, the results obtained support the
view which has formed in the last few years that Möss-
bauer optics investigations of surface phenomena (see,

εe

1 εe–
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for example, [13–17]) are an important direction of
investigations using synchrotron radiation.
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Structure
Phase Transitions and Low-Frequency Dielectric Dispersion
in Ferroelectric Langmuir–Blodgett Films

of the Copolymer Vinylidene Fluoride with Trifluoroethylene
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Abstract—The dielectric properties of multilayer ferroelectric Langmuir–Blodgett films based on the copoly-
mer vinylidene fluoride with trifluoroethylene with 70/30 composition are investigated. Good agreement with
theoretical models on the basis of the phenomenological Landau–Ginzburg approach is demonstrated for the
first time for ultrathin films. Expressions describing the temperature variation of the permittivity in the temper-
ature range of hysteresis and giving quantitative agreement with experimental data are obtained. It is shown that
the Langmuir–Blodgett films are conducting. This conductivity does not depend on the frequency of the field.
The results are explained by the fact that the motion of charge in the films is not bounded by domain walls. The
jumps observed in the frequency dispersion at volume and low-temperature (surface) phase transitions are
explained by a sharp increase in the relaxation times at the transition into the ferroelectric state. © 2000 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

The question of two-dimensional ferroelectricity in
films of the copolymer vinylidene fluoride with trifluo-
roethylene (PVDF/TrFE), prepared by the Langmuir-
Blodgett (LB) method, is now being widely discussed
[1]. There are several reasons for the interest in these
systems. In the first place, the question of proper two-
dimensional ferroelectricity is now being discussed for
the first time [2]. Thus far, the ferroelectric properties in
several monomolecular layers have been investigated in
detail only in free-standing films of smectic liquid crys-
tals [3]. In the latter case, ferroelectricity is due to the
smectic chiral C* phase and therefore it is not proper
ferroelectricity, but rather it arises as a result of the
inclination of the chiral molecules in individual smectic
layers. For PVDF/TrFE the order parameter of the fer-
roelectric phase transition is the electric polarization
[4]. Its contribution to the free energy is decisive for the
appearance of a ferroelectric state. It is obvious that the
contribution of spontaneous polarization to the free
energy can change strongly when one of the spatial
directions is eliminated (transition to a two-dimen-
sional monomolecular layer). As a result of this circum-
stance, there arose the question of whether or not
proper ferroelectricity can actually exist in two-dimen-
sional systems. The preparation of ferroelectric LB
films and their first investigations made it possible to
answer the latter question affirmatively [2]. The exper-
imental results prove the existence of a ferroelectric
1063-7761/00/9002- $20.00 © 20301
state right up to thicknesses of tens of angstroms. In the
second place, a surface phase transition is observed in
PVDF/TrFE (70/30) LB films. In contrast to the volume
phase transition observed at T . 115°C, this transition
occurs at room temperature near 20°C. Its most inter-
esting features, which have been studied by direct and
inverse photoemission, are that it is accompanied by
pronounced changes in the crystal and electronic struc-
ture of the films, specifically, a change of “metallicity”
and uniaxial doubling of the surface Brillouin zone are
observed [5–7]. Finally, the possibility of practical
applications of ultrathin ferroelectric films in electronic
devices is significant in itself. On account of the small
thickness of the films, the switching voltages can be
lowered by a factor of 100 (from hundreds and thou-
sands of volts, characteristic for bulk samples, to sev-
eral volts).

Despite intense investigations of the properties of
ferroelectric LB films by the most diverse methods,
including IR- range Fourier spectroscopy [8], a quantita-
tive analysis of the data according to their dielectric
properties has still not been published. The present paper
is the first attempt in this direction. We shall investigate
phase transitions and the low-frequency dielectric prop-
erties of LB films with a thickness of 20 and 30 mono-
layers (100–150 Å). It is demonstrated quantitatively for
the first time that Landau’s phenomenological approach
for describing phase transitions is applicable for such
thin films.
000 MAIK “Nauka/Interperiodica”
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2. EXPERIMENTAL PROCEDURE

The PVDF/TrFE films investigated, which con-
sisted of 20 and 30 monolayers, were obtained by the
LB method by successively transferring monomolecu-
lar layers from the surface of water to the surface of a
hard substrate. We employed glass substrates with a
300–500 Å thick previously deposited aluminum elec-
trode. The monomolecular layers were transferred from
the water surface at room temperature (20–22°C) and
surface pressure 3 mN/m. At room temperature this
pressure corresponds to a 5 Å thick close-packed
monolayer, where the probability of local collapse (for-
mation of a 10 Å thick bimolecular layer on individual
locations on the surface of the water) is small. In the
present work, instead of the horizontal lift method,
which was used in [1], where the substrate surface is
parallel to the water surface when the monolayer is
transferred, we employed the classical LB method.
Transfer occurred when the substrate was pulled out of
the water (Z-type transfer), so that the normal to the
substrate surface was oriented approximately parallel

4.0

3.5

3.0

2.5

2.0

1.5

–20 0 20 40 60 80 100 120
T, °C

C, 10–9 F

Fig. 1. Temperature dependences of the capacitance on heating
and subsequent cooling of the sample of a PVDF/TrFE LB film
with 70/30 composition. The dependences were measured at
1000 Hz. The film thickness is 100 Å (20 monolayers). The
coverage of the electrodes is S = 1 ± 0.03 mm2. The arrows
indicate the direction of temperature variation. The lower
curve corresponds to the onset of the temperature cycle.
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to the water surface [9]. A second aluminum electrode
was deposited on the polymer film. Depending on the
series of samples, the total area covering the electrodes
ranged from 0.01 to 0.023 cm2. The thickness of the
polymer films calculated on the basis of the number of
transfers and the thickness of the monomolecular layer
was 100 and 150 Å for 20 and 30 monomolecular lay-
ers, respectively.

The measurements of the dielectric properties were
performed using standard methods, implemented at
Moscow State University (MSU) and at the Institute of
Crystallography (IC RAN). At MSU the sample was
placed in a thermostat, and the temperature and fre-
quency dependences of the capacitance and the tangent
of the dielectric loss angle were measured using an ac
R-551 bridge. A measuring voltage not exceeding 0.1 V
was applied to the sample. A static method for varying
the temperature is used in the apparatus. The tempera-
ture was stabilized to within ≈0.005°. The sample
could be held at a stable temperature for 30 min. The
measurements of the real and imaginary parts of the
permittivity were performed in the frequency range
100–20000 Hz and temperature range −25…+120°C,
including both the volume and surface phase transi-
tions. A similar method, based on the computer system
PhysLab 4.5, making it possible to record temperature
dependences in an automatic mode, was used at the IC
RAN. Temperature scanning at the rate 0.05°C/s from
–25°C up to +120°C was achieved by using Peltier ele-
ments.

3. MEASUREMENT RESULTS AND DISCUSSION

We were not able to observe a clear difference
between the dielectric spectra of the samples contain-
ing 20 and 30 monolayers. For this reason, in discuss-
ing the results we omit a comparative analysis of the
thickness dependences of the experimental LB films.

3.1. Characteristic Features in the Temperature 
Variation of the Real Part of the Complex Permittivity

(Phase Transitions)

Figure 1 shows the temperature dependence of the
capacitance. This dependence is characteristic for ferro-
electric LB films based on PVDF/TrFE with 70/30 com-
position [1, 2]. On account of the small thickness of the
LB films, the standard procedure cannot be used to
determine the values of the real part ε' of the permittiv-
ity using the dependence obtained. Indeed, if direct cal-
culations of the permittivity are made at temperature
T = 20°C, starting from the values of the film thickness
and capacitance of the sample, then the value ε' = 2.5 is
obtained. This value is approximately five times
smaller than the value measured for bulk PVDF/TrFE
samples [10]. Moreover, the value obtained is approxi-
mately 1.5 times smaller than the instantaneous value
ε'(∞), which, according to the data of [10], is 3–4. The
reason for the discrepancy should be sought, first and
AND THEORETICAL PHYSICS      Vol. 90      No. 2      2000
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foremost, in the influence of the aluminum oxide film.
This influence cannot be neglected, especially for
ultrathin LB polymer films. In the general case, any
ultrathin nonferroelectric film at the interface between
the ferroelectric and the electrode can act as a parasitic
capacitance. An additional contribution to the parasitic
capacitance can also be due to the presence of a non-
crystalline (amorphous) phase in the volume of the film
as well as the near-electrode regions, where the sponta-
neous polarization is screened by charges injected from
the electrodes. Thus, the values of the capacitance C
measured in the experiment must be referred to two
serially connected capacitances C1 and C2, referring,
respectively, to the ferroelectric LB film and another
parasitic capacitance. Despite the fact that the value of
the parasitic capacitance C2 cannot be measured, there
still exists a correct method for taking account of the
capacitance C2. Let us consider the proposed procedure
in greater detail. We are interested in the dependence
C1(T), for which in the model where the capacitances
are connected in series it is easy to obtain the relation

(1)

where C(Tx) and C1(Tx) are the capacitances of the sam-
ple and the polymer film at fixed temperature. In equa-
tion (1) we neglect the temperature dependence of the
parasitic capacitance, using its value at a fixed temper-
ature Tx . In our case this is justified, since, for example,
for oxide films the temperature variations of the dielec-
tric constants are small compared with the correspond-
ing temperature variations in the ferroelectrics. In terms
of the permittivity, the relation (1) can be written in the
form

(2)

where

(3)

ε0, S, and d are the permittivity of free space, the area
of the intersection of the electrodes, and the thickness
of the LB polymer film, respectively. We underscore
that only measurable quantities appear in equation (3).
Thus, to reconstruct the dependence ε'(T) from equa-
tion (2) it is necessary to know the permittivity at only
one point: ε'(Tx). It is significant that in the procedure
of finding of this point γ(T) is in general a sign-alternat-
ing function, while ε'(T) should be positive and not less
than ε(∞) ≈ 3. Keeping the latter in mind, we obtain
from equation (2) the condition for the admissible
interval for ε'(Tx):

(4)

where γmax corresponds to the maximum value of γ in
the entire temperature range.
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Since the measured capacitance decreases with tem-
perature, as the temperature Tx decreases, the value of
γmax increases, and the admissible range (4) for 1/ε'(Tx)
decreases. The upper limit of the admissible range can
be determined more accurately by using data from low-
temperature measurements performed for the copoly-
mer PVDF/TrFE in [10]. According to [10], at T = –150°C
and frequency 1000 Hz ε' = 3.0. Figure 2 shows the exper-
imental temperature dependence γ(T) for Tx = –15°C. The
hatched horizontal region corresponds to the admissi-
ble values 1/ε'(Tx = –15°C) = 0.316–0.333. Using the
relation (4) and an approximately three-percent error in
the absolute measurements of the coverage of the elec-
trodes in the samples, we arrive at the conclusion that,
to within the error limits, any value from the indicated
range is correct. For definiteness, we choose the aver-
age value 1/ε'(Tx) = 0.325, which is used for calculating
the dependence ε'(T) using equation (2).

The reconstructed temperature dependence ε'(T) is
displayed in Fig. 3. The data on the ordinate are pre-
sented on a logarithmic scale. The high-temperature

0.4

0.3

0.2

0.1

0

–20 0 20 40 60 80 100 120

γ

1/ε'(T = –150°C) = 0.333
1/ε'(Tx = –15°C) = 0.325

Tx = –15°C

T, °C

Fig. 2. Temperature dependences of the parameter γ (see
text) on heating and subsequent cooling of the sample of a
PVDF/TrFE LB film with 70/30 composition. The depen-
dences were measured at 1000 Hz. The film thickness is 100 Å
(20 monolayers). The arrows indicate the direction of tem-
perature variation. The hatched region corresponds to the
admissible range of values of 1/ε(Tx) (see text).
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phase transition is very pronounced. On cooling, the per-
mittivity grows rapidly, reaching values greater than 100,
which exceeds the values ~80, observed by Furukawa
[10] for bulk PVDF/TrFE samples. It should be noted
that the maximum value at temperature 77°C depends
on our choice of the value of 1/ε'(Tx) in the admissible
range 0.316–0.333. In choosing 1/ε'(Tx) = γmax = 0.316,
according to Eq. (2), we naturally obtain infinity, which
would correspond to the fact that the measured capaci-
tance at T = 77°C is exclusively the parasitic capaci-
tance. It is important to note that, even though the arbi-
trariness in the choice of the value of 1/ε'(Tx) strongly
influences the maximum value of ε' at 77°C, this influ-
ence on the fundamental characteristics of a transition,
such as the Curie temperature and the Curie–Weiss
constant, is weak and results in an additional error of
only several percent.

Just as in bulk samples, hysteresis corresponding to
a first-order phase transition is observed [4, 11]. The

0.08
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0.04

0.02

0

60 80 100 120

T0 = 74°C100

10

1
–20 0 20 40 60 80 100 120

T, °C

ε'

T0 T1

Fig. 3. Temperature dependences of the permittivity on
heating and subsequent cooling of a PVDF/TrFE LB film
with 70/30 composition. The dependences were measured at
1000 Hz. The film thickness is 100 Å (20 monolayers). The
solid lines in the region of hysteresis (T0 = 77.1°C, Tc =
112°C) of the high-temperature phase transition correspond
to the theoretical curves. The arrows indicate the direction
of temperature variation. Inset: data on the temperature
dependence of the reciprocal of the permittivity on cooling
from the paraelectric phase.

1/ε'

T, °C
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fact that the high-temperature phase transition is sharply
pronounced makes it desirable to compare the behavior of
the real part of the low-frequency permittivity to the
prediction of the Landau–Ginzburg theory, which has
been developed quite well for ferroelectrics [11].

Near the point of the phase transition the free-
energy density F of the polymer film in an electric field
E can be represented in the form of an expansion in
powers of a small order parameter, which for proper
ferroelectrics is the macroscopic polarization P,

(5)

where A0, B, and C are temperature-independent Lan-
dau coefficients, and T0 is the Curie temperature. For a
first-order phase transition A > 0, B < 0, and C > 0.

Minimizing the free energy (5), it is easy to find the
equation of state in an electric field:

(6)

For E = 0 the solutions of equation (6) that corre-
spond to minima of the free energy determine the val-
ues of the spontaneous polarization Ps. Together with
the trivial solution Ps = 0, equation (6) possesses non-
zero solutions determined by the relation

(7)

Since for a first-order phase transition B < 0 and C > 0,
even for T > T0 there exists, besides the trivial solution
Ps = 0, a nonzero solution Ps (7). The solution Ps = 0
becomes unique and determines a unique minimum of
the free energy only at temperatures above T1 such that

(8)

Thus, paraelectric (Ps = 0) and ferroelectric phases can
coexist in the temperature interval {T0, T1}. A characteris-
tic feature of the ferroelectric polymer PVDF/TrPE is that
the range of temperature hysteresis is extremely wide
(∆T = T1 – T0 = 35°C); see Fig. 3. Thus, we can infer that
the formation of a new phase (paraelectric on heating
and ferroelectric on cooling) is a slow process on a
large fraction of the temperature range ∆T, with the
exception of a small neighborhood T1 – δT (δT > 0,
δT ! ∆T) on heating and T0 + δT on cooling. In the
ideal case of “fast” variation of the temperature, when
the formation of a new phase can be completely
neglected, we have the following temperature behavior
of the spontaneous polarization:

(i) on heating:

(9)

F
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(ii) on cooling:

(10)

Differentiating the equation of state (6), using equa-
tions (9) and (10), it is easy to obtain the corresponding
behavior of the permittivity:

on heating:

(11)

on cooling:

(12)

where εb is the temperature-independent background
contribution far from a phase transition.

The experimental temperature dependence of the
reciprocal of the permittivity on cooling from the
paraelectric phase is shown in the inset in Fig. 3. As one
can see, at T > 80°C there is a linear dependence corre-
sponding to the expression (12) and reflecting satisfaction
of the Curie–Weiss law with A0 = 1.4 × 108 J m C–2 K–1,
T0 = 74°C. The same theoretical curve is superposed on
the experimental points in the main figure. The experi-
mental curve deviates from the theoretical curve near T0,
in a comparatively narrow temperature range (δT =
6°C), where the coexistence of two phases cannot be
neglected, and the value of the permittivity is always
finite. The data obtained in the temperature hysteresis
range on heating from the ferroelectric phase likewise
are described well by the dependence (11) (the lower
solid curve in Fig. 3), where we used the value of A0
found above and T1 . 108°C, corresponding to the
maximum value of ε in the experiment. We note that no
adjustable parameters are required, with the exception
of εb . 4.3, which corresponds to the experimental
value of ε far from a phase transition at T . 6°C. Just as
in the case of cooling, substantial discrepancies from the
theory occur only near the temperature T1. Thus, in most
of the temperature range ∆T there is very good quantita-
tive agreement with the Landau–Ginzburg phenomeno-
logical model. Using the value of the spontaneous polar-
ization Ps . 0.08 C m–2, measured at the temperature T =
20°C [12], it is easy to determine from equations (9) and
(8) the remaining coefficients C . 7.9 × 1014 J C–6 m9,
B . −3.9 × 1012 J C–4 m5, and from equation (5), setting
F = 0, we obtain the transition temperature T* . 107°C.

A characteristic feature in the temperature dependence
ε' is also observed in the temperature range 0–30°C. It
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should be noted that a similar feature but less pro-
nounced was observed in [10] and in bulk PVDF/TrFE
samples. It was attributed to microbrownian motions of
noncrystalline polymer segments. Detailed investiga-
tions of LB films by electron spectroscopy show that a
surface phase transition, characterized by doubling of
the Brillouin zone, and changes in the electronic struc-
ture of crystalline LB films occur in this temperature
range [6]. The fact that in this temperature range the per-
mittivity does not undergo the sharp increase observed in
the high-temperature range can be explained by the sur-
face nature of this phase transition. Indeed, since this
transition refers primarily to the boundary monolayers
(an appreciable contribution from surface microcavi-
ties, which can exist in the bulk, should be expected
only for thick films), the possible rapid growth of the
permittivity in these surface layers is strongly masked
by a stable volume contribution (once again arguments
about the parasitic capacitance, to which the volume of
the LB film itself will now contribute, can be used). The
fact that this transition is accompanied by structural
changes (for example, doubling of the Brillouin zone)
casts doubt on the applicability of the phenomenologi-
cal description in which the polarization is the only
order parameter. We hope that a further detailed study
of the surface transition will elucidate this problem.

According to our data, for LB films the values of ε'
even at room temperature are close to ε(∞). An estimate
of ε(∞) from our data, taking account of the low-tem-
perature region, gives a value somewhat less than that
obtained for bulk samples in [10] ε = 3. Thus, LB films
possess a more pronounced crystallinity than bulk films
obtained by conventional methods, for example, using
a centrifuge.

3.2. Frequency Dispersion

LB films cannot be treated as ideal dielectrics.
According to [5–7], an increase in the density of states
near the Fermi level and a corresponding increase in
conductivity are observed at a surface phase transition.
For conducting materials, the frequency dependence of
the complex permittivity

(13)

contains a contribution associated with the conductiv-
ity, which likewise is a complex quantity:

(14)

In turn, it follows from the Kramers–Kronig rela-
tions that the real and imaginary parts of the complex
conductivity are related with the permittivity by the
relations [13]

(15)

(16)

ε* ω( ) ε' ω( ) iε'' ω( )–=

σ* ω( ) σ' ω( ) iσ'' ω( ).+=

ε'' ω( ) σ' ω( )
ε0ω

------------- εd

σ0

ε0ω
---------,+≡=

ε' ω( ) σ'' ω( )
ε0ω

--------------- ε ∞( ).+=
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The right-hand side in Eq. (15) is represented in the
form of two contributions referring to the dipole relax-
ation and the conductivity σ0 at zero frequency (dc cur-
rent). This separation makes it possible to understand
easily the experimental dependences ε''(ω) presented in
Fig. 4 for various temperatures below the temperature
T1 of the volume phase transition. The contribution of
the dc conductivity predominates at the lowest frequen-
cies (up to 10 kHz). Indeed, the dependences presented
on a logarithmic scale in Fig. 4 in the lowest frequency
range are close to straight lines with slope –45°, which
corresponds to the second term in the relation (15) (for
T = 23.2°C, σ0 ≈ 8 × 10–8 Ω–1 m–1). The latter indicates
a weak frequency dependence of the real part of the
complex conductivity at low frequencies, where the
contribution of the dipole relaxation is small. This
result is not trivial. The typical situation for conducting
polymer materials is that the real part of the conductiv-
ity increases strongly with increasing frequency of the
field. For example, for the hopping mechanism of con-
ductivity, the models and experimental results give qua-
dratic growth of the real part of the conductivity at the
lowest frequencies [13], which corresponds to linear
growth of ε'' with increasing frequency. The increase in
the real part of the conductivity with increasing frequency
is explained, for example, in [13] qualitatively as follows.
In disordered polymer systems, where the hopping mech-
anism predominates, the conductivity should increase,
since as the frequency of the field increases, a contribution

–1.6

–0.8

–1.2

2 53 4

3

1

logε''

logω

2

4

Fig. 4. Frequency dependences of the imaginary part ε'' of the
complex permittivity of a sample of a PVDF/TrFE LB film
with 70/30 composition on heating: (1) 23.2°C, (2) 45.9°C,
(3) 72.4°C, (4) 102.5°C. The film thickness is 150 Å
(30 monolayers). The values of ε'' correspond to the sam-
ple as a whole, including the parasitic capacitance (see
text).
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arises from charge carriers moving in increasingly
smaller regions (conducting clusters). In our case, on
the whole, the frequency dependence of ε'' up to 10 kHz
has the opposite sign and corresponds to a constant
conductivity. This attests to a high degree of crystallin-
ity of the LB films consisting of quite large ordered clus-
ters. In other words, over a period of variation of the elec-
tric field the motion of charges inside a cluster is not lim-
ited by its “walls.” The negligible spikes in the frequency
dependence near 2 and 10 kHz, which are especially pro-
nounced with decreasing temperature, can indeed be
attributed to smaller clusters.

We shall now discuss the dependences at frequen-
cies above 10 kHz (Fig. 4). Here the contribution that
should be attributed to the dipolar relaxation of a ferro-
electric polymer predominates [10]. In our case, we
note the sharpness of the low-temperature phase transi-
tion. As the temperature decreases from 100 to 45°C
(curves 2–4), the frequency dispersion (slope of the
curves) decreases, while at 23.2°C a jump in the oppo-
site direction occurs. Similar behavior is also observed
near the high-temperature phase transition (Fig. 5). The
curve 2 in Fig. 5 corresponds to the paraelectric state
(T = 110°C, after heating up to 120°C), and the curve 1
corresponds to the onset of the transition into the ferro-
electric state. Just as in the case of the surface phase
transition, it is easy to see that the frequency dispersion
increases near the volume phase transition on cooling
from the paraelectric phase. Thus, an analogy is observed

0.4

1.2

0.8

2 53 4

2

1

logε''

logω

Fig. 5. Frequency dependences of the imaginary part ε'' of
the complex permittivity of a PVDF/TrFE LB film with
70/30 composition on cooling from the paraelectric phase
after heating the sample above 120°C at temperatures 82.8 (1)
and 109.8°C (2). The film thickness is 150 Å (30 monolay-
ers). The values of ε'' correspond to the sample as a whole,
including the parasitic capacitance (see text).
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between surface and volume phase transitions. On the
hole, the jump in the frequency dispersion can be
explained by a shift of the maximum of the curve ε''(ω)
to lower frequencies at a transition into the ferroelectric
state. This corresponds to an increase of the relaxation
times (according [10], the maximum shifts from tens of
megahertz to hundreds of kilohertz at a transition into
the ferroelectric state). More detailed investigations
require the use of a high-frequency measurement tech-
nique and are a subject of a separate work.

4. CONCLUSIONS
Our investigations of the dielectric properties of

multilayer ferroelectric LB films demonstrate for the
first time good agreement with theoretical models
based on the Landau–Ginzburg phenomenological
approach. We obtained expressions describing the tem-
perature variation of the permittivity near hysteresis,
and we found quantitative agreement with experiment.
We have also confirmed the presence of conductivity in
LB films. The frequency dispersion data show that this
conductivity does not depend on the frequency of the
field. This result is explained by the fact that the motion
of charge in LB films is not bounded by the walls of
crystalline domains. We observed a jump in the fre-
quency dispersion both at volume and low-temperature
(surface) phase transitions. This jump is explained by a
sharp increase in the relaxation times accompanying a
transition into the ferroelectric state.
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Abstract—The problem of weak localization of acoustic phonon modes in a nonideal chain-type crystal lattice
is studied. An expression is obtained for the diffusion coefficient tensor D. The role of the back coherent scat-
tering processes is investigated. It is established that on account of such processes a substantial renormalization
of the diffusion coefficient D can occur in the relatively low-frequency range, where the dispersion laws for
phonon modes exhibit quasi-one-dimensional properties. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Definite attention is now being devoted in the literature
to the problem of localization of phonon modes as well as
sound and light waves in disordered systems under condi-
tions where coherent multiple scattering processes are
substantial. Here phenomena associated with coherent
backscattering are of great interest. A number of questions
have been investigated for weakly anisotropic three-
dimensional lattices, including systems with resonantly
scattering impurity centers (see, for example, [1–7]).

Localization phenomena should be more pro-
nounced in low-dimensional systems than in conven-
tional three-dimensional compounds. It is significant that
under the conditions of diagonal disorder well-defined
quasi-local modes do not arise in such lattices [8, 9]. As
a result, when impurities are present, effects associated
with weak localization could become important. For this
reason, it is of interest to perform theoretical investiga-
tions of the localization of vibrational modes in layered
and quasi-one-dimensional compounds. The possibility
of localization of vibrational excitations in weakly
anisotropic layered lattices has been discussed in [10].
Our objective in the present paper is to analyze the sit-
uation for nonideal chain-type crystals.

The problem of the localization of acoustic modes
with displacement vectors parallel and perpendicular to
the weakly coupled chains is studied. The vibrational
modes of the first type are longitudinally polarized
excitations (l modes). Modes of the second type are so-
called bending excitations (b modes) [11]. In a quite
wide low-frequency range, a strongly anisotropic chain-
type crystal can manifest quasi-one-dimensional dynam-
ical properties. Specifically, the frequency of the l mode
is essentially independent of the transverse component
of the quasi-momentum, and the frequency of the
b mode is approximately proportional to the squared
longitudinal component of the quasi-momentum. As far
1063-7761/00/9002- $20.00 © 20308
as the model of disorder is concerned, we shall confine
our attention to diagonal disorder and we shall analyze
the behavior of the diffusion coefficient tensor. It is
assumed that the vibrational excitations are elastically
scattered by point-like defects. The two-particle lattice
Green’s function, averaged over the impurity configu-
rations, is determined taking account of the back coher-
ent scattering processes.

We note that we use the phenomenological Born–
Karman theory, in which the symmetry properties of
the lattice are taken into account when determining the
dynamical force parameters, to describe the dispersion
laws of l and b modes. The force parameters in this the-
ory are given as second-order derivatives of the real
structure-dependent part Est of the energy with respect
to specific components of the atomic displacements.
(The energy Est is the sum of the energies of the ionic
lattice and the configurational part of the electronic
energy.) The force parameters determined in this man-
ner contain contributions from pair and multiparticle
interatomic interactions, and they also depend on the
electron density distribution. The number of coordina-
tion spheres to which the interaction extends can be
large. Confining ourselves to the qualitative aspect of
the phenomenon, we take into account in the low-fre-
quency representation for the l and b modes only the
interaction between atoms located in the nearest chains.
In principle, if the dispersion laws of specific harmonic
modes (in a chain lattice) are known, then they can be
approximated by the formulas presented in the next
section.

In this connection, we call attention to the theoreti-
cal works on the problem of hydrogen in the metallic
state [12–15]. In these works it was assumed that in
metallic hydrogen the electrons are completely collec-
tivized, so that the protons are stripped of orbital elec-
trons. The form factor of the electron-ion interaction is
000 MAIK “Nauka/Interperiodica”



        

LOCALIZATION OF ACOUSTIC VIBRATIONAL MODES 309

                                                                  
known exactly. In [12–15] the properties of the metallic
state, both at zero pressure p = 0 [12] and under finite
pressures [13–15], have been investigated in a micro-
scopic approach. The authors employed perturbation
theory with respect to the electron-ion interaction. They
took account of the second-, third-, and fourth-order
contributions. Thus, a situation where the interaction in
the system is not only a pair interaction but also a non-
pair (covalent type) interaction was studied. It was
established that a metallic phase exists and that the sys-
tem is dynamically stable. It is very interesting that
structures with pronounced anisotropy are realized at
P = 0. Specifically, filamentary structures (with proton
chains) arise, and the minimum distance between the
atoms along the chains is much shorter than the dis-
tance between the chains.

Physically, the appearance of a chain-like structure
in hydrogen is due to compensation in the structure-
dependent energy Est of the contributions from the ionic
lattice and from the second-order terms with respect to
the form factor to the electron energy. The third-order
terms strongly affect the structural properties. The
effect of the fourth-order terms, including the terms
associated with the renormalization of the chemical
potential and Fermi energy, is comparatively small.

We underscore that the analysis of the phonon spec-
trum, which was studied in the entire Brillouin zone,
revealed specific low-frequency modes of l and b types
(see details in [12]).

One circumstance stimulating investigation of
chain-type structures is a recently discovered new phase
of carbon—carbolite [16]. Although the crystal structure
of this phase has not been investigated in detail, there are
grounds for believing that it consists of carbon chains
which are coupled with one another by a weak van-der-
Waals interaction. The anomalous behavior of the spe-
cific heat of carbolite at low temperatures can serve as
an indirect confirmation of the quasi-one-dimensional
structure of this material [17].

2. DYNAMICAL MODEL OF A CHAIN CRYSTAL

Dispersion laws. We shall assume that the effective
force interaction between atoms in the crystal lattice
along the z axis is much stronger than the interaction in
the xy plane. Then one can talk about atomic chains in
which the coupling is stronger than between individual
chains. For simplicity, it is also assumed that the matri-
ces of the force parameters are diagonal with respect to
the Cartesian indices. Vibrations along the z axis and
with displacement vector u in the xy plane are indepen-
dent.

The lattice is assumed to be tetragonal with cell
parameters {a, b}. Here the parameter b characterizes
the distance between the atoms in a chain and the
parameter a determines the distance between chains.
Under the conditions of strong anisotropy of the inter-
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
atomic interaction, the lattice parameters can be of dif-
ferent orders of magnitude.

We shall study vibrational modes with relatively
low frequencies. It is assumed that bkz ! 1. The quan-
tities akx and aky need not be small.

In the general case, the frequencies of the vibra-
tional modes are eigenvalues of the Fourier compo-
nents of the matrix of the second-order dynamical force
components. This matrix is defined by a relation of the
type

(2.1)

On this basis, we shall determine the dispersion law
for an acoustic vibrational mode describing the dis-
placements of atoms with mass M0 parallel to the
weakly coupled chains, i.e., along the z axis. We have

(2.2)

We note that the force parameters  and  char-
acterize the interaction along the z axis and in the xy
plane, and

(2.3)

We shall take account of the dynamical interaction only
between the nearest-neighbor atoms. Then, instead of
equation (2.2), we obtain

(2.4)

The frequencies ω⊥  and ω|| can be expressed in terms of

the parameters  and . It is important that,

according to equation (2.3),  ! .

We now consider bending modes. For vibrational
modes of this type the displacement vectors are ori-
ented perpendicular to the weakly coupled chains.
Using the definition (2.1) and the condition bkz ! 1 we
can write

(2.5)
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It is well known that in the absence of stresses in the
crystal the force parameters satisfy a condition of the
type (see, for example, [18, 19])

(2.6)

Hence it follows that three characteristic force parame-
ters should appear in the dispersion law for the bending
modes (since the first term in equation (2.5) is rede-

fined). Specifically, together with the parameters 

and , there also arises a parameter , where in
the model adopted

(2.7)

Thus, using equation (2.6), we obtain instead of equa-
tion (2.5) [11]

(2.8)

The three characteristic frequencies appearing here
correspond to three force parameters (2.7). The condi-

tions  !  !  are imposed on these frequen-
cies. We note that ω3 ≈ ω⊥  and ω1 ≈ ω||.

We shall now discuss the expressions for the anisotro-
pic dispersion laws for the l and b modes, equations (2.4)
and (2.8). Examination of these expressions shows that at
the lowest frequencies, ω ≤ ω1, the quantities ωl and ωb

depend, generally speaking, on the quasi momentum
components kx , ky , and kz. If the frequency of the longi-
tudinal mode lies in the range

(2.9)

then the second term in equation (2.4) is comparatively

small. Therefore the quantity  is essentially indepen-
dent of the transverse components of the quasi momen-
tum, kx  and ky , and the dispersion law for the l modes
corresponds to the case of a quasi-one-dimensional lat-
tice. At the same time, for a bending mode in the fre-
quency range such that

(2.10)

the first and third terms in the expression (2.8) can be
neglected. It is found that the frequency ωb does not
depend on the quasi momentum components kx  and ky .

It is proportional to . Therefore the dispersion law
for the b mode also exhibits quasi-one-dimensional
behavior.

Φzz
0s||Rs||

x Rs||

x

s||

∑ Φxx
0s⊥ Rs⊥

z Rs⊥

z .
s⊥

∑=

Φxx
0s⊥

Φxx
0s|| Φzz

0s||

Φzz
0s||   !  Φ xx 

0
 

s
 

||   !  Φ xx 
0

 
s

 
⊥ .

ωb
2 k( ) ω1a( )2kz

2 ω3b2

π
----------- 

 
2

kz
4+=

+ ω2
2 kxa

2
--------2sin

kya
2

--------2sin+ 
  .

ω1
2 ω2

2 ω3
2

2ω||
2 ωl

2 ω⊥
2 ,<≤

ωl
2

2ω2
2  !  ω b 

2 ω 3
2 , <

kz
2

                                        
JOURNAL OF EXPERIMENTAL
As noted in the introduction, bending modes were
introduced into the analysis by I.M. Lifshits. However,
he investigated their effect on the low-temperature
behavior of the specific heat and the thermal expansion
coefficient (see, for example, [11]).

Vibrational densities of states. We shall present
concrete expressions for the densities of states of the l
and b modes. They appear explicitly in the relations for
the partial diffusion coefficients (see Section 3).

We start with the l mode. It can be shown that the
squared density of phonon states in the frequency range

0 ≤ ω2 < 2  is determined by an expression of the
form

(2.11)

Here K is the complete elliptic integral of the first kind,

and  = bω⊥ /  is the group velocity. In the limit
ω  0, when the dispersion law corresponds to the
three-dimensional case, we have from equation (2.11)

(2.12)

In the quasi-one-dimensional range (2.9), as shown in
Appendix A, the density of states can be expressed in
terms of elliptic integrals:

(2.13)

(2.14)

Here k is the elliptic modulus, and k' is an additional

elliptic modulus. If  ! , then

(2.13')
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on the frequency.
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The squared partial density of phonon states of

b modes for 0 <  < 2  is

(2.15)

In the limit ω  0 (more accurately, in the long-

wavelength limit for 0 ≤ ω2 ! 2(a/b)4 ) it fol-
lows from the expression (2.15) that

(2.15')

i.e., the dependence is of a quasi-three-dimensional char-

acter. Finally, the frequency range 2  < ω2 <  ≈ 
we have according to the results of Appendix A:

(2.16)

For  @  this expression assumes the form

(2.16')

We call attention to the fact that the density of states
gb(ω) = 2ωgb(ω2) determined by equation (2.16') is a
decreasing function of frequency.

We also note that the functions gl and gb are deter-
mined, respectively, by the relations (2.12)–(2.14) and
(2.15), (2.16) in the entire range of low and intermedi-
ate frequencies.

Group velocities. The group velocities of the vibra-
tional modes also enter in the expressions for the partial
diffusion coefficients. A summary of the formulas is given
below. In the first place, in the case of the l mode we have

(2.17)

where  = bω⊥ /  and

(2.17')

The average velocities are given by expressions of the type

(2.17'')
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For the b modes we have

(2.18)

(2.18')

The corresponding average velocities are

(2.18'')

On the single-site scattering matrix and mass
operator. We shall now examine the characteristic fea-
tures of the single-site t scattering matrix and mass
operator P(ω) that are due to the elastic scattering of
phonon modes by impurity atoms. We assumed that the
disorder is diagonal and the impurity differ from the
matrix atoms only with respect to mass. Here M and M0
are the masses of the defect atoms and the atoms of the
regular matrix, and c is the defect concentration. The
value of the parameter ce2, where e = 1 – M/M0, is a
measure of the disorder. We note that defect concentra-
tion c is assumed to be low (c ! 1). In this situation the
total perturbation is a sum of contributions from indi-
vidual defects. To determine the mass operator, in prac-
tice it is sufficient to consider only terms of second
order in the parameter c. The effect of the interaction of
phonons with groups of more than two impurities
should be weak because of lattice anharmonicity.

For vibrational modes with displacement vectors
oriented parallel and perpendicular to the weakly cou-
pled chains (j = l, b), the operator Pj(ω) is given by rela-
tions of the form

(2.19)

where tj is the single-site scattering matrix, and the form
factor ∆j describes the pair dynamical interaction of the
impurities:

(2.20)
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Here  is the Green’s function of the ideal lattice,
and it is constructed from the operators of the compo-

nents  of the dynamical atomic displacements (α =

z, x(y)), and  is the Green’s function with equal site
indices.

The matrix tj is determined by the expression

(2.21)

The series for Pj(ω) (2.19) converges if

(2.22)

We now consider the behavior of the single-site

t scattering matrix (2.21) at frequencies w2 @ 2 ,
where the vibrational spectrum exhibits quasi-one-
dimensional properties. For such frequencies

(2.23)

Using the relations (2.23) and the Kramers–Kronig
relations, we obtain for the corresponding real parts of
the Green’s functions

(2.24)

Thus, the total Green’s functions are approximately

(2.25)

We call attention to the fact that for the l modes

 !  in a wide frequency range. At
the same time, for the b modes the real and imaginary

parts of the function  are of the same order of
magnitude.

Using the explicit form of the Green’s functions

 (2.25) and the diagonal perturbation operator
V = –eω2, we find that the denominators Rl, b of the sin-
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gle-site t scattering matrix can be represented in the
form

(2.26)

whence it is evident that the real parts of the t matrices
in the case of strong disorder vanish for frequencies ωr

which are roots of the equations

(2.27)

The frequencies themselves are given by the relations

(2.28)

The broadening of a level with characteristic fre-
quency ωr , by definition, is of the order of

(2.29)

Using the expressions presented for Γr we obtain

(2.30)

Let us now compare the expressions (2.29) and

(2.30). It turns out that for frequencies ω2 @ 2  the
condition Γr/ωr ! 1 does not hold, as a result of which
it makes no sense to talk about quasi-local levels exist-
ing in a narrow frequency range or about a resonant
type scattering by such levels. (Quasi-local modes arise
in quasi-one-dimensional crystals in the case of off-
diagonal disorder and weakly coupled impurities [8, 9].
The case of one-dimensional crystals is examined in
Appendix B.)

Using equations (2.19) and (2.20), we obtained
specific estimates of the mass operator for the case of
strong diagonal disorder, when c ! 1 and at the same
time e2c ≤ 1. This was done in order to determine the

approximate form of , the spatial Fourier com-
ponent of the single-particle Green’s function of the j
phonon mode with quasi momentum k, averaged over
the impurity configurations. The frequency range
where the dispersion laws for the l and b modes exhibit
quasi-one-dimensional behavior was examined. It turns
out that the renormalization of the frequencies of the
vibrational modes can be neglected. As far as damping
is concerned, it is sufficient to retain the term linear in
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the concentration c in the expression for the imaginary
part of the mass operator. On this basis, we have

(2.31)

Here ω/τi(ω) is the imaginary part of the mass operator,
and (see, for example, [19])

(2.32)

3. DIFFUSION COEFFICIENT
AND WEAK LOCALIZATION

Diffusion coefficient and the two-particle Green’s
function. We base our definition of the diffusion coeffi-
cient tensor for phonons of a harmonic lattice on a strict
Kubo-type expression for the lattice thermal conductiv-
ity. On this basis, we shall determine the thermal con-
ductivity tensor κ for low temperatures, where the elas-
tic scattering of phonons by defects determines the
mean-free path length. The case of a layered crystal has
been discussed in detail in [10]. Here we consider a
chain crystal.

For a chain crystal the lattice possesses axial sym-
metry and the tensor κ possesses two principal values,
which we denote as κ|| and κ⊥ . The corresponding
expression for καα is a sum of the contributions of l and
b modes. Similarly, as done in [10] it can be shown that

(3.1)

In equation (3.1) D denotes the diffusion coefficient;
n(ω) is the equilibrium Planck phonon distribution
function; and, α is the Cartesian index. We have

(3.2)

We recall that in the expressions (3.1) and (3.2) the
quantities ωj(k) and v(j) = ∂ωj(k)/∂k are the dispersion
law and the group velocity of a phonon mode with
quasi momentum k; gj(ω) is the partial density of vibra-
tional states. The spatial Fourier component of the two-
frequency Green’s function G2 can be expressed in
terms of the single-particle Green’s functions by means
of the equation

(3.3)
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where 

 

〈

 

…

 

〉

 

c

 

 denotes averaging over different impurity
configurations. In our case, in the momentum represen-
tation the equation for the two-particle Green’s func-
tion can be represented in the form of a Bethe–Salpeter
type equation

(3.4)

We are studying the role of the back coherent scatter-
ing processes (certain specific interference processes
arising with scattering of phonons by fluctuations of the
phonon density of states near defects). As is well known,
they determine the weak-localization regime which
arises when

(3.5)

where 
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 is the mean-free path of a 

 

j

 

-type
phonon, bounded by elastic scattering by impurities. In
the case of interest to us, the vertex part 

 

U

 

 appearing in
equation (3.4) is determined by “fan” type diagrams. It
turns out that

(3.6)

where 
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 + 

 

k

 

'. For the initial vertex 

 

Γ

 

j

 

 we found (see
also [10])

(3.7)

At relatively low frequencies (2.9) and (2.10), i.e., in
the range where the lattice exhibits quasi-one-dimen-
sional properties,

(3.7') 

Diffusion vertices.

 

 We shall consider only the fre-
quency ranges where the phonon dispersion laws
exhibit quasi-one-dimensional properties. We note that
the calculation of the complete vertices 

 

U

 

j
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k

 

'; 

 

ω

 

,

 

 Ω

 

)
in the diffusion limit is comparatively difficult. As an
illustration, the corresponding calculations are per-
formed in Appendix C for the case 
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= 

 

l

 

. The results are
summarized below.

In the first place, for longitudinal 
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modes for the fre-
quency range (2.9) we have, using equations (3.6)–
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(3.7) and also equations (A.3) and (C.2) from the
Appendix,

(3.8)

Here

(3.9)

To simplify the equations, we have set

When ω @ ω||, the quantities  (3.9) are approx-
imately

(3.9')

Then the expression for Ul (3.8) simplifies. It has the
form

(3.10)

where

For the case of the bending b modes the vertex Ub in
the frequency range (2.10) is given by

(3.11)
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Here

When ω @ ω2, the quantities  are approximately

(3.11')

As a result, instead of equation (3.11) we obtain

(3.12)

where

We call attention to the fact that the partial densities
of vibrational states can be expressed in terms of the

functions  and :

(3.13)

Partial diffusion coefficients. We shall now deter-
mine the partial diffusion coefficients in the weak-
localization regime. We shall determine the principal
values of the tensor D( j) in the situation where the con-
ditions (3.5) are satisfied. Using the relations (3.2) and
(3.4) we have

(3.14)
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where

(3.15)

(3.16)

The first term in equation (3.14) determines the stan-
dard values of the diffusion coefficient. The second
term in equation (3.16) determines the effect of the
interference scattering processes near defects. In the
case of a lattice with a strongly-anisotropic interatomic
force interaction, which we are studying, the summa-

tion over q is bounded above by small quantities  ≈

π/ . If a ≈ b, then  = . However,
if the unit cell parameters a and b are strongly different,

i.e., a ! b, then a situation where  ≈ π/b can occur.
We shall confine ourselves to the static case, where

Ω  0. Using the relations (3.14)–(3.16) and the rep-
resentation (2.31) for the Green’s functions and (3.10)
and (3.12) for the vertex parts, the partial diffusion
coefficients can be calculated in the frequency range
where the vibrational spectrum of the modes exhibits
quasi-one-dimensional properties.

As an example, we shall determine the diffusion coef-
ficient D(l) for the frequency range (2.9). We consider
first the contribution given by equation (3.15) to D(l). In
equation (3.15) we switch from summation to integra-
tion. The integration over dkz must be performed through
a pole and then over dkx and dky directly. We find

(3.17)

(the functions  were determined by the relation
(3.9)). Next, we switch to the interference term (3.16).
Calculations similar to those described above yield

(3.18)
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Using equations (3.17) and (3.18) we have

(3.19)

where

. (3.20)

(The diffusion vertex Ul is given by the expression (3.8).)

For the frequency range ω2 @ , using equations
(3.9') and (2.13'), the expression (3.17) assumes the
form

(3.21)

For the factor F(l) (3.20), in the static limit Ω  0 and
using equation (3.10) together with equation (3.21), we
obtain a representation in the form
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where

It can be shown similarly that for the bending b

modes for ω2 @  we have
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where
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We underscore that the deviation of the factor F(l, b)

from 1 is due to the back coherent scattering processes.
It follows directly from the expressions (3.21') and
(3.22') that under the conditions of diagonal disorder,
when ce2 ~ 0.1, in certain intermediate frequency ranges
(2.9) and (2.10) interference processes can strongly alter
the partial diffusion coefficients. In principle, a gap
appears in the spectrum D(ω), i.e., as the interaction
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ω|| and ω2 decrease), the renormalization of the partial
diffusion factors intensifies.

As already noted, ω3 ≈ ω⊥ , ω1 ≈ ω||, and ω1 ! ω2.
Therefore, since

(3.23)

the bending modes, as compared with longitudinal
modes, start to localize at high values of the param-
eter ce2.

4. CONCLUSIONS

In this paper, the possibility of weak localization of
acoustic vibrational modes in an nonideal strongly aniso-
tropic harmonic chain-type crystal lattice was analyzed. It
was assumed that the coupling between atoms in the
chains is much stronger than between atoms of individual
chains and that the lattice exhibits quasi-one-dimensional
properties. Longitudinally polarized excitations and exci-
tations resembling bending waves in noninteracting
chains were studied.

Analytic expressions for the diffusion coefficient
tensors D of the modes were obtained for temperatures
where the phonon free paths are determined by elastic
scattering by point defects. It was shown that in certain
frequency ranges, where the dispersion laws of the
modes exhibit quasi-one-dimensional properties, for
values of the disorder parameter near several tens sub-
stantial renormalization of the diffusion coefficient is
possible on account of the back coherent scattering pro-
cesses. In principle, a range of forbidden frequencies
arises in the spectrum D(ω).

Let us compare the results for a chain crystal with
the results for three-dimensional and layered crystals.
For a three-dimensional crystal and diagonal disorder,
quasi-local modes exist in the Debye low-temperature
part of the spectrum. In other words, a system of reso-
nantly scattering impurity centers arises. If the impurity
concentration c exceeds a critical value ccr and a low-
frequency gap appears in the spectrum, then in regions
where modes become localized arise at the edges of the
gap. If c < ccr (no gap), localization processes are weak
compared with the retardation effect [6]. The case of a
layered crystal has been examined in [10]. If disorder is
diagonal, then there are no quasi-local-type impurity
modes in the region where the lattice exhibits quasi-
two-dimensional (or quasi-one-dimensional) proper-
ties. According to [10], on account of the specific inter-
ference scattering processes, the gap in the spectrum
D(ω) appears only with strong disorder, when ce2 ≥ 1.
Thus, as expected, the back coherent scattering pro-
cesses should be most strongly manifested for chain
compounds.

Unfortunately, we know of no experimental data on
the thermal conductivity of strongly disordered quasi-
one-dimensional crystals. The search for the renormal-

∆F b( )

∆F l( )------------- π3ω||
2

ω2
2

------
ω⊥

ω
------ π3ω1

2

ω2
2

------
ω⊥

ω
------ 1,<≈=
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ization of the D tensor predicted in this paper requires
special experiments on carbolite type compounds.
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APPENDIX A

We shall determine the density of states of longitu-
dinal and bending modes in regions where the lattice
exhibits quasi-one-dimensional properties. In the first
place, by definition

(A.1)

We switch in equation (A.1) from summation over k to
integration over dk. In doing so,

(A.2)

For non-bending modes, if the frequency lies in the

range  ≤ ω2 < , taking account of equation (A.2)
the density of states is given by the relations

(A.3)

.

We now make a change of variables in equation (A.3).
We set

(A.4)
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As a result, instead of equation (A.3) we obtain

(A.5)

The integral in equation (A.5) can be expressed in
terms of elliptic functions. According to [20]

(A.6)

For b modes, in the frequency range  ≤ ω2 ! ,
we have

(A.7)

APPENDIX B

We now consider a one-dimensional chain with the
dispersion law

(B.1)

Ψ0
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and heavy impurities. In this case exact analytical
expressions can be obtained for the Green’s function

 and for the parameters of a quasi-local level.

First, we have, using equation (B.1),

(B.2)

Second, by definition

(B.3)

The integral appearing in equation (B.3) can be calcu-
lated using the substitution

(B.4)

We obtain

(B.5)

Using the relations (2.27) and (2.29) and equations
(B.2) and (B.5), we can determine the characteristic
frequency and width of a quasi-local level:

(B.6)

Let us now compare  and . According to the
relations (B.6), the condition for the existence of an

impurity level, /  ! 1, holds only near the upper

limit of the spectrum, where  ≤ .

APPENDIX C

We now consider the case of l modes, and we obtain
a concrete expression for the factor Jl(q; ω, Ω) which
appears in equation (3.6) for the vertex part in the
Bethe–Salpeter equation for the two-particle Green’s
function. To this end, we switch in the expression for Jl

from summation over k to integration over dk, for
which we employ the relation (A.2). We calculate the
integral over dkz, using the representation for the
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Green’s function in the form (2.31), using residues. We
obtain

(C.1)

In the situation where the back coherent scattering pro-

cesses occur, the conditions q⊥ li ! 1 and Ω  ! 1

should be satisfied (here li = v⊥  is the elastic mean
free path length). We shall also consider frequency

ranges such that ( /ω) ! 1 (we recall that ω|| is a
parameter characterizing the “entanglement” of the
chains). On this basis, we represent the expression in the
braces in equation (C.1) in the form of a geometric pro-
gression. The integrals of the odd functions vanish. As
a result, we have

(C.2)

The functions  were determined above in the main
part of the text.

Jl q;  ω Ω, ( )
2

 
π

 
a

 

2

 
τ

 
i
l

 

( )

 
2

 
π

 
3

 
ω

 
2

 
ω

 

⊥

 -----------------------=

×
kx kydd

1
ω||

2

ω2
------

qxa
2

--------2sin
qya
2

--------2sin+ 
 –

--------------------------------------------------------------------

π a⁄–

π a⁄

∫∫

× 1 iΩτ i
l( ) i

τ i
l( )ω||

2

2ω
-------------+ +





×
qxa
2

-------- kxa( )sin2sin
qya
2

-------- kya( )sin2sin+

– i v⊥ q⊥( )τ i
l( ) 1

ω||
2

ω2
------

qxa
2

--------2sin
qya
2

--------2sin+ 
 –

1/2





1–

.

τ i
l( ) ω( )

τ i
l( )

ω||
2 τ i

l( )

Jl q;  ω Ω, ( )
2 2

 
τ

 
i
l

 

( )

 
π

 
2

 
ω

 
2

 
ω

 

⊥

 ------------------- 1 i Ωτ i
l

 
( ) τ i

l
 

2 v ⊥ 
l

 
( )

 
2 q ⊥ 

2 –+ ( )Ψ 0 
l

 
( ) {≈

– 4 Ψ2
l( ) Ψ4

l( )–( )
τ i

l( )ω||
2

2ω
------------- 

 
2

qxa
2

--------2sin
qya
2

--------2sin+ 
 

+ Ψ2
l( )2ω||

2

ω2
---------v ⊥

l( )2τ i
l( )2q⊥

2





.

Ψn
l( )
JOURNAL OF EXPERIMENTAL 
 

REFERENCES

 

1. E. Akkermans and R. Maynard, Phys. Rev. B 

 

32

 

, 7850
(1985).

2. T. R. Kirpatrik, Phys. Rev. B 

 

31

 

, 5746 (1985).
3. J. E. Graebner, B. Golding, and L. C. Allen, Phys. Rev.

B 

 

34

 

, 5696 (1986).
4. Qian-Jin Chu and Zhao-Qing Zhag, Phys. Rev. B 

 

38

 

,
4906 (1988).

5. H. Bottger and M. Theuerkauf, Phys. Status Solidi B

 

150

 

, 73 (1988).
6. A. P. Zhernov, E. I. Salamatov, and E. P. Chulkin, Phys.

Status Solidi B 

 

165

 

, 355 (1991); 

 

168

 

, 81 (1991).
7. A. P. Zhernov and E. P. Chulkin, Zh. Éksp. Teor. Fiz.

 

109

 

, 602 (1996) [JETP 

 

82

 

, 321 (1996)].
8. M. A. Ivanov and Yu. V. Skripnik, Fiz. Tverd. Tela (Len-

ingrad) 

 

32

 

, 2965 (1990) [Sov. Phys. Solid State 

 

32

 

, 1722
(1990)].

9. M. A. Ivanov, A. M. Kosevich, E. S. Syrkin, 

 

et al.

 

, Fiz.
Nizk. Temp. 

 

19

 

, 434 (1993) [Low Temp. Phys. 

 

19

 

, 305
(1993)].

10. A. P. Zhernov and E. P. Chulkin, Zh. Éksp. Teor. Fiz.

 

113

 

, 930 (1998) [JETP 

 

86

 

, 507 (1998)].
11. I. M. Lifshits, Zh. Éksp. Teor. Fiz. 

 

22

 

, 475 (1952).
12. E. G. Brovman, Yu. M. Kagan, and A. Kholas, Zh. Éksp.

Teor. Fiz. 

 

61

 

, 2429 (1971) [Sov. Phys. JETP 

 

34

 

, 1300
(1972)].

13. E. G. Brovman, Yu. M. Kagan, and A. Kholas, Zh. Éksp.
Teor. Fiz. 

 

62

 

, 1492 (1972) [Sov. Phys. JETP 

 

35

 

, 783
(1972)].

14. Yu. M. Kagan and V. V. Pushkarev, Zh. Éksp. Teor. Fiz.

 

73

 

, 967 (1977) [Sov. Phys. JETP 

 

46

 

, 511 (1977)].
15. N. W. Ashcroft, Phys. Rev. Lett. 

 

21

 

, 1748 (1968).
16. S. Tanuma and A. V. Palnichenko, J. Mater. Res. 

 

10

 

,
1120 (1995).

17. A. S. Gurov, V. N. Kopylov, and K. Kusano, Phys. Rev.
B  56  , 11629 (1997).

18. G. Leibfried and W. Ludwig, 

 

The Theory of Anharmonic
Effects in Crystals

 

 (Inostrannaya Literatura, Moscow,
1968).

19. G. Leibfried and N. Broier, 

 

Point Defects in Metals.
Introduction to the Theory

 

 (Springer, Heidelberg, 1978;
Mir, Moscow, 1981).

20. A. A. Prudnikov, Yu. A. Bychkov, and O. I. Marychev,

 

Integrals and Series. Supplement 

 

(Nauka, Moscow,
1986), p. 184.

 

Translation was provided by AIP
AND THEORETICAL PHYSICS      Vol. 90      No. 2      2000



  

Journal of Experimental and Theoretical Physics, Vol. 90, No. 2, 2000, pp. 319–323.
Translated from Zhurnal Éksperimental’no

 

œ

 

 i Teoretichesko

 

œ

 

 Fiziki, Vol. 117, No. 2, 2000, pp. 362–367.
Original Russian Text Copyright © 2000 by Glazkov, Kozlenko, Savenko, Somenkov.

                                                                          

SOLIDS
Structure
Vibrational Spectra of the Ammonia Halides NH4I and NH4F
at High Pressures
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Abstract—The vibrational spectra of ammonium iodide NH4I at pressures up to 4.1 GPa and ammonium flu-
oride NH4F at pressures up to 4.7 GPa were investigated by inelastic incoherent neutron scattering. The pressure
dependences of the transverse optical translational and librational modes were obtained. The behavior of the
rotational potential barrier for the ammonium ion as a function of the lattice parameter for disordered and
ordered cubic phases of ammonium halides with CsCl type structure were calculated. The results obtained con-
firm that the transition from an orientationally disordered cubic phase into an ordered cubic phase in ammonium
halides occurs at close critical values of the positional parameter of hydrogen (deuterium). © 2000 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

The study of the effect of high pressures on ammo-
nium halides is of interest for clarifying the changes in
the structure and excitation spectra in order to deter-
mine the characteristics of the interaction potentials
and the nature of phase transitions occurring with a
change in volume [1].

One of the most important questions concerning the
dynamics of ammonium halides is the behavior of the
librational mode of the ammonium ion accompanying
orientational phase transitions arising with a change in
the external conditions (temperature and pressure).
This question is best studied by neutron spectroscopy,
which makes it possible to determine the position of the
libration peak directly from the experimental data. In con-
trast to this, the optical infrared and Raman spectroscopy
methods are insensitive to the librational mode, and it is
determined only from the overtones and Raman modes,
which can result in computational errors. However, the
possibility of performing inelastic neutron scattering
experiments at sufficiently high pressures appeared only
very recently, because of the development of the anvil
technique. Thus, in [2] the vibrational spectrum of
NH4Cl was studied at pressures up to 4 GPa. The pres-
sure dependences of the librational and transverse opti-
cal translational modes were obtained, and it was shown
that their intersection together with the appearance of a
phase transition at higher temperatures is possible. Sim-
ilar results were recently obtained for NH4Br [3]. This
made it interesting to study the behavior of these modes
under pressure for the entire class of ammonium halides,
specifically, for NH4I and NH4F.
1063-7761/00/9002- $20.00 © 20319
Our early neutron diffraction investigations of ND4Cl,
ND4Br, ND4I, and ND4F at pressures up to 4–5 GPa
[4, 5] showed that the structural behavior of ammonium
halides at high pressures is characterized by the pres-
ence of a single critical value of the positional parame-
ter of deuterium (hydrogen) ucr, determining the point
of the orientational phase transition and tentatively
attributed to the change in the relief of the potential as
volume decreases [5]. The presence of an orientation-
ally disordered cubic phase II with CsCl-type structure,
which, as pressure increases to a certain value trans-
forms into an orientationally ordered cubic phase IV
(CsCl-type structure with ferromagnetic type order-
ing) in the case of NH4Cl (P ≈ 0.6 GPa [4]) and
NH4Br (P ≈ 2.5 GPa [4]) or a tetragonal phase V (anti-
ferromagnetic-type ordering) in the case of NH4I (P ≈
8.3 GPa [6]) with approximately the same critical value
of the positional parameter, is characteristic for all
ammonium halides except NH4F.

In contrast to other ammonium halides, NH4F is
characterized by the presence of several phases with
hexagonal symmetry with a different type of ordering
of the ammonium ions [5]. In NH4F the value of the
positional parameter initially is greater than the critical
value, and for it there exists only an ordered cubic
phase III, which is isostructural to the phase IV of other
ammonium halides.

Our objective in the present work was to investigate
the vibrational spectra of the cubic phases of NH4I and
NH4F at high pressures by inelastic neutron scattering
in order to obtain information about the characteristics
of the rotational potential and the change in this poten-
tial at orientational phase transitions.
000 MAIK “Nauka/Interperiodica”
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2. DESCRIPTION OF THE EXPERIMENT

The experiments were performed at room tempera-
ture using a DN-12 spectrometer [7] in a pulsed high-
flux IBR-2 reactor in the Laboratory of Neutron Phys-
ics at the Joint Institute of Nuclear Research (Dubna),
using a high-pressure chamber with sapphire anvils [8].
The sample volume was V ≈ 2 mm3. The pressure in the
chamber was measured according to the shift of the
ruby luminescence line to within 0.05 GPa. A cooled
beryllium filter positioned at the scattering angle 2θ = 90°
was used to analyze the neutron energy transfer [3]. The
final energy of the detected neutrons was E = 4 meV, and
the characteristic measurement time for one spectrum
was 40 h.

3. BASIC RESULTS

The spectra of the generalized density of vibrational
states G(E) of the cubic phases of NH4I and NH4F
(Figs. 1 and 2) contain two peaks corresponding to the
transverse optical translational mode (TO) and the
librational mode (L). For NH4I the frequencies of these
modes are close, and the corresponding peaks partially
overlap. For NH4F the peak of the L mode was shifted
substantially to higher energies compared with NH4I and
no overlapping of the peaks of the TO and L modes is
observed. The pressure dependences obtained for the fre-
quencies of the TO and L modes for NH4I and NH4F are
shown in Figs. 3 and 4. The experimental values of νi,

G, arb. units
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0

NH4I

TO

L

P = 4.1 GPa

3.3 GPa

2.2 GPa

1.6 GPa

0.5 GPa

0 10 20 30 40 50 60
E, meV

Fig. 1. Generalized density of vibrational states for NH4I at
various pressures.
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obtained at different pressures from the data in this and
other works, are presented in Table 1.

The NH4I sample does not undergo phase transfor-
mations in the pressure range 0.05 < P < 8.3 GPa, and
the frequencies of the TO and L modes increase linearly
with increasing pressure (Fig. 3), just as in NH4Cl [2].
The dependence νTO(P) obtained agrees with the
Raman spectroscopy data [10], and the dependence
νL(P) differs somewhat from the dependence computed

E, meV

G, arb. units

TO
L

P = 4.7 GPa

TO

TA L

3.4 GPa

1.9 GPa

0.7 GPa

NH4F

0.025

0.020

0.015

0.010

0.005

0
20 40 60 80 100 1200

Fig. 2. Generalized density of vibrational states for NH4F at
various pressures.

E, meV
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P, GPa

L

TO

NH4I

Fig. 3. Pressure dependences of the frequencies of the TO
and L modes for NH4I. (j) Data from this work; (e) neutron
spectroscopy data [9]; (h) Raman spectroscopy data [10].
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from the data of [10]. Extrapolation of both depen-
dences to P = 0 gives values of νTO and νL close to the
values obtained in [9], which were measured for the
NH4I(II) phase at T = –25°C and P = 0 (Fig. 3).

The Grüneisen parameters of the TO and L modes
γi = –(dlnνi/dlnV)T, presented in Table 2 together with
the values of the derivatives dνi/dP, were calculated for
the cubic phases NH4I(II) at P = 0.5 GPa and NH4F(III)
at P = 1.9 GPa. The following values of the bulk mod-
ulus B = B0 + B1P were used in the calculations:
B(P = 0.5 GPa) = 16.8(7) GPa for NH4I [11] and
B(P = 1.9 GPa) = 93.4(7) GPa for NH4F [4]. The value
obtained γi(νTO) = 1.7(2) for NH4I that is smaller than
the value determined in [10] from the Raman spectra:
γi(νTO) = 2.4(3).

At room temperature NH4F possesses the wurtzite
structure (NH4F(I) phase, space group P63mc), which
at P = 0.45 GPa transforms into a complicated rhombo-
hedral structure containing 24 molecules in a hexago-
nal unit cell (NH4F(II) phase, space group R3c) [5]. The
transition into an ordered cubic phase of NH4F(III)
occurs at pressure P = 1.15 GPa [5].

The spectrum G(E) of the rhombohedral phase of
NH4F(II) measured at P = 0.7 GPa has three peaks, cor-
responding to a transverse acoustic mode (TA) and TO
and L modes. A characteristic feature of the spectrum is
the very strong TA peak, whose intensity is higher than
that of the other peaks.

For NH4F a small increase of the frequency νTO of
the transverse optical mode from 28.6 to 30.8 meV is
observed at the I–II transition, after which it decreases
to 27.2 meV at a II–III transition (Fig. 4). The libra-
tional mode behaves in the opposite manner: νL
decreases from 68.9 to 65.2 meV at the I–II transition
and increases to 74.7 meV at the II–III transition (Fig. 4).
The values of νTO and νL at P = 0 are taken from [9]. In
the III cubic phase, as the pressure increases further, the
frequencies of both modes increase, and νL remains
essentially pressure-independent. The value of νL for
NH4F(III), νL (P = 1.9 GPa) = 74.7 meV, is much
greater than the similar values for other ammonium
halides (νL ≈ 40 meV) in phases with similar structure.
This could be due to the presence of strong hydrogen
bonds in NH4F [12].

The lower value of νL for the NH4F(II) phase seems
to be explained by the fact that this structure has stron-
ger hydrogen bonds N-H-F than the NH4F(I) and
NH4F(III) phases. The results of the neutron diffraction
investigation of deuterated ammonium fluoride ND4F(II)
[12] have shown that the distance between D and F in
this structure is approximately 5% greater than in
ND4F(I), and the N–D–F angles are distorted by approx-
imately 10° compared with the corresponding value
180° for ND4F(I) and ND4F(III).
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4. DISCUSSION

There exist several models [13–15] that make it pos-
sible to establish a relation between the frequency of
the librational mode and the rotational potential barrier
for the ammonium ion in a cubic lattice. In [13] the vibra-
tions of an anharmonic anisotropic oscillator in the field of

Table 2.  Grüneisen parameters of the TO and L modes for
NH4I at P = 0.5 GPa and NH4F at P = 1.9 GPa

Mode dνi/dP, meV/GPa γi

NH4I

νTO = 18.6 meV 1.89 1.7(2)

νL = 33.3 meV 0.82 0.4(1)

NH4F

νTO = 27.2 meV 1.52 5.2(2)

νL = 74.7 meV 0.5 0.63(1)

Table 1.  Values of the frequencies of the TO and L modes in
NH4I and NH4F at various pressures

P, GPa νL, meV νTO , meV

NH4I, II phase
0 (T = –25°C) [9] 34.1(7) 17.1(7)

0.5 33.3(9) 18.6(9)
1.6 34.3(9) 20.8(9)
2.2 34.9(9) 22.0(9)
3.3 35.9(9) 24.0(9)
4.1 36.2(9) 25.4(9)

NH4F
0 (I phase) [9] 68.9 ± 2.2 28.6(7)
0.7 (II phase) 65.2(9) 30.8(9)
1.9 (III phase) 74.7(9) 27.2(9)

3.4 75.6(9) 30.3(9)
4.7 76.1(9) 31.5(9)

NH4F

E, meV

80

60

40

20

0 1 2 3 4 5
P, GPa

I II III
L

TO

∆
TA

Fig. 4. Pressure dependences of the frequencies of the TO
and L modes for NH4F. (s) Data from this work; (d) neutron
spectroscopy data [9]; (n) value of the TA mode for the
rhombohedral phase of NH4F(II).
SICS      Vol. 90      No. 2      2000



322 GLAZKOV et al.
a phenomenological electrostatic potential [16], corre-
sponding to cubic symmetry of the crystal and tetragonal
symmetry of the ammonium ion, were studied:

(1)

where lN–H is the length of the N–H bond, and xi , yi , and
zi are the coordinates of the hydrogen atoms in the
ammonium ion.

The height of the rotational potential barrier V0 is
determined by the length of the N–H bond and the unit-
cell parameter:

(2)

In this model the relation between V0 and νL has the
form

(3)

where h is Planck’s constant, I is the moment of inertia
of the ammonium ion, and νL is expressed in energy
units.
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Fig. 5. Rotational potential barrier V0 versus the lattice
parameter for the orientationally disordered and ordered
phases of ammonium halides. (n) NH4I, (h) NH4Br [3],
( ) NH4Cl [2], (e) NH4F, (+) values of the activation energy
for NH4Cl, NH4Br, and NH4I obtained by the NMR method
[13].

Table 3.  Values of the parameters B and C for the potential (3)

Parameter Disordered phase Ordered phase

B, kJ/mole 5.087 × 103 74.098 × 103

C 4.2(2) 6.2(2)
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If the dependence νL(P) and the lattice parameter
dependences a(P) are known, the dependence V0(a),
which characterizes V0 as a function of the interionic
distance in the crystal, can be calculated. It is known
that the behavior of the librational mode changes at a
II–IV orientational phase transition, which occurs in
ammonium halides under pressure [2]. Figure 5 shows
the dependences V0(a) for the disordered and ordered
cubic phases of ammonium halides, calculated from the
neutron spectroscopy data for νL(P) [2] (NH4Cl), [8]
(NH4Br), and the results of the present work for NH4I
and NH4F. The a(T) data and the values of the II–IV
transition pressures for NH4Cl and NH4Br are taken
from [3, 4]. The values of V0 for P = 0 agree with the

values obtained for the activation energy of the 
ion in ammonium halides by the nuclear magnetic res-
onance (NMR) method [13].

Both potentials intersect at the lattice parameter acr =
3.88(6) Å (Fig. 5). This is equivalent (for the same value of
the N–H bond length) to approximately the same value

of the positional parameter (ucr = lN–H/acr ), character-
izing the II–IV orientational phase transition, which
occurs for values of the lattice parameter close to acr,
a = 3.83 Å in NH4Cl and a = 3.89 Å in NH4Br [4].

Interpolation of the dependences V0(a) for the II and
IV phases by a function of the type

V0(a) = B/aC (4)

(Fig. 5) gives the values for the parameters B and C pre-
sented in Table 3.

The value of the exponent for the disordered phase
is close to C = 5. This shows that the relation (3) is a
good approximation for determining V0. At the same
time, the value of C for the ordered phase is closer to
C = 7, which is probably due to the fact that in this case
the contribution of the octupole-octupole interaction of
the ammonium ions to the energy of the system

increases [17, 18], VO–O ~ /a7, where I3 is the octu-

pole moment of the  ions. The magnitude of this
contribution depends on the relative orientation of the

 ions and is small for an orientationally disordered
phase [18]. The fact that the exponents differ from C = 5
(for the disordered phase) and C = 7 (for ordered phase)
shows that higher-order terms must be taken into
account (anharmonicity, multipoles, and so on).

Thus, the results show that the dependence of the
rotational potential of the barrier on the interatomic dis-
tance changes at an orientational phase transition. It is
possible that a situation similar to that in ammonium
halides also occurs for orientational transitions in other
systems with molecular cations, where the compress-
ibility is determined primarily by the anionic sublattice.
In this case, assuming that

a0 – (da/dP)Ptr = acr,

NH4
+

3

I3
2

NH4
+

NH4
+
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we obtain a simple estimate for the transition pressure

Ptr = (acr – a0)/β,

where a0 is the lattice parameter at atmospheric pres-
sure and β = da/dP is the linear compressibility.

Interpolation of the pressure dependences νL(P) and
νTO(P) for NH4I to higher pressures indicates that they
can intersect, νL = νTO at P ≈ 14 GPa. Since the ammo-
nium ion participates in librational and translational
motions, resonance between TO and L modes is possi-
ble and could result in structural instability and a phase
transition at high pressures. Raman spectroscopy [10]
at high pressures showed strong changes in the spectra,
on the basis of which it was inferred that a phase tran-
sition into a new, previously unknown, high-pressure
phase NH4(V) occurs at PV = 5.4(5) GPa. A neutron dif-
fraction investigation of deuterated ammonium iodide
ND4I [5] showed that a real structural phase transition
occurs only at a much higher pressure P = 8.3 GPa.
Since at this pressure the difference of the frequencies
of the TO and L modes should not exceed 5 meV, this
could indicate the existence of an interaction between
the TO and L modes, which changes the high-pressure
dynamics of NH4I and in consequence leads to a struc-
tural phase transition.

5. CONCLUSIONS

The results of this work, which were obtained by
inelastic neutron scattering at high pressures, show that
orientational phase transitions in ammonium halides
can be described, using previously proposed theoretical
models, on the basis of a change in the rotational poten-
tial as a function of the distance. The intersection of the
potentials of the ordered and disordered phases at close
values of the lattice parameter or positional parameter
for different compounds explains the previously estab-
lished characteristics of the structural behavior of
ammonium halides and makes it possible to predict the
behavior of other similar systems.
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Abstract—The birefringence of light in freely suspended samples of porous silicon is observed and investi-
gated. The effect is interpreted as “shape birefringence,” i.e., the effect caused by the structure of a material
consisting of anisotropic formations with sizes less than the wavelength of the light and with a predominant
orientation. It is checked experimentally that the samples do not possess optical activity or optical anisotropy
in the plane of the porous-silicon film. It is determined that the effect is observed for polarization of incident
light that rules out the possibility of observing birefringence in a uniform optical medium, and it is not observed
in the conventional experimental geometry. Qualitative explanations are given for the anomalous character of
the observed defect. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Increasingly more complicated objects are being
studied in modern condensed-state physics. An exam-
ple of such an object is porous silicon, which has been
actively investigated in the last ten years in connection
with the possibilities of producing a new generation of
optoelectronic devices based on it [1]. We recall that
according to current ideas porous silicon is a self-orga-
nizing formation consisting of silicon “quantum wires”
with transverse dimensions of up to tens of angstroms.
Since the cross sections of the wires are small, the prop-
erties of the wires (and the properties of the material as
a whole) are largely determined by quantum confine-
ment in the electronic and phonon subsystems [2, 3].
The character of the structure of a material consisting
of individual filaments also influences the properties of
the material and is a source of additional effects (see,
for example, [4]).

Just as for other complicated objects, besides the
“logical” and potentially helpful properties, porous sili-
con demonstrates unexpected effects, whose nature
remains puzzling. Specifically, manifestations of ferro-
magnetism in porous silicon were reported in [5]. In [6],
it was observed in an investigation of the magnetooptic
Faraday effect in porous silicon that the magetooptic
rotation decreases as light passes through the sample at
an angle to the direction normal to the sample surface.
It was inferred that the effect is due to detection of the
magnetization component lying in the plane of the sam-
ple. However, subsequent investigations showed that
when the sample is inclined, the polarization of the
transmitted light changes irrespective of the presence of
a magnetic field. Thus, the observed change in polariza-
1063-7761/00/9002- $20.00 © 20324
tion of the transmitted light was found to be a result of
the birefringence of light in porous silicon.

We know of no works on birefringence in porous sil-
icon. The relative simplicity of the structural units (sil-
icon atoms) and the cubic crystal lattice, just as in the
initial crystalline silicon (see [1]), rule out the basic
conventional reasons for the appearance of birefrin-
gence in crystals. At the same time, the mesoscopic
structural elements—quantum wires—can easily be
responsible for birefringence because of shape anisot-
ropy, even if the material composing the wires is com-
pletely isotropic. There also exist specific mechanisms
that can lead to birefringence in low-dimensional
objects (see, for example, [7]).

In the present paper we describe the experimental
results obtained from investigations of the basic manifes-
tations of the birefringence observed in porous silicon.

2. EXPERIMENTAL TECHNIQUE 
AND SAMPLE PREPARATION

The samples for the investigations were obtained by
anodic etching of standard silicon plates with resistivity
0.015–0.025 Ω/cm and (100) orientation in a 1 : 1 mix-
ture of 40% HF with ethanol with no additional illumi-
nation of the samples. The anodization current was
maintained at 70 mA/cm2. After the layer was allowed
to form under the indicated conditions for 6–16 min, the
etch current density increased by an order of magnitude,
which resulted in separation of the layer formed from the
substrate. The samples obtained were 15–50 µm thick
and possessed a porosity of about 65%. The samples
were separated from the substrate (initial silicon crys-
tal) by sharply increasing the anodization current.
Under optical monitoring the samples demonstrated the
000 MAIK “Nauka/Interperiodica”
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luminescence typical for porous silicon in the orange
range of the spectrum and a shift of the Raman scattering
band in the direction of lower energies by 8–10 cm –1 as
a result of confinement in the phonon subsystem.

The intensity of the light transmitted successively
through a linear polarizer, a film sample of porous sili-
con, and an analyzer was recorded in the main body of
the experiments as a function of the angular position of
the analyzer. This method for describing the polariza-
tion of light, according to [8], is called the projection
picture. The arrangement of the experiment and the
notations for the angles used in this paper are presented
in Fig. 1. In turn, the projection pictures were recorded
for various angles between the normal to the sample
surface and the direction of propagation of the light.
Linearly polarized light, oriented in a different manner
(γ = 0°, 45°, 90°) relative to the rotation axis of the sam-
ple, was used in the experiments. In the typical case the
direction of the probe beam, the direction of the electric
oscillations of the light wave, and the rotation axis were

1

2 3 4

5

---- ------ ----

γ

α

β

Fig. 1. Diagram of the experimental apparatus: (1) He-Ne
laser; (2) additional polarizer; (3) sample; (4) analyzer;
(5) photodetector. The letters indicate the following angles:
(α) between the normal to the sample plane and the direc-
tion of incidence of the light; (β)angular position of the ana-
lyzer relative to the rotation axis of the sample; (γ) angular
position of the polarizer relative to the same axis.
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oriented along the Cartesian axes of the coordinate sys-
tem. The experiments were performed with low-power
radiation (2–4 mW) from an unfocused helium-neon
laser at a wavelength of 6328 Å at room temperature.

Since the porous-silicon samples are not as perfect
as conventional materials used for optical polarization
investigations, the experiment showed a variance in the
data and irregular deviations of the recorded depen-
dences from the dependences dictated by the symmetry
laws. Such deviations are very likely to be due to non-
uniformities in the material and were not were not
investigated. This article includes the regularly observ-
able dependences, which are typical for a variety of
samples.

3. EXPERIMENTAL RESULTS

1. It was observed in the experiments that rotation of
the sample (see Fig. 1) changes the polarization of the
light transmitted through it. The largest effect was
observed in the cases where the vector E of the linearly
polarized light incident on the sample was oriented in
the direction of or perpendicular to the rotation axis of
the sample, which lies in the plane of the sample. The
difference in the results for these two cases was sub-
stantially smaller than the effect itself.

Figure 2 gives an idea of the character of the data
directly recorded in the experiment. When the angle
between the polarization plane of the incident light and
the rotation axis of the sample was γ = 45°, virtually no
change in polarization was observed. The correspond-
ing dependence is presented in Fig. 2a. When the vector
E of the light oscillations was oriented parallel or per-
pendicular to the rotation axis of the sample, the depen-
dences were substantially different. The projection pat-
terns obtained for several angles of inclination of the
I, arb. units
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I, arb. units

Fig. 2. Projection curves for the polarization of the light transmitted through a film sample of porous silicon for  γ = 45° (a), γ = 90° (b), and
for different angles α of rotation of the sample: j, α = 0°; s, α = 10°; n, α = 20°; ., α = 30°; e, α = 35°; u, α = 40°; r, α = 45°; d, α = 50°.
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sample (0° < α < 50°) relative to the direction of light
propagation are collected in Fig. 2b. The angle β of
rotation of the analyzer relative to the position of cross-
ing with the analyzer is plotted along the abscissa axis
for all curves of the family γ = 90°, and the light inten-
sity transmitted through the analyzer is plotted along
the ordinate. The different curves in a family corre-
spond to different angles of rotation of the sample. It is
evident from the figure that as the sample rotates, the
projection pattern characterizing the light polarization
changes. It is important to note that as the sample

...... .......... ........... ........... ..... ....... ......
...

...
....

....
....

..

I||/I⊥

102

101

100

10–1

10 30 50 70
α, deg

Fig. 3. Ratios of the intensities of the components with ini-
tial polarization I|| and the polarization component I⊥
orthogonal to it as a function of the rotation angle α for three
samples of porous silicon with thickness 15 (j), 30 (s), and
50 (n) µm. The plot demonstrates the effect of the sample
thickness on the frequency of the change in polarization
caused by rotation of the sample.

I, arb. units

1.0

0.8

0.6

0.4

0.2

0
0 40 80 120°

β – γ, deg

Fig. 4. Intensity of the light transmitted through the polar-
izer and analyzer as a function of the angle β – γ between the
axes of maximum transmission with a sample of porous sil-
icon between them (circles) and without the sample, i.e.,
Malus’ law (solid curve). The plot demonstrates the absence
of depolarization and optical activity in the sample in a
direction normal to the surface.
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rotates, the maxima and minima of the projection pat-
terns change places, and for certain samples repeatedly,
while there is almost no shift in the points of intersec-
tions of the curves.

The experiments showed that the character of the
observed curves, specifically, the period of alternation
of the maxima and minima, depends on the thickness of
the sample. This is evident from the plots presented in
Fig. 3: The period of the oscillations (as a function of
the rotation angle of the sample) is smaller for thick
samples.

To determine the nature of the observed effect the
same series of experiments was repeated on one of the
samples, after which the sample was impregnated with
paraffin oil (the immersion medium for microscopes).
Such treatment of the sample decreased the observed
birefringence effect by approximately a factor of 2.

2. A series of additional experiments was performed
in search of other manifestations of optical anisotropy.
These experiments showed that the polarization of the
light transmitted through the sample does not change if
the light passes through the sample in a direction nor-
mal to the surface. It is evident in Fig. 4 that the light
transmitted through the sample along this direction is
completely extinguished by the linear analyzer. The
position of the analyzer is, in this case, exactly the same
as the position in which the probe beam in the absence
of the sample is extinguished in the setup. The general
behavior of the dependence quite accurately follows
Malus’ law (solid line), attesting to the fact that the
light remained linearly polarized with the same direc-
tion of polarization which it had before passing through
the sample.

When the polarizer and the analyzer are mutually
oriented so as to achieve the maximum transmission
and the sample lies between them so that the normal to
the sample surface is directed along the light beam,
rotation of the sample relative to the normal to its sur-
face did not result in a periodic variation of the intensity
of the light transmitted by the analyzer. In these exper-
iments variations of intensity up to 30–40% were
observed for some samples, but a characteristic angular
dependence with the period π/4 was never observed
(Fig. 5). It can be assumed on the basis of the latter cir-
cumstance that in the cases where a variation of the
intensity was observed, it was simply caused by the
inadequate optical quality of the samples and not by the
presence of optical anisotropy in the plane of the sam-
ple.

We interpret the experimental results described in
Section 2 as attesting unequivocally to the absence in
our samples (free standing films of porous silicon) of
(i) appreciable depolarization of the linearly polarized
light, (ii) rotation of the polarization plane (nonmag-
netic), and (iii) optical anisotropy (optic axis or its pro-
jection) lying in the plane of the films investigated.
Since the samples were obtained from isotropic mate-
AND THEORETICAL PHYSICS      Vol. 90      No. 2      2000
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rial (silicon with its cubic lattice) using etching, the lat-
ter result is entirely natural.

4. DISCUSSION

The interpretation of the observed facts and the der-
ivations can be uniquely divided into two groups.

1. In terms of its overall features, the observed effect
is understandable, almost trivial. In a film material the
directions along and perpendicular to the film can be
nonequivalent. Characteristic oscillatory modes, which
ordinarily have a different polarization, exist in aniso-
tropic materials. These modes, usually called ordinary
and extraordinary rays, propagate in the crystal without
a change in the type of oscillation, but their propagation
velocities are different, which corresponds to different
refractive indices for these modes. When the angle of
incidence of the light on the sample changes, the effec-
tive refractive indices and the optical path lengths for
the ordinary and extraordinary rays change.

As a result, when the light leaves the sample, the
superposition of modes can lead to light of a different
polarization than the polarization at the entrance into
the sample. Since the change in polarization arose
because of the difference of the optical paths of the two
components of the light in the sample, this change
should increase as the sample thickness increases and
as the angle between the normal to the sample and the
direction of incidence of the light increases. Both these
tendencies were clearly observed in the experiment,
and the effects responsible for them can be easily
described by the well-known formulas [9].

The phase shift between the components propagat-
ing with different velocity can be written in the form

Here ∆n = no – ne is the difference of the refractive indi-
ces between the components of the light with different
polarization, d is the geometric path length of the light
in the sample (d = t/cosθ for light passing through a
sample of thickness t at angle θ). In turn, the angle θ
can be found from the known angle of incidence and
the refractive index. On the basis of previously
obtained data [10], the average refractive index can be
assumed to be known (n = 1.75 for porosity P = 65%).
Hence, having determined the rotation angle of the
sample giving a rotation of the projection pattern by
90° (which corresponds to a transition from a maxi-
mum to a minimum in the projection pattern of the type
presented in Fig. 2 or a phase shift of π/2 between com-
ponents with different polarization), we obtain a differ-
ence of the coefficients for the two types of waves ∆n =
0.10 that is much greater than, for example, in ZnGeP2
[11] or (Al)GaInP [12]. The variance in the values of
∆n obtained for different samples does not exceed
20−25%.

∆φ 2π
λ

------d no ne–( ).=
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The experiment with a sample impregnated with
paraffin oil indicates unequivocally the reason for the
optical anisotropy. As indicated above, optical anisot-
ropy in porous silicon could be due to the fact that the
anisotropic elements forming the material of porous sil-
icon have a predominant orientation. The presence of
interior surfaces oriented in a definite manner in the
material, taking account of the need to satisfy the
boundary conditions for the light vector E, will cause
the permittivity to be different in different directions,
i.e., birefringence. The corresponding formulas and ter-
minology are given in the well-known monograph by
Born and Wolf [9]. It can be assumed that the sizes of
the structural elements of porous silicon are compara-
ble to or greater than the size of the oil molecules, so
that the oil can penetrate into the porous material,
equalizing the difference of the refractive indices
between individual elements and the medium between
them. (We note in addition that these anisotropic ele-
ments must nonetheless be smaller than the wavelength
of the probing light; otherwise, the experiment would
show scattering and depolarization but not birefrin-
gence.) The filling of the space between the anisotropic
elements with a medium with refractive index (noil) fall-
ing between the refractive indices of the “quantum
wire” material (nSi) and the vacuum will obviously
decrease the optical anisotropy and the birefringence
which are due to the presence of anisotropic structural
elements. For this reason, the result of the experiment
with the impregnated sample proved that the observed
anisotropy is due to the fact that the material consists of
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30°
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Fig. 5. Intensity of the light transmitted successively
through a polarizer, the sample, and an analyzer as a func-
tion of the rotation angle of the sample with the sample
rotated relative to the normal to its surface. The sample is
oriented normally to the light beam, the analyzer and polar-
izer are initially placed in the position of maximum trans-
mission. The curves represented by different symbols corre-
spond to different samples. The solid curve shows the form
of the dependence cos4ϕ that would indicate the presence of
an optic axis in the plane of the sample.
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anisotropic elements with a predominant orientation
(so-called shape birefringence [9]). This result, without
question, agrees with the existing ideas about the struc-
ture of porous silicon.

2. However, an attempt to give a more detailed inter-
pretation of the results is dismayingly unproductive.

It must be kept in mind, first and foremost, that the
effect is also observed for the directions of oscillations
of the light vector E along the rotation axis of the sam-
ple. This fact renders meaningless the formal interpre-
tation presented above, at least for the case of an opti-
cally uniform medium. Indeed, for the vector E of the
electric oscillations of the light directed along the rota-
tion axis of the sample (γ = 0, see Fig. 1), the direction
of the vector E does not change either at the entrance of
the light into or at the exit from the sample; E will lie
in the plane of the sample. The vector will also have no
components directed along the normal to the surface of
the sample. In other words, there are no components
with a different polarization and the same experimental
arrangement. Under these conditions, changing the
angle of incidence will change the optical path length
and the phase of the outgoing light relative to the phase
of the light that exited the sample in a direction normal
to the surface. But since two components with different
polarization for which an inclination of the sample
would change the phase difference are not present, the
polarization of the outgoing light also cannot change.

Such components could arise if the sample con-
tained an optic axis making a nonzero angle with the
rotation axis. However, the experiments described in
Section 3.2 show unequivocally that there is no such
axis.

One other possibility can be presented a priori:
Birefringence coexists with rotation of the polarization
plane in the material. In this case the direction of the
oscillations of the vector E could be changed as a result
of a rotation of the polarization plane. This would actu-
ally signify the appearance of a light oscillation with a
different polarization, and a phase difference could
appear between the two basic types of waves in accor-
dance with the formulas presented above. However,
this possibility is not confirmed experimentally—the
data in Fig. 4 clearly show that there is no rotation of
the polarization plane in the sample.

3. An interpretation of the observed effects can be
proposed only at a qualitative level with a substantial
complication of the model. One possibility is to assume
that the sample is nonuniform, so that the light trans-
mitted through it passes successively, for example,
through regions with different directions of rotation of
the polarization plane. In this case, the light transmitted
through the sample normally can maintain the same
polarization plane as for the incident light, just as in the
experiment described above. At the same time, the
polarization inside the sample makes an angle to the
main directions, so that the rotation of the sample will
result in the appearance of a phase shift between the
JOURNAL OF EXPERIMENTAL
components and, in this case, to a change in polariza-
tion.

The conjecture made above presumes, first and fore-
most, that porous silicon has a complex (hierarchical)
structure. In itself, this conjecture does not contain any
unusual hypotheses. In works on this material, experi-
mental evidence is presented, for example, for a layered
structure. Each layer in turn is formed by a collection of
oriented “quantum wires” [13–15]. Such a structure
could give, for example, rotation of the polarization
plane at the entrance to the layer and a reverse rotation
at the exit from the layer; the total rotation for light
passing through a layer in a direction normal to the
layer could be close to zero. But, even with oblique pas-
sage a layer with such properties could also demon-
strate dichroism with dependences similar to those
observed in our experiments.

This conjecture of a compensated rotation of the
polarization plane makes it possible to relate the data
from all experiments in a single model. However, in
this case, the exact compensation of the contributions
of separate regions is nontrivial. It is sufficient to recall
that the demagnetization (on the average) of an ordi-
nary piece of iron is due to a quite complicated system
of phenomena that minimize the volume energy of the
magnetic field. In principle, the complex hierarchical
structure of porous silicon consisting of nano- and
microobjects of different scale leaves another possibil-
ity—balanced combination of right- and left-hand rota-
tions. The question is why nature chooses precisely this
variant from the enormous number of possibilities.

With respect to porous silicon, this question is con-
sistent and relevant, since the formation of porous sili-
con itself is a self-organization of a mass of nanosize
elements, which at present is not fully understood (see,
for example, [16]). However, up to now, attempts to
analyze the situation have been made only for the pro-
cess leading to the formation of the quantum wires
themselves. The observation of birefringence of light in
the present work shows that the organization of the
quantum-size elements into a single material—porous
silicon—is nontrivial and not accidental, and this ques-
tion requires a special investigation.

5. CONCLUSIONS

Thus, in the present work birefringence of light in
porous silicon was observed and investigated for the
first time. The collection of results of observations can
be easily interpreted formally as a manifestation of the
birefringence of the experimental material. An experi-
ment with an impregnated sample unequivocally shows
that the observed birefringence is the socalled shape
birefringence and is due to the structure of the material
consisting of anisotropic objects which have a predom-
inant orientation.

Nonetheless, a correct description of part of the
experimental data using well-known formulas for bire-
 AND THEORETICAL PHYSICS      Vol. 90      No. 2      2000
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fringence does not exhaust the questions concerning
the nature of the observed defects. The results of differ-
ent experiments can be explained as whole only quali-
tatively using quite complicated assumptions about the
structure of the material.
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Abstract—The effect of high pressures P on the Néel temperature TN , the crystal lattice parameters, and the
magnitude of the hyperfine magnetic field HSn at a nucleus of a diamagnetic tin atom was studied in pure and
tin-doped orthoferrites RFeO3 (R = Nd, Lu). The dependence of these quantities on the geometry of the
exchange bonds, specifically, the angle and length of the chemical bond Fe–O–Fe(Sn), was analyzed. It was
established that under pressure the angular contribution decreases and the radial contribution increases TN and
HSn, the radial contribution being greater than the angular contribution in absolute magnitude. Numerical esti-
mates were obtained for the angular and radial contributions to TN and HSn. In lutecium orthoferrite, at P > 30 GPa
anomalies indicating a possible phase transition were observed in the behavior of the lattice parameters and the
value of HSn. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In the orthoferrites RFeO3 (R is a rare-earth ele-
ment) doped with diamagnetic tin ions Sn4+, Mössbauer
spectroscopy has revealed strong magnetic fields at
119Sn nuclei, reaching 250 kOe [1]. These fields arise as
a result of the transfer of spin density from the 3d shell
of the Fe3+ ion into the ns shell of the Sn4+ ion, which is
what produces the hyperfine magnetic field at a Sn
nucleus via the Fermi contact interaction. Spin-density
transfer occurs by the mechanism of indirect exchange
with the participation of an intermediate oxygen ion
along the chain Fe–O–Sn [2]. For this reason, the field
produced by such a mechanism is called an indirect
hyperfine interaction field or a supertransferred hyper-

fine magnetic field ( ) [2]. Investigations have

shown that the field  (which in what follows we
denote by HSn) is very sensitive to the local magnetic
and crystal structure and to the geometry of the
exchange bonds [2–4]. In the series of orthoferrites
RFeO3(Sn4+), as R changes from La to Lu the value of
the field HSn decreases approximately by 100 kOe [1].
This decrease is due to the decrease in the angle of the
exchange bond Fe–O–Fe (or Fe–O–Sn), which in turn
is caused by the decrease in the ionic radius of the rare-
earth element. This effect also explains the decrease in

the Néel temperature TN [4] and the field  at the
57Fe nuclei.

HSTHF
Sn

HSTHF
Sn

HSTHF
Fe
1063-7761/00/9002- $20.00 © 20330
The theoretical approach to this problem on the
basis of the method of molecular orbitals (ligand field
theory) was initially formulated in [5, 6] and later
developed in [7–10]. Comparing the theoretical values
of the field HSTHF with the experimental values makes it
possible to estimate the transfer and overlap integrals
and thereby obtain information about the covalency and
exchange interaction parameters in a specific crystal
structure. However, investigations performed for the
perovskite, garnet, and spinel structures [2, 4, 7, 10, 11]
have shown that the theory does not always explain and
can explain only qualitatively the experimental results
obtained under normal pressure.

High-pressure experiments can serve as a good test
for checking and improving theoretical models. Lister
and Benedek [12] have investigated the pressure depen-
dence of the hyperfine magnetic field HFe at 57Fe nuclei
in octa- and tetrahedral sites of yttrium iron garnet and
found that HFe is virtually independent of the lattice
parameter. In [13] four orthoferrites and the ferrites-
spinels NiFe2O4 and Fe3O4 were investigated. For the
orthoferrites, it was found that HFe (296 K) increases
with pressure, which the authors attributed to the
increase in TN with constant HFe (0 K). For the spinels
NiFe2O4 and Fe3O4, it was found that HFe (0 K) decreases
with increasing pressure. In [14], it was observed that in
the spinel MnFe2O4 (Sn4+) the field HSn at the tin nuclei
increased substantially under pressure P. It was found
that dHSn (296 K)/dP = +3 kOe/GPa.
000 MAIK “Nauka/Interperiodica”
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Fig. 1. (a) Schematic view of a typical high-pressure chamber with diamond anvils for Mössbauer and optical measurements:
P, C, piston-cylinder, S, Mössbauer source or focusing lens, DA, diamond anvils, H, positioning hemisphere; Src, nut for fixing the
load. (b) Enlarged view of the central part of the chamber: G, gasket, Ab, sample (absorber), R, ruby grain.
High-pressure investigations are very difficult, but
they can yield information about the change occurring
in the exchange interactions and the covalency param-
eters as a result of deformations of the crystal lattice. In
the present work we used the high-pressure technique
to investigate HSn and TN accompanying a change in the
interionic distances and angles of the exchange bond in
the orthoferrites NdFeO3 and LuFeO3, pure and doped
with Sn4+ ions.

2. EXPERIMENTAL PROCEDURE

2.1. High-Pressure Chamber with Diamond Anvils 
for Mössbauer, Optical, and X-ray Investigations

We conducted a series of investigations of the Möss-
bauer spectra, the optical absorption spectra, the
Raman spectra, and the X-ray diffraction spectra using
high-pressure chambers with diamond anvils. A sche-
matic view of such a chamber is displayed in Fig. 1.
Depending on the type of experiment and required
maximum pressure, the diameter of the working area of
the anvils varied in the range 300–800 µm. In the Möss-
bauer experiments, the diameter of the anvils was about
600 µm. The pressure in the chamber was measured
according to the shift of a ruby fluorescence line using a
special optical apparatus equipped with a He–Cd laser.
A rhenium interlayer (gasket) was clamped between
the diamond anvils. The initial thickness of the rhenium
foil was 200 µm, and the final thickness of the indenta-
tion was about 50 µm. An opening with a diameter of
~200 µm was produced at the center of the gasket by
means of a spark discharge. The opening was filled
with powder of the experimental sample and ~10 µm
ruby crystal grains were placed on top. Pressures
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
exceeding 40 GPa can be generated using such a dia-
mond chamber. The maximum pressure difference
along the sample was 0.1 GPa.

The Mössbauer absorption spectra of the 119Sn
nuclei were measured on a standard spectrometer with
a multichannel analyzer in the regime where gamma
rays are transmitted through a sample. A small, spe-
cially produced, source based on Ca119mSnO3 with a
~3 mm in diameter active spot and a high specific activ-
ity served as the gamma-ray source. During the experi-
ment the source was at room temperature. The acquisi-
tion time of each spectrum ranged from 1 to 4 weeks.
Computer analysis of the Mössbauer spectra was per-
formed using a program developed at the Institute of
Crystallography of the Russian Academy of Sciences.

Diamond anvils with a diameter of about 300 µm
were used in the optical absorption experiments. The
opening at the center of the rhenium gasket was ~100 µm
in diameter. A thin plate was prepared from the experi-
mental sample by compressing powder between the
anvils. A particle of this plate together with a ruby grain
were placed on the surface of one of the anvils. Polyethyl-
siloxane liquid (PES-5) served as the pressure-transmit-
ting medium. Pressures up to 100 GPa can be obtained in
such a chamber. The optical setup for investigating the
absorption spectra at high pressure makes it possible to
perform measurements in the visible and near-IR
ranges (from 0.2 up to 5 µm). We expect that interesting
evolution of the optical absorption edge in rare-earth
orthoferrites should be observed in the pressure range
30–100 GPa.

In the X-ray diffraction experiments, the diameter
of the diamond anvils was about 400 µm. The experi-
ment was performed using an energy-dispersion
SICS      Vol. 90      No. 2      2000
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Fig. 2. (a) Overall view of the central part of the “Toroid” chamber with a teflon high-pressure cell. (b) Diagram of the assembly for
measuring the magnetic susceptibility; 1, interlayer (catlinite), 2, teflon ampul, 3, covers, 4, thermal insulator, 5, heater, 6, sample,
7, thermocouples, 8, mica, 9, strain gauge, 10, manganin pressure gauge, 11, electric leads.
scheme in the synchrotron source in Hamburg, Ger-
many (HASYLAB/DESY, Hamburg) [15]. Mineral oil
was used as the pressure-transmitting medium. This tech-
nique was used to investigate the compressibility and lat-
tice parameters of orthoferrites up to 42 GPa pressure.

2.2. “Toroid” High-Pressure Chamber
for Measurements by the Method 
of Differential-Thermal Analysis 

and Mössbauer Spectra

Measurements by the differential-thermal analysis
(DTA) method were performed in a “Toroid” type high-
pressure chamber [16, 17]. Hydrostatic pressures up to
10 GPa inside a liquid-filled teflon ampul can be pro-
duced in this chamber, and measurements of the com-
pressibility (using resistance strain gauges) and mag-
netic susceptibility can be performed. Up to 10 electric
leads can be introduced into the chamber, and various
measurements can be performed at high temperatures
up to 900 K. A general view of the central part of such a
chamber with a high-pressure cell is displayed in Fig. 2a,
and the assembly for the DTA measurements is shown
in Fig. 2b. In measurements performed by this method,
two 0.05 mm in diameter chromel-alumel thermocou-
ples are placed inside the heater. One of them is in indi-
rect contact with the experimental sample, and the
other is separated from the sample by a mica interlayer.
The sample with the thermocouples and the mica is
placed in an additional copper thermal screen. In this
setup the surrounding medium (a liquid) serves as a ref-
erence sample in the DTA measurements. The pressure
inside the cell is measured continuously with a manga-
nin probe. The pressure coefficient of the manganin
JOURNAL OF EXPERIMENTAL
wire was calibrated according to the phase transition in
Bi at 2.55 and 7.7 GPa. The probe is placed in the cold
zone of the ampul (Fig. 2a), and its temperature
remains almost constant as the sample is heated up to
700 K. The pressure dependence of the Néel tempera-
ture (TN) in orthoferrites was investigated by the DTA
method in such a chamber, and part of the Mössbauer
spectra at T = 77 and 296 K was investigated.

The DTA method is widely used for detecting first-
order phase transitions accompanied by a jump in volume
and release of latent heat. However, second-order transi-
tions (for example, magnetic) can also be observed by this
method, since the specific heat possesses a feature at the
transition point (λ anomaly). The temperature depen-
dence ∆T(T) obtained in a DTA experiment also has an
anomaly, whose magnitude depends on the rate of heat-
ing or cooling of the sample. For high rates of heating
(cooling) the anomaly is greater, but its position shifts
by several degrees to higher (lower) temperatures. For
this reason, the Néel temperature was measured during
heating and cooling and its average value was deter-
mined. In our DTA investigations, for a 2 × 2 × 0.8 mm3

orthoferrite sample, the typical value of the anoma-
lous part in the temperature dependence ∆T(T) was
1−2 µV, which corresponds to 0.05 K with heating rates
2−4 K/s. The indications of the thermocouples and the
pressure sensor were measured with a digital voltmeter
with 0.01 µV resolution. The data were accumulated
and processed with a computer. The typical curves of
the DTA signal ∆T(T) for NdFeO3 for different pres-
sures are shown in Fig. 3. The peak in ∆T(T) corre-
sponds to the Néel point. The method of thermal mea-
surements of magnetic transitions under pressure is
described in greater detail in [18].
 AND THEORETICAL PHYSICS      Vol. 90      No. 2      2000



EFFECT OF HIGH PRESSURES ON EXCHANGE AND HYPERFINE INTERACTIONS 333
2.3. Sample Preparation

A ceramic technology was used to prepare pure and
tin-doped orthoferrites NdFeO3 and LuFeO3. Some of
the investigations were also performed on single crys-
tals of pure NdFeO3 and LuFeO3, grown at the Institute
of Crystallography of the Russian Academy of Sci-
ences by a hydrothermal method and by a fluxed solu-
tion method. Some iron ions Fe3+ in doped samples
(R1 – xCax)[Fe1 – xSnx]O3 (x = 0.05 and 0.1) were replaced
by tin ions Sn4+, and the R3+ ions were replaced with Ca2+

to compensate the charge. To increase the accuracy of the
Mössbauer investigations, tin enriched with the isotope
119Sn to 93% was used to prepare the samples. An
AFV-201-Toshiba X-ray diffractometer was used to
make sure that the samples consisted of a single phase.
All compounds possessed perovskite structure (space
group Pbnm) and were isostructural to the orthoferrite
GdFeO3 [19]. The lattice parameters and Néel temper-
atures for pure and substituted orthoferrites at normal
pressure are presented in the table.

3. EXPERIMENTAL RESULTS

3.1. Effect of Pressure on the Néel Temperature

Figure 4 displays the pressure dependence of the
Néel temperature for single crystals of the pure orthof-
errites NdFeO3 and LuFeO3. The values of TN were
measured by the DTA method in a “Toroid” chamber.
A hydrostatic pressure of up to 7 GPa was attained
inside a capsule filled with a mixture of pentane and
petroleum ether. The pressure dependences TN = f (P)
are identical with increasing and decreasing pressure
and are fit well by a linear law at least up to P = 7 GPa
(Fig. 4). The experimental values of the pressure coef-
ficients dTN/dP are 11.2 ± 0.12 and 8.45 ± 0.27 K/GPa,
respectively, for NdFeO3 and LuFeO3. The value of TN

620 660 700 740 780
T, ä

–0.5
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1.0

1.5
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NdFeO3

Fig. 3. Temperature dependences of the DTA signal for a
single crystal of the orthoferrite NdFeO3 at various pres-
sures. The peak in ∆T(T) corresponds to the Néel point.
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measured in this chamber at atmospheric pressure
agrees to within 0.5 K with the values from the table.

3.2. Effect of Pressure 
on the Crystal Lattice Parameters

Figure 5 shows the typical X-ray spectra of the ortho-
ferrite LuFeO3, measured at room temperature by the
energy-dispersion method, using a synchrotron source,
in a chamber with diamond anvils. Together with the dif-
fraction peaks of orthoferrite, whose positions and inten-
sity agree well with known tabulated data, peaks due to
gold, whose powder was present in the chamber together
with the orthoferrite sample, are also seen in the spectra.
The pressure in the chamber was determined according
to the position of these peaks, using the well-known
equation of state for gold [20]. As pressure increases,
the diffraction peaks broaden as a result of the appear-
ance of pressure gradients in the chamber and the close-
lying peaks start to overlap strongly. In addition, at high
pressures, some of the peaks corresponding to the ortho-
ferrite start to overlap with the peaks corresponding to
gold. For this reason, the values of the unit-cell parame-
ters a, b, and c of LuFeO3 were calculated according to
the position of the 002, 111, 211, 202, and 301 peaks,
whose overlapping with other peaks is smaller.

Lattice parameters and Néel temperature TN for pure and
substituted orthoferrites under normal pressure

Compound a, Å b, Å c, Å TN, K

NdFeO3 5.441 5.573 7.753 687
(Nd0.9Ca0.1)[Fe0.9Sn0.1]O3 5.476 5.608 7.788 615
LuFeO3 5.213 5.547 7.565 623
(Lu0.9Ca0.1)[Fe0.9Sn0.1]O3 5.262 5.580 7.620 555

0 2 4 6 8
P, GPa

620

660

700

740

780
TN, ä

NdFeO3

LuFeO3

Fig. 4. Pressure dependence of the Néel temperature for sin-
gle crystals of the orthoferrites NdFeO3 and LuFeO3. The
filled and open circles refer to regimes with increasing and
decreasing pressures, respectively.
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Figure 6 shows the pressure dependence of the unit-
cell parameters in the orthoferrite LuFeO3. As expected,
the parameters a, b, and c decrease with increasing pres-
sure. Despite the large experimental error, it is evident in
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Fig. 5. Typical X-ray spectra of the orthoferrite LuFeO3 at
various pressures. The filled circles mark peaks used for cal-
culating the unit-cell parameters.
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Fig. 6. Pressure dependence of the unit cell parameters and
the relative volume of the unit cell for a single crystal of the
orthoferrite LuFeO3.
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Fig. 6 that the parameter b decreases more rapidly than
the parameter a, and they become equal to one another
at P > 30 GPa. This could signify a transition of the
orthorhombic structure of the orthoferrite into a tetrago-
nal structure. Such a transformation can be observed
qualitatively in Fig. 5, where two of the three close-lying
peaks 020, 112, and 021 (021 and 112) of the orthorhom-
bic lattice completely merge at high pressure.

Figure 6 also shows the pressure dependence of the rel-
ative unit cell volume V/V0 for LuFeO3, measured up to
41 GPa. The values of the bulk modulus K = –V0(∂V/∂P)–1

were calculated from the experimental data. The
parameters of the equation of state in the polynomial
representation of the form V/V0 = 1 – P/K + δP2 were
found to be K = (220 ± 10) GPa and δ = (3.3 ± 0.4) ×
10–5 GPa–2. The parameters for the equation of state
in Murnagan’s form P = (K/K')[(V0/V)K' – 1] are K =
(212 ± 16) GPa and K' = 4.6 ± 0.8.

3.3. Mössbauer Spectra of 119Sn Nuclei
under Normal Pressure

At temperatures T < TN a magnetic hyperfine split-
ting is observed in the Mössbauer spectra of 119Sn (see
Fig. 7) as a result of the Zeeman interaction of 10 nuclei
with the effective magnetic field HSn. The typical spec-
trum consists of six resonance lines, corresponding to
transitions from an excited state of a 119Sn nucleus (spin
I = 3/2) into the ground state (I = 1/2). A calculation of
the hyperfine interaction parameters showed that, for
all compositions, to within the error limits there are no
quadrupole shifts. The isomeric chemical shifts relative
to the source are zero (for identical temperatures of
the source and absorber). As the tin concentration x
increases, additional components associated with the
nearest-neighbor effects arise in the spectra of the
(R1 – xCax)[Fe1 – xSnx]O3 samples (Fig. 7).

In the structure of orthoferrite all tin ions are located
in oxygen octahedra, and their nearest cationic environ-
ment can be represented in the form kn = [(6 – n)Fe + nSn].
For small x all Sn ions occupy equivalent positions with a
configuration of the nearest neighbors k0 = (6Fe + 0Sn).
As x increases, together with k0, the statistical weight of
the local sites with the configuration k1 = (5Fe + 1Sn)
increases, which results in the appearance of a new sub-
spectrum in the Mössbauer spectrum (Fig. 7). For large
values of x, new satellites corresponding to configura-
tions with n = 2, 3, …, 6 appear, and a singlet (with zero
magnetic field at the 119Sn nucleus), due to Sn ions
which do not have magnetic neighbors in the nearest-
neighbor environment (for k6), can appear at the center
of the spectrum. This phenomenon has been investi-
gated in detail in [11].

We found that for a tin ion in the coordination k0 =
(6Fe + 0Sn) the fields HSn (0 K) are (222 ± 1) and
(160 ± 1) kOe, respectively, for neodymium and lutecium
orthoferrites. Since under normal pressure the interionic
 AND THEORETICAL PHYSICS      Vol. 90      No. 2      2000
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distances Fe–O in the series RFeO3 remain essentially
unchanged as R varies from La to Lu, the observed
decrease of the field HSn is due to the change in the angle
ϕ of the exchange bond Fe–O–Fe (or Fe–O–Sn) [2], which
decreases by 10.5° from NdFeO3 to LuFeO3. It was also
found that for the configuration k1 = (5Fe + 1Sn) the field
HSn (0 K) in the orthoferrite (Nd0.9Ca0.1)[Fe0.9Sn0.1]O3 is
193 kOe. This means that the removal of one iron atom
(out of six) from the nearest neighbor environment of
tin decreases the field HSn by 29 kOe. Such a strong
dependence of HSn on R and kn shows that the 119Sn
nuclei are extremely sensitive to the local structural and
magnetic environment.

3.4. Effect of Pressure on the Mössbauer Spectra 
of 119Sn Nuclei 

Figure 8 shows the evolution of the Mössbauer
spectra for neodymium orthoferrite as a function of
pressure in a “Toroid” chamber. For measurements at
the center of the chamber, the opening in the catlinite
interlayer was filled with powder of the experimental
sample (instead of the teflon ampul in Fig. 2). Bismuth
and barium wires were placed at the center of the sam-
ple between the top and bottom die. The wires were in
electrical contact with the dies. An oil pump was used
to regulate the load on the dies. The pressure-transmit-
ting apparatus made it possible to cover completely

NdFeO3(Sn) T = 4.2 ä

10% Sn

5% Sn

–20 –10 0 10 20
Velocity, mm/s

Po
si

tio
n

2%

Fig. 7. Mössbauer spectra of 119Sn nuclei at normal pressure
in the orthoferrites (Nd1 – xCax)[Fe1 – xSnx]O3 for x = 0.05
and 0.1 at T = 4.2 K. The arrows show the positions of the
resonance lines corresponding to Sn4+ ions in local sites
with the coordination k0 = (6Fe + 0Sn) (down arrows) and
k1 = (5Fe + 1Sn) (up arrows).
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with liquid helium the dies with the interlayer and the
experimental sample. In the Mössbauer experiment, the
gamma-ray source was located outside the high-pres-
sure chamber. The direction of the radiation was in the
plane of the catlinite interlayer and passed through the
sample. The load on the dies was increased until the next
phase transition in bismuth or barium was reached.
These transitions were detected according to a jump in the
resistance of the Bi or Ba wire. In the process of accumu-
lating the Mössbauer spectrum, the pressure was main-
tained constant using an oil pump and a special control
scheme. The spectra of (Nd0.9Ca0.1)[Fe0.9Sn0.1]O3 at room
and nitrogen temperatures under pressures up to 7.7 GPa
were measured in such a chamber.

All spectra were analyzed assuming two magnetic
sextets and one singlet. We discovered that the mag-
netic field HSn on a tin nucleus increases with pressure.
Figure 9 shows the pressure dependences of the field
HSn for a k0 configuration in neodymium and lutecium
orthoferrites at T = 296 K. These dependences are fit
well by a linear function

(1)

where H0 is the field HSn at normal pressure and room
temperature. For k0 coordination, the following values
of the parameters were found in the orthoferrite
(Nd0.9Ca0.1)[Fe0.9Sn0.1]O3: H0 = (196 ± 2) kOe and

H P( ) H0
∂H
∂P
-------P,+=

NdFeO3(5% Sn)

T = 77 ä

0 GPa

–20 –10 0 10 20
Velocity, mm/s

Po
si

tio
n

2%

2.7

5.5

7.7

Fig. 8. Mössbauer spectra of 119Sn nuclei in NdFeO3
(5% Sn) at various pressures, measured in a “Toroid”
chamber at T = 77 K.
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Fig. 9. Pressure dependence of the field HSn in the orthofer-
rites NdFeO3 and LuFeO3 at T = 296 K. Solid lines are lin-
ear fit, dashed lines are interpolation of the data using
Eq. (2) to T = 0 K.
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Fig. 10. Temperature dependences of the fields HSn in
NdFeO3 (10% Sn) and LuFeO3 (10% Sn) in reduced coor-
dinates. The solid and dashed lines show the fit of the
expression (2) to the experimental data for neodymium and
lutecium orthoferrites, respectively (see text). Inset: Exper-
imental dependences HSn (T) at normal pressure, from [1].
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∂H/∂P = (1.98 ± 0.16) kOe/GPa; for k1 coordination:
H0 = (170.8 ± 1.5) kOe and ∂H/∂P = (1.66 ± 0.14) kOe/GPa;
orthoferrite (Lu0.9Ca0.1)[Fe0.9Sn0.1]O3, the following val-
ues were obtained for k0 coordination: H0 = (132 ± 2) kOe
and ∂H/∂P = (1.68 ± 0.10) kOe/GPa.

3.5. Extrapolation of the Field HSn to T = 0 K

Both the change of the Néel pressure with tempera-
ture and the change in the magnitude of the field HSn

with pressure at T = 0 K affect the pressure dependence
of the field HSn at T = 296 K. To analyze the experimental
results theoretically, it is necessary to know the fields HSn

at absolute zero temperature. Knowing the dependence
HSn = f (T) for normal pressure and the dependences HSn

(296 K) = f (P) and TN = f (P), the pressure dependence
of the field HSn at T = 0 K, i.e., HSn (0 K) = f (P), can
be estimated. For this, we shall employ a scaling model
and we shall represent the temperature dependence of
the field HSn in a form that does not depend on the pres-
sure:

(2)

Here h = HSn(T)/HSn(0) and t = T/TN, and the parameters
α and β are determined by fitting the function (2) to the
experimental temperature dependence HSn(T) at normal
pressure. The pressure dependence HSn(P) at zero tem-
perature H0(P) is found from the expression

(3)

Knowing H0(P), it is also easy to calculate the values of
HSn for any pressure and temperature:

(4)

The magnitude of the field HSn in the entire admissible
(T, P) range can also be determined from its pressure
dependence at room temperature:

(5)

We check the proposed extrapolation procedure for
the orthoferrite NdFeO3 (5% Sn) data first. Th extrapo-
lation of the pressure dependence of HSn at T = 296 K
to the pressure dependence at T = 77 K agreed well with
the experimental values of the field at this temperature.

In a previous work [1], we measured in detail the
temperature dependences of HSn in the orthoferrites
NdFeO3 (10% Sn) and LuFeO3 (10% Sn) under normal
pressure (see Fig. 10). Analyzing these data using the
proposed extrapolation scheme, we found that the exper-
imental values can be fit well by the empirical function (2)
with the following values of the adjustable parameters:

h α t–( ) 1 t–( )β
.exp=

H0 P( ) H T RT P,( ) α
T RT

T N P( )
-------------- 
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T N P( )
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 
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H T P,( ) H0 P( ) α–
T

T N P( )
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  1 T
TN P( )
--------------– 

 
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Fig. 11. Schematic view of the crystal structure of perovskite. The dashed lines show the changes in the parameters of the structure
after application of pressure.
α = −0.261 ± 0.008, β = 0.452 ± 0.007 for NdFeO3
(10% Sn) and α = –0.207 ± 0.008, β = 0.418 ± 0.007 for
LuFeO3 (10% Sn). As one can see in Fig. 10, the tem-
perature dependences of HSn for the two different ortho-
ferrites are very close. This confirms the universality of
the form of the function h = f (t).

The pressure dependences of HSn calculated using
the proposed zero-temperature scheme for the orthofer-
rites NdFeO3 (10% Sn) and LuFeO3 (10% Sn) are shown
in Fig. 9. For the neodymium orthoferrite the depen-

dence (P) is approximately linear up to P = 30 GPa
with slope dHSn(0 K)/dP ≈ 1.56 ± 0.03 kOe/GPa. For
the lutecium orthoferrite the linearity with coefficient
dHSn(0 K)/dP ≈ 1.41 ± 0.03 kOe/GPa remains up to P ≈
27 GPa, after which a kink appears. This probably indi-
cates a phase transition.

4. DISCUSSION

4.1. Radial and Angular Pressure Dependences
of the Field HSn

If the field HSn arises because of spin-density trans-
fer from the 3d shell of the Fe3+ ion to the ns shell of the
Sn4+ ion by the indirect exchange mechanism, then the
field HSn should depend on the geometry of the Fe–O–Sn
exchange bonds [2]. At high pressure, the length d of
the chemical bond Fe–O (Sn–O) should decrease, and
the angle between the lines of the Fe–O–Sn bond
should also change. The angle ϕ should change because
the bulk modulus Klat of the lattice is different from the
bulk modulus Koct of the polyhedra (in this case octahe-
dra) comprising this lattice. The bulk modulus for the oxy-
gen octahedra can be estimated from published data [21]:
Koct ~ 280 GPa. The value of Klat measured in the present
work for lutecium orthoferrite LeFeO3 is ~220 GPa.

H0
Sn
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We shall represent the change in the field HSn(0 K)
under pressure as a sum of the radial and angular com-
ponents:

(6)

and we shall estimate the magnitude of each compo-
nent.

Figure 11 shows the schematic form of the crystal
structure of the perovskite, where d0, d, ϕ0, ϕ, l0, and l
are parameters of the structure before and after the
application of pressure, respectively. To a first approxi-
mation, the change in the lattice parameters under pres-
sure is given by

(7)

We shall express the differential of the sine of the angle
ϕ/2 in two ways: in terms of the increase in the angle

(8)

and as a differential of a function of two variables d
and l, using the fact that sin(ϕ0/2) = l0/2d0,

(9)
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Equating the right-hand sides of Eqs. (8) and (9), we
obtain an expression for estimating the pressure deriv-
ative of the angle ϕ:

(10)

The value of the derivative of the field with respect
to the angle can be calculated from the experimental
dependence HSn (0 K) = f (ϕ), which we obtained previ-
ously for normal pressure for a series of orthoferrites
RFeO3(Sn4+) [4]. Such an estimate gives ∂H/∂ϕ = 5.9 ±
0.5 kOe/deg. Using Eqs. (7) and (10), we transform
Eq. (6) into the form

(11)

where dH/dP is an experimental quantity measured in
this work. Substituting the numerical values of the
parameters, we obtain estimates for the angular and
radial contributions to the field HSn under the action of
pressure. For neodymium orthoferrite

(12)

For lutecium orthoferrite

(13)

Thus the radial and angular contributions have dif-
ferent signs, and the radial contribution is greater in
absolute magnitude than the angular contribution. In
consequence, the resulting field HSn increases with
pressure. For example, for neodymium orthoferrite esti-
mates show that under 30 GPa pressure the angular con-
tribution decreases the field HSn (0 K) by 26 kOe, and the
radial contribution increases the field by 73 kOe.

4.2. Radial and Angular Dependences
of the Néel Temperature under Pressure

The change in the geometry of the exchange bonds
under pressure can also affect the Néel temperature. By
analogy with the expression (6), we shall represent the
pressure dependence of TN as a sum of the radial and
angular components:

(14)

The dependence of TN on the exchange-bond angle at
normal pressure has been investigated for a series of
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orthoferrites RFeO3, both pure and tin-doped [4]. An
estimate of the angle derivative of TN gives ∂TN/∂ϕ =
+6.0 ± 0.3 K/deg. Using the derivatives ∂ϕ/∂P and
∂d/∂P computed above, we can find the angular and
radial contributions to the pressure dependence of TN .
For neodymium orthoferrite

(15)

For lutecium orthoferrite

(16)

Thus, just as for the behavior of the field HSn under
pressure, the angular contribution decreases and the
radial contribution increases TN , and the resulting value
of TN increases with pressure. An estimate shows that
the magnitudes of the relative changes occurring in TN

and HSn (0 K) as a result of a decrease in the interionic
distances are close.

For neodymium orthoferrite

(17)

For lutecium orthoferrite

(18)

Hence it follows that in orthoferrites superexchange
and the field HSn are of the same nature and depend sim-
ilarly not only on the bond angle [4] but also on the
interionic distance.

4.3. Pressure Dependence of the Field HSn 
in the LCAO Model

In the model of a linear combination of atomic orbit-
als, the field HSn and the Néel temperature TN can be
expressed in terms of the covalency parameters for an
Fe–O–Sn chain [4, 7–10]. According to [4], we can
write

(19)
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where Aσ, π = [Sσ, π + Bσ, π]; Sσ = 〈pz| 〉 , Sπ =
〈px|dxz〉 , and Sns = 〈pz|Φns〉  are overlap integrals; Bσ, Bπ,
and a5s are transfer parameters of the type pz 

, px, y  dxz, yz, and pz  Φ5s; Φns(0) is the ns

function of the Sn4+ ion near the nucleus; pz is the 2p
function of the O2– ion; and,  is the 3d func-

tion of the Fe3+ ion. Analysis of various contributions in
the field HSn (0 K) performed on the basis of the exper-
imental data in [2] shows that the greatest contribution
to this field is due to the covalent transfer of the polar-
ized 2p electrons of the O2– ion into the outer 5s shells
of the Sn4+ ion. Then

(20)

The angular dependence of the field HSn has been ana-
lyzed in detail in [4] using the model of linear combina-
tion of atomic orbitals. Using the experimental results
on the dependence of HSn on the interatomic distance
under pressure, it is possible to estimate the change in
the covalency parameter as a function of pressure. Dif-
ferentiating the expression (20) with respect to pres-
sure, we obtain

(21)

Using Eqs. (17) and (18), we obtain for neodymium
orthoferrite

and for lutecium orthoferrite

It is also possible to compare the results of numeri-
cal calculations performed on the basis of the above-
discussed model for the pair In3+–O2– with our calcula-
tions for tin, taking account of the fact that the In3+ and
Sn4+ ions are isoelectronic. In [22] it was found on the
basis of NMR data that in the spinel structure the
parameter characterizing the transfer of an electron
from a 2p orbital of the O2– ion into a 5s orbital of the
In3+ ion increases by 30% when the interatomic dis-
tance decreases by 10%. Hence

(22)

The decrease of interionic distances under pressure is
due to the compression of the oxygen octahedra and
can be calculated using the formula (7). Assuming that
the data for indium are also applicable for isoelectronic
tin, and using the relations (7), (20), and (22), we can
write an expression for the change in the field HSn(0 K)
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as a result of the decrease in the interatomic distances
under pressure:

(23)

Hence we obtain an estimate for the pressure derivative
of the field at tin:

(24)

This is approximately 1.5–2 times less than the esti-
mates obtained on the basis of our experimental data
(see Eqs. (17) and (18)). Several reasons can be given
for this discrepancy, the main one being, apparently, the
difference of the ionic radii of In3+ and Sn4+. Nonethe-
less, the LCAO model can qualitatively explain the
behavior of HSn at high pressure. From this model it fol-
lowed that a decrease in the length of the exchange
bond results in an increase of the transfer parameter a5s

and to an increase in the field HSn.

5. CONCLUSIONS

Under the action of pressure on the crystal lattice of
orthoferrite the geometry of the exchange bonds
changes in a manner so that the exchange interaction
Fe–O–Fe intensifies with increasing pressure. The
radial contribution increases and the angular contribu-
tion decreases the superexchange. In the experimental

pressure range the dependences TN(P) and (P)
were found to be linear to a first approximation. For

neodymium orthoferrite the dependence (P) is linear
up to the maximum pressure in the present measurements
P = 30 GPa. In lutecium orthoferrite, where the measure-
ments were performed up to 35 GPa, for P > 30 GPa

anomalies were observed in the behavior of (P),
indicating a possible phase transition. An anomaly in
the behavior of the lattice parameters was observed in
the same pressure range (see Fig. 4). In addition, an
electronic transition accompanied by a change in the
optical absorption edge has been observed in previous
work in LuFeO3 in the same pressure range [15].
Recently, Hearne et al. [23] observed in lanthanum
orthoferrite LaFeO3 approximately for the same pres-
sures a spin-crossover transition of iron ions from a
magnetic into a nonmagnetic state.

Probe nuclei of diamagnetic tin atoms demonstrate
a higher sensitivity to the geometry of exchange bonds
than the matrix nuclei (57Fe). Fe ions have am intrinsic
magnetic moment, which usually induces a strong field
at the nucleus of this ion. For this reason, the subtle
effects of supertransfer are “screened” by the strong
magnetic field from the intrinsic electronic shell. For
diamagnetic ions this difficulty does not occur, since in
the ground state their electronic shells are spin-com-
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pensated and the hyperfine magnetic field at the
nucleus is completely determined by the covalent effect
of delocalization and transfer of spin density to a given
ion from paramagnetic neighbors.
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Abstract—Results are presented of studies of the dynamic magnetic susceptibility of CuO, Cu1 – xZnxO (x ≈
1.5%), and Cu1 – xLixO (x ≈ 1%) single crystals. The orientational dependence of the ESR spectra was investi-
gated at room temperature. The results for CuO are analyzed using a model of a quasi-one-dimensional antifer-
romagnet (S = 1/2) with anisotropic exchange interaction between Cu2+ spins in the chains and exchange cou-
pling between the chains allowing for one-dimensional spin diffusion and spinon excitations. The estimated line
width is of the same order of magnitude as the experimental data. Substituting Cu with Zn scarcely alters the
spin dynamics of the Cu2+ ions, as in weakly diluted magnets. Lithium doping substantially increases the
ESR line width and this is attributed to excess holes forming rapidly relaxing spin complexes with copper ions.
© 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Studies of CuO are attracting interest because the
electronic and magnetic properties of this compound
are similar to the properties of known undoped oxocu-
prates such as La2CuO4. The similarity of the properties
is a consequence of the electronic state of Cu2+ (S = 1/2)
and the equivalent oxygen coordination of copper (four
oxygen atoms forming a slightly distorted square).
Copper oxide is an insulator (semiconductor) with charge
transfer [1]. Of its various transport properties, particular
mention is made of the low carrier mobility and the activa-
tion nature of the p-type conductivity [2, 3].

The antiferromagnetic semiconductor CuO has a
monoclinic crystal lattice. In the range between TN1 ≈
230 K and TN2 ≈ 212 K we observe helicoidal magnetic
ordering which for T < TN2 is replaced by a collinear
antiferromagnetic structure with the spins oriented
along the b axis of the crystal [4, 5]. A characteristic
feature of the magnetic interactions in CuO is the presence

of chains in the [ 01] direction with the (Cu–O–Cu) bond
angle ϕ . 146°, which ensures strong antiferromag-
netic exchange J ≈ 800 K. The bond angles in the other
directions are close to 100° which leads to significantly
weaker ferromagnetic exchange V ≈ J/20 between the
chains [6]. As a result for T > TN1 CuO exhibits behav-
ior characteristic of low-dimensional magnets: a broad
χ(T) at T ≈ 540 K [7, 8] and dominant antiferromag-
netic fluctuations in the direction of the chains [9].

1
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The magnetic resonance of the dominant CuO phase
has been investigated in one study using a powder sam-
ple [10]. It was found that the line half-width ∆H1/2 ≈
8 kOe depended weakly on temperature for TN1 ≤ T ≤
430 K. The deviation of the line profile from Lorentz-
ian at the wing H – Hf ≥ 2∆H1/2 (f  ≈ 45 GHz) was inter-
preted as the manifestation of one-dimensional effects.
However, as we shall see, this conclusion cannot be
considered to be definitive.

It should be stressed that no ESR signal is observed
in the parent high-temperature superconducting com-
pounds (i.e., undoped cuprates) [11]. The reasons for
this are not completely clear since estimates of the rates
of relaxation of the homogeneous magnetization, for
example in La2CuO4, based on known values of the
anisotropic and isotropic exchange interactions yield
fully observable widths [12]. A possible additional
relaxation channel may be observed, involving phonon
modulation of Dzyaloshinskii–Morya interaction,
which can substantially broaden the ESR line at high
temperatures [13]. In this respect, the accessibility of
resonance studies of CuO makes this a fairly unique
compound in the copper oxide class.

Lithium doping of CuO to 4% (“charge” doping)
offers interesting possibilities. In Cu1 – xLixO, the Li+

ions replacing Cu2+ introduce additional holes into the
CuO matrix which leads to increased conductivity
without changing the semiconducting character [3].
The doping causes some drop in TN to TN ≈ 183 K for
000 MAIK “Nauka/Interperiodica”
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x = 3.7% [14, 15]. According to nuclear quadrupole
resonance and NMR data, this substitution has no influ-
ence on the spin dynamics of Cu2+ in the paramagnetic
phase. Substantial changes take place in the antiferro-
magnetic region where, for doped samples, a strong
maximum is observed in the temperature dependence
of the nuclear spin relaxation rate caused by the local-
ization of excess holes [14]. Note that similar qualita-
tive characteristics are observed in the behavior of the
lithium-doped cuprate La2CuO4 [16]. In CuO it is also
possible for Cu to be substituted by Zn atoms. The Zn2+

ion has S = 0 so that this “spin” doping is equivalent to
the appearance of a vacancy in the antiferromagnetic
matrix. In the antiferromagnet La2CuO4 this substitu-
tion yielded effects characteristic of the behavior of a
dilute magnet. An exception was the low-temperature
range T < 100 K where the nuclear quadrupole reso-
nance spectra revealed characteristics interpreted as the
cooperative freezing of local magnetic moments
induced by zinc at Cu orbitals [17]. In CuO, only the
influence of zinc doping on the static magnetic suscep-
tibility has been studied [15]. 

In the present study we report resonance investiga-
tions of CuO, Cu1 – xZnxO (x ≈ 1.5%), and Cu1 – xLixO
(x ≈ 1%) single crystals at room temperature. We stud-
ied the orientational dependences of the spectra which
were accurately described by the Lorentz formula in
CuO, slightly less accurately for zinc-doped copper
oxide and satisfactorily for the lithium-doped oxide. It
is shown that a characteristic feature of CuO which
yields a Lorentzian line, despite the quasi-one-dimen-
sional nature of the magnetic substance, is the fairly
strong interchain bond. The rates of spin relaxation and
the g-factors were determined. These results are used as
the basis to study the influence of doping on the spin
dynamics of CuO. 

2. EXPERIMENTAL METHOD AND RESULTS

We investigated a CuO single crystal taken from a
batch studied previously in [8]. According to the X-ray
data, the crystal was single-phase with a monoclinic
C2/c structure. The lattice parameters and the static
susceptibility of the crystal corresponded to those given
in [8]. The crystal mass was 35.7 mg and the dimen-
sions were approximately 1 × 2 × 4.2 mm3. The lattice
parameters and the static susceptibility of the other two
samples Cu1 – xLixO (x = 1%, m ≈ 6.4 mg, 1 × 1 × 2 mm3)
and Cu1 – xZnxO (x = 1.5–2%, m ≈ 4.8 mg, 1 × 1.2 ×
1.5 mm3) agree with the data given in [15]. All the sin-
gle crystals were prism-shaped with a parallelogram
cross section and the c axis directed along the long
edge.

The dynamic magnetic susceptibility of the samples
was studied using ESR. The orientational dependence
of the susceptibility was obtained at room temperature.
For the experiments we used an X-range spectrometer
JOURNAL OF EXPERIMENTAL
( f ≈ 8.37 GHz) developed to record broad dipole mag-
netic transitions and the Hall conductivity at a given
frequency [18]. The main features of the spectrometer
which can be used to observe broad ESR lines can be
summarized as follows.

(1) The spectrometer uses a cylindrical two-mode
balance resonator using the TE111 oscillation mode
[19]. A static magnetic field H is directed along the axis
of the cylinder (z axis). The sample is placed at the end
of the resonator and is exposed to a linearly polarized
alternating field h(t) (x axis) perpendicular to H. The
receiving plane (y axis) is perpendicular to the plane of
excitation and the signal received My = χyxh(t) is pro-
portional to χyx, which is the off-diagonal element of
the magnetic susceptibility tensor, i.e., the rotation of
the plane of polarization of the microwave oscillations
in the resonator is recorded. Provided that this resona-
tor is frequency-degenerate (the frequency of its natural
oscillations does not depend on the rotation of their
plane of polarization), deep frequency-independent
decoupling (≥ 40 dB) of the receiving mode from the
excitation mode can be achieved. This means that a
high-power (P ≈ 1 W) microwave generator can be used
without its frequency and amplitude noise being
observed at the detector input, and thus the sensitivity
of the spectrometer (under conditions far from satura-
tion χmin ∝  P–1/2 [20, 21]) is enhanced compared with a
traditional one (klystron power ≤ 50 mW). 

(2) The spectrometer uses periodic sweeping of the
static magnetic field and synchronous signal acquisi-
tion. The large sweep amplitude ensures that the ESR
line passes through the region of the maximum and
ensures that the largest possible signal is recorded on
each sweep of the field. 

Note that in a conventional spectrometer using mod-
ulation of a static magnetic field, either the first deriva-
tive of the ESR line or its second derivative (using dou-
ble modulation) are recorded. The optimum signal-to-
noise ratio (the maximum of the derivative) is achieved
under conditions where the modulation amplitude is
approximately equal to the half-width of the ESR line
[20, 21]. For broad lines this condition is not satisfied
which leads to a loss of sensitivity.

Another important factor should also be discussed.
In the existing field geometry in a cylindrical resonator
using the TE111 oscillation mode where the exciting and
receiving modes are shifted by 90°, the Kerr effect at
the conducting bases of the resonator also leads to some
rotation of the plane of polarization of the reflected
electromagnetic wave [18, 22]. Since the field H
directed along the resonator axis is perpendicular to the
microwave currents of the exciting mode flowing
between its ends, a Hall microwave current appears at
the ends turned through 90° relative to the exciting-
mode currents and giving a signal which depends lin-
early on H. This signal has in fact been observed exper-
imentally, and its magnitude agreed with the theoretical
estimate [18]. Thus, in order to determine the response
 AND THEORETICAL PHYSICS      Vol. 90      No. 2      2000
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Fig. 1. Experimental (solid curves) and theoretical (dashed curves) ESR spectra of a CuO single crystal (T = 300 K, H || b):
a, h || a; b, h || c. The approximation is described in the text. The following parameters of the spectra were obtained: g = 1.85 ± 0.16;
Γ1 = 4.83 ± 1.50 kOe; Γ2 = 5.05 ± 1.50 kOe. The phase shifts are determined from the signals from isolated Cu2+ centers (peaks in
the figures): ϕ1 = –6° ± 10°; ϕ2 = 30° ± 11°. The angular coefficients of the line representing the contribution of the Hall effect to

the signal are:  = –0.87 ± 0.03;  = –0.28 ± 0.01.k1
Hall
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Hall
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Fig. 2. As Fig. 1 for H || c: a, h || a; b, h || b. The parameters are: g = 2.20 ± 0.15; Γ1 = 7.20 ± 1.45 kOe; Γ2 = 7.15 ± 1.45 kOe;

ϕ1 = 23° ± 10°; ϕ2 = 19.2° ± 9.4°;  = 0.00 ± 0.01;  = 0.00 ± 0.01.k1
Hall

k2
Hall
of the sample, we need to subtract the signal from the
resonator material. In order to calculate the weighting
factor required for the subtraction we used a control
sample, a polycrystalline nitroxyl radical (g = 2.0055,
∆H ≈ 40 Oe) containing a known quantity of spins. The
accuracy of subtracting the signal from the resonator
correlates with the accuracy of subtracting the control
signal. This is almost absent in the difference spectra
shown in Figs. 1–4, which indicates that the subtraction
accuracy is good. If the sample is conducting and
microwave currents are present, the Hall effect in the
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
sample also gives rise to a signal which depends lin-
early on the static field. 

An important characteristic of these compounds is
their high permittivity at the frequency used; for exam-
ple, ε ≈ 10 in CuO for f = 9 GHz [2]. In this case, the
wavelength of the field inside the sample is close to its
dimensions. In addition, as a result of the electrical con-
ductivity of the sample the value of ε is commensurate
with 4πσ/ω. These two factors may lead to an apprecia-
ble difference between the phase of the alternating
magnetic field inside the sample and the phase of the
SICS      Vol. 90      No. 2      2000
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Fig. 3. As Fig. 1 for a Cu1 – xLixO single crystal. The parameters are: g = 2.20 ± 0.15; Γ1 = 13.7 ± 1.5 kOe; Γ2 = 15.24 ± 1.80 kOe;

ϕ1 = 12.7° ± 9.4°; ϕ2 = 13.6° ± 9.1°;  = −0.033 ± 0.030;  = –2.85 ± 0.06.k1
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Fig. 4. As Fig. 1 for a Cu1 – xZnxO single crystal. The parameters are: g = 2.20 ± 0.15; Γ1 = 5.27 ± 1.50 kOe; Γ2 = 5.24 ± 1.50 kOe;

 = 0.00 ± 0.02;  = –1.66 ± 0.06. The phase shifts were determined together with the other parameters by fitting: ϕ1 =

46.4° ± 6.5°; ϕ2 = 21° ± 10°.
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field outside the sample, which must be taken into
account in a quantitative analysis. This factor is partic-
ularly important for broad nonresonant lines (the spin
relaxation rate is Γ > 2πf ), when it is almost impossible
to tune in to one of the components of the spectrum
using the signal profile because of the small difference
between the H-dependences Reχyx(ω, H) and Imχyx(ω, H),
and the control signal must be used for tuning. We shall
consider this in greater detail.

The wave vector in the medium is 

ki
ω ε

c
----------- 1 i

4πσ
εω

----------+ .=
JOURNAL OF EXPERIMENTAL
For ε ≈ 10 and σ = 10–2 Ω–1 cm–1, which correspond to
CuO at T = 300 K [2], for f = 8.34 GHz we have

We assumed that the magnetic permeability is µ ≈ 1
since the susceptibility of CuO is low, 4πχ ~ 10–3 [8].
In a sample with l ≥ |ki|–1 ≈ 2 mm (this scale is close to
the dimensions of the crystal being studied l ≈ 2–4 mm)
the magnetic field is distributed uniformly and acquires
a phase shift relative to the external field because of the
complex nature of ki. Knowing the field distribution
h(r), we can find the magnetization induced by this

ki
1

0.18
----------= 1 0.22i+  cm 1– .
 AND THEORETICAL PHYSICS      Vol. 90      No. 2      2000
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field which, because of the low susceptibility, is given
in the first order with respect to χij by

Here we use a homogeneous limit for χij which does not
depend on r since the size of the magnetic inhomoge-
neities in the system, which is related for example to
the correlation length of the spin fluctuations, is negli-
gible compared with the macroscopic scale |ki|–1 of vari-
ation of the field. From a comparison with the result for
a uniform field it is clear that the effective field h*
determining the magnetization of the sample has the
form

where V0 is the sample volume.
For quantitative estimates we determine h* for a

sphere of radius a in an alternating external magnetic
field under conditions when λ @ a a but |ki|a ~ 1. In this
case, the field distribution is known [23] and for h* || h
(an obvious consequence of the symmetry) we find

In the homogeneous limit |ki|a ! 1 we have h* = h
whereas for |ki|a ≥ 1 the dependence h*(kia) exhibits
resonant singularities attributable to diffraction at the
sphere. Using the wave vector determined above ki =

 + i  (  ≈ 5.6 cm–1, /  ≈ 0.1) for the first reso-

nance a = π/2, which is possible for a ≥ 0.28 cm, we
obtain Imh*/Reh* . 0.25. This estimate determines the
order of magnitude of the phase shift of the internal
field which can be predicted for a sample with l ~ 1.

In the experiments, the phase of the reference volt-
age was set to record the component of the control sig-
nal proportional to Reχyx(ω, H). In order to calculate
the true phase of the magnetic field inside the sample
we used as an internal control the weak signal from iso-
lated Cu2+ centers, which was present in the spectra of
CuO and Cu1 – xLixO as can be seen from Figs. 1–3. Iso-
lated centers in CuO single crystals which contribute to
the static susceptibility at low temperatures were inves-
tigated by ESR in an earlier study [24]. The phase of the
alternating field inside the sample thus calculated dif-
fered from the value ϕ = 0 corresponding to the signal
proportional to Reχyz. As a result, the response was a
mixture of Reχyx and Imχyx with the weightings cosϕ
and sinϕ, respectively. This effect resulted in a substan-
tially greater difference between the line profile and a
Lorentzian one for H < ωr compared with the region
H > ωr recorded in [10] and assigned to the influence of
the anisotropy of the g-factor. An analysis shows that
weak dispersion can be used to describe the spectrum

mi r ω,( ) χ ij ω( )h j r ω,( ).=

h* ω( ) h r ω,( )V0
1–
,

r

∑=

h* kia( ) 3

kia( )2
-------------- 1 kia( )cot kia( )–[ ]h.=

ki' ki'' ki' ki'' ki'

ki'

ki'
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observed in this study to be described over the entire
range of variation of the static field, within the limits of
a Lorentzian profile.

In the experiments one axis of the sample crystal
was oriented in the direction of the static field H and the
other two axes were oriented alternately in the direction
of the alternating field h(t). Thus, two spectra were
recorded when each of the crystal axes was oriented
parallel to the static field (six spectra in total). In order
to eliminate any additions to the signal of the symmet-
ric component of the susceptibility tensor χxx ∝  H2, we
used the odd parity of χyx(ω, H) with respect to H: the
spectra of these samples were also recorded for the
inverse orientation of the static field H and were then
subtracted from the spectra obtained for the “direct”
orientation of H. The sensitivity of the spectrometer is
sufficient to observe the signal from the oxygen gas in
the air contained in the resonator [18] so that all the
spectra were obtained under conditions where argon or
nitrogen was blown through the resonator.

Figures 1–4 show the spectra of the samples
obtained by subtracting the signal attributable to the
Hall effect in the resonator material. Figure 1 shows the
signals from a CuO single crystal whose b axis is ori-
ented parallel to the static field H in the cases a || h(t)
and c || h(t). Also plotted are the theoretical spectra
obtained as a result of fitting to the experimental ones
(the procedure will be described below). Figure 2 gives
the spectra for CuO and the result of an approximation
for a different orientation of the crystal relative to the
static field c || H. Figures 3 and 4 show experimental and
theoretical spectra for Cu1 – xLixO and Cu1 – xZnxO single
crystals, respectively. The orientation of the crystals is the
same as that for CuO in Fig. 1. Similar spectra were also
obtained for different orientations of the samples. The
parameters of the spectra determined as a result of the fit-
ting are given in the captions to the figures. 

3. DISCUSSION

We shall analyze the dynamic susceptibility of an
anisotropic magnet. An expression for its transverse
dynamic susceptibility with respect to H, valid in the
range of H between H = 0 and gµH @ Γ, can be
obtained using the results of [25]. The fields are conve-
niently directed along the principal axes (a, b, c) of the
tensor . The equations for the magnetization m(t)
induced by a linearly polarized alternating field h(t) in
the case H || a and h || b (with the indices obviously
transposed for the different orientations) have the form

(1)

(2)

(3)

χ̂

∂mb t( )
∂t

---------------- iωbcmc t( ) Γb mb t( ) χbh t( )–[ ] ,–=

∂mc t( )
∂t

---------------- iωcbmb t( ) Γ cmc t( )– Maµ
gbgc

ga

----------h t( ),–=

ωcb iµgbgcMa gaχb( ) 1– , ωbc ωcbχbχc
1– .–=–=
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Here Ma and χb are the static magnetization and suscep-
tibility, Γa and Γb are the spin relaxation rates, gi are the
g factors, and the indices correspond to the  axes. The
“relaxation” term in equation (1) strongly influences
the dependence of (ω) on H for broad lines (ω ~ Γi).
Its form is dictated by the known expression for (ω, H)
for an isotropic magnet and the formula for the aniso-
tropic situation where H = 0. From equations (1) and
(2) we find an expression for χcb(ω, H) which deter-
mines mc(t) for h(t) ∝  exp(–iωt):

(4)

(5)

In CuO the weak anisotropy of χ at room temperature
is most likely attributable to the anisotropy of the g-fac-

tor [26, 27] so that  = χi/  will not depend on the ori-
entation. Under the experimental conditions M ∝  H and
formula (5) is simplified: Ma = χaH, Ωa = gaµH. This
last relationship makes it significantly easier to deter-
mine the values of the g-factors. The expressions
obtained were used to approximate the experimental
spectra.

The formulas given for the response when H || a
show that the components of the magnetization along b
and c are involved in the precession. Thus, an approxi-
mation was made simultaneously for two spectra
obtained for a fixed orientation of H and the alternating
field directed alternately along the other two axes. In
this case, as we have already noted we allowed for a
shift of the phase ϕ of the alternating field inside the
sample relative to the phase of the field outside the sam-
ple which leads to the appearance of an additional com-
ponent Imχyx with the weighting sinϕ in the signal
Reχyx with the weighting cosϕ. For CuO and Cu1 – xLix

crystals this phase shift was determined using the signal
from isolated Cu2+ centers present in the spectra and was
taken into account as a fixed parameter. For Cu1 – xZnxO
where this signal was not observed, as can be seen from
Fig. 4, the phase shift was the fitting parameter. The
values of the phase shift ϕ depended on the orientation
of the crystal and the two values ϕ1 and ϕ2, respectively,
were determined to approximate the two spectra. 

A linear contribution with respect to the field H, rep-
resenting the Hall effect in the sample, was added to the
theoretical spectrum during fitting, and for each of the
two spectra being analyzed this was written in the form

H/Hmax, where j = 1, 2 and Hmax is the maximum
static field achieved experimentally. The spin relax-
ation rates obtained for each pair of spectra are indistin-

χ̂

χ̂
χ̂

χcb ω H,( ) χcb ω H–,( )– iωMaµ
gbgc

ga

----------–= =

× ω2 Ωa
2

H( )– iω Γb Γ c+( ) ΓbΓ c–+[ ]
1–
,

Ωa
2 ωcbωbc µ

gbgc

ga

---------- 
 

2 Ma
2

χbχc

----------.= =

χ̃ gi
2

k j
Hall
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guishable since they appear symmetrically in expres-
sion (4) (we denote them by Γ1 and Γ2). In addition,
their values were almost the same when the orientation
of H was fixed. These two factors made it difficult to
determine Γi (i = a, b, c) from a simple comparison of
the rates for different orientations of the field. Under
these conditions it was effective to use the values Γik =
(Γi + Γk)/2 for each orientation of the external field,
from which the values of Γi could be determined for
CuO:

for Cu1 – xZnxO:

and for Cu1 – xLixO:

It can be seen from these results that the relationship
Γa ≈ Γc < Γb is satisfied for CuO. We also give the val-
ues of the g-factors obtained as a result of fitting for
CuO:

for Cu1 – xZnxO and Cu1 – xLixO:

Note that the average values of the g-factor and the spin
relaxation rate calculated from the data obtained for
CuO agree with those obtained in [10].

When analyzing the spin dynamics of CuO in the
homogeneous limit, we need to allow for the quasi-one-
dimensional nature of this antiferromagnet at T = 300 K.
Three-dimensional critical behavior caused by inter-
chain isotropic exchange V ≈ J/20 ≈ 40 K is observed in
the paramagnetic phase at lower temperatures in the
range TN = 230 K ≤ T ≤ 250 K [14]. The relaxation of
the homogeneous magnetization in CuO is determined
by the fairly strong anisotropy of the exchange interac-
tion in the chains Jan ≈ 10 K [5]. Despite the fact that
Jan ! J, this interaction generally cannot be analyzed in
terms of perturbation theory in one-dimensional mag-
nets. However, in CuO the fairly strong coupling
between the chains V > Jan limits the region of purely
one-dimensional behavior. After making adequate
allowance for this interaction, perturbation theory with
respect to Jan can be used to determine the low-fre-
quency dynamics. We stress that we need to determine
the influence of V on the fluctuation dynamics, which is
important for T @ J, and not on the static behavior. This

Γ c 4.0 1.5 kOe, Γa± 6.0 1.5 kOe,±= =

Γ b 8.5 1.5 kOe,±=

Γ c 3.5 1.6 kOe, Γa± 7.0 1.5 kOe,±= =

Γ b 8.0 1.5 kOe,±=

Γ c 17.5 3.0 kOe, Γ a± 11.0 3.0 kOe,±= =

Γ b 5.0 3.0 kOe.±=

ga 2.26 0.14, gc± 2.20 0.15,±= =

gb 1.85 0.16,±=

ga gb gc≈ ≈ 2.20 0.15.±=
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can be accomplished in the first approximation in the
limits of mean field theory [28]. 

Before analyzing this aspect, we shall discuss the
dynamics of a one-dimensional isotropic antiferromag-
net of spin S = 1/2. When T < J, this magnet exhibits
two regions of different dynamic behavior: a hydrody-
namic region where the momentum in the direction of
the chain is q||a|| ! 1 (a|| is the distance between the
spins in the chain) and a region of antiferromagnetic
fluctuations near the momentum Q = π/a|| [29, 30].
From the theoretical point of view, the question of the
type of hydrodynamic excitations for T ≠ 0 remains
unanswered. For T ! J, a method using a fermion rep-
resentation for the spinon operators with a linearized
spectrum followed by bosonization yields a propagat-
ing hydrodynamic mode with a linear spectrum which
does not depend on T [30, 31]. This conclusion is
clearly inconsistent with the conventional assumption
that spin diffusion exists. However, the result of an
analysis based on the Bethe ansatz is compatible with
this hypothesis [32]. Recent studies using numerical
methods also yield contradictory results. The calcula-
tions [33, 34] support the existence of a diffusion mode
whereas in [35] the authors conclude that the behavior
is more complex. At the same time the NMR and ESR
data reliably confirm that spin diffusion exists in one-
dimensional antiferromagnets having half-integer spin
such as in Sr2CuO3 (S = 1/2) [36] and ((CH3)4NMnCl3

(S = 5/2) [37]. It is interesting to note that the diffusion
mode is also present in the one-dimensional antiferro-
magnet AgVP2S6 with S = 1 [38] where, unlike one-
dimensional antiferromagnets with half-integer spin,
the ground state has a gap. The antiferromagnetic fluc-
tuations are described by spinon excitations for which
an explicit form of the pair correlation function is
known for T ! J [39] which is confirmed by the neutron
scattering data in the one-dimensional antiferromagnet
KCuF3 with S = 1/2 [40] and NMR data in Sr2CuO3

[36]. 

Thus, when analyzing Γ, we need to take into
account the existence of spin diffusion, spinon excita-
tions, and chain interaction. In order to determine Γ we
shall use the theory of interacting modes which
includes decoupling the four-spin correlation function
to give products of pair correlation functions [37]. This
approach allows for the simplest processes which con-
tribute to Γ. Although the possibilities of this method as
applied to a quasi-one-dimensional magnet have not
yet been fully clarified, it can yield expressions for
Γwhich are consistent with the experiments for T > J in
a one-dimensional antiferromagnet possessing anisot-
ropy caused by dipole forces and the diffusion hydro-
dynamics under conditions when exchange coupling
between the chains is negligible [37]. Since the accu-
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
racy of this approach improves as the dimensions
increase, we predict that this approach can be used to
reliably determine at least the order of magnitude of Γ
when the chain interaction is significant. The result of
perturbation theory in terms of Jan for Γi (i = a, b, c) has
the form [41]

(6)

Here we have ( (q||))2 = [Jb(q||) – Jc(q||)]2 for i = a and
so on, Jj(q||) is the exchange interaction along the j axis
in the chain, G(q, x) is the Green pair spin function, and
G0 is the Green static function for q = 0. The values of
Γi contain contributions from the hydrodynamic region

( ) and the spinon excitations ( ):

(7)

We shall first consider  assuming that spin diffu-
sion exists. In the one-dimensional case, the contribu-
tion to Γi from the diffusion mode is singular in the
region of low momentum [37]. This singularity is
related to the scale of truncation determined by the
interaction which limits the one-dimensional diffusion
behavior in the limit q||  0. In our case this is inter-
chain coupling. In order to allow for three-dimensional
effects, we shall use the relaxation expression for the
dynamic form factor G:

(8)

(9)

Here Γ⊥ (q⊥ ) describes the damping caused by the chain
interaction and q⊥  is the momentum in the plane
orthogonal to the chains. Using this expression from (6)
provided that x/T ! 1 we find

(10)

where in accordance with the hydrodynamic approxi-

mation (q||) is taken for q|| = 0. For q⊥ a⊥  ! 1 (a⊥  is

the interchain spacing) we predict that Γ⊥ (q⊥ ) = D⊥
where D⊥  is the coefficient of spin diffusion in the
plane orthogonal to the chains. As a result, the expres-

sion for is finite. In order to estimate this we need
to find Γ⊥ (q⊥ ). Using a procedure similar to the deri-

vation of expression (6), where ∂ /∂t is determined

Γ i
1
4
---G0

1– Ji
an q||( )[ ]21

π
--- ImG q x,( )

sinh x/2T( )
--------------------------- 
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q
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Ji
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Γ i
D Γ i

sp

Γ i Γ i
D Γ i
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Γ i
D

G q ω,( ) iΓ q( ) ω iΓ q( )+[ ] 1– G0,=

Γ q( ) Dq||
2 Γ⊥ q⊥( ).+=

Γ i
D Ji

an 0( )( )2
G0T 2

D
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  2
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∑=

Ji
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2

Γ i
D

Sq
α
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by the interaction V and formulas (8) and (9) for G, we
find 

(11)

Here, as in formulas (8) and (10), G0(0) is used as the
static Green function G0(q) since for q||a ! 1 this func-
tion is not critical in the region T ≥ TN. From this equa-
tion which only allows for the diffusion contribution
from the longitudinal mode, we can determine the

value of Γ⊥ (q⊥ ) which we denote by (q⊥ ). As we
shall show below, the influence of spinons on Γ⊥ (q⊥ )

does not alter the estimate for which uses (q⊥ ). 

Expressing (q⊥ ) in the form (q⊥ ) = f D(q⊥ ),
where f D(q⊥ ) is a dimensionless function, from equa-

tion (11) we determine the scale :

(12)

This result allows us to obtain the following estimate
from (10)

(13)

We note that /  ~ [ (0)/V]2 ≈ 6 × 10–2. The

value of  determines the boundary between the one-
dimensional and three-dimensional dynamic behavior.
In the homogeneous limit the Green function for ω !

 has a Lorentzian form with the damping Γi typical
of three-dimensional dynamics. By analyzing the

dependence of (q) on ω, we can show that this func-

tion decays with frequency when ω @ . In this
regime the dynamic form factor will be determined by
the one-dimensional dynamics. As a result, in this region
of frequencies and magnetic fields the ESR spectrum may
show some deviation from the Lorentzian line profile typ-
ical of a one-dimensional magnet [37]. 

The values of  and  depend on the diffusion
coefficient D whose value is not generally determined.
For estimates we use the classical result for a chain:

which evidently gives the lower limit of D [36]. Bear-
ing in mind that G0 ≈ (Jπ2)–1 at T = 300 K [42], we have

 ~ 0.1 K and  ~ 1.7 K. The comparative small-

Γ⊥ q⊥( ) TG0 V q⊥ p⊥–( ) V p⊥( )–[ ]2

p⊥

∑=

× D

a||
2

----- Γ⊥ q⊥ p⊥–( ) Γ ⊥ p⊥( )+[ ] 
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D
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D
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D
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D

V
V
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D Ji
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ness of these values is to a considerable extent attribut-
able to the small factor (TG0)2/3 ≈ 0.1. Note that the rela-

tionship  ! T < J ensures that the region D  @ 
exists and that the inequality ω/T ! 1 is satisfied (for

ω ~ ). Both these conditions were used to determine

. 

We now analyze the contribution to Γ made by
spinon excitations which appear when T < J. Judging
by the neutron scattering data [40], the Green spinon
function obtained in the region T ! J comparatively
accurately describes these modes in our case T/J ≈ 3/8.
To determine Γsp to within a numerical factor we can
use the scaling representation for this function [34]:

(14)

where  = q|| – π/a||, C = Jπ/2a|| is the spinon velocity,
A = 0.33 to within a logarithmic factor, and Φ(0, 0) = 1.
Substituting this expression into formula (6) and taking

(q) for q = π/a||, using a dimensional estimate we

find  ∝  T–1. This result holds if the integral in (6) is
not singular for small q|| and x and does not diverge
when Cq|| @ T, x @ T. Using the explicit form of the
function G [39], we can confirm that these conditions
are satisfied and find the numerical factor. Bearing in

mind that | (π/a||)| = | (0)|, we obtain

(15)

Here the numerical factor is exactly unity since (Aπ)2 ≈ 1

where π2 is the factor from  ≈ Jπ2 and the remaining
integral is close to unity.

Perturbation theory can definitely be applied in this

case since  is determined by the thermal spinons

with ω ~ T, C  ~ T, and /T ! 1.

We shall now consider the influence of spinons on
the transverse modes which as we have seen are impor-

tant for determining  Applying perturbation theory

in terms of V, by analogy with the calculations of 

and , we find

(16)

The inequality (q⊥ )/T ≤ (V/T)2 ! 1 justifies the per-
turbation theory approach at T = 300 K. Estimating the

value of (q⊥ ) for q⊥ a⊥  ~ 1 which determines  in

expression (10), we find  ~ V2/T ≈ 5 K at T = 300 K.
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Since  ~  the spinon contribution does not

change the order of magnitude of this estimate for .

Note that the procedure for decoupling the four-spin
correlation function into two spinon modes used to

determine  and  exhausts the spinon contribu-
tion to these quantities since the spinons are free. Bear-

ing in mind that  ~ 0.33 K, we finally have

(17)

Here an order-of-magnitude estimate is obtained
mainly as a result of the diffusion contribution, which
was determined allowing only for the simplest diffu-
sion process. Provided that (V/T)2 ! 1, only this term
depends explicitly on the chain interaction which was
not specified above. In the compound CuO which is a
monoclinic system these interactions are more complex
[5] compared with the interaction in a simple tetragonal
magnetic lattice. Since we are not claiming to make an
exact quantitative estimate of ΓD, it is merely important
that the interactions between the chains do not differ
substantially in magnitude. This condition is satisfied
for CuO since, according to the neutron data for the
magnon spectrum, the chain interactions in two mutu-
ally perpendicular directions in the plane orthogonal to
the chains are 5 and 3 meV [6]. Finally we neglected
the influence of interchain coupling on the static sublat-
tice Green function, which leads to three-dimensional
critical behavior of CuO. As has been noted, the corre-
sponding three-dimensional effects begin to have an
influence below T = 250 K.

The estimate obtained, Γ ~ 3.5 kOe, is close to the
experimental value Γ = 5–7 kOe. In addition to the fac-
tor noted above, this difference may also be attributed
to some indeterminacy of the exchange anisotropy,
whose exact value along the different axes is unknown.
We shall discuss this aspect in greater detail. Knowing

Γi and using the proportionality Γi ∝  ( (0))2, we can
determine the relationships between Ji(0) which, how-
ever, do not agree with the inequality Jb(0) > Ja, c(0)
obtained because the b axis in CuO is the easy axis in
the collinear phase [4]. This disparity may be attributed
to the fact that the a and c crystallographic axes do not

coincide with the principal axes of the tensor  and
therefore (ω). In this case, the expression for the mea-
surable response in the field H directed along the a and
c axes includes all three Γi and is more complex than
the result (4), which cannot be used to determine Γi in
this geometry. At the same time, the b axis as the sec-
ond-order axis in the monoclinic system must coincide
with one of the principal axes of the tensor (ω) [23].
Thus, when H || b, formula (4) holds for the response.

The formulated assumption is supported by the ori-
entation of the helicoid plane in the incommensurate
phase, which passes through the b axis and forms an

Γ⊥
sp Γ⊥

D
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D
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sp
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D Γ i
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an
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angle of 28° with the a axis [5]. Since the exchange
anisotropy is responsible for this orientation, we can

conclude that although the two axes of the tensor  lie
in the plane (a, c), they do not coincide with the a and
c axes. Thus, the exact values of the spin relaxation
rates and the g-factors in CuO obtained from the ESR
spectra H || b are

We shall now consider the results for samples where
Cu is replaced by Zn and Li. The incorporation of zinc
influences the spectra comparatively weakly. For
instance, the value of (Γa + Γc)/2 ≈ 5 kOe simply agrees
with the result for CuO. This is naturally interpreted in
terms of ordinary magnetic dilution. The stronger influ-
ence of the magnetic dilution on the line width is attrib-
uted to the one-dimensional diffusion length being lim-
ited to a value of the order of the average spacing
between the impurities in the chain. However, as is
readily established, in our case the zinc concentration
(1.5%) is too low for this constraint to influence ΓD for
the selected value of D. 

The appreciable broadening of the spectra in the
lithium-doped crystal is attributed to the appearance of
excess holes which strongly perturb the magnetic sub-
system. Strong coupling between the holes and the spin
system is indicated by the fact that the activation energy
in the temperature dependence of the conductivity
changes by approximately a factor of two on transition
to the magnetically ordered state in pure CuO and in
lithium-doped CuO [3]. Note that the increase in the
conductivity by approximately two orders of magni-
tude in the Li-containing samples at T = 300 K com-
pared with CuO does not change its character. The con-
ductivity of CuO is satisfactorily described by small-
radius polaron theory with incoherent hopping at T =
300 K [2]. In this case, the hole lifetime in the localized
state τh ≈ 10–10 s at T ≈ 300 K is approximately the same
as the reciprocal resonance frequency f –1. Assuming
that holes localized in a CuO4 cluster form a Zhang–
Rice singlet and thereby remove the matrix spin from

resonance, hole hopping at the frequency  ≈ f could
lead to line broadening by a value of the order of itself.
However, this simple broadening mechanism with
strongly localized holes can occur when the hole con-
centration is comparable to the number of copper atoms
in the matrix. By this reasoning, we can evidently elim-
inate this influence of hole mobility on the line width.

It should be stressed that the hole mobility is three-
dimensional as is evidenced by the weak anisotropy of
the CuO conductivity [2]. Hence, in lithium-doped
CuO there is no reason to predict that the quasi-one-
dimensional spin excitations will be strongly modified
by mobile holes which could occur if the hole transport
took place mainly along the chains. 

Ĵ

Γa Γ c+( )/2 5 1.5 kOe, gb±≈ 1.85 0.16.±=

τh
1–
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Bearing in mind the comparatively long time spent
by the holes in the bound state, a scenario where the
motion of the holes is not a determining factor in the
broadening seems more realistic. It may be predicted
that the holes form an exchange-bound complex with
several copper spins, for example with four copper ions
in the unit cell. The rich spin spectrum of the complex
and the strong phonon coupling can ensure a fairly high
rate of spin–lattice relaxation considerably higher than
the rate of spin–lattice relaxation of the matrix. Assum-
ing that the complex is weakly bound to the matrix
spins and has a susceptibility χhc substantially higher
than the susceptibility of the matrix χ ∝  (Jπ2)–1, we can
obtain line broadening in doped CuO commensurate
with ∆H1/2 in CuO. Let us assume, for example, that the
distance between the two lower levels of the complex is
∆E . 300 K ≈ J/3. Then, χhc ~ 3(gµ)2/J and xχhc/χ ~
3π2x ≈ 1/3, where x ≈ 10–2 is the relative lithium con-
centration (excess holes). If the rate of spin relaxation
of the complexes is Γhc ~ (3–5)Γ, their contribution to
the width will be close to ∆H1/2 for the matrix. Quite
clearly, in this case doping should increase the static
susceptibility of the system below the hole localization
temperature T ≈ 70 K [14]. Unfortunately, data on χ for
lithium-doped copper oxide [15] cannot be used to
determine whether this 30% increase is caused by the
fairly large diamagnetic contribution to the susceptibil-
ity of the ion cores. The hole mobility in this model
simply limits the lifetime of the complexes to τh and is

not fundamental if  ≥ .

The influence of doping on the magnetic system
does not merely involve the effect described. We know
that in lightly doped two-dimensional cuprates the
incorporation of holes limits the two-dimensional cor-
relation length of the spin fluctuations above TN. This
effect has been studied most comprehensively in
La2CuO4 for various dopants including Li [16]. A cer-
tain universality of its dependence on the dopant con-
centration observed near TN can be attributed to the for-
mation of a collective hole structure. Quite clearly, lith-
ium doping in CuO also limits the growth of one-
dimensional spin fluctuations which should influence
the critical increase in the spin relaxation rate near TN.
In view of this, it is suggested that experiments should be
carried out to make a comparative analysis of the ESR line
widths in pure and lithium-doped CuO near TN. 

The results relating to the Hall effect in these crys-
tals were not analyzed in the present study. We merely
note that the “hole” sign of the Hall signal corresponds
to the polarity of the carriers (for electron conduction in
the resonator material this is positive).
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Abstract—An experimental and theoretical study is made of the influence of a transverse electric field on ther-
mogravitational flow in a vertical capacitor filled with a barely conducting liquid. The boundaries of the capac-
itor are maintained at different temperatures. In the calculations it is assumed that the main contribution to ion-
ization of the liquid, which is electrically neutral in the absence of the field, is made by the buildup of uncom-
pensated charge accompanying the flow of electric current through a liquid having a nonuniform conductivity
distribution. The latter is induced by the temperature gradient. This system is simulated experimentally by using
a suitable working liquid–electrode material system. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The influence of an electric field on the equilibrium
stability of a barely conducting liquid has recently
formed the subject of numerous experimental and the-
oretical studies which are reviewed in [1, 2]. This prob-
lem has attracted interest because of the wide range of
technical applications in which strong electric fields are
used. One example is an electrohydrodynamic energy
converter, in which electric field energy is converted
directly into the kinetic energy of a liquid flow. Another
important technical application is the possible of inten-
sifying and, in some cases, controlling dynamically [3, 4]
the heat and mass transfer in high-voltage devices. The
problem of electroconvective instability is also interest-
ing from the general theoretical point of view since it
opens up possibilities for studying and using a new type
of flow excitation, and also introduces a new type of
interaction between electric and hydrodynamic fields.
The main difficulty encountered in the description of
electroconvective instability is that in the absence of an
electric field, barely conducting liquids are electrically
neutral and charge formation in these liquids is a com-
plex physicochemical process whose description has
not yet been completely clarified. The charge formation
mechanisms are usually classified into several types [2, 5].
One of these is the formation of uncompensated bound
charge as a result of nonuniform polarization of the liq-
uid which can be induced, for example, by nonuniform
heating of the barely conducting liquid. Many experi-
mental investigations indicate that because of its small-
ness this mechanism negligibly influences the electro-
convective instability in ordinary barely conducting liq-
uids. The most hazardous mechanism for instability is
electrification as a result of a local loss of equilibrium
in the dissociation–recombination reaction of liquid
1063-7761/00/9002- $20.00 © 0352
molecules in the regions adjacent to the electrodes
(physical injection). In this case, like electric charge
forms around the electrode, and this can either relax as
a result of Ohmic current and interaction with opposite
liquid ions formed in the bulk, or it can induce electro-
convective motion of the liquid. When the liquid is
heated nonuniformly, uncompensated space charge
may also form as a result of the temperature depen-
dence of the ion mobilities (electroconductive mecha-
nism). The influence of these types of charge formation
on electroconvective instability has now been studied in
fairly great detail with reference to problems involving
the mechanical equilibrium instability of a nonuni-
formly heated, barely conducting liquid [2, 5]. How-
ever, a more complex and interesting problem from the
theoretical point of view and in terms of technical
applications is the study of flow stability in an electric
field. Unlike problems of electroconvective equilibrium
instability, the flow, which takes place even in the
absence of the electric field, influences the equilibrium
distribution of the electric charge. Few theoretical stud-
ies have examined this problem. Takashima and Hama-
bata [6] investigated the equilibrium of thermogravita-
tional flow in a vertical capacitor with nonuniformly
heated boundaries allowing for nonuniform polariza-
tion of the liquid dielectric. This study is merely of the-
oretical value because, as we have already noted, the
influence of the ponderomotive force on electroconvec-
tive instability is doubtful. The problem of equilibrium
stability of the thermogravitational flow in a vertical
capacitor was solved most systematically by one of the
present authors [7] for the electroconductive mecha-
nism of charge formation. In this study, Makarikhin
examined the electroconvective instability of the domi-
nant steady-state plane-parallel flow in a vertical gap
with ideal heat-conducting and electrically conducting
2000 MAIK “Nauka/Interperiodica”
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boundaries [7]. It is known [8] that the dominant flow
appears in the absence of an electric field for an arbi-
trarily small temperature difference at the boundaries
of the gap. The flow can be unstable for a certain value
of the dimensionless Grashof number. Depending on
the liquid parameters either a monotonic “cat’s eye”
instability mode or an oscillation mode, i.e., thermal
waves, can occur. In [7] Makarikhin constructed stabil-
ity maps in dimensionless coordinates by plotting
Grashof number against Rayleigh electric number for
limiting cases of small Prandtl numbers and an infi-
nitely short electric charge relaxation time. Disregard-
ing various qualitative experiments [9] in which the
possibility of electroconvective instability was demon-
strated, no experimental investigations have yet been
made of flow instability. 

The present paper is devoted to an experimental
investigation of electroconvection in a vertical capaci-
tor with nonuniformly heated boundaries under condi-
tions where the electroconductive mechanism of elec-
trification predominates. One of the aims of this study
was to identify the ranges of experimental parameters
where the electroconductive mechanism makes the
main contribution to charge formation. Numerical
investigations are made of electroconvection in a verti-
cal capacitor for finite electric relaxation times and
other physicochemical parameters similar to the real
physical situation which was obtained experimentally.

2. EXPERIMENTAL

As was noted in the Introduction, several electrifica-
tion mechanisms usually take place in a barely conduct-
ing liquid, the most hazardous generally being the
injection mechanism. Thus, in order to isolate the elec-
troconductive mechanism, we needed to use an elec-
trode–liquid system in which the threshold potential for
physical injection and the rate of charge relaxation in
the electrode regions were as high as possible [5]. That
is to say, the electrode material should have a fairly
high electron work function from the metal, which
must not oxidize in an electric field. The barely con-
ducting liquid for its part should have a sufficiently
high intrinsic conductivity so that the charge relaxation
time is as short as possible but not so high that it influ-
ences the Joule heating of the liquid. After many pre-
liminary experiments we selected a system using steel
electrodes and Mazola corn oil from the US. 

2.1. Physicochemical Parameters

Since the physicochemical parameters of this liquid
are not described in the literature, we carried out pre-
liminary experiments to measure these and the results
are presented in table. The density ρ and coefficient β
of the temperature dependence of the density were
determined using densitometers which were lowered
into a measuring cylinder containing thermostatically
controlled working liquid. The temperature was main-
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
tained to within 0.05°C. The dynamic viscosity η as a
function of temperature was determined by the Stokes
method, which involved measuring the dropping time
for small spheres of Wood’s alloy in the thermostati-
cally controlled measuring cylinder. 

The thermal diffusivity of the corn oil κ was deter-
mined by solving the standard convective problem of
the equilibrium stability of a horizontal layer of liquid
heated from below. We know [8] that the critical Ray-
leigh parameter for which stability is lost is Ra* =
1708. The Rayleigh number is then determined by the
conventional procedure: Ra* = ρgβθ*h3/ηκ , where θ*
is the critical temperature difference between the
boundaries of the liquid layer, and g is the free-fall
acceleration. Having measured θ* and knowing the
other liquid parameters, we can determine the thermal
diffusivity. In order to measure the critical temperature
difference, we constructed an experimental cell com-
prising a plane horizontal layer of liquid whose bound-
aries were maintained at different temperatures. This
setup was used to compare the effective thermal con-
ductivity of the liquid layer (molecular and convective)
with the thermal conductivity of a thin Plexiglas plate
through which we passed the same heat flux as in the
liquid layer. When convective motion occurred, the
ratio of these thermal conductivities changed and this
allowed us to determine the corresponding critical tem-
perature difference at the liquid layer.

2.2. Electroconvective Cell

The experimental cell was a vertical gap measuring
14 × 8.0 × 0.80 cm3 (Fig. 1). The cell was formed by a
transparent Plexiglas frame and its sides were bounded
by steel electrodes measuring 43 × 10 × 0.3 cm3. The
temperature gradient in the layer was produced by heat
exchangers 3 comprising solid aluminum blocks mea-
suring 45 × 14 × 5.5 cm3, each containing 15 cylindrical
channels 4. Water from two thermostats was circulated
through the channels. This solid structure allowed us to
maintain the temperature of each heat exchanger to
within 0.1°C and the temperature nonuniformity along
its surface was less than 0.02°C. Thin electrically insu-
lating plates 5 and 6 made of 0.10 cm thick Getinaks
and 0.38 cm thick Plexiglas, respectively, were inserted
between the heat exchangers and the electrodes. The
experimental apparatus was fitted with a UPU-10 stabi-
lized dc voltage source which could deliver a voltage in
the range 200–10 000 V. The voltage was monitored
using an S-56 electrostatic voltmeter to within 50 V.
The Plexiglas spacer 6 was used as the constant thermal
conductivity reference in the Schmidt–Milverton method
of studying the equilibrium stability of a liquid [10]. This

Table

ρ, g/cm3 β × 104, 1/°C η, P k × 103, cm2/s

0.9182 6.2 ± 0.4 11.5 × T–0.82 1.7 ± 0.1
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method involves comparing the thermal resistance of
the liquid layer and the insulating spacer 6 by measur-
ing the temperature gradients at the liquid layer Ts and
at the insulating spacer Tp. If the electric field does not
influence the dominant thermogravitational flow and
the heat transport is only determined by the molecular
thermal conductivity (as was shown in [8], the domi-
nant flow does not create any additional heat flux across
the layer), the ratio of the temperature gradient at the
liquid layer Ts to the temperature gradient at the sample
Tp will be constant for various temperature gradients
between the heat exchangers. When electroconvective
instability occurs, the effective thermal conductivity of
the liquid increases and the ratio of the temperature gra-
dients decreases. The constructed dependence of Tp on
Ts was used to determine the critical temperature differ-
ence at the liquid layer T* at which electroconvective
instability occurs. Several copper–Constantan thermo-
couples were installed in the cell to measure the tem-
peratures (two to monitor the temperature uniformity
along the heat exchangers, two to measure the temper-
ature gradient at the spacer and at the liquid layer, and
one to measure the temperature gradient between the
heat exchangers).

2.3. Investigation of Electrophysical Parameters

We know [11] that the electrophysical properties of
a liquid–electrode system depend strongly on the quan-
tity and qualitative composition of the impurities in the
liquid, the time of interaction between the liquid and

12 3

4

5 67

8
23

87

9

Fig. 1. Schematic of convective cell: 1, plexiglas frame;
2, steel electrodes; 3, heat exchangers; 4, channels for circu-
lating water from thermostats; 5, Getinaks insulating plate;
6, Plexiglas insulating plate used as heat flux detector;
7, tubes for filling with working liquid; 8, 9, channels for
thermocouples.
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the charged metal electrode, and also on the interelec-
trode gap. As a result, the conductivity and the temper-
ature dependence of the conductivity were measured
directly using the model described above before the
convective experiment. In addition, measurements of
the current–voltage characteristics were carried out to
show that the electroconductive mechanism of charge
formation predominates in the experiments and injec-
tion ionization does not influence the electroconvective
instability. In order to measure the current–voltage
characteristics, a 12.4 kΩ reference resistance was con-
nected in series in the low-voltage capacitor supply cir-
cuit and the voltage drop as a function of the voltage
across the capacitor plates was measured experimen-
tally at this resistance. The current–voltage characteris-
tics were measured at a fixed temperature, which was
the same for both heat exchangers.

The first series of experiments was devoted to study-
ing the conductivity of the oil. Figure 2 (curve 1) gives
the current–voltage characteristic of oil which had not
received any additional treatment. It can be seen that
the dependence is essentially nonlinear and a kink is
clearly visible. This nonlinearity can easily be attrib-
uted to the existence of injection conductivity, which is
characterized by a quadratic dependence of current on
voltage unlike the electroconductive mechanism for
which Ohm’s law is satisfied [11]. In Fig. 2 these depen-
dences are clearly superposed. The relatively clear kink
on the current–voltage characteristic indicates that iso-
thermal electroconvective instability occurs. The
increase in the current transport is evidently caused by

1
2

I, A
4 × 10–8

3 × 10–8

2 × 10–8

1 × 10–8

1 × 103 2 × 103 3 × 103

U, V
0

Fig. 2. Current–voltage characteristics of industrial corn oil (1)
and heat-treated oil (2).
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the convective current transport. In order to suppress the
level of injection, the oil was subjected to heat treat-
ment. For this purpose the oil was kept at a pressure of
1–10 Torr and a temperature of 70–80°C for two days.
The current–voltage characteristics obtained after heat
treatment are also plotted in Fig. 2 (curve 2). It can be
seen that despite the qualitative similarity between the
characteristics of the treated and untreated oils, there is
a substantial quantitative difference. First, the critical
voltage at which electroconvective instability occurs
increased to 2 kV. Second, the low-voltage conductivity
decreased substantially. Third, the relative contribution
of the isothermal electroconvective instability to the
current transport decreased. Subsequently, we only
used electrode voltages lower than 3 kV to identify the
electroconductive convection mechanism. 

The next step in the experiments was to measure the
coefficient of the temperature dependence of the con-
ductivity, for which we measured the current–voltage
characteristics at various temperatures in the liquid
layer. Figure 3 shows the current–voltage characteris-
tics plotted at various temperatures of an isothermal
layer of corn oil. It can be seen that these characteristics
are linear which indicates that instability caused by the
isothermal injection mechanism of charge formation is
not observed in this electrode–liquid system for the
given temperatures and voltages up to 3 kV.

The conductivities of the liquid were calculated
from the slopes of the current–voltage characteristics
for various temperatures using the formula σ = h(kf –
ke)/S, where h and S are the layer thickness and the area

10.0 °C
12.0
13.0
15.2
17.3
19.3
21.3
23.4
25.6
27.6
29.7
31.6

15

10

5

0 0.5 1.0 1.5 2.0 2.5 3.0
U, kV

I, 10–8 A

Fig. 3. Current–voltage characteristics of purified corn oil at
various temperatures.
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of the capacitor plate, respectively, and kf and ke are the
slopes of the current–voltage characteristic when the
cell is filled with corn oil and when it is empty, respec-
tively. As a result, we obtain the temperature depen-
dence of the conductivity (Fig. 4). It can be seen that the
conductivity increases nonlinearly with temperature,
whereas the theoretical investigations [7] assume a lin-
ear dependence. However, in experiments to study the
electroconvective instability with relatively small tem-
perature gradients, for example, between 15 and 25°C,
the difference of the dependence from linear does not
exceed 1%, which suggests that the theoretical assump-
tions are adequate. The coefficient of the linear temper-
ature dependence of the conductivity was determined
as the slope of the tangent drawn to the experimental
curve at the point T = 23°C and was found to be βσ =
0.058 1/°C.

2.4. Experimental Results

The experimental procedure was as follows. Ther-
mostats were used to establish a specific temperature
gradient between the heat exchangers in the cell with
no applied voltage. Voltage was then applied to the
electrodes and after a steady-state heat transfer regime
had been established, which could be determined from
the fact that the thermocouple readings were constant,
measurements were made of the thermo-emf at the heat
flux detector Tp and at the liquid layer Ts. The tempera-
ture gradient between the heat exchangers was then
altered and the measurements repeated. The results

σ, Cm/cm

1 × 10–12

2 × 10–13

15 25 35
T, °C

10 20 30

4 × 10–13

6 × 10–13

8 × 10–13

Fig. 4. Conductivity of corn oil versus temperature.
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were used to construct dependences of the temperature
gradient at the layer on the temperature gradient at the
spacer. Similar measurements were made for other
fixed potential differences between the electrodes
between zero and 4.0 kV. Typical dependences for sev-
eral voltages across the electrodes are plotted in Fig. 5.
It can be seen that for zero voltage, the dependence is a
straight line passing through the origin. This behavior
is typical of the molecular heat transfer regime because
the dominant thermogravitational flow does not trans-
fer any heat across the layer. For small temperature gra-
dients at the liquid layer, the dependence Tp(Ts) in the
presence of a field is the same as that for U = 0, which
corresponds to the absence of any electroconvective
instability. However, as the temperature gradient
increases further, the dependence acquires a kink and
the temperature gradient at the spacer increases more
rapidly than that at the liquid layer. This indicates that
electroconvective instability occurs in the model,
which increases the thermal flux and therefore reduces
the temperature gradient at the liquid layer. It can be
seen that as the voltage increases, the critical tempera-
ture difference decreases. Moreover, most of the depen-
dences for different voltages are parallel. This means
that during electroconvective instability, only one type
of supercritical motion is established in the liquid. The
post-crisis line only has a significantly different slope at
relatively low voltages. Thus, for a fixed voltage across
the electrodes we determined the critical gradients at

U = 0.0 kV
2.1
2.4
2.7
3.0
3.5

8

4

2

0 2 4 6 8 10
Ts, °C

Tp, °C

6

Fig. 5. Temperature gradient Tp at heat flux detector as a
function of Ts for various voltages across the electrodes.
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the liquid layer T* which correspond to the point of
inflection on the curves Tp(Ts). 

During the experiments we also made visual obser-
vations of the flow structure using a penumbral grating
method. This involved making observations of a bright,
uniformly illuminated grating of parallel equidistant
fringes through the transparent side walls of the capac-
itor. When the flow exhibited electroconvective insta-
bility, the uniform distribution of the temperature gra-
dient was perturbed and “stria” appeared, bending the
ray path in the capacitor and distorting the grating lines.
Figure 6 shows a photograph of a grating for the gradi-
ent Ts = 7.5°C at various voltages. At zero potential dif-
ference between the electrode the fringes remain paral-
lel (Fig. 6a). When the voltage slightly exceeds the crit-
ical value (for a given temperature), the fringes begin to
bend (Fig. 6b). At high voltages the electroconvection is so
strong that the bending becomes appreciable (Fig. 6b).
It should be noted that the observed pattern for a given

(a) (b) (c)

Fig. 6. Photographs of grating obtained for the same tem-
perature difference at the layer boundary Ts = 7.5°C and dif-
ferent voltages across the electrodes (a, U = 0, b, U = 1600,
c, U = 2000 V).
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voltage and temperature gradient at the layer is steady-
state under these conditions, which suggests that the
convective structures are steady-state.

Using the measured parameters of the working liq-
uid and these critical temperature gradients we con-
structed a thermogravitational flow stability diagram
(Fig. 7) using dimensionless coordinates: the electric
number B, which has the meaning of the ratio of the
Coulomb forces to the Archimedes forces, and the
Grashof number G. The dimensionless parameters
were calculated using the formulas G = ρ2gβθh3/η2 and
B = eU2βσ/ρgβh3. The stability diagram also gives the
results of a theoretical analysis which will be discussed
below.

3. THEORETICAL ANALYSIS

The problem of the stability of thermogravitational
flow is formulated assuming that a barely conducting
liquid fills a vertical capacitor whose boundaries are
heated to different temperatures. We write a system of
electroconvection equations consisting of the Navier–
Stokes and heat transfer equations, the electric charge
conservation law, the Gauss law, and the electric field
potentiality condition:

(1)

Here γ, ν, ε, and σ are the density, kinetic viscosity,
dielectric constant, and average conductivity of the liq-
uid, β and βσ are the temperature dependences of the den-
sity and conductivity, and E and ϕ are the electric field
strength and potential. Assuming that the boundaries of
the capacitor are solid and ideally conduct both heat and
electric current, we obtain the boundary conditions:

(2)

where h is the half-width of the liquid layer, θ and U are
half the temperature difference and potential difference
at the boundaries of the liquid layer, respectively, and x
is the coordinate axis having its origin at the center of
the layer and perpendicular to the boundaries. The solu-
tion of the system (1) for the steady state in which all
the time derivatives are zero gives the velocity field of
the dominant thermogravitational flow and the corre-
sponding distributions for all the parameters of the
problem: 

γ ∂v
∂t
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(3)

It was found that steady-state flow does not depend
on the coordinate in the direction of the liquid layer,
and that the electrical and hydrodynamic characteris-
tics do not depend on one another. In particular, the
velocity profile is the same as that in the absence of an
electric field. We shall subsequently assume that the
inhomogeneities of the density and conductivity are
small and we write the system of equations (1) linear-
ized about the steady state (3) for perturbations of all
three parameters of the problem. We shall assume that,
in accordance with [8], planar perturbations are the
most hazardous from the point of view of equilibrium
instability in the absence of a field. Thus, we shall only
analyze those perturbations which depend on the x and
y coordinates. The dimensionless linearized system of
equations for the perturbations has the following form:

v 0
βgθh2
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---------------ξ ξ2 1–( ).=

E0 E0 E0 0 0, ,( ), E0

2Uβσθ
h Aln
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2βσ
2 θ2εU

h2 Aln
---------------------- 1
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Fig. 7. Diagram of thermogravitational flow stability. The
solid curve corresponds to the theoretical calculations.
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(4)

The units of measurement were selected as follows:
h for length, h2/ν for time, βgθh2/ν for velocity, θ for
temperature, γβgθh for pressure, and U for potential; G
and P are the Grashof and Prandtl numbers, Ge is the
Grashof electric number which gives the ratio of the
Coulomb force and the viscous dissipative forces, and
may be obtained from the electric number B used
experimentally by multiplying this number by the Ray-
leigh number, and Pe is the Prandtl electric number
which gives the ratio of the relaxation times of the
velocity and charge perturbations. The velocity field
and the electric field are written conventionally in terms
of the current function and the electric potential. We
considered planar normal perturbations periodic along
the z axis and having the wave number k which was
selected as follows. We first solved the standard prob-
lem of the stability of thermogravitational flow [8] in
the absence of an electric field for the liquid parameters
described in the experimental section (see Table 1). We
determined the critical wave number k* corresponding
to the most hazardous perturbation mode. We then
solved the problem in the presence of an electric field
(4) with k = k* and determined the dependence of the
critical parameter Ge for which electroconvective insta-
bility occurs for each selected value of G. For the phys-
icochemical parameters corresponding to the experi-
mental conditions (P = 600 and Pe = 3.0) the system (4)
has a small parameter at one of the leading derivatives.
Thus, a differential sweeping method was selected for the
calculations. The results of the calculations for the param-
eters given above are plotted together with the experi-
mental data in Fig. 7. It can be seen that the agreement
between the experimental results and the theoretical
analysis is more than satisfactory.
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4. CONCLUSIONS
The good agreement between the experimentally

and theoretically determined patterns of electroconvec-
tive instability of the thermogravitational flow in a ver-
tical capacitor shows first that in the selected electrode–
liquid system the electroconvective instability is caused
by an electroconductive type of charge formation as a
result of the temperature dependence of the conductiv-
ity and second indicates that the constructed theoretical
model is adequate. However, steady-state convective
structures are observed in the capacitor within the error
limits of the penumbral flow visualization method. The
theoretical analysis also predicts the presence of ther-
mal waves along the layer. However, a more detailed
analysis predicts that two thermal waves having the
same wave number but propagating in opposite direc-
tions will be present simultaneously. In the range of
small numbers B when the influence of the electric field
is still insufficiently strong, the critical numbers B+ and
B– for the generation of thermal waves propagating
upward and downward differ substantially. For rela-
tively large B and small G the critical numbers B+ and
B– become equal and a superposition of these waves
occurs in the liquid. The result of this superposition will
evidently be a standing wave or steady-state convective
structure. At this point, it should also be stressed that
the visual observations of the convective structures
were made at voltages slightly higher than the critical
values, i.e., in the range of parameters where a linear
stability analysis may be inadequate to describe con-
vective structures.

As we noted in the Introduction, electroconductive
electrification is only one of the possible mechanisms
for the excitation of electroconvective instability. For
the most commonly used electrode–liquid systems,
injection ionization in the electrode regions is an
important factor for the analysis of stability. Problems
involving the influence of injection on the stability of
thermogravitational flows and the contribution of all
the mechanisms described for the electrification of a
barely conducting liquid to electroconvective instabil-
ity will form the subject of a separate publication.
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Abstract—The theory of the Shubnikov–de Haas effect is generalized to the case of two-dimensional systems
with several occupied size-quantization subbands. Possible interlevel scattering is taken into account. It is shown
that the relative amplitudes of the Shubnikov–de Haas oscillations are determined not only by the occupancy of
the subbands but also by the intensity of intersubband transitions. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

As we are well aware, in structures with a degener-
ate electron gas, oscillations of the resistance occur in a
magnetic field and this is known as the Shubnikov–de
Haas effect. These oscillations are caused by the sys-
tematic crossing of the Fermi level by the Landau levels
in a quantizing magnetic field. However, the regions of
the fields in which these oscillations are observed in the
two-dimensional (2D) and three-dimensional (3D)
cases differ appreciably. In bulk materials, oscillations
occur in “classically strong” magnetic fields when
ωcτ @ 1. Hereωc is the cyclotron frequency and τ is the
carrier relaxation time. In 2D structures on the other
hand, the effect occurs in moderate fields when ωcτ & 1
[1]. As the magnetic field increases further, the relative
amplitude of the oscillations increases and when sev-
eral Landau levels are situated below the Fermi level, the
quantum Hall effect is observed. Consequently, in the
region of the Shubnikov–de Haas effect in 3D materials
it is possible to observe oscillations at several frequen-
cies which are multiples of the fundamental harmonic. In
ultraquantum 2D systems however, a rigorous theoreti-
cal analysis only yields conductivity oscillations at a sin-
gle frequency.

A qualitatively new situation is encountered in
quasi-two-dimensional structures in which two or more
size-quantization levels are occupied. In this case, each
subband can give conductivity oscillations with its own
period. The amplitudes of the oscillations will be deter-
mined by the scattering probability, including that
accompanied by transitions to other levels. This effect
was observed experimentally in [2, 3]. However, the
quantitative analysis of the experimental data was made
incorrectly since the oscillation terms were taken into
account inconsistently. In bulk materials oscillations
with several periods have been observed in multivalley
semiconductors under intensive intervalley scattering
[4] and a theory was developed in [5]. However, these
results cannot be applied to quasi-two-dimensional sys-
tems because, unlike the 3D case, the parameter ωcτ is
not large.
1063-7761/00/9002- $20.00 © 20360
The aim of the present study is to make systematic
calculations of the quasi-two-dimensional Shubnikov–
de Haas effect when two size-quantization levels are
occupied. For simplicity, we consider the case of zero
temperature and we neglect spin–magnetic field inter-
action. It is shown that even when the occupancy of the
second level is relatively small, the resistance can oscil-
late with two periods which are determined by the
occupancies of each subband. Since measurement of
the Shubnikov–de Haas oscillations is one of the main
methods of characterizing conducting 2D systems, the
results can be used to determine not only the carrier
concentrations but also their intra- and interlevel scat-
tering times.

2. THEORY

In order to calculate the conductivity tensor at fre-
quency ω in a static magnetic field B, we shall use the
relationship [6]

(1)

where Παβ(ω, B) is the polarization operator of the sys-

tem, (ω) is the polarization operator calculated
neglecting scattering in a zero magnetic field, n is the
carrier concentration, e and m are the charge and effec-
tive mass of the particles, α, β are Cartesian coordi-
nates. The polarization operator Παβ(ω, B) is expressed
in terms of the exact Green’s function in the magnetic
field which is obtained from the Dyson equation [6]. 

We shall calculate the conductivity of a quasi-two-
dimensional structure in a magnetic field perpendicular
to the plane of the quantum well when two size-quanti-
zation levels are occupied. We shall assume that scatter-
ing takes place at the short-range potential, each sub-
band contains many Landau levels,

(2)

σαβ ω B,( )
ine2

mω
----------δαβ

e2

ω
---- Παβ ω B,( ) Παβ

0( ) ω( )–[ ] ,+=

Παβ
0( )

EF, EF ∆ @ "ωc,–
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and the “good conductor” condition is satisfied for both
subbands:

(3)

Here EF is the Fermi energy, ∆ is the energy gap
between the size-quantization levels, ωc is the cyclotron

frequency, and  and  are the carrier relaxation
times in the subbands in the magnetic field. The
Green’s function of the noninteracting particles in the
Landau gauge may be written in the form

(4)

where  are the wave functions of the particles in
the magnetic field allowing for size quantization, i, j =
1, 2 is the subband number, and n and ky are the number
of the Landau level and the wave vector in the plane of
the well.

The coefficients aij are determined from the Dyson
equation which is a 4 × 4 system. An analysis [7] shows
that in the approximation of a large distance between

the subbands ( ∆ @ ") the coefficients a12 and a21

are much smaller than the diagonal ones. Thus, the
Green’s function may be written in the form

(5)

where En = "ωc(n + 1/2) is the energy of the Landau

level, but the times  and  for intra- and intersub-
band scattering at the short-range potential are deter-
mined from a system of two algebraic equations. For

ωc  < 1 the solution has the form

(6)

where τ1, τ2, and τ12 are the total relaxation times in the
subbands and the intersubband relaxation time in the
absence of a magnetic field, δ1 and δ2 are oscillating
quantities,

(7)
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i( ) r( )ψn ky,
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n ky,
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τ1 2,
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ψn ky,

1( ) r( )ψn ky,
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ε En EF i"/2τ1
B( )[ ]signε+ +–
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n ky,
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ψn ky,
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--------------------------------------------------------------------------------,
n ky,
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δ2 2 2π
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For the calculations we assumed that the Fermi level is

fixed. Note that the time  was calculated in [8] for
the case where only one subband was occupied. 

When calculating the conductivity tensor using for-
mula (1), the difference between the polarization oper-
ators must be calculated jointly to eliminate any dis-
crepancies. For the dissipative component we then
obtain 

(8)

where n1 and n2 are the carrier concentrations in the
subbands in zero magnetic field. The off-diagonal com-
ponents of the conductivity tensor are given by the
expression

(9)

The formulas (5)–(9) were obtained assuming |δ1|,
|δ2| ! 1 so that they are valid in fields exp(–π/ωcτj) ! 1
and in this case the parameter ωcτj may be of the order
of unity.

3. DISCUSSION OF RESULTS

In accordance with formulas (7) and (8), a charac-
teristic feature of the quasi-two-dimensional effect is
the existence of oscillations at frequency (EF – ∆)/"
even when the second subband has a relatively low
occupancy. The reason for this effect is that the proba-
bility of scattering of a particle from the main subband
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oscillates with two periods (7) even when n2 ! n1. Fig-

ure 1 gives dependences of ρxx = σxx/(  + ) on the
magnetic field for the following parameters: EFτ1/" = 50,
(EF – ∆)τ2/" = 5, τ1 = τ2. Figure 1a corresponds to the
case of intensive intersubband transitions (τ1/τ12 = 0.5)
and a low-frequency harmonic can be seen clearly
against the background of high-frequency oscillations.
If the intersubband transitions are suppressed (Fig. 1b),
the low-frequency oscillations have a relatively small
amplitude and only exist because the second subband is
occupied (n2/n1 = 0.1). 

The Shubnikov–de Haas effect at low temperatures
was studied experimentally in [2, 3, 9] in
GaAs/AlGaAs heterostructures under conditions when
inequalities (2) and (3) were satisfied. The results of a
Fourier analysis of the dependences of the resistance on
the magnetic field made in [2, 3] and [9] differ qualita-
tively. In [2, 3] peaks were obtained at frequencies
EF/"ωc and ∆/"ωc whereas in [9] they were obtained at
EF/"ωc and (EF – ∆)/"ωc. According to the theory put
forward these experiments may differ in terms of the
parameters δ1, 2: in [2, 3] δ1, 2 * 1 and in [9] δ1, 2 ! 1.
However in the experiments [2, 3] the parameters δ1, 2
could also be less than one since the dependences of the
resistance on the magnetic field given in these studies

σxx
2 σxy

2

0 0.6 0.8 1.0 1.2 1.4
ωcτ1

0.6

0.8

1.0

1.2

1.4

0.6

0.8

1.0

1.2

1.4

(b)

(a)

ρxx/ρxx(0)

Fig. 1. Dependences of the dissipative component of the
resistance ρxx on the magnetic field under conditions of the
Shubnikov–de Haas effect for various intersubband scatter-
ing intensities: (a) τ1/τ12 = 0.5, (b) τ1/τ12 = 0.05.
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are similar to the curves plotted in Fig. 1. Specifically,
in [2, 3] oscillations were observed experimentally with
two periods whose ratio was close to n1/n2. It should be
noted that the parameters δ1, 2 are extremely sensitive to
the values of τ1 and τ2 [see (7)] and a detailed analysis
of the specific scattering mechanisms is required to
determine these times exactly. 

With increasing magnetic field when δ1 and δ2 are
no longer small but the conditions (2) and (3) still hold,

the system for  must be solve more exactly, i.e., the
appropriate number of terms must be taken in the series
exp(–πl/ωcτj), l = 1, 2, …. Qualitatively, this has the
result that the combination frequencies Ω = l1EF/"ωc +
l2(EF – ∆)/"ωc appear in the oscillations, where l1 and l2
are arbitrary integers. This behavior of the Shubnikov–
de Haas effect was observed in quasi-two-dimensional
Te layers in [10]. 

In the present study we have considered the case of
zero temperature. When the temperature increases, the
amplitudes of the harmonics at the combination fre-
quency Ω = ∆/"ωc may increase relative to the others
[7]. The temperature behavior of Shubnikov–de Haas
oscillations was studied experimentally in [11].
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Abstract—Systematic measurements are made of ESR spectra with g ≈ 4.2 in YBa2Cu3O6 + y compounds with
various doping indices y. Temperature dependences of the spectrum intensity show that the ground states of the
centers are singlet and the energies of the excited states MS = ±1 correspond to 8–11 K. In general, the intensity
of the ESR spectra varies with time and depends on the sample preparation technology. The most probable mod-
els for the paramagnetic centers studied are considered to be chain fragments of copper ions of variable valence.
General laws governing the energy structure of these centers are described. © 2000 MAIK “Nauka/Interperi-
odica”.
1. INTRODUCTION AND REVIEW
OF PREVIOUS WORKS

Compounds having the composition YBa2Cu3O6 + y
are superconductors when y > 0.35 and have thus been
investigated intensively by various methods including
ESR. The ESR spectrum usually consists of a single
line with g ≈ 2.0–2.4 [1–5]. Depending on the sample
preparation technology, the ESR spectrum is either
observed at high temperatures [1–3] (we call this the
high-temperature spectrum) or only when T < 40 K
[1, 4, 5] (low-temperature spectrum). The nature of
ESR centers with g ≈ 2 has been repeatedly discussed
in the literature although it has not yet been definitively
clarified. In most studies, for want of a better model,
this signal is arbitrarily attributed to isolated Cu2+ ions
in the chains. Eremina et al. [5] assume that the low-
temperature spectrum is attributable to copper–oxygen
clusters with S = 2. The assumption that copper–oxy-
gen centers with spins S = 1/2 and S = 2 are present in
YBa2Cu3O6 + y planes provides a good explanation of
the temperature and field dependences of the specific
heat in YBa2Cu3O6 + y [6] at low temperatures.

Various publications have reported the observation
of a signal at g ≈ 4.2 in the ESR spectrum of YBaCuO
compounds. It was naturally assumed and discussed
that the ESR line at g ≈ 4.2 is attributed to the presence
of paramagnetic centers with S ≠ 1/2, such as Cu3+ ions
(S = 1), Cu2+–Cu2+ (S = 1) pairs, or random Fe3+ ion
impurities. 
1063-7761/00/9002- $20.00 © 20363
The observation of a single g ≈ 22 line in the ESR
spectrum allows various viewpoints to be advanced as
to the structure of the center. In view of this, a study of
the ESR spectrum of the line in the “half” field (g ≈ 4.2)
is more informative to determine the nature of the para-
magnetic centers. We note various publications which
either reported the observation of ESR at g ≈ 4.2 or
assumed that the ESR signal is attributed to ions with
S ≠ 1/2 [7–24].

The authors of [7–10, 15] assumed that in the sam-
ples studied, there are copper ions not only with the
valence Cu2+ but also Cu3+ (S = 1). However, an ESR
spectrum with g ≈ 4.2 was not observed in these stud-
ies.

Likodimos et al. [11] studied the electron spin reso-
nance of Pr0.5Y0.5Ba2Cu3Ox and observed several ESR
lines including a low-intensity line with g = 4.19(1).
These authors [11] assume that the ESR spectrum is
attributable to pairs of Cu2+ ions with weak exchange
interaction and the g = 4.19 line corresponds to the
∆M = ±2 transition. They postulate that the Cu2+ pairs
are located in Cu(1)O planes and are somehow magneti-
cally isolated from the antiferromagnetically bound cop-
per ions in the Cu(2)O2 planes. As a rather improbable
assumption the authors [11] assigned the g = 4.19 line to
random Fe3+ ion impurities. It was also noted in [11]
that the intensity of the g = 4.19 line was reduced sub-
stantially one month after preparation of the sample.

Guskos et al. [12] studied the electron spin reso-
nance of RBaCuFeO5 compounds (R = Eu, Y, Yb). Var-
000 MAIK “Nauka/Interperiodica”
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ious lines were observed including the g = 4.21(1) line
of width ∆H = 3.1(1) × 10–3 T. The authors [12] ascribe
the ESR spectrum to two types of Fe3+ ion centers (one
giving a signal at g = 4.21). 

In [13] Guskos et al. studied the electron spin reso-
nance of LaBaSrCu3O6 + x in the tetragonal phase. Apart
from the ESR signal from the Cu2+ ions, these authors
also observed a broad line with g ≈ 2.1 and ∆Bpp =
0.19(1) T. In addition, at T < 20 K they also observe a
narrow line with g ≈ 4.2 and ∆Bpp = 5 × 10–3 T The
authors ascribe this signal to the∆M = ±2 transition in
exchange-coupled Cu2+ pairs [13].

In the tetragonal phase of Y0.5Sm0.5Ba2Cu3O6 + x the
same authors observed ESR with g = 4.22(1) and ∆H =
0.012(1) T [14]. The nature of this signal, as in [13] was
ascribed to exchange-coupled pairs of Cu2+ ions. The
specific pair model was not indicated since no reason-
able model of this pair could be put forward. This is
because the superexchange coupling parameter between
the nearest copper ions should be approximately 1500 K
[as in the Cu(2)O planes] and not 0.22 cm–1 as is
required to explain the ESR spectrum in [11]. Assum-
ing that this is a pair of second or third neighbors, it is
unclear how the spins of this pair in the Cu(1) positions
were isolated from those in the Cu(2) positions.
According to the Goodenough–Kanamori rules, the
coupling of the Cu(1)–Cu(2) spins via apical oxygen
should be of the order of 100 K!

Misra and Misiak [16] investigated the electron spin
resonance of YBa1.9K0.1Cu3Ox and observed an ESR
line with g ≈ 4.5 at T < 40 K. The nature of this signal was
not discussed. Lyfar’ et al. [17] observed a weak ESR sig-
nal with g ≈ 4.5 at room temperature in YBaCuO com-
pounds. Electron spin resonance was only observed in
samples having outgrowths of “black” and “green” par-
ticles. The authors [17] attribute these signals to the
Cu3+ ion (at D > hν, where D is the initial splitting
parameter).

In La1.85Sr0.15CuO4, ESR with g ≈ 4.18 was observed
in [18]. Citing [19], where authors are inclined to
assume that the g ≈ 4 line characterized the S = 1 triplet
states formed by pairs of holes when these are in excess
under strontium doping. This explanation is based on
the observation that the intensity of the ESR signal
increases as the quantity of strontium increases. How-
ever, an increase in the intensity of the g ≈ 4 signal was
also observed in [18] as a result of iron ion doping.
Since the incorporation of iron reduces the concentra-
tion of holes, the explanation put forward in [19] is
somewhat doubtful.

Kataev et al. [20] investigated La2CuO4 – δ and
observed a weak ESR signal with g ≈ 4. The signal
intensity obeys the Curie law. The authors [20] postu-
late that the g ≈ 4 line is either assigned to ferromag-
netic Cu2+ pairs or to Cu3+ (S = 1).

The compound BaBiO3 has also been investigated [21]
both without any additional impurities and with added
JOURNAL OF EXPERIMENTAL
Mg, Al, Co, Fe, and Mn. The compounds Ba1 – xKxBiO3
with x = 0.1 and 0.1% Co or 1% Al impurities have also
been studied. In all the samples ESR was observed with
g ≈ 4–4.5. The very high-intensity ESR line in samples
with added cobalt is undoubtedly attributable to the
Co2+ ion. In other samples the intensity of the g ≈ 4.2
signal was substantially weaker and the reason for this
was not discussed.

In [22–24] an important characteristic of ESR with g ≈
4.2 was observed in Ba1 – xKxBiO3 and BaPbyBi1 + yO3 sys-
tems. On analyzing the temperature dependence of this
ESR signal intensity, the authors [22–24] found that the
ESR signal with g ≈ 4.2 is observed from excited triplet
states. These triplet states are presumably assigned to
pairs of oxygen holes localized at apical oxygens.

We shall now turn our attention to [25] in which
YBa2Cu3Ox was investigated by ESR and where at
T < Tc the authors observed a high-intensity signal in a
weak magnetic field (<100 Oe). The authors [25] attrib-
uted this signal to the formation of Cu2+–Cu4+ pairs.
This is an erroneous conclusion because the signal in a
“zero” magnetic field is not ESR but nonresonant
microwave absorption, characteristic of superconduc-
tors. However, their reasoning on the fluctuations (at
the rate <1010 s–1) of the copper valence of the type
2Cu3+  Cu4+ + Cu2+ and 2Cu+  Cu2+ + Cu0 is
interesting in the context of the models of variable-
valence centers discussed below.

To conclude our review of the literature, we can con-
clude that although numerous publications have reported
the observations of ESR lines in a half field, the experi-
mental results are still contradictory and thus the conclu-
sions and assumptions made by the authors on the nature
of this signal, at least in YBa2Cu3O6 + y are ambiguous. In
many cases, this signal is attributed to the presence of
external or specially introduced impurities (Fe3+, Co2+).
However, this is evidently not the only reason for the
appearance of ESR in a half field in YBa2Cu3O6 + y .

In the present paper we report an investigation of
YBaCuO compounds with different oxygen contents
and different sample preparation technologies in order
to observe an ESR signal with g ≈ 4. Measurements were
made using nonoriented YBaCuO samples and samples
oriented using an external magnetic field (quasi-single
crystals). The temperature dependence of the g ≈ 4.2 ESR
signal intensity showed that ESR is observed from
excited states with S = 1. The experimental results are
most logically attributed to chain copper clusters of
variable valence.

2. EXPERIMENT

In the present study, ESR was used to investigate
compounds having the composition YBa2Cu3O6 + y gener-
ally containing rare-earth ion impurities (Yb, Er). The
investigations were carried out using an IRES-1003 ESR
spectrometer (X-range, frequency 9.25–9.48 GHz) in the
temperature range 4–100 K. 
 AND THEORETICAL PHYSICS      Vol. 90      No. 2      2000
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Three series of YBaCuO samples having different
oxygen contents and prepared by different methods
were studied. 

Series A 

The samples in this series were prepared by normal
ceramic technology using the components Y2O3, R2O3
(1% relative to Y2O3, R = Er or Yb), BaCO3, and CuO.
Superconducting samples A1 (without R3+ impurities), A2
(with Yb3+ impurities), and A3 (with Er3+ impurities) were
first prepared (the component mixture was ground for 1 h,
slowly heated to 850°C, held for 15 h, rapidly cooled,
reground, slowly heated to 900°C, held for 6 h, and
slowly cooled). The entire procedure was carried out in
air. The samples obtained, A1, A2, and A3, had Tc ≈ 85 K
and x ≈ 6.85. Then nonsuperconducting samples, A4,
A5, and A6, were prepared from portions of samples
A1–A3 (samples A1–A3 were annealed in air at 900°C
for 2.5 h, then quenched in nitrogen, and dried in a
helium atmosphere). Samples A4–A6 were not super-
conducting (at T ≈ 10 K) and the oxygen content esti-
mated from measurements of the lattice parameter c
was x ≈ 6.35. We investigated the ESR of rare-earth
ions (Er3+ and Yb3+) in series A samples in [26]. These
samples were prepared by R.Yu. Abdulsabirov and
S.L. Korableva.

Series B

The samples in this series (Y0.99Er0.01Ba2Cu3Ox),
like the series A samples, were prepared by solid-phase
synthesis using the components Y2O3, Er2O3, BaCO3,
and CuO. However, a different temperature and atmo-
spheric regime was used compared with series A. We
first obtained compounds having an oxygen content x ≈ 7
(the samples were first heated slowly in air and then in
a nitrogen atmosphere to 940°C, held in nitrogen and
then in oxygen for around 10 h, followed by slow three-
stage cooling in oxygen to room temperature). The
entire cycle continued for 110 h. Samples in this series
having an oxygen index x < 7 were obtained from the
x = 7 samples by annealing in a nitrogen atmosphere.
The quantity of oxygen in the sample depends on the
annealing temperature (Tann). The higher Tann, the lower
the oxygen content. For example, at Tann we obtained a
sample with x ≈ 6.12 and at Tann = 320°C x = 6.96. The
annealing time was around 30 h. Ten samples were
obtained with different oxygen contents. Series B was
grown by R.Sh. Zhdanov and M.B. Mityagin.

Series C

The preparation technology for samples in this
series (YBa2Cu3O6 + y containing 1% Er3+ ion impuri-
ties) differs substantially from that for samples in series A
and B, and is described in detail in [27, 28]. At this point,
we merely note that series C was prepared by sol gel tech-
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
nology and the initial materials are metal nitrates. The
samples in this series had various oxygen indices
between 6 and 7. 

All the samples in series A, B, and C were investi-
gated by ESR to determine whether the g ≈ 4.2 line was
present. This line was observed in some samples and
not in others. For instance, in the series A samples this
signal was observed in the nonsuperconducting sample
containing Yb3+ impurities (A5) and in the nonsuper-
conducting sample without impurities R3+ (A4) and
was not observed in the superconductors A1, A2, A3,
and in the Er3+-doped nonsuperconducting sample
(A6). Figure 1 shows the ESR spectrum of sample A5.
The series A samples comprised powder in paraffin and
were not oriented.

In the series B and series C samples no g ≈ 4 signal
was observed for any oxygen index between 6 and 7. 

The ESR line with g ≈ 4.2 was studied in the greatest
detail for sample A5. This signal has a low intensity
(see Fig. 1) and is only observed at T < 100 K. The
value of g = 4.24(2) does not depend on temperature.
The line width depends weakly on temperature (in sam-
ple A5 ∆Hpp ≈ 40 Oe at T ≈ 5 K and ∆Hpp ≈ 50 Oe at
T ≈ 30 K). An important factor was that the integrated
intensity of this line exhibited an anomalous temperature
dependence (not obeying the Curie law) (see Fig. 2).
From this it follows that the ESR line with g = 4.24 can
be ascribed to the excited states of the paramagnetic
centers, not to the ground state (estimates of the excita-
tion energy will be made below). In order to confirm
that this anomalous temperature dependence of the
integrated line intensity was not caused by the charac-
teristics of the device or the properties of the sample,

1350 1650

1000 2000 3000 4000

×10

H, Oe

dP
/d

H

Fig. 1. Electron spin resonance spectrum of sample A5
(YBa2Cu3O6.35) in the magnetic field range 400–4000 Oe,
T ≈ 14 K. The inset shows a fragment of the spectrum in
the range 1300–1700 Oe, T ≈ 4 K. The arrow indicates the
g ≈ 4.2 line.
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we measured the intensity of the ESR line with g ≈ 2.
At T < 15 K the Curie law is accurately satisfied for the
g ≈ 2 ESR line. It should also be noted that samples A4
and A5 for which ESR with g ≈ 4.2 is observed are not
superconductors. Finally we note another interesting
circumstance. When the samples are stored for a long time
at room temperature, changes occur in the ESR spectra.
For samples A4 and A5 the intensity of the g ≈ 4.2 lines
decreases and disappears after a few years whereas the
ESR signal with g ≈ 2 conserves its high intensity, but
the line profile changes. Particularly marked changes
are observed in the series B and C samples having a low
oxygen content, where the g ≈ 2 line intensity increases
catastrophically. No changes are observed for the R3+

ion lines in any of the samples. From this it is logical to
conclude that the g ≈ 2 and g ≈ 4 ESR lines belong to
different paramagnetic centers.

Summarizing the experimental facts, we can draw
the following conclusions.

 (1) Electron spin resonance with g ≈ 4.2 was
observed in quenched YBa2Cu3O6 + y samples prepared
by solid-phase synthesis and having y ≈ 0.35. No ESR
with g ≈ 4.2 was observed in annealed YBaCuO sam-
ples obtained by solid-phase synthesis or in YBaCuO
samples obtained by the sol gel method for any oxygen
content.

(2) Electron spin resonance with g ≈ 4.2 and ESR
with g ≈ 2 can be ascribed to different types of centers.

(3) Electron spin resonance with g ≈ 4.2 has an
anomalous temperature dependence (which corre-
sponds to the recording of ESR at excited energy levels
as in [22–24]).
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Fig. 2. Relative intensity of the ESR signal with g ≈ 4.2 in
sample A5. The solid curve gives the calculations using for-
mula (2), the parameter is ∆ ≈ 9.5 ± 1.5 K, and the dashed
curve gives the Curie law.
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3. ANALYSIS OF PARAMAGNETIC 
CENTER MODELS WITH g ≈ 4.2

At first glance, following [22], the ESR line with g ≈
4.2 could be logically assigned to a pair of localized
holes (O–) at apical oxygen positions. In our case, how-
ever, it is incomprehensible that such a pair could be “iso-
lated”. We know that in YBa2Cu3O6 + y the O– (S = 1/2)
states are strongly coupled with the copper spins. Cop-
per–oxygen singlet states are formed which for sim-
plicity we shall subsequently denote by “Cu3+ (S = 0)”.
It is impossible for triplet states to form only from
these. Thus, we shall analyze copper–oxygen centers
involving chain spins of copper Cu2+ (S = 1/2). Models
for the formation of copper chain fragments with con-
stant valence were discussed in [29]. Subsequently, for
completeness of the following analysis we shall also
briefly discuss chain fragments of variable-valence
ions. Since the filling of O(4) positions with oxygen
ions leads to a change in the valence of the copper ions
in the chains and ultimately these chains are conduct-
ing, it is quite natural to assume that fragments of the
following type form in the YBa2Cu3O6 + y chains:

(1) Cu2+–Cu+–Cu2+ or Cu2+–“Cu3+”–Cu2+, 

(2) Cu2+–Cu+–Cu2+–Cu2+ or

Cu2+–“Cu3+”–Cu2+–Cu2+, and so on. 

The excess “Cu3+” (hole) or Cu+ (electron) charges can
evidently migrate between various oxygen positions so
that the states of fragments from two chains are triply
degenerate in terms of the method of distributing Cu+

(or “Cu3+”) and the states of fragments from three
chains are quadruply degenerate. The possible forma-
tion of impurity centers with effective spin S = 1/2 in
YBa2Cu3O6 + y chains was first noted in [30] using
NMR of these compounds at low temperatures. 

We shall first consider a variant where the singlet state
is the “Cu3+ (S = 0)” ground state, as in the YBa2Cu3O6 + y
planes. According to the calculations [31–33], this type of
singlet state corresponds to the superposition of the
Zhang–Rice singlet states, trivalent copper Cu3+ (S = 0),
and neutral oxygen. The energy levels of the hole and
electron fragments can be calculated by diagonalizing
the Hamiltonian

(1)

where Jij is the superexchange coupling parameter of
Cu2+ spins, tij is the transport integral of the Cu or “Cu3+”
states between the copper nearest neighbors, and ni are
the occupation numbers. In the first case, an electron
migrates so that J/t < 0 and in the second case, a hole
migrates and therefore J/t > 0. We can take J = 1500 K
to be the same as that for the copper states in the
YBa2Cu3O6 + y planes [34] and t ≈ 330 K, as was mea-
sured for Cr3+–Cr2+ states in KZnF3 [35]. Note that both
the parameters of our model are greater than the

H tijaiσ
+

aiσ Jij SiS j( )
nin j

4
---------– ,∑+∑=
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Fig. 3. Energy diagrams of the energy levels of variable-valence copper clusters for various values of the parameters t and J:
(a) Cu2+–“Cu3+”–Cu2+ cluster, the solid curves correspond to S = 0 states, the dashed curves to S = 1 states; (b) Cu2+–Cu2+–“Cu3+”–Cu2+

cluster, the solid curves correspond to S = 1/2 states, the dashed curves to S = 3/2 states.
exchange coupling integral of the Cu(1)–Cu(2) spins
and thus the latter is not discussed at this point.

The Hamiltonian was diagonalized by a numerical
technique and the results of the calculations are plotted
in Fig. 3. As was predicted, the energy diagrams of the
energy levels do not depend on whether a hole or an
electron migrates. Only the absolute value of the
parameter t is important. For a two-membered frag-
ment, for arbitrary ratios between the parameters t and
J, the ground state is a singlet whereas for a three-mem-
bered fragment the ground state is a doublet with effec-
tive spin S = 1/2. For convenience of representing the
results, the dimensionless parameter x = |J/t|/(1 + |J/t|)
is plotted on the ordinate. Variation of the parameter x
between zero and unity gives all possible values of the
ratio J/t. Possible energy levels of the centers are plot-

ted on the abscissa in units of . This reasoning
can easily be generalized to the case of chain fragments
with an arbitrary number of members. The ground state
of a fragment having an even number of members with
one hole will be a singlet and that for an odd number of
members will be a doublet with S = 1/2. Thus, we can
conclude that in YBa2Cu3O6 + y chains various centers
with S = 1/2 can generally be formed. However, since
the formation of the centers given above is most likely
for low values of the doping index y in YBa2Cu3O6 + y ,
we shall confine our analysis to these models.

It can be seen from Figs. 3a and 3b that there are a
fairly large number of low excited states, whose pres-

t
2

J
2

+
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ence is required to explain the difference between the
temperature dependences of the ESR signal intensities
and the Curie law. In linear fragments of constant-
valence ions the excited states are much higher, and the
differences from the Curie law will be negligible. In
this respect our models differ fundamentally from those
considered in [29].

Thus, we shall assume that copper clusters of vari-
able valence with the S = 0 ground state and S = 1
excited state are responsible for the ESR signals with
g ≈ 4.2 observed in YBa2Cu3O6 + y and we shall analyze
the temperature dependences of the ESR signals. Tem-
perature dependences of the relative ESR signal intensi-
ties measured in the present study in a field of 1590 Oe are
plotted in Fig. 2. If the g ≈ 4.2 ESR line is attributed to
the excited state of a paramagnetic center S = 1 (transi-
tion between the MS = +1 and MS = –1 states), its inten-
sity should be given by

(2)

where ∆ is the absolute value of the energy interval
between the ground singlet and the excited triplet.
Using the least squares method we find that ∆ ≈ 9 K for
YBa2Cu3O6.35 using the experimental data plotted in
Fig. 2. It can be seen from Fig. 3a that these intervals are
considerably larger for values of the parameter t around
330 K. In view of this, the model of a Cu2+–Cu+–Cu2+ cen-
ter is not suitable to explain our experiments. The

I const=

× gβH/kT–( ) gβH/kT( )exp–exp
1 gβH/kT–( ) gβH/kT( ) ∆/kT( )exp+exp+exp+
-------------------------------------------------------------------------------------------------------------------------,
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Cu2+−“Cu3+”–Cu2+ model can be completely recon-
ciled with the observed temperature dependence of the
ESR signal with g ≈ 4.2 if we take into account the non-
equivalence of the position of the “Cu3+” state at the center
of the cluster and at its ends. Figure 4 shows the cluster
energy levels when the difference between the polaron
binding energy of “Cu3+” at the center of the cluster and
at its ends is Gpol = –0.25 eV. This is clearly a nontrivial
important characteristic of the model. The S = 1 excited
state is positioned near the ground singlet state although
all three parameters t, J, and Gpol are considerably larger
than this energy scale. In these models of paramagnetic
centers three sources of anisotropic spin–spin interaction

of the type D  + E(  – ) + … may be noted:
dipole–dipole and pseudo-dipole interactions of Cu2+

spins as for pairs of isolated ions [36] and anisotropic
exchange interaction of a hole spin at oxygen with copper
spins. In our case, the latter evidently predominates.
According to estimates [37] for copper–oxygen clusters
where the ground singlet state lies in the CuO2 planes, the
anisotropy of the spin–spin interaction of oxygen holes
and copper may lead to D = 0.05–0.2 meV. This conclu-
sion also applies to our case and can explain the absence
of any ESR signal from these clusters with g ≈ 2.

We shall now discuss why ESR in a “half” magnetic
field was only observed in quenched nonsuperconduct-
ing YBa2Cu3O6.35 samples prepared by solid-phase syn-
thesis. In our model ESR with g ≈ 4.2 corresponds to
the transition |+1〉   |–1〉  and is forbidden when
these states contain no small component of the |0〉  state.
This is the situation for an ideally ordered crystal lattice
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Fig. 4. Energy level diagrams of a Cu2+–“Cu3+”–Cu2+ clus-
ter assuming Gpol = –0.25 eV. The solid curves correspond
to S = 0 states and the dashed curves to S = 1 states.
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or for an isolated Cu2+–“Cu3+”–Cu2+ cluster and so ESR
is not observed in a “half” field. However, the situation
changes when we are dealing with samples having a
nonuniform oxygen distribution at the interface
between the tetragonal and the orthorhombic phase
such as quenched YBa2Cu3O6.35. These “poor” nonsu-
perconducting samples have the largest distortions of
the local crystal fields which explains why the ∆M = ±2
transition is partially allowed. 

Note that the excited-state energies of paramagnetic
centers with MS = ±1 obtained by us from the tempera-
ture dependence do not contradict the data obtained
from the specific heat [6], since the centers described
“freeze out” at superconducting temperatures and make
no contribution to the specific heat.

Generally, a linear chain fragment Cu3+ (S = 1)–
Cu2+ (S = 1/2)–Cu2+ (S = 1/2)–Cu3+ (S = 1) has a similar
structure of lower spin states, as our calculations have
shown.1 In order to describe the energy spectrum of this
fragment we naturally need to go beyond the t–J model.
As for the Cu2+ (S = 1/2)–“Cu3+ (S = 0)”–Cu2+ (S = 1/2)
fragment, its ground state (for x > 0.5) is singlet and the
excited triplet is comparatively close. When they are
formed during the oxygen doping of the samples, nei-
ther type of fragment leads to the appearance of holes
in CuO

 

2

 

 planes and consequently they do not destroy
the antiferromagnetic correlations of the Cu(2) spins.
Both center models can explain the following experi-
mental observation made by us: in samples A4 and A5
the intensity of the 

 

g

 

 

 

≈

 

 4.2 ESR line decreases with
time. A few years after preparation of the samples this
line disappears, whereas the 

 

g

 

 

 

≈

 

 2 ESR signal persists
but its line profile changes. All these observations are a
natural result of the diffusion and ordering of oxygen.
Cu
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”–Cu
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 chain fragments are the most prob-
able and interesting for the physics of charge ordering of
transition-metal oxides. Recently they were proposed
independently to explain the specific heat, NMR/NQR,
and spin susceptibility of quasi-one-dimensional copper
chains in Sr
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Ca
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Cu

 

24

 

O

 

41

 

[39. 40]. 
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4. CONCLUDING REMARKS
From the reasoning put forward above, it therefore

follows that the most natural model of an ESR center
with 
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 4.2 in YBa
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 is that of chain copper–oxy-
gen clusters of variable valence. The isolated fragments of
variable-valence ions Cu
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 and Sr
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 [39, 40] have ana-
logs in other transition-metal oxides, as has recently
become apparent. It has been found that the variable-
valence fragments Ni
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 (
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 = 1/2)–Ni

 

3+

 

 (
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 = 1)–Ni
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 (
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 =
1/2) form the structural unit of the stripe structure in the
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An analysis of the force of the crystal field at triply coordinated
copper showed that its ground state is more likely to be Cu

 

3+

 
 (

 
S

 
 = 1)

than “Cu  3+   (  S   = 0)”.  
2

 

This paper was submitted in May 1999 and was presented at the
Ampere Colloquium in Pisa in June 1999 [38].
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La2NiO4.17 nickelates [41, 42]. Zigzag structures of
Mn3+–Mn4+–Mn3+ triplets are found in manganites
(La1 – xSrxMnO3) (see the review [43]). A tendency to
form structural fragments of variable valence is clearly
a common property of doped Mott–Hubbard insulators.
In this respect, the importance of the conclusions
reached in the present study goes far beyond the prob-
lem of ESR in a half field. 
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Abstract—A microscopic approach is used to study the formation of an electric field near the trajectories of
fast heavy charged particles propagating in various materials. The analysis is based on determining the space–time
distribution function of the fast δ-electrons generated when heavy ions are stopped in materials and the electric cur-
rent produced by them. The spatial dependence of the electric field strength is determined at various times. The
results are used to analyze the process of electric field energy transfer to the ionic subsystem. The spatial dis-
tribution of the energy acquired by the ionic subsystem from the electric field is determined over its character-
istic lifetime. A mechanism is proposed to explain the formation of track regions both as a result of the higher
local heating of the ionic subsystem and as a result of the possible irreversible displacement of the atoms from
nodal points. © 2000 MAIK “Nauka/Interperiodica”.
1. When fast heavy charged particles having ener-
gies E ≥ 1 MeV/nucleus are stopped in materials, as a
result of direct interaction with atomic nuclei and elec-
trons their kinetic energy is predominantly transferred
to the electronic subsystem and only a small fraction is
transferred to the ionic subsystem. Subsequent pro-
cesses associated with electron and ion heat conduction
and also electron–phonon interaction [1] lead to relax-
ation of the electron and ion temperatures near the heavy
particle trajectory [2]. In metals, for example, as a result of
the higher electron heat conduction the energy transferred
to the electronic subsystem over the characteristic elec-
tron–phonon interaction times (τep . 10–13 s) can propa-
gate over fairly large distances. Further heating of the
ionic subsystem may occur as a result of electron–
phonon interaction and is caused by energy being trans-
ferred from the electronic to the ionic subsystem over
distances substantially greater than the lattice period.

The theory of track formation has been considered
in numerous studies [2–7]. These may be divided into
two groups, one based on the thermal T-spike model
[2–4] and the other based on the “ion explosion” model
[5–7]. In the thermal spike model the heating of the track
region and the ionic subsystem near the heavy particle tra-
jectory is considered to be the result of energy transfer
from the electronic to the ionic subsystem. The ion explo-
sion model considers the electrostatic repulsion of
stripped ions over the characteristic lifetimes of the elec-

tron-depleted regions t .  . 10–15–10–16 s (ωp is the
plasma frequency). However, no accurate calculations

ωp
1–
1063-7761/00/9002- $20.00 © 20370
of the effective electric fields formed over these times
have been reported in the literature.

Recent experimental investigations of stopping pro-
cesses of fast heavy charged particles by various mate-
rials have yielded various new results. These results
particularly relate to the formation of point defects near
the heavy particle trajectory: the number of these
defects is substantially greater than the corresponding
values obtained as a result of calculations based on
elastic scattering of stopped ions at the ionic subsystem
[8, 9]. A similar process of primary point defect forma-
tion is determined by the electron stopping losses and
depends strongly on them. Another phenomenon is the
anisotropic growth of amorphous alloys under heavy ion
irradiation [10–13]. This process also depends strongly on
the electron stopping losses of the moving ion.

Numerical results [3, 4] obtained recently using the
T-spike model and based on solving a system of nonlin-
ear equations describing the change in the temperatures
of the electronic and ionic subsystems allowing for
electron–phonon interaction cannot explain these
experiments. The temperatures of the ionic subsystem
obtained on this basis are comparatively low. Existing
ion explosion models [5, 7] are predominantly qualita-
tive and contain no accurate calculations of the result-
ing electric fields.

However, we know that near the trajectory of a mov-
ing ion, fast δ-electrons form whose directions of propa-
gation are predominantly perpendicular to the trajectory
of the moving ion [7]. The ensuing cascade of electron
collisions becomes isotropic over fairly large distances,
which leads to the appearance of radial electric currents
000 MAIK “Nauka/Interperiodica”
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and the formation of a radial electric field. In the
present study, a kinetic approach is employed to ana-
lyze electron current formation processes and the for-
mation of an effective electric field near the trajectory
of a moving heavy ion. The results are used as the basis
to propose a model to estimate typical values of the
energy obtained by the material ions from the electric
field and to explain the appreciable increase in the tem-
perature of the ionic subsystem near the moving ion tra-
jectory.

2. We shall determine the current generated by fast
δ-electrons formed as a result of the interaction
between a moving ion and target atoms near its trajec-
tory. The current generated by the secondary electrons
will be neglected because of their low velocity. To sim-
plify the following calculations we shall assume that
when they interact with target electrons, the δ-electrons
lose energy (on average ∆(ε) for an isolated collision)
but their direction of motion does not change. In this
case, in the continuous slowing approximation the
Green function for the electron flux has the following
form (see [14]):

(1)

where ε is the kinetic energy of the electrons, v is their
velocity, Σ(ε) is the cross section for interaction of
δ-electrons with target electrons, and ∆(ε) is the aver-
age loss of δ-electron energy as a result of an isolated
collision.

Expression (1) describes the unsteady-state spatial–
angular and energy distribution of the flux of electrons
at time t and point r after these were initially generated
at time t ' and point r' having the energy ε0 and the direc-
tion of motion W'. 

We shall further assume that the δ-electrons are gen-
erated instantaneously over the entire path of the prop-
agating heavy charged particle. The direction of motion
of the knock-on electrons is related to the direction of
motion of a heavy charged particle by the well-known
expression [15]:

(2)

where θ is the angle between the directions of motion
of the knock-on electron and the moving charged parti-
cle, εm = 4mE1/M is the maximum energy which can be
acquired by a knock-on δ-electron, m is the electron
mass, and M and E1 are the mass and energy of the
heavy charged particle. 

Φ ε r W t ε0 r' W' t', , , , , , ,( ) 1
∆ ε( )Σ ε( )
--------------------=

× δ t t'– ε'd
v '∆ ε'( )Σ ε'( )
----------------------------
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 
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 
 

δ W W'–( ),

θcos
ε0

εm

-----,=
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
Taking this reasoning into account, the Green func-
tion for a flux of electrons generated instantaneously on
a straight line parallel to the z axis and passing through
the point having the coordinates x', y' is given by 

(3)

For the following calculations we convert to coordi-
nates where the z' axis is parallel to the z axis and passes
through the point having the coordinates x', y'. In these
coordinates the function Φ1 possesses axial symmetry
and has the form

(4)

where ρ is the distance between the z' axis and the point
of observation (cylindrical geometry).

We shall neglect the component of the δ-electron
current along the z' axis because the average cosine of
the angle between the direction of motion of the knock-
on δ-electrons and the direction of motion of the heavy
charged particle is small. Using (4) we obtain the fol-
lowing expression for the radial component of the
δ-electron current:

(5)

Then, using well-known relationships we derive an
expression for the Green function of the radial compo-
nent of the δ-electron current in the initial coordinates:

(6)

Φ1 ε r W t ε0 r', , , , ,( )
1

∆ ε( )Σ ε( )
--------------------=

× δ t
ε'd

v '∆ ε'( )Σ ε'( )
----------------------------

ε

ε0

∫–
 
 
  1

2π
------δ Ωz

ε0

εm

-----– 
 

× δ x x'–( )2 y y'–( )2+ 1 Ωz
2–

ε

ε0

∫–




× ε'd
∆ ε'( )Σ ε'( )
-----------------------

ε

ε0

∫ 



2π x x'–( )2 y y'–( )2+[ ]
1–
.

Φ1 ε ρ W t ε0, , , ,( )
1

∆ ε( )Σ ε( )
--------------------δ t

ε'd
v '∆ ε'( )Σ ε'( )
----------------------------

ε

ε0

∫–
 
 
 

=

× 1
2π
------δ Ωz

ε0

εm

-----– 
  δ ρ 1 Ωz

2– ε'd
∆ ε'( )Σ ε'( )
-----------------------

ε

ε0

∫–
 
 
  1

2πρ
----------,

jρ
1( ) ε ρ t ε0, , ,( ) e

1 ε0/εm( )–
∆ ε( )Σ ε( )

------------------------------ δ t
ε'd

v '∆ ε'( )Σ ε'( )
----------------------------

ε

ε0

∫–
 
 
 

=

× δ ρ 1
ε0

εm

-----– ε'd
∆ ε'( )Σ ε'( )
-----------------------

ε

ε0

∫–
 
 
  1

2πρ
----------.

jρ jρ
1( ) x x' y y'–,–( )=

× x x'–( )x y y'–( )y+

x x'–( )2 y y'–( )2+ x2 y2+
----------------------------------------------------------------------,
SICS      Vol. 90      No. 2      2000



372 METELKIN, RYAZANOV
where the function (x – x', y – y') is determined
by formula (5) in which we need to set ρ =

. 

In cylindrical coordinates, the Green function (6)
has the following form:

(7)

where the function r(ε, ε0) is described by

(8)

3. The energy distribution of the number of elec-
trons n knocked on from target atoms by a moving ion
per unit length of its trajectory is given by the following
semi-empirical relationship [16, 17]:

(9)

where the subscript j refers the jth electron shell of the
atom, Nj is the electron density at the jth shell, Ij is the

corresponding ionization energy,  is the effective
charge of a moving ion, which is given by 

(10)

Here v0 is the Bohr velocity, v is the ion velocity, and
Z1 is its atomic number. 

After integrating expression (9) over energy
between zero and εm – Ij , we obtain (assuming εm @ Ij)

(11)

where N and Z2 are the density and atomic number of
the target atoms, and the value of 〈1/I〉  is determined by
the equality

(12)
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Note that estimates made using formula (12) in [7] for
iron yielded 〈1/I〉 = (1/8) eV–1. 

In order to simplify the following calculations, we
shall assume that the number of electrons knocked on
from target atoms by a moving ion per unit length of its
trajectory is described by the energy distribution [see (9)]

(13)

whose lower energy limit is determined by the effective
ionization potential I:

(14)

For iron (see above) we clearly have I = 8 eV.
This approach appreciably simplifies the following

calculations and gives a total number of electrons
knocked on from target atoms by a moving ion per unit
path length which agrees with expression (11). This is
readily established after integrating expression (13)
over energy between I and εm .

Estimates made using formula (11) for ions having
energies of 10 MeV/nucleus propagating in iron
yielded the result

(15)

which shows that as the atomic number of the moving
ion increases from Z1 = 8 (oxygen) to Z1 = 92 (ura-
nium), the number of knock-on electrons increases
from 2.1 Å–1 to 1.1 × 102 Å–1. From this it follows that
the region of ionization produced by direction interac-
tion between a fast ion and target atoms should have a
finite transverse dimension.

We shall estimate the characteristic transverse
dimension of this region. The impact parameter ρ is
related to the energy ε transferred to an electron by a
heavy ion by [15]

(16)

Quite clearly, the maximum transverse dimension
(ρmax) will be determined by the minimum imparted
energy sufficient for ionization (εmin . I):

(17)

Estimates made using formula (17) for ions having
energies of 10 MeV/nucleus propagating in iron showed
that as the atomic number of the moving ion increases
from Z1 = 8 to Z1 = 92, the dimension ρmaxincreases
from 0.62 Å to 4.5 Å

Taking this into account, the spatial energy distribu-
tion of electrons knocked on from target atoms by a
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moving ion will be described by the following expres-
sion [see (13) and (16)]:

(18)

4. Contracting the Green function (7) with the source
function (18) and integrating the resulting expression
over energy, we determine the space–time distribution of
the current generated by the δ-electrons knocked by a
moving charged particle from the target atoms:

(19)

Integrating over the angle ϕ' and the coordinate ρ' in
Eq. (19), we find

(20)

where r(ε, ε0) is described by expression (8), S0 =

4πNZ2 e4/εm; η(x) is the Heaviside function, and

r0(ε0) = 2( e2/εm) .

5. In order to determine the strength of the electric
field generated by the heavy ion motion, we use the
Maxwell equation:

(21)

where σ is the conductivity of the target material. 
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For times shorter than the relaxation time the solu-
tion of equation (21) has the form

(22)

Substituting (20) into (22), we find the space–time dis-
tribution of the electric field:

(23)

where e is the absolute value of the electron charge, and
the function ε1(t, ε0) is the solution of the equation

(24)

In order to simplify the calculations, we convert to
the new variable in expression (23)

(25)

As a result, we obtain 

(26)

where the function r1(ε0, t) is described by 

(27)

6. In order to perform numerical calculations using
formula (26), we need to determine the form of the
functions contained in the expressions in the integrand
in (24) and (27). The product of the functions ∆(ε) and
Σ(ε) evidently gives the energy lost by a moving elec-
tron per unit length. Then, using the differential cross
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section for scattering of a δ-electron by material elec-
trons in the form [15]

(28)dΣ ε' ε( )
πZ2Ne4

ε'
-------------------dT

T2
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Fig. 1. Spatial dependences of the electric field formed as
a result of the propagation of oxygen ions in iron at vari-
ous times: 1—t/tr = 0.01, 2—t/tr = 0.05, 3—t/tr = 0.1, and
4—t/tr = 1.
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Fig. 2. Spatial dependences of the electric field formed as a
result of the propagation of various ions in iron at times tr :
1—Z1 = 8, 2—Z1 = 36, 3—Z1 = 54, and 4—Z1 = 92.
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(where T is the energy imparted by a moving electron
to electrons of the target atoms), we find

(29)

Substituting (29) into (24), we obtain the follow-
ing equation to determine the dimensionless function

(t, ) = ε1/I:

(30)

where  = ε0/I, vI = .

Similarly for the function r1(ε0, t) we find

(31)

Making the distance dimensionless by dividing by
ρmax [see (17)] and the energy dimensionless by divid-
ing by the effective ionization potential I, we obtain the
following definitive result for the space–time distribu-
tion of the electric field:

(32)

where  = r1/ρmax,  = r0/ρmax = , and
E0 = 2eNZ2ρm is the characteristic electric field strength.

7. Formula (32) was used to make numerical calcula-
tions of the electric field formed near the track of heavy
charged particles having energies of 10 MeV/nucleus
stopped in iron.

Figure 1 gives spatial dependences of the electric
field formed as a result of the propagation of oxygen
ions (Z1 = 8) at times t/tr = 0.01, 0.05, 0.1, 1 (tr = 10–16

s is the characteristic relaxation time). It can be seen
that with increasing time t = tr the size of the region
occupied by the electric field and its strength increase,
reaching a maximum of .47 V/Å. 

Figure 2 gives spatial dependences of the electric
field formed when oxygen (Z1 = 8), krypton (Z1 = 36),
xenon (Z1 = 54), and uranium (Z1 = 92) irons are
stopped in iron at time t = tr . It can be seen that as the
atomic number of the moving ion increases, the electric
field increases, reaching a maximum of .198 V/Å for
uranium ions. Moreover, the maximum electric field is
achieved at points which lie within the maximum
dimension of the electron source ρmax [see (17)]. Figure 3
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shows the same dependences as a function of the dis-
tance in angstrom. It can be seen that the electric field
can reach high values at considerable distances from
the track of a moving charged particle.

The energy lost by a heavy charged particle per unit
length of its trajectory can be determined using expres-
sion (13)

(33)

We compare this value with the energy of the electric field
formed at time t = tr as a result of the motion of heavy
charged particles having energies of 10 MeV/nucleus. The
electric field energy WE per unit length of the moving par-
ticle trajectory can be obtained using expression (32)

(34)

where W0 = /4,  = Eρ/E0.

Results of calculations made using formulas (33)
and (34) for moving particles having atomic numbers
Z1 = 8, 36, 54, and 92 are given in Table. These results
show that as the atomic number of the moving particle
increases, the fraction of its energy converted into electric
field energy increases (26% for uranium ions). This is
because the electric field energy increases more rapidly as
the charge of the moving ion increases. For example, we

find (dE1/dz) ~ ( )2 and (dWE/dz) ~ W0 ~ ( )4. 

Since an appreciable fraction of the heavy charged
particle energy can be converted into electric field
energy, leading to the formation of large electric fields,
this factor must be borne in mind when determining the
distribution function of the electrons knocked by a
heavy particle from the target atoms, i.e., the influence
of the generated electric field on the motion of the
knock-on electrons must be taken into account self-
consistently in the calculations.

We shall analyze the reason for the formation of
large electric fields in greater detail. For this purpose
we find the density of the electrons knocked on by a
heavy charged particle:

(35)

where the function S(ε0, ρ) is described by expression
(18) and is the number of electrons of energy ε0 formed
by a heavy particle per unit volume per unit energy
range. Substituting (18) into (35), we obtain 

(36)

where ρmax is given by formula (17).

dE1

dz
--------- εε d2n

ε zdd
-----------d

I

εm

∫
4πe4NZ2Z1

*2

εm

-------------------------------
εm

I
-----.ln= =

dWE

dz
----------- W0 ρ̃ρ̃ Ẽρ
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It follows from this last result that as it moves, a
heavy charged particle in fact completely “strips” the
target atoms in the region ρ ≤ ρmax. As a result of the
drift of knock-on atoms from this region, the nuclei of
the target atoms are “exposed,” which leads to the for-
mation of a large positive charge and consequently to
large electric fields. If all the knock-on electrons could
leave the region of action of the source by the time t = tr,
the positive charge density in this region would evi-
dently be eNZ2. In this case, in accordance with the
Gauss theorem, the electric field strength in this region
would increase linearly

(37)

reaching a maximum at its boundary:

(38)

Estimates made using formula (38) for various ions
with Z1 = 8, 36, 54, 92 and energies of 10 MeV/nucleus
propagating in iron yielded the following results:

 = 108, 411, 553, and 782 V/Å, respectively.

Eρ
1( ) 2πeNZ2ρ,=

Eρ max,
1( ) 2πeNZ2ρmax.=

Eρ max,
1( )
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Fig. 3. Spatial dependences of the electric field formed as a
result of the propagation of various ions in iron at times tr :
1—Z1 = 8, 2—Z1 = 36, 3—Z1 = 54, and 4—Z1 = 92.

Results of calculations using formulas (33) and (34)

Value Z1 = 8 Z1 = 36 Z1 = 54 Z1 = 92

dE1/dz, keV/Å 0.130 1.90 3.44 6.88

dW/dz, keV/Å 0.004 0.26 0.63 1.80

0.03 0.14 0.18 0.26
dW /dz
dE1/dz
-----------------
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These estimates are higher than the maximum values of
the electric field obtained in the numerical calculations
(see Figs. 2 and 3).This difference arises because not all
the knock-on electrons can leave the region of action of
the source (ρ ≤ ρmax) by the time t = tr .
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∆ε, eV
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Fig. 4. Spatial dependences of  formed as a result of the
propagation of various ions in iron at times tr: 1—Z1 = 8,
2—Z1 = 36, 3—Z1 = 54, and 4—Z1 = 92.

Z2
*

Fig. 5. Spatial distribution of the energy acquired by the lat-
tice ions from the electric field during the propagation of
various ions in iron: 1—Z1 = 8, 2—Z1 = 36, 3—Z1 = 54, and
4—Z1 = 92.
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We shall assess the situation having determined the
electric charge density using the well-known relation-
ship:

(39)

Figure 4 gives dependences of  = σ/eN on distance
calculated using formulas (32) and (39) for ions having
atomic numbers Z1 = 8, 36, 54, and 92 and energies of

10 MeV/nucleus. The value of  is the effective ion
charge (in units of e) at the lattice points. If all the elec-
trons were to leave the region ρ ≤ ρmax, the relationship

 = 26 would be satisfied. However, we can see (see

Fig. 4) that the value of  is lower and decreases with
increasing distance, changing sign. Negative values of

 clearly correspond to an excessive number of elec-
trons around the lattice atoms formed as a result of dis-
placement from the central region. These results also
explain the differences between the maximum values of
the electric field discussed above.

8. The short-lived action of high-power electric fields
on positive target ions having the charge eZ2 in the
region ρ ≤ ρmax causes considerable momentum and
therefore considerable energy to be transferred to these
ions. We shall give a rough estimate of this energy.

It can be seen from Fig. 1 that over the time interval
between 0.1tr and tr in the region  ≤ 1 the electric field
varied very slightly. In this case, we shall assume that
an electric field Eρ(ρ, t = tr) acts on the target ions dur-
ing the time tr = 10–16 s. The force acting on a lattice ion
from the electric field is given by

(40)

As a result of the action of this force, over the time tr the
lattice ion receives the momentum 

(41)

and the energy 

(42)

where M2 is the mass of a lattice ion. 
Figure 5 shows the distribution of the energy

acquired by lattice ions in the region ρ ≤ ρmax plotted
using formula (42) and the results obtained above (see
Figs. 2 and 3). The calculations were made for heavy ions
(Z1 = 8, 36, 54, 92) having energies of 10 MeV/nucleus
propagating in iron. It can be seen from the figure that
the lattice ions receive appreciable energy from the
electric field. As the atomic number of the moving ion
(Z1) increases, the imparted energy increases substan-
tially and may reach the binding energies of the atoms
in the lattice sites (see the curve for Z1 = 92). This leads

σ 1
4π
------divE ρ t tr=,( ).=

Z2
*

Z2
*

Z2
*

Z2
*

Z1
*

ρ̃

F eZ2Eρ.=

∆p Ftr eZ2Eρtr= =

∆ε ∆p( )2

2M2
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e2Z2
2tr

2

2M2
---------------Eρ

2 ,= =
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to substantial heating of the lattice ions in the region
ρ ≤ ρmax. 

9. Thus, as fast heavy charged particles propagate in
matter, they knock electrons from atoms. The electric
current generated by the knock-on δ-electrons leads to
the formation of an electric field which increases with
time near the heavy particle trajectory. Quite clearly,
the field will increase over times shorter than the char-
acteristic relaxation time tr . 

Calculations made above for fast charged particles
having energies of 10 MeV/nucleus propagating in iron
showed that these electric fields may reach a high inten-
sity, which increases as the atomic number (Z1) of the
moving particle increases. For example, when Z1
increases from 8 (oxygen) to 92 (uranium), the maxi-
mum electric field increases from 47 V/Å to 200 V/Å.
Moreover, as Z1 increases the fraction of the energy
concentrated in the electric field increases compared
with the energy lost by the moving particle as a result
of electron stopping, reaching 26% for uranium ions.
This factor indicates that the influence of this electric
field on the motion of the knock-on electrons must be
taken into account self-consistently. 

The action of high-power electric fields on positive
target ions, even for a short time interval (t = tr), causes
an appreciable transfer of energy to these ions which
may reach the binding energy of the atoms in lattice
sites. This leads to stronger heating of the lattice ions
and also creates conditions for the irreversible displace-
ment of atoms from lattice sites and the formation of
point defects near the moving particle trajectory.
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Abstract—An analysis is made of mechanisms for Auger recombination of nonequilibrium carriers in cylin-
drical quantum wires. It is shown that two different Auger recombination mechanisms take place in these wires:
a quasi-threshold and a nonthreshold mechanism. Both mechanisms are associated with the presence of hetero-
barriers but are of a different nature. The quasi-threshold mechanism is attributed to the spatial confinement of
the carrier wave functions to the region of the quantum wire and in this case the quasi-momentum conservation
law is violated and the Auger recombination process is intensified. As the radius of the wire increases, the quasi-
threshold Auger recombination process goes over to a threshold process. The nonthreshold mechanism is
caused by the scattering of an electron (hole) at the heterojunction; the rate of this nonthreshold Auger recom-
bination tends to zero in the limit of an infinite-radius wire. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In narrow-gap homogeneous III–V semiconductors
two main Auger recombination processes predominate.
The first involves the recombination of an electron and
a heavy hole and the excitation of another electron
(CHCC) while the other Auger process involves the
transition of a heavy hole to a spin–orbit split-off sub-
band (CHHS). In the first order of perturbation theory
in terms of electron–electron interaction, both Auger
processes are threshold ones (except for semiconduc-
tors in which the spin–orbit splitting constant is close to
the band gap) and the Auger recombination rate has an
exponential temperature dependence [1]. 

Unlike homogeneous semiconductors, in hetero-
structures the quasi-momentum component normal to
the interface is not conserved which leads to the
appearance of a nonthreshold mechanism for Auger
recombination [2]. This mechanism has been studied
fairly comprehensively in quantum-well heterostruc-
tures [3–5]. Nonradioactive recombination processes in
narrow-band semiconductors and in heterostructures
control the lifetimes of nonequilibrium carriers when
their concentration is high. In addition, Auger recombi-
nation processes strongly influence the characteristics
of optoelectronic devices and in particular, the thresh-
old currents of heterolasers. No detailed analysis has
yet been made of Auger recombination mechanisms for
quantum wires. The aim of the present study is to make
a theoretical analysis of Auger recombination mecha-
nisms of nonequilibrium carriers in semiconducting
quantum wires. 
1063-7761/00/9002- $20.00 © 20378
In order to describe the spectrum and wave func-
tions of the carriers in a quantum wire, we use the
model of a cylindrical rectangular quantum well of
finite depth for electrons in the conduction band and
holes in the valence band. It was shown in [5] that three
Auger recombination mechanisms exist in rectangular
planar quantum wells, i.e., threshold, quasi-threshold,
and nonthreshold mechanisms. In the present study we
show that the quasi-threshold mechanism is also
present in quantum wires and is converted into a three-
dimensional threshold process in the limit of an infi-
nite-radius wire.1 A fundamental difference compared
with the situation in quantum wells is observed for the
nonthreshold mechanism of Auger recombination. A
quantum wire has two channels for nonthreshold Auger
recombination: (1) transfer of a large quasi-momentum
to an excited carrier (as for planar quantum wells);
(2) transfer of large angular momentum to this carrier.
This last process is the only nonthreshold mechanism
of Auger recombination in quantum dots [6]. The two
nonthreshold Auger recombination mechanisms have
different dependences on the heterobarrier height for
electrons and holes, and also on the wire radius. The
rates of the nonthreshold and quasi-threshold Auger
recombination processes are power functions of tem-
perature which makes Auger recombination in quan-
tum-wire heterostructures more effective than that in
homogeneous semiconductors.

1 Unlike quantum wells, the threshold Auger recombination pro-
cess in quantum wire is naturally considered as a constituent part
of the quasi-threshold Auger process.
000 MAIK “Nauka/Interperiodica”
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2. FUNDAMENTAL EQUATIONS

In order to analyze recombination processes we
need to know the wave equations of the carriers. The
wave equations and the carrier spectrum in narrow-gap
III–V semiconductors are most accurately described
using the four-band Kane model.

2.1. Kane Equations

For most III–V semiconductors the wave functions
of electrons in the conduction band at the center of the

Brillouin zone are accurately described by the  rep-

resentation and in the valence band by the  and 
representations. The first two are doubly degenerate
and the third is fourfold degenerate. The basis wave
functions of the conduction band and the valence band
are usually taken in the form of eigenfunctions of the
angular momentum [7, 8] but for the case of cylindrical
symmetry it is natural to select a different basis [9]:

(1)

where

and |s〉  and |px〉 , |py〉 , |pz〉  are s- and p-type Bloch func-
tions with angular momenta of 0 and 1, respectively.
The first functions describe the state of the conduction
band and the second ones describe the valence band at
the Γ point. The arrows indicate the direction of spin.
This choice corresponds to basis functions for which
the projections of the quasi-momentum and angular
momentum on the wire axis have particular values cor-
responding to the symmetry of a cylindrical wire. In
this basis, the dependence of the Bloch amplitudes on
the z coordinate (the z axis is parallel to the wire axis)
and the axial angle has a simple form. The carrier wave
function ψ may be expressed in the form

where ψs and y are spinors. We write the Kane equa-
tions in differential form which allows integration
across the interface [5]:

(2)
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+
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Here γ is the Kane matrix element [9] having the
dimensions of velocity,  and  =  are generalized
Luttinger parameters [9], δ = ∆so/3, ∆so is the spin–orbit
splitting constant, Eg is the band gap, m0 is the free elec-
tron mass, and s = (σx, σy, σz) are the Pauli matrices. If
the heavy-hole mass mh describing the interaction with
higher bands is introduced phenomenologically instead
of the Luttinger parameters, the equations (2) yield
those obtained in [10]. It can be confirmed that the
equations (2) do not differ from those usually used in
the literature [8–11]. In the first equation in the system
(2) for the electrons we neglect the term containing the
heavy mass for the electrons [12]. Using the probability
flux density conservation law, we can obtain boundary
conditions for the envelopes of the wave functions at
the interface [5]. In the approximation ,  = const,
assuming that the effective mass of the heavy holes is
much greater than the electron mass, we can obtain the
continuity condition for the following functions:

(3)

where

2.2. Carrier Spectra
in a Homogeneous Semiconductor

By Fourier transforming the Kane equations (2), we
can obtain the spectra for the electrons and three hole
branches [5]:

(a) heavy holes

where 

(b) light holes and spin-split-off holes

(4)

(c) electrons
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(k is the quasi-momentum of the carriers). Here the hole
energy E is measured from the edge of the valence band
and the electron energy % is measured from the bottom
of the conduction band.

2.3. Wave Functions
in a Homogeneous Semiconductor

In cylindrical coordinates the wave functions of
heavy holes obtained from the Kane equations (2) in
the basis (1) may be expressed in the form

(5)

(6)

where Jm are mth-order Bessel functions, H1 and H2 are
normalization constants, q and kh are the projections of
the quasi-momentum parallel and perpendicular to the
axial axis, and m is the projection of the total momen-
tum on the axial axis which has half-integer values.
Inside the quantum wires the wave functions have the
form of a linear combination of (5) and (6). If a heavy
hole is localized, above the barrier its wave function is
similar to (5) and (6) except that the Bessel function Jm

should be replaced by the Macdonald function Km with
kh replaced by ikh.

For light and spin-orbit split-off holes we can write:

yh1 ρ φ z, ,( ) H1=

×

0

0

2iqJm 3/2– khρ( )ei m 3/2–( )φ–

khJm 1/2– kρ( )ei m 1/2–( )φ
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eiqz,
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eiqz,
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(7)

and 

(8)

where i = l, s corresponds to light and spin-split-off
holes, A1 and A2 are normalization constants, and λi =

δ/(E + 4δ – "2(  + q2)/2mh). 

The electron wave functions are exactly the same as
the wave functions for light and spin-orbit split-off
holes except that the substitution E  Eg + % must be
made.

2.4. Carrier States in a Quantum Wire

Since, in the selected basis, the projections of the
momentum and the angular momentum of the carriers
on the z axis have specific values, the variables z, ρ, and
φ in equation (2) are separated. Hence, the eigenstates
of the carriers in a quantum wire are determined by a
dispersion equation which has a radial dependence of
the wave functions for certain values of q and m. Unlike
quantum wells [5], in a quantum wire the states cannot
be separated in terms of parity even for heavy holes so
that the dispersion equations are cumbersome. For
heavy holes this equation has the form
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(9)

Here R is the wire radius, and kh and κh are the moduli
of the quasi-momentum components normal to the
interface in the well and in the barrier region, respec-
tively. The quasi-momenta are uniquely interrelated by
the dispersion law. In the limit of an infinitely wide or
deep well we can obtain a simplified dispersion equa-
tion for the heavy holes:

(10)

For light holes we derive the following dispersion
equation:

(11)

The dispersion equation for the electrons in the con-
duction band is slightly simpler since it is divided into
two equations (this separation does not occur in quan-
tum wells [5]):

(12)
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or 

(13)

where % is the electron energy measured from the edge
of the conduction band inside the wire, 

 and  are the same values but in the region below the
barrier. The wave functions corresponding to equation
(12) have an even-valued projection of the orbital
moment of the Bloch envelopes on the z axis while in
the case (13) this projection has an odd value. The fol-
lowing calculations of the matrix elements will be
made assuming that an electron localized in a wire is in
the size-quantization ground level whose energy is
determined from:

(14)

3. MATRIX ELEMENT 
OF AUGER RECOMBINATION

3.1. Auger Recombination Probability

In the limits of the first order of perturbation theory
in terms of electron–electron interaction the Auger
recombination probability per unit time is given by 

(15)

In this case the matrix element of the transition has the
form:2 

(16)

where r1 and r2 are the carrier coordinates, ν1 and ν2 are
the spin variables, e is the electron charge, and κ∞ is the
rf permittivity of the semiconductor [1]. Allowing for
the antisymmetrization of the wave functions, the

2 It was shown in [5] that allowance for the mapping potential as a
correction to the Coulomb potential introduces negligibly small
corrections to the matrix element and the Auger recombination
rate.
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matrix element of the Auger transition may be
expressed in the form

(17)

where

(18)

In accordance with [5], when the condition ∆so @ T is
satisfied in heterostructures (which holds for most III–
V semiconductors) the mixing of spin-split-off holes
with heavy holes is negligible, and mixing of light and
heavy holes is insignificant when mc ! mh. Under these
conditions we can use the generally accepted terminol-
ogy for Auger recombination processes in homoge-
neous semiconductors. For simplicity here we shall
mainly confine our analysis to the CHCC Auger recom-
bination process. When the condition Eg – ∆so @ T is
satisfied, which is the case for most III–V semiconduc-
tors, all the qualitative conclusions will also hold for
the CHHS process. 

3.2. Auger Recombination Mechanisms 
in Quantum Wires

The carrier wave functions are the eigenfunctions of
the projections of the quasi-momentum and angular
momentum operators on the z axis. Consequently, the
matrix element of the Auger recombination automati-
cally satisfies the momentum and angular momentum
conservation laws and in the cylindrical coordinates ρ,
φ, z has the form

(19)

where R1, R2, R3, and R4 are the radial components of
the particle wave functions and 
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∫
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e
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
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are the imparted axial projections of the angular
momentum and the quasi-momentum. The matrix ele-
ment MII is obtained from MI by transposing the sub-
scripts 1 and 2 of the wave functions R1 and R2. The
function R1 corresponds to a localized carrier and R4
corresponds to a carrier in the excited state; a recom-
bining heavy hole–electron pair corresponds to the
wave functions R2 and R3. For the CHCC process R1
and R4 correspond to electrons in the conduction band
whereas in the description of the CHHS process R1 cor-
responds to a heavy hole and R4 to a spin-orbit split-off
hole. 

Fourier transforming the Coulomb potential with
respect to the coordinates ρ and φ, we obtain 

(20)

(where Im is a modified mth-order Bessel function).
Since the heavy-hole mass is large (mh @ mc), its wave
function decays rapidly below the barrier compared
with the electron wave function and the below-barrier
region of overlap of the heavy-hole and electron wave
functions can be neglected. It should be noted that this
by no means implies that the problem can be solved
using the approximation of an unbounded potential bar-
rier for the heavy hole, since its energy levels are
obtained from the exact boundary conditions (3). As
noted above, we shall also assume that the recombining
electron is in the size-quantization ground level. This
assumption is justified even for fairly broad quantum
wires because of the comparatively low electron mass.
Under these conditions the matrix element has the form

(21)

where η corresponds to the number of the basis func-
tion and allowing for the spin has eight values, aiη are
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 AND THEORETICAL PHYSICS      Vol. 90      No. 2      2000



MICROSCOPIC THEORY OF AUGER RECOMBINATION IN QUANTUM WIRES 383
the factors of the Bessel functions for the radial compo-
nents of the wave functions:

In the matrix element (21) we can identify two dif-
ferent contributions. This first is associated with dis-
continuities of the wave functions and their derivatives
at the heterojunction (at the point ρ = R. The process
determined by this contribution corresponds to scatter-
ing at the heterobarrier. For the case of a single barrier
this scattering leads to the appearance of a nonthresh-
old Auger recombination channel [2] and a similar sit-
uation occurs in quantum wells [3–5]. The rate of the
nonthreshold Auger recombination process tends to
zero in the limit of an infinite-radius wire. The second
contribution in (21) is associated with scattering at the
short-range Coulomb potential [5]. In the CHCC Auger
recombination process the electron is excited either to
the continuous or the discrete part of the spectrum cor-
responding to % = Eg. In the first case, the electron
either acquires a large quasi-momentum perpendicular
to the interface or has a large projection of the angular
momentum on the z axis. In the second case, the elec-
tron acquires a large quasi-momentum directed along
the axis of the wire. This last process is clearly a thresh-
old one since it requires the hole to have the same
quasi-momentum. In quantum wells only the transition
to the discrete spectrum corresponds to the threshold
process [5] but this statement does not hold for quan-
tum wires. On transition to the continuous spectrum
with increasing angular momentum the threshold is not
lifted. For this reason it is meaningless to isolate the
threshold process and this is more conveniently consid-
ered as a constituent part of the quasi-threshold pro-
cess. Thus, separating the nonthreshold and quasi-
threshold mechanisms of Auger recombination in
quantum wires, we write the matrix element for Auger
recombination in the form

(22)

where M(1) and M(2) are the nonthreshold and quasi-
threshold matrix elements, respectively. In the limit of
a large-radius wire, the quasi-threshold Auger recombi-
nation mechanism is converted to the threshold mecha-
nism.

3.3. Matrix Element 
of the Nonthreshold Auger Process

The nonthreshold Auger process involves scattering
of carriers at the heterojunction. The corresponding
matrix element is determined by the discontinuities of

R1η ρ( )
a1η Jm1η

k1ρ( ), ρ R≤

b1ηKm1η
κ1ρ( ), ρ R,>




=

R4η ρ( )
a4η Jm4η

k4ρ( ), ρ R≤

b4η Jm4η
κ4ρ( ), ρ R.>




=

MI M 1( ) M 2( ),+=
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the wave functions and their derivatives at ρ = R.
Detailed calculations of the nonthreshold matrix ele-
ment are given in Appendix A where the following
result is obtained:

(23)

The first term in braces is proportional to q and corre-
sponds to the nonthreshold process in a quantum well
[5], the second term is proportional to m and corre-
sponds to the nonthreshold Auger recombination chan-
nel in quantum dots [6]. It can be seen from (23) that
the two contributions to M(1) have different depen-
dences on the barrier height for electrons in the conduc-
tion band and holes in the valence band. 

3.4. Matrix Element 
of the Quasi-Threshold Auger Process

The quasi-threshold process is associated with the
confinement of the region of overlap of the wave func-
tions within the volume of the quantum wire. In accor-
dance with the Heisenberg uncertainty principle, this
has the result that the δ-function in the quasi-momen-
tum conservation law is replaced by a function which
tends to it in the limit R  ∞. Calculations of the
quasi-threshold matrix element are given in Appendix
B; the final expression for M(2) has the form

(24)

In the limit R  ∞ and subject to the condition k1,
k2 ! k3, k4 this matrix element becomes proportional to
δ(k4 – k3), i.e., the quasi-threshold process is converted
to the threshold Auger recombination process. In fact,
the quasi-threshold matrix element is proportional to
the integral of four Bessel functions:

(25)

Assuming that k3, k4 @ k1, k2, this integral can be
expanded as a series in terms of the primitive
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Jm(k3ρ)Jm(k4ρ). Retaining the first term of the series, we
obtain

(26)

For large R the Bessel functions can be replaced by
their asymptotic expressions for a large argument:

(27)

Substituting this expression into (26), we finally obtain

(28)

In the limit R  ∞ this expression squared gives a
δ-function multiplied by the radius of the quantum
wire:

4. AUGER RECOMBINATION COEFFICIENT

In order to calculate the Auger recombination coef-
ficient in the first order of perturbation theory, the tran-
sition probabilities (15) should be averaged over the
initial states and summed over the final ones:

(29)

Here f1, f2 are the carrier distribution functions in the
initial state, and f3 and f4 are those in the final state, and
〈M2〉  is the sum of the squares of the matrix elements of
the Auger transition over the spin variables of the initial
and final states. The contributions to the Auger recom-
bination rate from the quasi-threshold and nonthresh-
old processes cannot be separated because interference
takes place between them. For small wire radii this
interference is particularly strong because both pro-
cesses are nonthreshold ones [5]. For large-radius
quantum wires the interference between M(1) and M(2)

can be neglected because unlike nonthreshold pro-
cesses, the main quasi-threshold transitions involve
heavy holes having a high longitudinal quasi-momen-
tum or angular momentum. Taking the above reasoning
into account, it is clear that neglecting interference
gives an almost accurate result for large-radius wires
and an order-of-magnitude result for thin wires. The
Auger recombination rate thus obtained has correct
dependences on the quantum wire parameters (radius,
barrier heights for holes and electrons) and on the tem-
perature. 
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We introduce the Auger recombination coefficient C
which is related to the rate G by

where n and p are the one-dimensional concentrations
of electrons and holes. Neglecting interference between
the contributions of the various processes, we write

(30)

where the coefficients C(1) and C(2) correspond to non-
threshold and quasi-threshold Auger processes having
the matrix elements M1 and M2, respectively. 

An expression for the nonthreshold Auger recombi-
nation coefficient may be obtained by substituting (23)
into (29), which gives

(31)

where

The angular brackets denote averaging over the heavy-
hole distribution function. For a Boltzmann distribu-
tion, which is usually valid for holes, this averaging has
the form

where

n is the level number of the holes, m is the projection of
the angular momentum, kc and κc are the quasi-
momenta of a ground-state electron above and below
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the barrier, perpendicular to the interface; qT is the ther-
mal momentum of the heavy holes:

and kmn is the quasi-momentum corresponding to the
size-quantization level of the holes which for an infi-
nitely deep quantum well and heavy holes has the
value:

where γmn is the nth root of the Bessel function Jm.

For the coefficient of the quasi-threshold Auger pro-
cess we have

(32)

In the limit of an infinite-radius wire, the expression for
the coefficient of the quasi-threshold Auger recombina-
tion process yields that for the Auger recombination
coefficient in a homogeneous semiconductor. Assum-
ing that the size-quantization levels of the carriers
merge into the continuous spectrum and integrating
over them, we obtain 

(33)

where Eth is the threshold energy of the CHCC process
in a homogeneous semiconductor; in the Kane model
Eth ≈ (2mc/mh)Eg. Note that for broad wells we need to
take into account not only the process with kf = kh +
kc1 + kc2 but another three processes corresponding to
kf = kh + kc1 – kc2, kf = kh – kc1 + kc2, and kf = kh – kc1 –
kc2. Expression (33) may be compared with the well-
known Gel’mont result [13] obtained for the Auger
recombination coefficient in a homogeneous semicon-
ductor:
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A small difference in the numerical coefficient is attrib-
uted to the assumption ∆so @ Eg made in [13].

5. DISCUSSION OF RESULTS

An analysis of Auger recombination processes in
quantum-wire semiconductor structures has shown that
two different mechanisms exist: nonthreshold and
quasi-threshold Auger recombination. The nonthresh-
old process has two channels involving scattering of the
longitudinal component of the quasi-momentum and
the angular momentum. The first channel is similar to
the nonthreshold Auger process in quantum wells,
while the second is similar to the nonthreshold Auger
recombination channel in quantum dots. The coeffi-
cients for these channels have different dependences on
the barrier heights for electrons and holes. This factor
particularly impedes the suppression of Auger recom-
bination in type 2 quantum-wire semiconducting struc-
tures unlike quantum-well structures [14]. In quantum
wells the threshold CHCC Auger recombination pro-
cess involved the transition of an excited electron to the
discrete spectrum. For wires, as we have shown, there
is also a threshold process involving an electron transi-
tion to the continuous spectrum. For this reason in
wires it is meaningless to separate the quasi-threshold
and threshold processes into two separate processes. 

In order to analyze the Auger recombination coeffi-
cients we used a typical InGaAsP heterostructure with
band gap Eg = 1 eV. 

It can be seen from Figs. 1 and 2 that the coefficient
C1 for nonthreshold Auger recombination is a weak
function of temperature for narrow quantum wires and
decreases with temperature for broad wires. However,
the quasi-threshold Auger recombination coefficient C2
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10–28
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10–30

C, cm6/s

T, K

 Fig. 1. Temperature dependence of the coefficient of Auger
recombination for the CHCC process for two mechanisms
of Auger recombination: nonthreshold (C1π2R4, dashed

curve) and quasi-threshold (C2π2R4, dotted curve) for a thin
wire (of radius R = 50 Å). The solid curve gives the total
Auger recombination coefficient ((C1 + C2)π2R).
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Fig. 2. Temperature dependence of the coefficient of Auger recombination for the CHCC process for two mechanisms of Auger
recombination: nonthreshold (C1π2R4, dashed curve) and quasi-threshold (C2π2R4, dotted curve) for broad wires with R = 150 (a)

and R = 250 (b). The solid curve gives the total Auger recombination coefficient ((C1 + C2)π2R4).
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Fig. 3. Dependence of the coefficient of Auger recombina-
tion for the nonthreshold (C1π2R4, dashed curve) and quasi-

threshold (C2π2R4, dotted curve) processes on the radius of
the quantum wire at T = 300 K. The solid curve gives the
total Auger recombination coefficient ((C1 + C2)π2R4) and
the horizontal dot-dash line gives the three-dimensional
coefficient of the CHCC process.

Fig. 4. Temperature dependence of the total Auger recombi-
nation coefficient for quantum wires of various radii.
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increases with temperature. For thin wires C2 is also a
weak function of temperature (Fig. 1). As the wire
radius R increases, the dependence of C2 on tempera-
ture becomes stronger and approaches the threshold
(exponential) dependences in bulk semiconductors
(Fig. 2). The quantitative relationship between C1 and
C2 also changes: C1 decreases more rapidly with
increasing R compared with C2 so that the effective

three-dimensional coefficient  = C1(πR2)2 vanishes

for R  ∞, whereas  = C2(πR2)2 approaches the
bulk coefficient of Auger recombination C3D (Fig. 3).
For thin wires, the Auger coefficients of the quasi-
threshold and nonthreshold processes are considerably
higher than the three-dimensional coefficient C3D rela-
tive to the square of the area of the cylindrical cross sec-
tion of the wire ((πR2)2). The Auger recombination
coefficient is a nonmonotonic function of the wire
radius over a wide range of temperature (Fig. 4). For
narrow wires the Auger coefficient is initially small
because of the small overlap of the wave functions of
electrons and holes in bound states. As the radius of the
wire increases, the influence of the heterobarriers on
the Auger recombination processes diminishes and the
threshold nature of these processes becomes apparent.
Thus, for large-radius wires the Auger recombination
coefficient decreases to the value corresponding to the
three-dimensional Auger coefficient of a homogeneous
semiconductor.

It follows from this analysis that the Auger recombi-
nation mechanisms in quantum wires are broadly simi-
lar to those in quantum wells [5] and only differ quan-
titatively.

For homogeneous semiconductors, the first order of
perturbation theory in terms of interelectron interaction
is inadequate to calculate the Auger recombination
coefficient. This is because the threshold Auger recom-
bination process is strongly influenced by electron–

C3D
1

C3D
2
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phonon and electron–electron relaxation processes,
which partially remove the Auger recombination
threshold. However, the first order of perturbation the-
ory gives a qualitatively correct result for semiconduc-
tor structures with quantum wires and quantum wells,
since the influence of the heterobarriers on the Auger
recombination processes is more important than the
relaxation processes if the characteristic sizes of the
heterostructure are smaller than the mean free path of
the carriers [15, 16].
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APPENDIX

A. Calculation of the Nonthreshold Matrix Element

The nonthreshold matrix element may be written in
the form

(35)

where 

(36)

η corresponds to the number of the basis function and
taking into account the spin has eight values. Since
k4 @ k1 for the nonthreshold process, the integrals can
be expanded as a series in terms of the primitive
Km(qρ) (k4ρ). Retaining only linear terms with
respect to Vc/Eg and Vv/Eg (Vc and Vv are the barrier
heights for the electrons and holes, respectively), we
expand (36) as a series in terms of q and m. The
assumption ((Vc, Vv) ! Eg usually holds for a broad
class of heterostructures. Subject to these assumptions
we can write

(37)
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Here the subscripts number the particle and the basis
state (s, p) and the brackets denote a discontinuity of
the function at the point ρ = R. The primitive of the

product Km(qρ) (k4ρ) of order n is denoted by .
The component ρ in the basis (1) has the form Fρ =

. Substituting into (37) the specific form of
the wave functions (7), we obtain (23).

B. Calculation 
of the Quasi-Threshold Matrix Element

The quasi-threshold matrix element for Auger
recombination has the form

(38)

If the condition  + q2 @  is satisfied, we can
assume that at least one of the functions Jm(k4ρ), Im(qρ)
varies rapidly compared with J0(k1ρ). It is then easy to
show that the first nonvanishing term of the expansion

in terms of the parameter k1/(  + q2)1/2 gives 

(39)

Using the relationship

(40)

(which can easily be obtained by differentiating its left-
hand side), we obtain expression (23) for the matrix
element.
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Abstract—In order to study the microscopic nature of the phase separation in lanthanum manganites, experi-
mental investigations were made of the optical, electrical, and magnetic properties of La1 – δMnO3 and
La0.9Sr0.1MnO3 lanthanum manganite single crystals. The infrared absorption spectra revealed two bands at
0.14 eV and 0.35 eV whose intensity was sensitive to the magnetic order. The different temperature dependence
of the electrical resistivity (semiconducting) and the transmission (metallic) below the Curie ferromagnetic
temperature indicates that an insulator–metal transition takes place in various regions of the insulating matrix,
i.e., phase separation occurs. Characteristic features of the properties and the nature of the phase separation in

these compounds can be explained using a model of polar (hole [Mn ]JT and electron [Mn ]JT) pseudo-
Jahn–Teller clusters which form centers of charge nonuniformity in the crystal. © 2000 MAIK “Nauka/Inter-
periodica”.

O6
8–

O6
10–
1. INTRODUCTION

Lanthanum manganites are attracting interest because
of the colossal magnetoresistance observed in these mate-
rials. The characteristic features of the properties of man-
ganites depend on the concentration of Mn4+ ions formed
by doping LaMnO3 with divalent alkaline-earth ions
(Ca, Ba, Sr) or as a result of intrinsic defects such as a
lanthanum deficit LaxMnO3 [1, 2]. It has been sug-
gested [3, 4] that increasing the doping level to the per-
colation threshold is accompanied by phase separation,
i.e., the formation of conducting ferromagnetic regions
in the insulating antiferromagnetic matrix. Methods
used to study phase separation in lanthanum mangan-
ites, such as NMR [5] or neutron scattering [6] provide
information on the magnetic state of the material. The
electronic aspect is also of interest, i.e., studying the
conductivity of the conducting regions and the insulat-
ing matrix. This information is provided by jointly
studying the optical and electrical properties. The
absorption of light in the carrier interaction region in an
La1 – xCaxMnO3 polycrystal with x = 0.1 reveals an
insulator–metal transition which takes place in various
regions of the crystal, whereas the temperature depen-
dence of the electrical resistivity reveals no such transi-
tion [7]. This observation provides direct evidence of
electronic phase separation. At low dopant concentra-
tions, optical methods can be used to identify various
localized centers and to study the nucleation of the
phase separation process. 
1063-7761/00/9002- $20.00 © 20389
The aim of the present paper is to study the electronic
structure and the microscopic nature of the phase separa-
tion using data on the optical, electrical, and magnetic
properties of two single crystals: lanthanum manganite
containing only intrinsic vacancies and strontium-doped
(10%) lanthanum manganite.

The optical conductivity spectra obtained by process-
ing the reflection spectra using the Kramers–Kronig
method are usually used for highly absorbing materials. It
has been shown that for La0.9Sr0.1MnO3 the reflection
spectra of the polished and cleaved single crystals differ
substantially [8]. In particular, damage to the surface dur-
ing polishing leads to a reduction in the Drude weight and
therefore yields incorrect conclusions on the carrier
parameters. In the present study we used a direct method
of measuring the absorption spectra of 40 µm thick single
crystals. In this case, the contribution from the dam-
aged surface was negligible. Apart from [9], the litera-
ture contains no data on the absorption spectra of lan-
thanum manganite single crystals.

2. EXPERIMENTAL METHODS

Single crystals of La0.9MnO3 and (La0.9Sr0.1)0.9MnO3
(formulas by weight) were prepared by zone refining
using radiative heating. The weights were selected
bearing in mind the characteristic features of the prep-
aration technology for crystals having real composi-
000 MAIK “Nauka/Interperiodica”
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tions close to LaMnO3 (LMO) and La0.9Sr0.1MnO3
(LSMO).

A structural analysis was made for powders using
automatic DRON x-ray diffractometers fitted with a
vacuum chamber for the temperature investigations
(77–370 K) and using monochromatic Kα Cr radiation.

The absorption spectra of the lanthanum manganites
were studied using an automatic IKS-21 spectrometer in
the 0.09–0.9 eV energy range and an MDR-4 monochro-
mator in the 1.0–3.6 eV range. Temperature measure-
ments of the spectra were made in the range 80–293 K and
the magnetic field was varied up to 8 kOe.

The temperature dependence of the dc electrical
resistivity was measured by a four-probe method using
Indium contacts prepared by ultrasonic soldering. 

The magnetic measurements were made using an
MPMS-5XL magnetometer (Quantum Design).

3. RESULTS OF MEASUREMENTS
Structural analyses of an LMO single crystal show

that at room temperature and below this compound has
an orthorhombic structure. At 127 K a transition takes
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Fig. 1. Dependences of the magnetization on the magnetic
field at various temperatures for LMO (a) and LSMO (b)
single crystals.
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place within the orthorhombic structure, which is
accompanied by an abrupt decrease in volume (0.5%).
The structure of an (La0.9Sr0.1)0.9MnO3 (LSMO) single
crystal at room temperature is also orthorhombic.
A transition from the orthorhombic to the pseudo-
rhombic modification takes place at 100 K [10].

The field dependences of the specific magnetization
σ plotted in Fig. 1 reveal substantial differences between
the magnetic properties of LMO and LSMO. For LMO,
linear dependences σ(H) are observed over a wide range
of magnetic fields and at temperatures below 140 K
some remanent magnetization is observed. This behav-
ior indicates that the magnetism in LMO is predomi-
nantly antiferromagnetic with a ferromagnetic contri-
bution. The ferromagnetic contribution can be treated
in several ways. One possible explanation is the pres-
ence of a canted spin structure in the homogeneous crys-
tal. Another explanation is the existence of magnetic het-
erogeneity, i.e., ferromagnetic regions in an antiferromag-
netic matrix. Similar σ(H) curves for the iodine-doped
degenerate magnetic semiconductor EuTe are taken as the
clearest evidence of magnetic heterogeneity or phase sep-
aration [3]. It is also possible for ferromagnetic regions
to exist in a matrix with a canted spin structure. This is
confirmed by neutron scattering experiments in lightly
doped manganites [6]. At high temperatures the depen-
dence χ(T) (χ = σ/H is the magnetic susceptibility) for
LMO begins to depart from the Curie–Weiss law at
T < 260 K in a weak magnetic field of 20 Oe. 

Unlike the curves for LMO, the σ(H) curves for
LSMO are typical of a ferromagnet. The Curie temper-
ature of LSMO determined from the ac susceptibility
peak is 159 K. For both samples, in magnetic fields up
to 50 kOe at low temperatures differences are observed
in the magnetizations during cooling with and without
a magnetic field, i.e., indications of spin-glass behavior
are detected. These differences disappear at tempera-
tures above the structural transition temperature. Thus,
data on the dependences σ(H) for LMO and the change
in the magnetic state of the samples during cooling in a
strong magnetic field (50 kOe) indicate that the sam-
ples are magnetically heterogeneous, with LMO being
predominantly antiferromagnetic and LSMO predomi-
nantly ferromagnetic.

The room-temperature electrical resistivity ρ of the
Sr-doped crystal is an order of magnitude lower than
the crystal containing La vacancies (Fig. 2). The curves
of ρ(T) for LMO and LSMO reveal significant differ-
ences. For LMO in the temperature range 130–260 K
the curve of ρ(T) has a nonmonotonic complex profile
and increases steeply at temperatures below the struc-
tural transition temperature (Ts = 127 K). Note that the
dependence ρ(T) is accurately reproduced in repeated
measurements. The ρ(T) curve for LSMO is smoother.
The resistivity increases during cooling to TC = 159 K,
in the range 125–159 K the ρ(T) curve has a plateau,
and as the temperature drops further, the resistivity
increases again. The structural transition from the
 AND THEORETICAL PHYSICS      Vol. 90      No. 2      2000
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orthorhombic to a pseudo-cubic lattice at Ts = 100 K
introduces a significant singularity into ρ(T) against a
background of increasing resistivity, which is observed
as a narrow plateau. 

The absorption spectra of LMO and LSMO single
crystals are shown in Figs. 3 and 4. A common feature
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Fig. 3. Absorption spectra of an LMO single crystal at 80
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of the spectra is the presence of an absorption band hav-
ing a complex structure near 0.12–0.16 eV (left insets
to Figs. 3 and 4). At high energies (right inset to Fig. 3)
an absorption band at 1.75 eV is clearly observed for
LSMO. The energy of this band in LMO is clearly
lower and its intensity is higher than that in LSMO.
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(Appreciable absorption prevented us from determin-
ing the position of the band peak.)

The main difference between the spectra of the two
crystals is the different temperature variation of the
spectra in the energy range 0.2–0.8 eV. For the LMO
single crystal (Fig. 3) cooling shifts the edge of the
absorption band at approximately 1.5 eV toward higher
energies (blue shift) which is typical of ordinary semi-
conductors. The temperature dependence of the intensity
of the transmitted light (transmission) at 0.6 eV plotted
in Fig. 5 (curve 1) is monotonic. A similar dependence is
observed at all energies in the range 0.3–0.8 eV. 

The absorption of an LSMO single crystal in the
range 0.09–0.6 eV decreases during cooling from room
temperature to 180 K and then increases again as the
temperature drops further. This exchange of a blue shift
for a red one has already been observed by us [9] for
La0.9Sr0.1MnO3 single crystals. Figure 6 shows the dif-
ferences between the absorption spectra at different
temperatures and the absorption at 180 K which corre-
sponds to the minimum absorption (highest transmis-
sion) ∆K = K(T) – K (180 K). It can be seen that the largest
change in the spectra with temperature is observed at
energies around 0.35 eV and 0.13 eV. It can be postu-
lated that there is an absorption band at 0.35 eV whose
intensity has a strong nonmonotonic temperature
dependence, but this is not resolved in the spectra
because of the high absorption coefficient. An optical
conductivity band with a similar increase in intensity
below TC was observed at 0.4 eV for an La7/8Sr1/8MnO3
polycrystal [11]. We note that in [11] no data are given
on the band at energies around 0.14 eV. Figure 5 shows
temperature dependences of the transmission at 0.3 eV
without a magnetic field and in a field of 8 kOe for an
LSMO single crystal (curves 2 and 3). Unlike the
monotonic dependence of the LMO transmission, the
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Fig. 5. Temperature dependences of the transmission of
LMO single crystals at 0.6 eV (1) and LSMO single crystals
at 0.3 eV in a field of 8 kOe (3) and without a field (2).
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transmission of LSMO decreases from temperatures
slightly above TC. The magnetic field acts in the same way
as a drop in temperature, as in the case described in [9].
The strongest dependence of the transmission on the mag-
netic field is observed at the Curie temperature. The nega-
tive magnetotransmission (I(H) – I(H = 0))/I(H = 0) in a
field of 8 kOe at TC is 25%.

We shall now study the region of the low-energy
band. Figures 2a and 2b show the temperature depen-
dences of the transmission at 0.14 eV for both single
crystals compared with the temperature dependences of
the electrical resistivity. The energy 0.14 eV corre-
sponds to the region where light interacts with the car-
riers, which can be seen most clearly from the LMO
spectrum (inset to Fig. 3). For this sample the absorp-
tion band at 0.14 eV is positioned against a background
of increasing absorption with decreasing energy which
is typical of the interaction with free carriers. Note that
light begins to interact with phonons at 0.09 eV [12],
i.e., outside the range under study. The transmission of
the LMO crystal increases as the temperature drops to
approximately 150 K (slightly above TC) and then
decreases. This behavior is also observed for the trans-
mission of LSMO, which increases as far as 180 K and
then decreases. Except for a region of nonmonotonic
ρ(T), the dependences of the transmission and ρ(T) for
LSMO and LMO crystals during cooling to ~TC are
broadly similar, which is usual for semiconductors.
Below TC, however, ρ and the transmission have oppo-
site temperature dependences. 

Note that the temperature dependences of the trans-
mission at 0.14 eV (Fig. 2) and 0.3 eV (Fig. 5) for an
LSMO crystal are exactly the same. Figure 7 gives the
temperature dependence of the thermo-emf for an
LSMO single crystal. In the paramagnetic region the
positive thermo-emf increases with decreasing temper-
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Fig. 6. Differences between the absorption spectra ∆K =
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peratures.
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ature, reaches a broad maximum around 185 K, i.e.,
above TC, and then decreases again. A change in sign is
observed at 137 K. 

4. DISCUSSION

The optical conductivity (optical absorption) spectra
of transition-metal oxides have some common features. In
the middle infrared bands corresponding to localized
states, so-called middle infrared (MIR) bands, are
observed. As a result of doping with nonisovalent ions,
some redistribution of the spectral density from the
high-energy range (charge-transfer transitions) to the
low-energy range (range of MIR bands and the Drude
contribution) is observed in the optical conductivity
spectra. This is manifest most clearly in the spectra of
copper-oxide-based high-temperature superconducting
compounds [13]. Studies of lanthanum manganites
doped with various divalent ions reveal similar changes
in the spectra [8, 14]. The existence of MIR bands and
redistribution of the spectral density are common fea-
tures of strongly correlated systems [15]. Despite many
years of studying MIR bands, for example, in high-tem-
perature superconducting compounds, there is no com-
mon viewpoint on the nature of these bands. The exist-
ence of local centers at high carrier concentrations cre-
ated by doping cannot be explained using the single-
electron band model. The most acceptable methods of
solving the problems associated with the multielectron
nature of the problem are cluster methods. A polar cen-
ter phase model based on the cluster approach [16] can
successfully explain the properties of copper–oxygen
high-temperature superconductors and copper oxides.
The basic assumptions of this model can be applied to
lanthanum manganites [15].

In terms of the model [15] lanthanum manganites
are considered as unstable systems toward the dispro-
portionation reaction 

involving the formation of polar hole [Mn ]JT and

electron [Mn ]JT pseudo-Jahn–Teller centers char-
acterized by a “local boson”, i.e., a pair of electrons
bound in a completely occupied molecular shell. Tran-

sitions in the majority [Mn ]JT clusters form the fun-
damental absorption band while transitions in the hole
and electron centers correspond to the MIR bands. The
MIR bands owe their origin to the strong correlation
effect when an additional hole (electron) is introduced
into the majority cluster, which lowers the energy of a
charge-transfer transition. The energy states of the
polar centers of lanthanum manganites are determined
by the charge, spin, and orbital degrees of freedom. The

[Mn ]JT and [Mn ]JT clusters, which formally
correspond to Mn4+ and Mn2+ ions, are essentially
Jahn–Teller magnetic polarons. 

2MnO6
9–

MnO6
8–[ ] JT MnO6

10–[ ] JT+
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In this model the redistribution of the spectral
weight in the optical conductivity spectra observed as
the degree of doping increases is attributed to the for-
mation of electron and hole clusters by majority matrix
clusters. The disproportionation reaction approach has
been used by other authors, for example, to explain the
thermo-emf results in La1 – xCaxMnO3 [17] and the
simultaneous structural and metal–insulator transitions
in YNiO3 [18]. Hole and electron clusters form centers
of charge nonuniformity which can have a complex
structure and contain different numbers of clusters. The
nucleation of these clusters is caused by local potential
nonuniformities formed as a result of nonisovalent sub-
stitution or vacancy formation. The disproportionation
reaction in lanthanum manganites can be accompanied
by static or dynamic phase separation of a classical
and/or quantum nature [15].

The results present here can be explained in terms of
this model. In the spectral range under study three
absorption bands are observed. The high-energy band
with a peak at 1.75 eV in LSMO, and also present in
LMO but shifted toward lower energies, is possibly

attributed to an (Mn3+)– (Mn3+) transition between
states split by Jahn–Teller interaction. The optical tran-
sition is allowed because of the strong hybridization of
eg states with O2p states. Strontium doping suppresses
static Jahn–Teller distortions and reduces the intensity
of this band compared with that in LMO. Charge-trans-

fer transitions in Mn  clusters begin at energies
higher than 3 eV.

The MIR bands observed at 0.14 eV and 0.35 eV are
probably attributable to transitions in polar (hole and elec-
tron) centers. The difference between the local potentials
when trivalent lanthanum is replaced by divalent stron-
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Fig. 7. Temperature dependence of the thermo-emf of an
LSMO single crystal.
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tium and a triply charged lanthanum vacancy is created are
responsible for the different characteristics of the nonuni-
formity centers. As a result, the optical spectra for LMO
only contain a low-energy band (0.14 eV) whereas that for
LSMO contains both low-energy (0.14 eV) and high-
energy (0.35 eV) bands. It can be seen from Fig. 4 that
both bands in LSMO are well separated. The fact that
their intensities have the same temperature depen-
dences (Figs. 2 and 5) may indicate that they are
assigned to the same formation, charge nonuniformity
centers.

The results of studying the thermo-emf of lantha-
num manganites with a lanthanum deficit LaxMnO3
gives positive values of the thermo-emf for all values of
x [2]. For manganites doped with divalent ions the
thermo-emf can have both polarities. For our LSMO
crystal, the thermo-emf is negative in the ferromagnetic
region, as can be seen from Fig. 7. Assuming that the
polarity of the thermo-emf depends on the ratio of hole
and electron centers, a comparison of the spectra with
the thermo-emf data suggests that the low-energy band
(0.14 eV) in the absorption spectrum of both crystals is

attributed to transitions in the hole Mn  center while
the high-energy (0.35 eV) band is assigned to transi-

tions in the electron Mn  center.

It has been noted that the MIR bands in the optical
spectra of manganites can be considered to be a mani-
festation of magnetic polarons. A characteristic feature of
the spectra of semiconductors with polaron conductivity is
that phonon replicas are superposed on the “polaron”
bands. The superposition of phonon replicas on the low-
energy absorption band in LMO can be seen in the inset to
Fig. 3. In the theory of electrostatic polarons [19] the
position of the optical conductivity maximum Emax
determines the activation energy of polaron mobility
Eu, Emax = 4Eu, and the polaron binding energy Ep =
2Eu . For a polaron formed by a hole polar center, the
binding energy is approximately 0.07 eV whereas for a
polaron formed by an electron center this is –0.18 eV.
The higher binding energy of the electrostatic polaron cor-
responds to a higher-intensity optical conductivity
(absorption) band, as is observed experimentally, i.e., the
intensity of the band attributed to an electron center is sig-
nificantly higher than that assigned to a hole center.

The existence of two type of carrier, mobile holes
(of effective mass 0.6m0) and barely mobile electrons
(of mass 14m0), was established when calculating the
band structure of La0.7Ba0.3MnO3 manganites [20]. This is
consistent with data on the relatively higher binding
energy of “electron” polarons compared with “hole”
polarons. 

Note that the absence of a band corresponding to
transitions in an electron center in the LMO spectrum
does not generally imply that these centers are absent.
Optical transitions in the center may be forbidden.
A similar situation was encountered in copper oxide

O6
8–

O6
10–
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CuO, in which a transition in the Cu electron center
was only allowed in the presence of strong local distor-
tions caused by ion bombardment of the crystal [21].

The intensity of the absorption band is usually
related to the transition probability and the concentra-
tions of centers in which the transition takes place. The
increase in the intensity of the MIR bands below the
Curie temperature is evidently attributed to an increase
in the number of polarons in the charge nonuniformity
center and/or an increase in the size of this center as a
result of the polarization of the spins of nearest Mn
ions. Jung et al. [11] suggest that for an La7/8Sr1/8MnO3
sample the increase in the intensity of the optical con-
ductivity band at 0.4 eV at temperatures below TC is
caused by the crossover of a small polaron to a large
one. It should be noted that no data on the 0.4 eV band
in the paramagnetic region are given in [11]. Our data
indicate that the intensity of the MIR bands is high at
room temperature, decreases substantially as the tem-
perature drops to the Curie temperature, and then
increases steeply. In general the intensity of the polaron
absorption band reflects the conductivity in the polaron
system.

It can be seen from the inset to Fig. 3 that for LMO
the low-energy MIR band is observed against a back-
ground of increasing absorption at energies below
0.17 eV which is typical of the interaction of light with
free carriers. Formally fitting the spectrum at T = 295 K
using the Drude formula gives good agreement with the
experiment for carrier relaxation times of 5 × 10–16 cm–3.
The carrier mobility assuming equal effective mass m0
is obtained as 0.7 cm2/(V s). The existence of a Drude
contribution at room temperature and below, when the
crystal resistivity is relatively high (Fig. 2), is quite sur-
prising. The Drude contribution, a nonactivation charge
transfer process, is possibly caused by tunneling in the
polaron system, i.e., in the charge nonuniformity cen-
ters. An increase in the number of polarons should
increase the number of tunneling transitions. The tem-
perature dependence of the transmission for LMO at all
energies in the range 0.10–0.17 eV is the same as in
Fig. 2a for 0.14 eV, i.e., the transmission increases with
decreasing temperature as far as ~TC and then decreases
below TC . We can postulate that the MIR band and the
Drude contribution have the same temperature depen-
dences. Data obtained previously for La1 – xCaxMnO3
polycrystals at 0.09 eV, far from the 0.14 eV band, had
a similar transmission dependence [22]. The decrease
in the transmission below TC was attributed to an insu-
lator–metal transition and its existence in lightly doped
samples (below the percolation threshold) indicated
that this takes place in isolated regions, or droplets. It
was thus demonstrated that electronic phase separation
exists.

In the crystals studied the doping level is far from
the percolation threshold, as can be seen from the temper-
ature dependence of the electrical resistivity (Fig. 2). Cen-
ters of charge nonuniformity formed near charged

O4
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defects are distributed some distance apart in the funda-
mental matrix. This is responsible for the difference at
T < TC in the temperature dependences of the dc elec-
trical resistivity and the optical transmission measured
at 0.14 eV (Fig. 2). At temperatures above TC the
behavior of the ρ(T) curves and the transmission
broadly agrees which reflects the usual semiconducting
dependence of the resistivity of the matrix and the
charge nonuniformity centers. The decrease in the
transmission at T < TC can most likely be treated as a
manifestation of an insulator–metal transition in the
charge nonuniformity centers (metal droplets) with the
matrix remaining semiconducting. Below the structural
transition temperature the electrical resistivity of the
crystal increases more rapidly than before the transition
which is evidently caused by additional carrier local-
ization processes in the matrix, possibly as a result of
charge ordering [22]. Thus, the optical data for LMO
and LSMO crystals give an increase in the conductivity
below TC in isolated regions of the crystal, i.e., charge
nonuniformity centers, while semiconducting conduc-
tivity is conserved in the matrix, i.e., these data indicate
electronic phase separation.

The appreciable negative magnetotransmission (25%)
is the optical analog of the negative magnetoresistance and
provides additional confirmation that the absorption
bands are associated with the carrier system.

The significant nonmonotonicity of the curve ρ(T)
for LMO (Fig. 2a) at temperatures below 260 K for
which the dependence χ(T) also departs from the
Curie–Weiss law, can be explained if we assume that
this LMO crystal contains a set of charge nonunifor-
mity centers of different sizes, possessing different
electrical and magnetic characteristics, and therefore
different paramagnetic–ferromagnetic and metal–insu-
lator transition temperatures. The maximum Curie tem-
perature for homogeneous LaxMnO3 with a large La
deficit (x ≈ 0.8) is 260 K [23]. The electrical resistivity
of an LSMO single crystal is an order of magnitude
lower than that of LMO, i.e., the doping level of LSMO
is higher. The smooth ρ(T) curve clearly indicates that
as the doping level increases, approaching the percola-
tion threshold, not only does the number of charge non-
uniformity centers increase but their sizes and charac-
teristics become similar. 

Returning to the magnetic properties of these crys-
tals, we can postulate that the presence of charge non-
uniformity centers is responsible for the magnetic het-
erogeneity of lanthanum manganites. Polar centers, or
localized states, exist at low temperatures (an optical
conductivity band at 0.4 eV can be seen at 10 K [11])
and they should conserve their spin individuality to
some extent. This may well be the reason for the indi-
cations of spin glass behavior observed at low temper-
atures in lightly doped lanthanum manganites.
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
5. CONCLUSIONS
We have investigated the optical absorption spectra

and the electrical and magnetic characteristics of a
lanthanum manganite single crystal containing lan-
thanum vacancies La1 – δMnO3 and a strontium-doped
La0.9Sr0.1MnO3 single crystal. The observed charac-
teristics of the properties are explained using a model

of polar (hole [Mn ]JT and electron [Mn ]JT

pseudo-Jahn–Teller clusters which form charge non-
uniformity centers. We observed two MIR absorption
bands whose intensity exhibits a strong nonmonotonic
temperature dependence which are an optical “portrait”
of the polar centers. A comparison between the optical,
electrical, and magnetic properties of the crystals indi-
cates that below the ferromagnetic Curie temperature
an insulator–metal transition takes place in the charge
nonuniformity centers while the semiconducting con-
ductivity of the matrix is conserved. The electronic and
magnetic phase separation is attributed to the presence
of charge nonuniformity centers.
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Abstract—An effective Hamiltonian is obtained to describe the motion of a one-dimensional quantum particle
along an arbitrary plane curve. Calculations are made of the energy levels and the polarization dependence of the
electromagnetic wave absorption in a spirally rolled-up quantum well. © 2000 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The success achieved in modern nanostructure tech-
nology has made it possible to develop systems having
fairly complex geometric shapes. Typical examples are
the so-called “quantum rolls” fabricated using an orig-
inal method developed in [1, 2]. A strained structure
consisting of quantum films of various materials (such
as GaAs/InAs) curls up after being released from the
substrate as a result of the relaxation of elastic stresses,
as shown schematically in Fig. 1. The two-dimensional
electron gas in one of the layers is thus on a cylindrical
surface whose cross section is fairly accurately approx-
imated by an Archimedes spiral: ρ = Lϕ, where ρ and ϕ
are cylindrical coordinates in the plane perpendicular to
the cylinder axis z. By varying the thickness of the lay-
ers and the lattice mismatch of the initial materials, it is
possible to vary the radius of curvature of this structure
almost continuously between a few tens of angstrom
and a few micron. This system will be called a spirally
rolled-up quantum well. In the present paper we inves-
tigate its electronic properties: the energy spectrum and
the optical absorption in the infrared. We immediately
stress a characteristic feature which distinguishes this
system from planar quantum wells and nanotubes: this
system is inhomogeneous in one of the directions of the
cylindrical surface and is therefore broadly anisotropic
in the XY plane. This factor is observed in the polariza-
tion dependences of the optical absorption.

2. EFFECTIVE ONE-DIMENSIONAL 
HAMILTONIAN

Since the complete wave function depends on the z
coordinate as a plane wave, the problem reduces to the
motion of an electron in a planar spiral waveguide.
Assuming that the thickness of the initial quantum film
δ is small compared with the longitudinal de Broglie
wavelength (two-dimensional limit), we must assume
that the motion across the waveguide is fast compared
1063-7761/00/9002- $20.00 © 20397
with that along it. We shall use a well-known method of
adiabatic separation of fast and slow degrees of free-
dom and obtain an effective one-dimensional wave
equation.

We shall first consider the general problem of the
motion of a quantum particle along an arbitrary plane
curve. We write the equation for the curve in the para-
metric form:

r = r(s),

where r is the plane vector (x, y) and s is the arc length
measured from a certain initial point on the curve. We
introduce the new variables h and s instead of x and y
(Fig. 2) where h is measured along the normal to the
curve so that the unit vectors (h, s, z) form a right triplet
of vectors (eh, es, ez) = 1. The square of a length element
in the new coordinates is given by

(1)

where R(s) is the radius of curvature. The coordinates h
and s are clearly orthogonal and can be uniquely intro-
duced for fairly small h. This constraint does not play

dl2 dh2 Hs
2ds2,+=

Hs 1 h R s( ).⁄+=

Fig. 1. “Quantum roll,” spirally rolled-up film.
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any part in the following analysis since we are inter-
ested in the region 0 < h < δ (in the limit δ  0). 

We now write the Schrödinger equation in the new
variables also allowing for a homogeneous magnetic
field parallel to the axis of the cylinder. We take the
symmetric vector-potential gauge: A = [Br]/2. In terms
of the variables h, s, and z we obtain

(2)

where the dot over the vector indicates a derivative of s
and ez is the unit vector along the z axis. The condition
divA = 0 has the form

(3)

The Schrödinger equation (" = 1) has the form:

(4)

As
1
2
---Bh

1
2
---Bṙ s( ) ezr s( )[ ] ,+=

Ah
1
2
---Bṙ s( ) r s( ),⋅–=

Az 0,=

∂As

∂s
--------

Ah

R s( )
-----------+ 0.=

1
2m
------- 1

Hs

------ ∂
∂h
------ Hs

∂Ψ
∂h
-------- 

  1
Hs

------ ∂
∂s
----- 1

Hs

------∂Ψ
∂s
-------- 

 +
 
 
 

–

+
ie
mc
-------

As

Hs

------∂Ψ
∂s
-------- Ah

∂Ψ
∂h
--------+ 

  e2A2

2mc2
------------Ψ+ EΨ.=

ds

dl

dh

h

R(s)

Fig. 2.

Table 1

e
ϕmax

2π 4π 6π

e1 –0.001877 –0.007305 –0.007306

e2 0.05656 –0.00019 –0.0013

e3 0.1600 0.006223 –0.00005
JOURNAL OF EXPERIMENTAL 
At the waveguide boundaries h = 0, h = δthe wave
function vanishes: ψ(s, 0) = ψ(s, δ) = 0. In accordance
with the adiabatic approximation, we fix s and describe
the motion along the h coordinate by the wave function
of a rectangular well with solid walls (in order to elim-
inate the first derivative with respect to h this function

must be multiplied by 1/ ). We then make a gauge
transformation which can eliminate the magnetic field
in the limit δ  0. The final form of the complete
wave function is as follows:

(5)

Here we have

s0 is the arbitrary origin of the arc length and χ(s) is the
adiabatic wave function of the longitudinal motion. The
equation for this is obtained by the usual procedure:
equation (4) must be averaged over the dominant mode
of the transverse motion (with the weightings Hs). After
fairly cumbersome calculations, assuming everywhere
possible that δ = 0 we obtain:

(6)

where E|| = E –π2/2mδ2 is the energy of the longitudinal
motion.

Hence, the adiabatic potential of a one-dimensional
electron on the curve of a line corresponds to attraction
to points of maximum curvature. The magnetic field is
only in phase with the wave function, so that the energy
levels can only depend on the field for closed curves
when Ψ satisfies the periodicity condition (then the
result only contains the magnetic flux across the cir-
cuit). In particular, an electron in a spiral with free ends
does not “sense” the magnetic field perpendicular to its
plane regardless of the number of turns of the spiral (no
captured flux). 

3. NUMERICAL RESULTS 
FOR AN ARCHIMEDES SPIRAL. BOUND STATES

The compact form of equation (6) is useful for ana-
lyzing the general properties of the energy spectrum.
For instance, it is easy to establish that for an
Archimedes spiral the number of bound states is infi-
nite since the asymptotic form of the adiabatic potential
is a Coulomb one U(s  ∞) ≈ 1/16mLs. For a quan-
tum wire bent into a parabola or a hyperboloid we
obtain U ~ 1/s3 and U ~ 1/s6, respectively. 

Hs

Ψ h s,( ) 2
δ
---

1

Hs

---------- πh
δ

------ i
eBh
2c

---------- ṙ s( ) r s( )⋅–
 
 
 

expsin=

× i
e
c
-- A0 sd

s0

s

∫ χ s( ).exp

A0 As s h 0=,( ) 1
2
---Bṙ s( ) ezr s( )[ ] ,≡=

1
2m
-------d2χ

ds2
--------–

1

8mR2 s( )
---------------------χ– E||χ ,=
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However, because of the complex form of the
dependence R(s), it is more convenient to convert to a
different variable to obtain quantitative results. We
made numerical calculations of the energy levels and
waves functions for an Archimedes spiral ρ = Lϕ, intro-
ducing the polar angle ϕ as the argument of the wave
function. In the zeroth order with respect to the param-
eter δ/L the Schrödinger equation has the form

(7)

As the boundary conditions we assume that χ van-
ishes at the end points of the spiral, i.e., at ϕ = 0 and ϕ =
ϕmax; the values ϕmax = 2π, 4π, and 6π were selected.
Equation (7) was transformed to give a difference equa-
tion and the problem was reduced to finding the eigen-
values and eigenvectors of the corresponding matrix.
The bottom of the first transverse quantization subband
was taken as the energy origin [see (6)]. The values of
the first three energy levels are given in table for a spiral
with one, two, and three turns (ϕmax = 2π, 4π, and 6π). 

States localized near the beginning of the spiral have
negative energies; the number of these states naturally
increases with increasing length. For a spiral having the
minimum radius of curvature Rmin = L/2 = 50 Å the
depth of the ground level is 0.7 K. 

4. INFRARED ABSORPTION

Let us assume that an electromagnetic wave propa-
gates along the Z axis of the spiral. Transitions between
the levels obtained above are determined by the electric
field component of the wave tangent to the spiral. Quite
clearly, as a result of the nonuniformity of the system
with respect to ϕ, it is predicted that the infrared
absorption intensity will have a strong polarization
dependence. The probabilities of transitions between
the three lowest levels w12, w13, and w23 were calculated
numerically. Their dependences on the angle ϕ between
the electric vector of the wave and the X axis (i.e., the
tangent to the spiral at its beginning where ϕ = 0) are plot-
ted in Fig. 3 for a three-turn spiral. 

1

1 ϕ2+
---------------d2χ

dϕ2
--------- 2ϕ

1 ϕ2+( )2
----------------------dχ

dϕ
------ 2 9ϕ2 ϕ4+ +

4 1 ϕ2+( )3
------------------------------–+

=  2mL2E||χ εχ .≡
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Note that for each transition there is a direction of
polarization for which no absorption occurs. In classi-
cal terms this implies that the work of the external field
performed on an electron in different parts of the spiral
is compensated. 
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Abstract—In semiconductors, high-frequency conductivity is caused by polarization reversal of the collective
states of a pair of impurity atoms under the action of the random electric fields of all the impurities. A Coulomb
correlation which appreciably increases the conductivity is established as a result of the statistical distribution
of the particles over four levels of the diatomic system. The relaxation absorption and the permittivity of the
entire pair system are calculated allowing for these statistics. © 2000 MAIK “Nauka/Interperiodica”.
At low temperatures, a semiconductor containing
donor and acceptor impurities is a disordered system in
which all the electronic states are localized. Drift of
electrons from majority to minority carriers creates
empty sites among the majority carriers to which elec-
trons hop from occupied majority impurities. In this
way hopping conduction takes place in compensated
semiconductors. In a static electric field an electron can
cover macroscopic distances, having made a large num-
ber of hops. This is only possible when an enormous
cluster of mutually bound states is formed in the sys-
tem. If the electric field varies harmonically with time
at high frequency ω, the analysis can be confined to a
single electron hop over a distance considerably greater
than the hopping length in a static field. At this hopping
distance a dipole moment appears, which varies in
phase with the alternating electric field which excites it.
The polarization of the entire sample is produced by the
additive contribution of all the pairs. Allowance for
relaxation processes leads to some delay of this polar-
ization relative to the alternating field and thus leads to
absorption of this field. The theory of this relaxation
absorption developed in the sixties was reviewed by
Éfros and Shklovskiœ [1].

An electron situated in a charge state at an isolated
pair is exposed to the action of random electric fields
from other impurities, so that this electron has a large
energy spread. An electron positioned at a site having
the coordinate r1 has the energy φ1 and an electron with
the coordinate r2 has the energy φ2. These energies vary
widely and differ from one another. In addition, there is
the overlap energy of the states which, at large dis-
tances, depends exponentially on the distance between
the atoms in the pair r = r1 – r2, r = |r |:

J(r) = Jexp(–r/a), (1)

where a is the radius of the localized state. If both sites
having the coordinates r1 and r2 are charged, we should
1063-7761/00/9002- $20.00 © 20400
have Coulomb repulsion. The complete Hamiltonian of
the system has the form

(2)

where a1 and a2 are the electron annihilation operators

at points 1 and 2,  and  are the electron creation
operators at these points, and k is the permittivity of the
semiconductor. 

We know that the Hamiltonian without the last term
is diagonalized by the linear transformation

(3)

as a result of which we obtain the mixed energies of the
single-electron states:

(4)

Applying the transformation (3) to the complete Hamil-
tonian (2) shows that this is also diagonalized and has
the simple form: 

(5)

Éfros and Shklovskiœ drew attention to the fact that
the Hamiltonian (5) has four energy levels: the single-
electron levels (4) are supplemented by a zero level
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with no electrons and a two-electron level having the
energy 

(6)

In order to find the equilibrium statistical distribution of
a diatomic system, we require all the energy levels.
According to [2], the equilibrium occupation numbers

 are given by

(7)

Here µ is the chemical potential of the electron system
and T is the temperature in energy units. The normal-
ization factor A is given by 

(8)

As the frequency increases, relaxation absorption is
supplemented by another absorption process, i.e., reso-
nant absorption caused by the transition of an electron
between levels having the energies E1 and E2 provided
that

E2 – E1 = "ω. (9)

The concept of a Coulomb correlation was encountered
in the resonant absorption theory developed by Shk-
lovskiœ and Éfros [2]. The Coulomb correlation is a sta-
tistical effect and may be perceived in formulas (7) and
(8). Since the energy E3 is increased as a result of the
Coulomb repulsion energy, this reduces the occupation
probability n3. As a result of the common normalization
factor, the occupation numbers n1, 2 are higher than the
occupation numbers of a four-level system of
uncharged particles. This is the Coulomb correlation.
Note that the indirect influence of the Coulomb repul-
sion of two electrons on the occupation numbers of the
single-electron states in which no direct Coulomb inter-
action takes place, is manifest in the Coulomb correla-
tion. 

The resonant absorption is proportional to the dif-

ference between the occupation numbers  – . Tak-
ing into account (9), this difference may be assumed to
depend only on one energy E1:

(10)
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At low temperatures we find "ω > T, n2 = 0, and the
occupation number n1 differs appreciably from the sin-
gle-particle Fermi distribution: this number is one for
energies E1 between µ and µ – e2/(kr) – "ω and zero
outside this interval. Thus, the Coulomb correlation
determines the energy interval e2/(kr) which contrib-
utes to the resonant absorption and may appreciably
exceed the energy interval of the order "ω used in the
theory, which neglects the Coulomb correlation [2]. 

The Coulomb correlation significantly increases the
magnitude of the relaxation absorption. However, no
systematic theory of the relaxation absorption of a four-
level system has yet been constructed. The aim of the
present study is to construct such a theory in order to
correct some of the results of the earlier two-level the-
ory [1], particularly for high frequencies. Calculations
of the contribution of soft pairs to the permittivity will
also be presented.

An external alternating electric field E(t) can be
incorporated very easily in the Hamiltonian (2). To do
this we replace the energy φi by ψi = φi – eE(t) · ri in
expression (2), we then diagonalize and obtain the
energies  in which φi is replaced by ψi, which takes
into account the influence of the electric field on the
energy levels of a soft pair. The nonequilibrium occu-
pation numbers are determined by the kinetic equa-
tions, in which we only allow for transitions within a
single pair:

(12)

The transition probabilities are determined by the inter-
action of localized electrons with phonons [3]:

(13)

N(E) = [exp(E/T) – 1]–1 is the Planck distribution func-
tion and the probability νph and the exponent s are
determined by the electron–phonon coupling mecha-
nism (s = 1 for the deformation mechanism and s = –1
for the piezoelectric mechanism) [3]. The transition
probabilities are necessarily proportional to the square
of the overlap integral so that the transition probability
has an exponential dependence on the coordinates
which is written explicitly by us in formula (13). The
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time dependence of the occupation numbers ni(t) is

determined by the dependence of the energies  on the
electric field.

We shall solve a linear problem for the electric field
so that we can take this in the complex form E(t) =
Eexp(–iωt). Linearizing the equations (12) for δni =

ni(t) –  we obtain

(14)

The denominator (14) contains the total relaxation time
of both levels which is the characteristic frequency dis-
persion of the occupation numbers. 

The total dipole moment of the pair d, nonlinearized
with respect to the electric field, is given by

(15)

The second factor in this formula is associated with the
difference between the nodal states and the electron

states in the pair. It is equal to , and is the projec-

tion of the pair states on the nodal states, where  is the
angle [see formula (3)] which depends on the total
energies  and thus on the electric field. 

When the dipole moment is linearized, two terms
appear. The first, “equilibrium” term appears when the
second factor in formula (15) is linearized and we keep
the occupation numbers in it in equilibrium. In the sec-
ond, “nonequilibrium” term we only allow for the elec-
tric field in the nonequilibrium occupation numbers. In
order to find the electric current, we must differentiate
the dipole moment with respect to time which, for us, is
equivalent to multiplying (15) by –iω. Average expres-
sions for the complex dipole moment and electric cur-
rent are obtained after multiplying the individual con-
tribution of a single pair by the density of states of the
random energies g(φ1) and g(φ2) and integrating over all
values of the random energies and over all coordinates.
The real part of the electric current determines the elec-
trical conductivity and the real part of the dipole
moment determines the dielectric susceptibility and the
imaginary part of the electrical conductivity which dif-
fers from this by the factor ω. The equilibrium term
only contributes to the susceptibility. In the simple
model of an amorphous semiconductor [1] the density
of states is constant.
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The complete electrical conductivity σ of the soft
pairs is given by

(16)

Here d is the spacial dimension (2 or 3). 
Formula (16) for the high-frequency electrical con-

ductivity is transformed differently for relatively low or
high frequencies since in each case different spacings
between the particles forming the soft pair are signifi-
cant in the integral. For low frequencies the dependence
on the spacings is determined by the relaxation denom-
inator which isolates the characteristic spacings 

The other coordinate dependence in the integrand asso-
ciated with the overlap energy can be neglected. Hence,
the classical case of low frequencies is determined by
the inequalities

(17)

Converting from the energies φito the sum and differ-
ence variables, we can easily take the integral over the
sum variable. For d = 2 the electrical conductivity is
given by

(18)

Here we have β = exp[–e2/krT]. Now to within logarith-
mic accuracy we take the integral over the coordinate:

(19)

Here we have βω = β(rω). For d = 3 the expression con-
tains the additional factor 4rω /3. The function in the
integrand in (19) is the energy distribution function in
the subsystem of two single-particle levels belonging to
a four-level system. In the studies made by Efros [1, 4]
this function was taken from the theory of two-level
systems with a single electron and the author attempted
to find the number of these, allowing partly for the
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existence of four levels. As a result, an expression was
put forward for the distribution function

(20)

which differs from expression (19). However, in the
most interesting case of a strong Coulomb correlation 

these expressions are functionally the same and only
differ by a factor of two. The electrical conductivity is
given by

(21)

At high temperatures when the Coulomb correlation is
insignificant we have

(22)

Formula (19) describes a gradual change in the fre-
quency dependence from (21) to (22).

We shall now analyze the quantum case achieved
when the inequality the opposite of the second inequal-
ity from (17) is satisfied. In this case, the relaxation
time in the denominator can be neglected so that the
electrical conductivity becomes independent of fre-
quency. The integral over the coordinates is now deter-
mined by the coordinate dependence of the overlap
energy which over distances rT = aln(2J/T) decreases to
levels of the order of T. Pairs having a shoulder of the
order of rT are soft and their contribution to the high-
frequency electrical conductivity is summed.

The electrical conductivity depends on the electron–
phonon interaction mechanism. We consider the case
d = 2; for d = 3 we need to add the corresponding factor
4rT/3. When the Coulomb correlation is significant,
e2/krT @ T,

(23)

and when the Coulomb correlation is insignificant we
have

(24)

In the two-dimensional case the soft pairs interact
with each other and it is meaningful to calculate their
nonequilibrium contribution to the dielectric suscepti-
bility or the proportional imaginary electrical conduc-
tivity. However, in the quantum case the imaginary
electrical conductivity is much smaller than the real
part so that this calculation is only made in the classical
case. We note a difference in the calculations of the real
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and imaginary parts of the nonequilibrium electrical
conductivity. For the imaginary electrical conductivity
the integral over the coordinates is logarithimically
large. However, since this is the integral of the power of
the logarithm, apart from the large logarithmic factor
the denominator also contains a number equal to the
power of rω which appears in the result. This substan-
tially reduces the final expression. In the Éfros article
[4] this factor was omitted in the calculations of the
imaginary part of the electrical conductivity. If the Cou-
lomb correlation is significant we have

(25)

In this same article [4] Éfros attempted to allow for
both the Coulomb correlation and the Coulomb gap in
the density of single-particle states. In our view, this is
not necessary. Using two-particle statistics shows that
the electrical conduction process is collective and all
the Coulomb interaction is taken into account in the
distribution (7). The single-particle Coulomb gap has
no relevance to this process.

Finally we consider the equilibrium dipole moment
and the related imaginary part of the electrical conduc-
tivity. This dipole moment is not associated with relax-
ation and has no analog in the real part of the electrical
conductivity. In this case, the integral over the coordi-
nates may be determined by the overlap energy and
therefore by the distance rT. It is calculated as in the
quantum case of electrical conduction. If the Coulomb
correlation is significant, this part of the imaginary
electrical conductivity given by

(26)

is added as a term to the imaginary part of the electrical
conductivity (25) and its value is completely compara-
ble to this. 
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Abstract—Experimental estimates are made of absorption cross sections for forbidden optical transitions from
the ground state to long-lived excited states of P, As, Sb, In, and Ga impurities in silicon and Te impurities in
gallium phosphide. The results can be used to predict the possibility of long-wavelength stimulated emission
being excited as a result of the population inversion of long-lived impurity states in these materials. © 2000
MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In a series of studies (see [1, 2] and the literature
cited therein) the present authors have established that
in semiconductors having a complex band structure
(diamond, silicon, germanium, and gallium phosphide)
some simple donor and acceptor impurities have deep
excited states in which the lifetimes τ* of electrons and
holes are many orders of magnitude greater than the
free carrier lifetimes τ. These states are split off from
the ground states by valley–orbit or spin–orbit interac-
tions and have the same parity as the impurity ground
states. Hence, dipole optical transitions between long-
lived excited and ground states (1, 2, and 5 in Fig. 1) are
forbidden. When semiconductors doped with these
impurities are subjected to impurity photoexcitation,
carriers accumulate in long-lived excited states during
the cascade relaxation process. In silicon at low tem-
peratures a significant buildup of carriers occurs, even
under the action of the room-temperature background
radiation present in optical experiments. In particular,
the filling of excited states with this background leads
to the appearance of long-wavelength absorption bands
attributed to their photoionization (transitions 3, 4, and
6 in Fig. 1). It is predicted that the long lifetimes τ* ~
10–3 s in silicon and GaP can be used to achieve popu-
lation inversion of long-lived states and to excite stim-
ulated infrared emission. However, an important factor
here is that the probabilities of radiative transitions
from these states to the ground state are not too low.
These probabilities can be estimated from the optical
absorption cross sections σ for transitions from the
ground to split-off states. This cross section is only
known for Bi donor impurities in silicon (σ ~ 10–16 cm2

[3]) for which no electrons accumulate in long-lived
excited states [1]. The present study shows that for
other impurities the absorption cross sections for for-
bidden transitions were considerably lower. 
1063-7761/00/9002- $20.00 © 20404
2. EXPERIMENT

Absorption was studied using an LAFS-1000 Fou-
rier spectrometer. The samples were placed in the
helium bath of a cryostat with silicon windows. The
transmission spectra were recorded using photoresis-
tors positioned behind the samples in the cryostat. The
absorption coefficient k was determined by normalizing
the transmission spectra to the photodetector response
spectra and the sample thickness. We used Ge photode-
tectors doped with Sb or Zn, or an Si photodetector
doped with B which possessed high sensitivity in the
9−40, 32–50, and 45–70 meV ranges, respectively. We
note that the results show good agreement in the
regions where the sensitivities of the various photode-
tectors overlap. The intensity of the room-temperature
background radiation passing through the cryostat win-
dows and reaching the samples and the photodetectors
was much higher than the intensity of the spectrometer
radiation. Thus, the background determined the con-
centrations of nonequilibrium carriers in different
states and this caused additional absorption. The

1 2

3 4 5

6

C

1S(É8)

1S(É7)
1S(É3)
1S(É5)

1S(É1)

V
Fig. 1. Optical transitions involving long-lived excited
states in semiconductors with a complex band structure.
Excitation of electrons from the 1S(Γ1) donor ground state
to the following states: 1—1S(Γ5), 2—1S(Γ3); to the con-
duction band C from the states: 3—11S(Γ5), 4—1S(Γ3).
Excitation of holes from the acceptor ground state 1S(Γ8) to
state 5—1S(Γ7); 6—from the 1S(Γ7) state to the valence
band V.
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absorption cross sections for some impurities could
only be determined in highly doped (~1017 cm–3) crys-
tals using samples 1–4 cm thick. 

3. RESULTS AND DISCUSSION

Figure 2 gives spectral dependences of the absorp-
tion coefficient k of silicon doped with P and As donor
impurities. Also plotted are results for Bi impurities
from [3]. It can be seen that the spectra exhibit sharp
peaks at 11.7 and 12.8 meV for P impurities and at 21.1
and 22.5 meV for As impurities. These values corre-
sponds to the energies of forbidden optical transitions
from the nondegenerate ground state of the donors
1S(Γ1) to the triply degenerate 1S(Γ5) and doubly
degenerate 1S(Γ3) excited states split off by valley–
orbit interaction [4]. The absorption cross sections σ
determined from Fig. 2 for transitions between the
1S(Γ1)) and 1S(Γ5) states are 10–18 and 2.5 × 10–18 cm2,
respectively, for P and As impurities. It can also be seen
from Fig. 2 that the spectrum of silicon doped with a
lower concentration of As has a stepped absorption
band in the energy range 32–38 meV, which corre-
sponds to the ionization of long-lived excited states
filled with background radiation (transitions 3 and 4 in
Fig. 1 [1]). At high concentrations the absorption in this
band becomes too strong and only the initial part of this
step can be recorded. In the long-wavelength part of the
spectrum Fig. 2 also shows additional absorption which
depends weakly on energy and is evidently attributable
to the formation of D– centers [5]. We were unable to
determine the cross section σ for Sb because of the lack
of sufficiently large silicon samples highly doped with
this impurity. The spectra of the samples investigated
revealed no significant characteristics higher than the
noise level in the 9–13 meV range which corresponds
to the predicted energy of the forbidden transitions for
Sb impurities. From this it follows that σ does not
exceed 10–18 cm2. 

These results show that the intracenter absorption
cross sections for forbidden transitions of P, As, and Bi
donor impurities in silicon increase substantially as the
valley–orbit splitting of the 1S state increases. The
magnitude of this splitting is related to the difference
between the real potential of the donor impurity and the
potential of a point electric charge. This difference par-
tially lifts the degeneracy of the 1S state and possibly
determines the contribution of weak interactions
accompanied by emission for which, unlike dipole
interactions, parity-conserving optical electronic tran-
sitions are allowed.

The forbidden optical absorption cross sections for
transitions in silicon from the doubly degenerate accep-
tor ground state 1S(Γ8) to the long-lived nondegenerate
excited state 1S(Γ7) split off by spin–orbit interaction
were substantially lower than those for donors. For B
acceptor impurities, the energy for excitation of a hole
to this state and its ionization energy are almost the
same (23 meV [1, 4]). Thus, it is impossible to isolate
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
the contribution of selective excitation against the
strong absorption background caused by the ionization
of an excited state filled by the background. Figure 3
shows the absorption spectra of silicon doped with In
and Ga. In the case of In, according to [6], absorption
associated with a forbidden transition should be pre-
dicted at energies of 43–44 meV. However, no signifi-
cant characteristics appear in this spectral range. From
this it follows that the forbidden transition cross section
for In impurities does not exceed 10–18 cm2. For Ga
impurities in silicon the energy position of the 1S(Γ7)
level is unknown although it may be estimated from

1.5
k, cm–1

10

1.0

0.5

0
20 30 40

hv, meV

1

3

2

4

Fig. 2. Spectral dependences of the absorption coefficients k
of silicon doped with various concentrations of donors: 1—
P, N = 8 × 1016 cm–3; 2—As, N = 5 × 1016 cm–3; 3—As,
N = 2 × 1017 cm–3; 4—Bi, N = 1016 cm–3 (from [3]).
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50

Fig. 3. Spectral dependences of the absorption coefficients k
of silicon doped with various concentrations N of acceptors:
1—In, N = 7 × 1016 cm–3; 2—Ga, N = 2 × 1017 cm–3.
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Fig. 3. In fact, Fig. 3 shows a stepped absorption band
which begins at around 48 meV. This absorption known
for various other impurities in silicon [1] is naturally
attributed to ionization of the 1S(Γ7) state (transitions 6
in Fig. 1) filled with background radiation. Note that
unlike B and In, for Ga impurities in silicon the long-
lived excited state is not observed in the microwave
hopping photoconductivity [1]. An appreciable buildup
of holes in this state is impeded by the rapid relaxation
of the excitation as a result of the emission of an optical
phonon whose energy is close to that of the higher 2Γ8
state [4]. Nevertheless, some relatively weak filling of
the 1S(Γ7) state may occur as a result of the cascade
relaxation of the excitation. Then, since the energies of
the Ga ground state (74 meV [4]) and the edge of the
absorption step (48 meV) are known, the appearance of
forbidden absorption should be predicted at around
26 meV. It can be seen from Fig. 3 that no significant
characteristics are observed in this spectral range. From
this we can conclude that for Ga impurities in silicon
σ < 10–18 cm2.

The energy spectrum of Te donor impurities in GaP
has been investigated in various studies (see [7] and the
literature cited therein). This spectrum is similar to the
spectrum of simple donors in silicon although the
strong lattice absorption, including bands of residual
radiation in the range 40–50 meV [8], makes it very diffi-
cult to obtain reliable results. According to [7], the ioniza-
tion energy of the 1S(Γ1) ground state is 90.5 meV and the
1S(Γ3) excited state is split off from the ground state by
40.7 meV, i.e., it falls within the region of strong lattice
absorption. A state having this energy can hardly be
long-lived since it can undergo rapid relaxation as a
result of optical phonon emission. The 1S(Γ5) state can
be long-lived (τ* = 8 ms [2]) if its excitation energy lies

hv, meV

k, cm–1

2420 28 32 36 40
0

10

20

30

40

1

2

Fig. 4. Spectral dependence of the absorption coefficient k
of gallium phosphide doped with Te to a concentration of
4 × 1017 cm–3. The photoresistors used for recording were:
1—Ge[Sb]; 2—Ge[Zn].
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outside the region of the residual radiation. Figure 4
gives the spectral dependence of the absorption coeffi-
cient of a 0.375 mm thick GaP wafer doped with Te. At
35.1 meV the spectrum exhibits a characteristic peak
which can naturally be assigned to a transition from the
ground to the 1S(Γ5) excited state. The absorption cross
section corresponding to this cross section is then close
to 1.5 × 10–17 cm2. It can also be seen from Fig. 4 that
this peak is observed against a background of strong
continuous absorption which can probably be attrib-
uted to the excitation of short-wavelength acoustic
phonons [3]. This factor may prove an obstacle for the
amplification of stimulated emission.

4. CONCLUSIONS
These experimental results can be used to assess the

possibility of exciting stimulated infrared emission as a
result of the population inversion of long-lived excited
states. Silicon highly doped with As may prove the
most useful material since the forbidden selective
absorption in this material has a comparatively high
intensity and substantially exceeds the background
(Fig. 2). Estimates made using the well-known Einstein
relationships show that the radiative lifetime of the
1S(Γ5) excited state may be close to 1 s (for τ* ~ 0.5 ms
[1]) and the active-medium gain for a population inver-
sion of 1017 cm–3 is of the order of 0.1 cm–1. For a radi-
ation quantum yield of around 10–3 it is quite possible
for long-wavelength stimulated infrared emission to be
excited in high-Q resonators. 
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