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#### Abstract

The interaction of a two-level atom with two light pulses which have different carrier frequencies and propagate in opposite directions is studied in the adiabatic approximation. It is shown that when there is a delay between the light pulses, the momentum of the atom changes, as a result of the interaction with the laser field, by a definite amount that depends on the amplitude of the light pulses and on the difference of their carrier frequencies. It is predicted that the momentum transfer to the atom is a step function of the amplitude of the light pulses. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The mechanical action of light fields on atoms has been under study, theoretically and experimentally, for many years. An important example is the scattering of atoms by a standing wave [1-4], which an atom incident on a laser beam in a direction normal to the beam "sees" as two oppositely propagating light pulses with the same carrier frequency and the same amplitude, interacting simultaneously with the atom. During the period of time when the energy of the translational motion of the atom in the direction of propagation of the pulses can be neglected compared with the atomfield interaction energy (Raman-Nata approximation), the rms momentum transfer to the atom grows linearly with time, and the average momentum transfer to the atom is zero. The introduction of a time delay between the pulses causes the scattering of the atoms to become asymmetric due to the formation of a coherent superposition of the ground and excited states by the field of one of the traveling waves and subsequent scattering of atoms with simultaneous interaction with the field of the two oppositely propagating waves [5-7]. The average momentum transfer is no longer zero and is directly proportional to the interaction time. The rms deviation of the momentum transfer to the atom from the average value also increases linearly. On the other hand, the effect of the radiation spectrum on the interaction of an atom with a field has been studied for a long time for bichromatic fields [8-12]. Specifically, it has been shown that the force acting on an atom in a bichromatic field of two standing waves, which can be treated as two oppositely propagating bichromatic waves with the same amplitude, can be much greater than the force due to the light pressure acting on an atom in a single traveling wave [13-19].

In the present paper, the characteristic features of the scattering of atoms in the field of oppositely propa-
gating light pulses with a time delay between the onset of their interaction with the atom are studied for the case where the carrier frequencies of the pulses are different. The delay together with the difference of the carrier frequencies of the pulses qualitatively change the picture of the scattering. The parameters of the laser radiation can be chosen so that for a certain interaction time of the atom interacting with a bichromatic field the average momentum transferred to the atom is essentially independent of the duration of the light pulses, and the rms deviation of the momentum transferred to the atom from the average value approaches zero. In this case, varying the parameters of the laser radiation over quite wide limits has no effect on the result of the interaction of an atom with the field.

## 2. BASIC EQUATIONS

We shall assume that the light pulses are so short that the spontaneous radiation during the interaction of an atom with the light can be neglected. The Schrödinger equation describing in this case the interaction of a two-level atom with an electromagnetic wave has the form

$$
\begin{equation*}
i \hbar \frac{\partial \Psi}{\partial t}=\left(H_{0}-\hat{\mathbf{d}} \cdot \mathbf{E}\right) \Psi \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
H_{0}=\frac{\hat{\mathbf{p}}^{2}}{2 M}+\hbar \omega_{0}|e\rangle\langle e|, \tag{2}
\end{equation*}
$$

$\hat{\mathbf{p}}$ is the momentum operator of the atom, $\hbar \omega_{0}$ is the eigenvalue of the Hamiltonian of a stationary atom in the absence of the light fields and corresponding to the excited state $|e\rangle$ of the atom (we assume the eigenvalue corresponding to the ground state $|g\rangle$ is zero), $\hat{\mathbf{d}}$ is the
dipole-moment operator, and $\mathbf{E}$ is the total intensity of the electric field due to the light pulses. For the present case of light pulses propagating in opposite directions

$$
\begin{gather*}
\mathbf{E}=E_{1}(t) \mathbf{e}_{1} \cos \left(\omega_{1} t-k_{1} z+\varphi_{1}\right) \\
+E_{2}(t) \mathbf{e}_{2} \cos \left(\omega_{2} t+k_{2} z+\varphi_{2}\right), \tag{3}
\end{gather*}
$$

where $\mathbf{e}_{i}$ are unit vectors in the direction of the field intensities of the light pulses, $E_{i}(t)$ describe the time dependences of the envelopes of the intensities of the light fields of the pulses, $\omega_{i}$ and $k_{i}$ are the carrier frequencies and wave vectors of the light pulses, and $\varphi_{i}$ are their initial phases. Both initial phases can be reduced
to zero by choosing an appropriate reference point for time and the coordinates, and in what follows we shall set $\varphi_{1}=\varphi_{2}=0$.

We represent the wave function in the coordinate representation in the form

$$
\begin{equation*}
\Psi=c_{e}(z, t) \exp \left(-i \omega_{0} t\right)|e\rangle+c_{g}(z, t)|g\rangle \tag{4}
\end{equation*}
$$

Substituting expressions (3) and (4) into equation (1), we find in the rotating-wave approximation equations for $c_{g}(z, t)$ and $c_{e}(z, t)$ which in the limit $M \longrightarrow \infty$ are identical to the equations ordinarily used for analyzing the interaction of a two-level atom with a bichromatic field [8]:

$$
i \hbar \frac{\partial}{\partial t}\left[\begin{array}{l}
c_{g}  \tag{5}\\
c_{e}
\end{array}\right]=\frac{\hbar}{2}\left[\begin{array}{cc}
-\frac{\hbar}{M} \frac{\partial^{2}}{\partial z^{2}} & V_{1} \exp \left(i \eta_{1}\right)+V_{2} \exp \left(i \eta_{2}\right) \\
V_{1} \exp \left(-i \eta_{1}\right)+V_{2} \exp \left(-i \eta_{2}\right) & -\frac{\hbar}{M} \frac{\partial^{2}}{\partial z^{2}}
\end{array}\right]\left[\begin{array}{l}
c_{g} \\
c_{e}
\end{array}\right] \text {, }
$$

where $M$ is the mass of an atom, $\eta_{1}=\omega_{1} t-\omega_{0} t-k_{1} z$, $\eta_{2}=\omega_{2} t-\omega_{0} t-k_{2} z$, and the matrix elements of the operator corresponding to the interaction of the atom with the field of each of the light pulses are determined by the relations

$$
\begin{align*}
& \hbar V_{1}=-\langle g| \hat{\mathbf{d}} \cdot \mathbf{e}_{1}|e\rangle E_{1}, \\
& \hbar V_{2}=-\langle g| \hat{\mathbf{d}} \cdot \mathbf{e}_{2}|e\rangle E_{2} . \tag{6}
\end{align*}
$$

As usual, we assume the matrix elements of the dipole moment to be real. In equation (5) and below, the arguments denoting the dependence of the quantities on the time $t$ and on $z$ are omitted in order to simplify the equations.

It is well known [3] that the observation of the scattering of an atomic beam cannot give information about the degree of coherence of the plane waves describing the atomic ensemble. The quantities observed in the scattering of an atomic beam can be obtained by solving the problem of scattering of a plane wave and then averaging the result obtained over the angular distribution of the plane waves. For this reason, we shall assume in what follows that the atomic beam prior to the interaction with the light is a plane wave. Without loss of generality, on the basis of the approximation employed we shall also assume that the velocity of the atoms before the interaction with light is directed perpendicular to the $z$ axis. In addition, since $\left|\omega_{1}-\omega_{2}\right| \lessdot$ $\omega_{0}$, we shall neglect the difference between $k_{1}$ and $k_{2}$, and we shall set $k_{1}=k_{2}=k$.

We now represent $c_{g}$ and $c_{e}$ in the form

$$
\begin{align*}
& c_{g}=\sum_{n=-\infty}^{\infty} b_{g, n} \exp \left(\frac{i}{2}(\Delta t-n \delta t)\right)\langle z \mid n\rangle,  \tag{7}\\
& c_{e}=\sum_{n=-\infty}^{\infty} b_{e, n} \exp \left(-\frac{i}{2}(\Delta t+n \delta t)\right)\langle z \mid n\rangle,
\end{align*}
$$

where $\langle z \mid n\rangle=\exp ($ inkz $)$ is an eigenfunction in the coordinate representation of the $z$ component of the momentum of the atom, a multiple of $n \hbar k$,

$$
\begin{equation*}
\delta=\omega_{1}-\omega_{2}, \quad \Delta=\frac{1}{2}\left(\omega_{1}+\omega_{2}\right)-\omega_{0} . \tag{8}
\end{equation*}
$$

The time-dependent phases in equation (7), which are not important for determining the probabilities $\left|b_{g, n}\right|^{2}$ and $\left|b_{e, n}\right|^{2}$ of finding the atom in the states $|g, n\rangle=|g\rangle \otimes|n\rangle$ and $|e, n\rangle=|e\rangle \otimes|n\rangle$, are introduced so that the following equations obtained for $b_{g, n}$ and $b_{e, n}$ by substituting expressions (7) into equation (5):

$$
\begin{align*}
& i \frac{\partial}{\partial t} b_{g, n}=\frac{1}{2}\left(2 n^{2} \delta_{\mathrm{rec}}+\Delta-n \delta\right) b_{g, n} \\
& \quad+\frac{1}{2}\left(V_{1} b_{e, n+1}+V_{2} b_{e, n-1}\right), \\
& i \frac{\partial}{\partial t} b_{e, n}=\frac{1}{2}\left(2 n^{2} \delta_{\mathrm{rec}}-\Delta-n \delta\right) b_{e, n}  \tag{9}\\
& \quad+\frac{1}{2}\left(V_{1} b_{g, n-1}+V_{2} b_{g, n+1}\right),
\end{align*}
$$

where $\delta_{\text {rec }}=\hbar k^{2} /(2 M)$, would contain on the right-hand sides only coefficients that vary slowly with time.

It follows from equation (9) that $b_{g, n}$ with even values of $n$ are coupled with $b_{e, n}$ with odd values of $n$ and vice versa. Since the initial conditions are $b_{g, n}=\delta_{n 0}$ and $b_{e, n}=0$ (we assume that before interacting with the field the atom is in the ground state), we can see that only $b_{g, n}$ with even $n$ and $b_{e, n}$ with odd $n$ can be different from zero. Thus, the wave function in the momentum representation can be given by a quantity $B_{n}$, which has only one index, that is the same as $b_{g, n}$ if $n$ is even and $b_{e, n}$ if $n$ is odd. In this notation the Schrödinger equation (9) has the form

$$
\begin{equation*}
i \hbar \frac{\partial}{\partial t} B_{n}=\sum_{m} H_{n, j} B_{j} \tag{10}
\end{equation*}
$$

The nonzero matrix elements of the Hamiltonian $H$ are

$$
\begin{align*}
& H_{n, n}= \frac{\hbar}{2}\left[2 n^{2} \delta_{\mathrm{rec}}+s(n) \Delta-n \delta\right] \\
& H_{n, n+s(n)}=  \tag{11}\\
& H_{n, n-s(n)}= \frac{\hbar}{2} V_{1} \\
&
\end{align*}
$$

where $s(n)=(-1)^{n}$.
In what follows, we shall consider the case $\delta \gg \delta_{\text {rec }}$ and neglect, almost everywhere, the term describing the kinetic energy in the Hamiltonian (the Raman-Nata approximation).

## 3. EXAMPLE OF THE NUMERICAL SOLUTION OF THE EQUATIONS

Equations (10) couple all probability amplitudes for finding an atom in the states $|g, 2 j\rangle$ and $|e,(2 n+1)\rangle$, where $j$ and $n$ are arbitrary integers, and it is natural to expect that after interacting with both light pulses the atom will be in a superposition of states with different $z$ components of the momentum. An example of the numerical solution of these equations which is presented in Fig. 1 shows that this is not always so. The figure shows the time dependences of the average $z$ component of the momentum of the atom

$$
\begin{equation*}
p=\hbar k \sum_{n} n\left|B_{n}\right|^{2} \tag{12}
\end{equation*}
$$

the rms deviation of the $z$ component of the momentum of the atom from the average value,

$$
\begin{equation*}
\Delta p=\hbar k \sqrt{\sum_{n} n^{2}\left|B_{n}\right|^{2}-p^{2}} \tag{13}
\end{equation*}
$$



Fig. 1. Time dependences of (a) the average value of the $z$ component of the momentum $p$ of the atom (solid curves), the rms deviation of the momentum from the average value $\Delta p$ (dotted curves) in units of $\hbar k$ and (b) the populations of the ground state $n_{g}$ for the interaction of atoms with light pulses with the shape (15) for $\delta \tau=25$ (curves 1,2 ), $\delta \tau=200$ (curves 3,4 ). The delay between the pulses is $t_{d}=0.35 \tau$, the maximum value of the Rabi frequencies of the light pulses is $V_{01}=V_{02}=2.4 \delta, \Delta=0, \delta_{\text {rec }}=0$.
and the populations of the states $|g\rangle$ and $|e\rangle$,

$$
\begin{equation*}
n_{g}=\sum_{m=-\infty}^{\infty}\left|B_{2 m}\right|^{2}, \quad n_{e}=\sum_{m=-\infty}^{\infty}\left|B_{2 m+1}\right|^{2} \tag{14}
\end{equation*}
$$

for an atom interacting with oppositely propagating light pulses for short and long atom-field interaction times. The time dependences of the envelopes of the electric-field intensities of the pulses are described by the expressions

$$
\begin{align*}
& V_{1}=V_{01} F\left(\frac{t-t_{d} / 2}{\tau}\right)  \tag{15}\\
& V_{2}=V_{02} F\left(\frac{t+t_{d} / 2}{\tau}\right)
\end{align*}
$$

where $\tau$ is the pulse duration, $t_{d}$ is the delay between the pulses, and

$$
F(x)=\left\{\begin{array}{l}
\cos ^{2}(\pi x), \quad-1 / 2 \leq x \leq 1 / 2  \tag{16}\\
0, \quad x \leq-1 / 2, \quad x \geq 1 / 2
\end{array}\right.
$$

The fact that after a prolonged interaction with the field ( $\delta \tau \gg 1$ ) the quantity $\Delta p$ approaches zero indicates almost complete transfer of the population from the initial state $|g, 0\rangle$ of the atom into a state with a precisely determined $z$ component of the momentum, in this case $|g, 4\rangle$. The time dependences of the population of the state $|g\rangle$ for various values of $\delta \tau$ also indicate that as $\delta \tau$ increases, the solutions of equations (10) approach a limit. Numerical calculations for large $\delta \tau$ give virtually the same dependences $p(t), \Delta p(t)$, and $n_{g}(t)$ as for $\delta \tau=$ 200. This shows that the description of the atom-field interaction by means of an adiabatic basis is useful. It can be expected that for large $\delta \tau$ the atom will reside, during a substantial fraction of the time for which it interacts with the field, in a superposition of $|g, 2 n\rangle$ and $|e, 2 j+1\rangle$ states (generally speaking, the integers $n$ and $j$ run through all values from $-\infty$ to $+\infty$ ).

We note that the time dependence of the populations with the interaction switched on and off adiabatically ( $\delta \tau \gg 1$ ) is qualitatively different from the time dependence in the case when the interaction is switched on instantaneously [8], so that the populations of the levels vary periodically from 0 to 1 (for $V_{1}(t)=V_{2}(t)=$ const). Evidently, the initial value $n_{g}=1$ in the latter case corresponds to the atom residing in a superposition of several adiabatic states. As a result, the time dependence of the population of the lower state is determined by the interference of these states, and this results in oscillations of the populations.

## 4. ADIABATIC BASIS

We represent $B_{n}$ in the form

$$
\begin{equation*}
B_{n}=\sum_{m=-\infty}^{\infty} C^{(m)} \exp \left(-i \int \bar{\sigma}^{(m)}\left(t^{\prime}\right) d t^{\prime}\right) \Phi_{n}^{(m)} \tag{17}
\end{equation*}
$$

where $\Phi_{n}^{(m)}$ and $\hbar \bar{\omega}^{(m)}$ are the components of the eigenvectors (adiabatic states) and the eigenvalues of the Hamiltonian $H$ :

$$
\begin{equation*}
\left[H(t)-\hbar \Phi^{(m)}(t)\right] \Phi^{(m)}=0 \tag{18}
\end{equation*}
$$

The matrix elements of this Hamiltonian in the momentum representation are given by the expressions (11).

Substituting the expression (17) into equation (10) and keeping in mind (18) and the orthogonality of $\Phi^{(m)}$,
we obtain the following equations for $C^{(m)}$ :

$$
\begin{align*}
& \frac{d}{d t} C^{(m)}=-\sum_{j=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} C^{(j)} \Phi_{n}^{(m) *} \frac{\partial}{\partial t} \Phi_{n}^{(j)} \\
& \quad \times \exp \left(i \int\left(\Phi^{t(m)}\left(t^{\prime}\right)-\Phi^{(j)}\left(t^{\prime}\right)\right) d t^{\prime}\right) \tag{19}
\end{align*}
$$

According to equation (17), the wave function at an arbitrary time is a superposition of adiabatic states, the contribution of each of which is determined by the quantity $C^{(m)}$.

Let the atom be in the state $|g, 0\rangle$ before its interaction with the light fields. We shall enumerate the adiabatic states in a manner so that before the interaction with the field the number of the state coincides with the $z$ component of the momentum of the atom in units of $\hbar k$. Then, initially we have $C^{(m)}=\delta_{m 0}$. Correspondingly, $\varpi^{(0)}(\tau)=\Delta / 2$ (this is easy to see from equation (11), since in the absence of the fields the Hamiltonian is diagonal). If

$$
\begin{equation*}
\left|\overline{\boldsymbol{\Phi}}^{(m)}(t)-\overline{\boldsymbol{\sigma}}^{(j)}(t)\right| \gtrdot 1 / \tau \tag{20}
\end{equation*}
$$

the terms with $j \neq m$ make virtually no contribution to the right-hand side of equation (19) because of the rapid oscillation of the exponential factors, and the term with $j=m$ leads only to a change in the phase of $C^{(m)}$. As a result, when condition (20) is satisfied, the atom is in the same adiabatic state throughout the entire time over which it interacts with the field. However, it should be noted that when the interaction with the field terminates, the energy $\hbar \bar{\sigma}^{(0)}(t)$ corresponding to this state is not necessarily $\hbar \Delta / 2$. From the form of the Hamiltonian (11) it can be concluded only that the energy is $\hbar\left[2 n^{2} \delta_{\text {rec }}+\Delta(-1)^{n}-n \delta\right] / 2$, where $n$ is an integer. Ultimately, the atom acquires a momentum $n \hbar k$, directed along the $z$ axis, and depending on whether $n$ is even or odd it remains in the ground state or transfers into the excited state.

In order that a single adiabatic state couple the state of the atom with different $z$ components of the momentum, a time shift must be present between the light pulses. Evidently, for $t_{d}=0$, because of the symmetry of the problem, the internal state of the atom and the $z$ component of the momentum of the atom before and after the interaction with the field are the same for long light pulses of the same shape. Specifically, for a symmetric offset of the carrier frequencies of the light pulses $\Delta=0$, for pulses of the same shape and amplitude, the problem can be solved exactly, and following [8] it can be shown that in the adiabatic approximation the atom remains in the state $|g, 0\rangle$ after interacting with the field.

The changes in the state of the atom during the interaction with the field can be thought of as follows. At first, the atom is in the state $|g, 0\rangle$. For definiteness, we
assume that first the pulse $E_{2}(t)$ interacts with the atom (step I), then both pulses interact with the atom (step II), and at the end of the interaction the pulse $E_{1}(t)$ interacts with the atom (step III). Evidently, at the first step the field $E_{2}(t)$ gives rise to transitions between the states of the atom $|g, 0\rangle$ and $|e,-1\rangle$. In this case, $p$ cannot exceed the value $\hbar k$, and $\Delta p$ does not exceed $0.5 \hbar k$ (see Fig. 1). Further, at the second step the equations (10) couple all states of the atom $|g, j\rangle$ and $|e, n\rangle$, where $j$ are even and $n$ are odd numbers. At this step $\Delta p$ reaches its maximum value, and then it once again decreases approximately to $0.5 \hbar k$. If the envelopes of the electric-field intensities change slowly enough, then at the third step of the atom-field interaction only the pair of states $\left|g, 2 n_{f}\right\rangle$ and $\left|e, 2 n_{f}+1\right\rangle$, where $n_{f}$ is an integer, will be populated. After the field $E_{1}(t)$ is switched off, the atom occupies one of these two states.

If the criterion (20) is not satisfied for a short time interval (as compared with the pulse duration $\tau$ ) and the energies of the adiabatic states $\hbar \sigma^{(n)}$ and $\hbar \sigma^{(j)}$ are so close to one another that Landau-Zener transitions are possible between the corresponding adiabatic states with probability close to one, the atom after each of these transitions is in one adiabatic state. As a result, the atom is in the ground or excited state with a definite value of the $z$ component of the momentum. However, if the Landau-Zener transition probabilities are substantially different from 1 and 0 , for example, if the curves describing the time dependences of the energies of the adiabatic states touch, states with different values of the $z$ components of the momentum could be occupied after the interaction with the field is completed.

Figure 2 illustrates the time dependence of the energies of the adiabatic states for two values of the parameters of the pulses corresponding to Fig. 1. The heavy line shows the energy of the adiabatic state occupied by the atom. It is evident that before the arrival of the first light pulse the $z$ component of the momentum is zero, and after the interaction with both pulses it is equal to $4 \hbar k$.

## 5. NUMERICAL RESULTS

We shall now examine the dependence of the momentum transfer to the atom on various parameters characterizing the light pulses [15]. Evidently, the result of the interaction of an atom with light should not depend on the changes in the delay between the pulses, their amplitudes, and the values of the offsets $\delta$ and $\Delta$ as long as the deformation introduced into the curves describing the time dependences of the energies of the adiabatic states by a variation of these parameters does not change qualitatively the relative arrangement of the curves. A further change in these parameters after passage through a transitional region should result in a transition of the atom into a new final state corresponding to a different value of $p$. On this basis, it can be expected that the dependence of the momentum trans-


Fig. 2. Time dependences of (a) the energies of the adiabatic states $\hbar \bar{\sigma}^{(m)}$ in the units $\hbar \delta$ (b) the Rabi frequencies of the light pulses. The heavy line shows the energy corresponding to a zeroth $z$ component of the initial momentum of the atom. The pulse parameters are the same as in Fig. 1.
fer to the atom on the parameters describing the light pulses should be a step function.

For the case of equal amplitudes, $V_{0}=V_{01}=V_{02}$, and symmetric, with respect to the frequency $\omega_{0}$, offset of the carrier frequencies of the light pulses, Fig. 3 shows the quantities $p$ and $\Delta p$ and the populations of the ground and excited states as functions of $V_{0}$ obtained both in the Raman-Nata approximation and with the Hamiltonian including the kinetic energy. As a result of the interaction with the light, for values of $V_{0}$ lying in the region of the steps, the atom is in the ground state, and population transfer between the atomic states does not occur. Equalization of the populations of the states $|g\rangle$ and $|e\rangle$ is observed at the center of the transitional regions between the steps, i.e., the effect of two light pulses with different frequencies on the atom is similar to the effect of a $\pi / 2$ pulse resonant with an atomic transition, the difference being that the momentum transfer can be much larger. The value of $p$ for a given value of $V_{0}$ can be estimated from simple considerations. For $\Delta=0$ with $|t| \ll \tau$ (at the midpoint of the


Fig. 3. (a) The average value of the $z$ component of the momentum $p$ of an atom (curve $l$ for $\delta_{\text {rec }}=0$, dotted curve for $\delta_{\text {rec }}=0.002 \delta$ ), the rms deviation of the component from the average value $\Delta p$ (curve 2 for $\delta_{\text {rec }}=0$ ) in units of $\hbar k$, and (b) the populations of the ground and excited states $\left(\delta_{\text {rec }}=\right.$ 0 ) as functions of $V_{0} / \delta$. The pulse parameters are $\delta \tau=200$, $\Delta=0, t_{d}=0.35 \tau$.
interaction time with the field) $\left|\varpi^{(0)}\right| \sim V_{0} / 2$. Keeping in mind the dependence $\varpi^{(0)}(t)$ (see Fig. 2), it can be assumed that when the interaction with the field terminates, $\left|\Phi^{(0)}\right| \sim V_{0}$. Since a change in $\Phi^{(0)}$ by $\delta$ corresponds to a change in the momentum by $2 \hbar k$, we find $p \sim 2 \hbar k V_{0} / \delta$, which agrees well with the computational results. Taking account of the kinetic energy in the Hamiltonian changes the spacing between the energies of the adiabatic states $\hbar \sigma^{(j)}$, and the position of the steps in the function $p\left(V_{0}\right)$ changes. Even if the kinetic energy $K=\hbar \delta_{\text {rec }}(p / \hbar k)^{2}$ which the atom acquires after interacting with the field is small (on the right-hand side of the plot it is less than $1 / 10$ the atom-field interaction energy), this energy can still make a substantial contribution if it is comparable to the spacing between the eigenvalues of the Hamiltonian (11), which is $\sim \hbar \delta$ in the absence of a field (on the right-hand side of the plot it is equal to approximately $1 / 2$ of this value, and near the third step, where the kinetic energy essentially


Fig. 4. (a) The average value of the $z$ component of the momentum $p$ of an atom (solid curve), the rms deviation of the component from the average value $\Delta p$ (dotted curve) in units of $\hbar k$, and (b) the populations of the ground state $n_{g}$ (solid curve) and the excited state $n_{e}$ (dotted curve) as functions of $\Delta / \delta$. The pulse parameters are $V_{01}=V_{02}=2.4 \delta$, $t_{d}=0.35 \tau, \delta_{\text {rec }}=0$.
does not change the result obtained in the Raman-Nata approximation, $K / \hbar \delta=0.07$ ).

The dependences of $p, \Delta p, n_{g}$, and $n_{e}$ on $\Delta$ for light pulses with the same amplitudes $V_{0}=V_{01}=V_{02}$ and $\delta_{\text {rec }}=0$ are shown in Fig. 4. In contrast to the case $\Delta=0$, here population transfer between the states $|e\rangle$ and $|g\rangle$ is possible when the transfer of the momentum of the atom by an odd amount $\hbar k$ occurs, i.e., the effect of two light pulses with different frequencies and $\Delta \neq 0$ on the atom is similar to the effect of a single $\pi$ pulse resonant with the atomic transition, or a pulse with slowly varying frequency $\omega$ from $\omega-\omega_{0} \ll-V_{0}$ to $\omega-\omega_{0} \gg V_{0}$. Choosing the ratio $\Delta / \delta$ in the region between the steps, it is possible to obtain as a result a coherent superposition of $|e\rangle$ and $|g\rangle$ states of the atom. In the figure one can see that the equality $n_{e}=n_{g}$ is attained for several values of the ratio $\Delta / \delta$, specifically, for $\Delta= \pm \delta / 2$. For these two values of $\Delta$, the carrier frequency of one light pulse is in resonance with the frequency of the atomic
transition, and the eigenvalues in the absence of the field are doubly degenerate, so that from the very onset of the interaction with the field the atom is described by a superposition of two adiabatic states, one of which for $V_{0}=0$ corresponds to the atom in the ground state and the other in the excited state. It is natural to expect that after interacting with the field, the atom will be described by a superposition of two states $|g, 2 j\rangle$ and $|e,(2 n+1)\rangle$, where $j$ and $n$ are integers. For $\Delta=+\delta / 2$, the carrier frequency of the pulse $E_{2}(t)$, which interacts first with the atom, is in resonance with the frequency of the atomic transition. The average momentum transfer to the atom is $-0.5 \hbar k, \Delta p=4.5 \hbar k$. From this it can be concluded (as is confirmed also by a calculation of the momentum distribution function of the atom) that after interacting with the field the atom is in a superposition of the ground state with momentum $4 \hbar k$ and the excited state with momentum $-5 \hbar k$, both states having the same population. For $\Delta=-\delta / 2$, the carrier frequency of the pulse $E_{1}(t)$, which interacts last with the atom, is in resonance with the atomic transition frequency. The average momentum transfer to the atom is $4.5 \hbar k, \Delta p=0.5 \hbar k$. It follows that after interacting with the field, the atom is in a superposition of identically populated ground state with momentum $4 \hbar k$ and excited state with momentum $5 \hbar k$.

Figure 5 shows $p, \Delta p, n_{g}$, and $n_{e}$ as functions of $V_{01}$ in the case $\Delta=-\delta / 2$. For small pulse amplitudes, only the pulse $E_{1}(t)$, whose carrier frequency is in resonance with the frequency of the atomic transition, mainly acts on the atom, and oscillating dependences on its amplitude are observed (essentially dependences on the area of the pulse). As the pulse amplitudes increase, the populations of both atomic states after the interaction with the field become the same. This equality of the resulting populations also occurs for strong fields, when states with $z$ component greater than $\hbar k$ are populated. In this case, the atom is described by a superposition of several, generally speaking, greater than two, states with different momenta. For example, for $V_{01} / \delta=0.7$ and $V_{01} / \delta=1.1$ (the values of the other parameters are indicated in the caption under Fig. 5) states with the $z$ component of the momentum $0, \hbar k, 2 \hbar k$, and $3 \hbar k$ are equally populated.

## 6. CONCLUSIONS

For an adiabatic interaction of the atoms with two oppositely propagating light pulses which have different carrier frequencies ( $V_{0} \tau \gg 1, \delta \tau \gg 1$ ) and are separated in time, the momentum of the atom changes by $n \hbar k$, where $n$ is an integer. There exist quite wide ranges of values of the parameters of the light pulses (amplitude, offset of the carrier frequencies from the transition frequency between the ground and excited states of the atom, and time delay between the pulses) where varying the values of the parameters has virtually no effect on the final state of the atom and the momentum


Fig. 5. (a) The average value of the $z$ component of the momentum $p$ of an atom (curve $l$ ), the rms deviation of the component from the average value $\Delta p$ (curve 2) in units of $\hbar k$, and (b) the populations of the ground state $n_{g}$ (curve 1) and excited state $n_{e}$ (curve 2) as functions of $V_{01} / \delta$. The pulse parameters are $\delta \tau=200, \Delta=-0.5 \delta, V_{02}=3 V_{01}, t_{d}=$ $0.35 \tau, \delta_{\text {rec }}=0$.
transfer to it. A characteristic feature is that in most cases the dispersion of the momentum transfer to the atom is small compared with the photon momentum and approaches zero as the atom-field interaction time increases. Thus, if before interacting with the field the atom is described by a plane wave, then the atom will also be described by a plane wave after interacting with the field.

The characteristic features of the scattering of an atom by a bichromatic field of oppositely propagating light pulses can be most simply observed in an experiment on the scattering of a monochromatic atomic beam by a field of two monochromatic oppositely propagating Gaussian beams, shifted in a manner so that the lighting atom "sees" first only one beam, then both beams, and at the end of the interaction only the other beam. The carrier frequencies of both beams should differ by an amount of the order of the amplitude of the fields (in frequency units). Then a single diffraction peak, whose order should vary with the amplitude
of the fields, will be observed in the scattering of the atoms. When the carrier frequencies of the fields are in resonance with the transition frequency, the time of flight of the atom through the interaction region should be much shorter than the spontaneous emission time of the atom from the upper level.
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#### Abstract

The probabilities of the emission of a photon by an electron and $e^{+} e^{-}$-pair photoproduction in a field which is a superposition of two electromagnetic plane waves with different frequencies and propagating in the same direction are obtained. The case where the frequencies of the two modes are commensurate is studied in detail. This case is interesting primarily because of the existence of effects due to the interference of amplitudes, corresponding to a different number of photons absorbed from different modes but having the same total 4 -momentum. It is shown that the optimal field for observing interference effects is a field such that the ratio of the mode frequencies is 3 . The probabilities of radiation and pair-photoproduction processes in the field of a monochromatic plane wave and in a two-mode field, obtained by splitting the initial wave into two waves, are compared. It is shown that the total probability of the emission of a photon by an electron in a two-mode field is lower than and the probability of pair photoproduction is higher than the probabilities of the same processes in the initial wave. The increase in the pair-photoproduction probability is explained by the fact that additional channels for reactions which are forbidden in the initial monochromatic field open up in a two-mode field. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The emission of a photon by an electron and pair photoproduction in a strong unimodal laser field have been studied in detail theoretically [1] (see also [2, 3]). These effects were recently investigated experimentally by MacDonald's group at SLAC [4, 5]. In the present paper we shall examine the probabilities of the same processes in a two-mode plane-wave field.

We define a two-mode field as a superposition of two monochromatic plane waves with frequencies $\omega_{1}$ and $\omega_{2}$, propagating in the same direction. A two-mode field with commensurate frequencies is of special interest, since in such a field interference of the amplitudes, corresponding to a different number of photons which are absorbed from different modes but having the same total 4-momentum, can be manifested in the probabilities of quantum processes. This interference is responsible for the so-called "tunable asymmetry" in the spatial distribution of the radiation from an electron encountering a two-mode laser field consisting of a strong monochromatic component and a weak component with twice the frequency. It was first discussed by Puntajer and Leubner [6] on the basis of classical electrodynamics. Similar interference effects arising when light waves interact with a continuous medium in the presence of a resonance between multiple frequencies of the light waves and the frequencies of electromagnetic transitions of the medium were predicted theoretically in $[7,8]$ and subsequently observed experimentally in [9].

A quantum-electrodynamic analysis of the radiation from an electron and pair photoproduction in a twomode field with circularly polarized components was made in [10]. Unfortunately, this work contains serious errors, a detailed analysis of which, as well as the correct answer for the probabilities of the processes examined, are contained in [11].

In the present paper we consider a two-mode field produced by two linearly polarized waves with an arbitrary angle between the polarization planes and with an arbitrary phase shift. The 4-potential of such a field can be written in the form

$$
\begin{gather*}
A^{\mu}=A_{1}^{\mu}\left(\varphi_{1}\right)+A_{2}^{\mu}\left(\varphi_{2}\right), \\
A_{1}^{\mu}=a_{1}^{\mu} \cos \varphi_{1}, \quad \varphi_{1}=k_{1} x \\
A_{2}^{\mu}=a_{2}^{\mu} \cos \left(\varphi_{2}+\varphi\right), \quad \varphi_{2}=k_{2} x, \quad \varphi=\mathrm{const},  \tag{1}\\
k_{1}^{2}=k_{2}^{2}=0, \quad k_{1} a_{1}=k_{2} a_{2}=0 .
\end{gather*}
$$

The wave 4 -vectors of the modes differ by a factor of $v$ :

$$
\begin{equation*}
k_{2}=v k_{1} \tag{2}
\end{equation*}
$$

which can be rational (commensurate frequencies) or irrational. We introduce the dimensionless parameters of the mode intensities ${ }^{1}$

$$
\begin{equation*}
\eta_{1}^{2}=-\frac{e^{2} a_{1}^{2}}{m^{2}}, \quad \eta_{2}^{2}=-\frac{e^{2} a_{2}^{2}}{m^{2}}, \quad \eta_{2}=\zeta \eta_{1} \tag{3}
\end{equation*}
$$

[^0]In what follows, we shall also require the quantity

$$
\begin{equation*}
\eta^{2}=\eta_{1}^{2}+\eta_{2}^{2}=\eta_{1}^{2}\left(1+\zeta^{2}\right) \tag{4}
\end{equation*}
$$

which can be called a dimensionless parameter of the intensity of the two-mode field.

In practice, a two-mode field of the form (1) can be obtained by first splitting a monochromatic laser beam into two beams and then merging the two separate beams, after passing one beam through a frequency converter. Such a scheme with $v=3$ will be used in the next series of experiments at SLAC. ${ }^{2}$ If the losses in the converter are neglected, then the intensity $\eta_{0}^{2}$ of the initial wave is related, as one can easily see, with the intensities of the modes by the relation

$$
\begin{equation*}
\eta_{0}^{2}=\eta_{1}^{2}+v^{2} \eta_{2}^{2} \tag{5}
\end{equation*}
$$

Equality (5) is important for making quantitative comparisons of the probabilities of processes in a two-mode field and in the field in an initial monochromatic wave. We note that such a scheme makes it possible to achieve a constant phase difference between the modes of the laser field.

We shall calculate the probabilities of the quantum processes in a two-mode plane-wave field using the conventional method [1] in which the interaction of charged particles with a radiation field is studied by means of perturbation theory, and their interaction with the external field is taken into account exactly (using the Furry picture). The latter is achieved by taking as the basis for calculating the transition amplitudes the exact solutions of the Dirac equation in the field of a plane wave, the so-called Volkov solutions. For a field described by the 4-potential (1), the Volkov solutions can be written in the form (compare, for example, with [12])

$$
\begin{gather*}
\Psi_{p}(x)=\left[1+\frac{e\left(\gamma k_{1}\right)\left(\gamma a_{1}\right)}{2 p k_{1}} \cos \varphi_{1}\right. \\
\left.+\frac{e\left(\gamma k_{2}\right)\left(\gamma a_{2}\right)}{2 p k_{2}} \cos \left(\varphi_{2}+\varphi\right)\right]  \tag{6}\\
\times \frac{u_{p}}{\sqrt{2 q_{0}}} \exp \left\{-i\left(q x+R_{1 p}+R_{2 p}+R_{3 p}+R_{4 p}\right)\right\}
\end{gather*}
$$

where

$$
\begin{gathered}
R_{1 p}=\frac{e\left(a_{1} p\right)}{p k_{1}} \sin \varphi_{1}-\frac{e^{2} a_{1}^{2}}{8 p k_{1}} \sin 2 \varphi_{1}, \\
R_{2 p}=\frac{e\left(a_{2} p\right)}{p k_{2}} \sin \left(\varphi_{2}+\varphi\right)-\frac{e^{2} a_{2}^{2}}{8 p k_{2}} \sin 2\left(\varphi_{2}+\varphi\right), \\
R_{3 p}=-\frac{e^{2}\left(a_{1} a_{2}\right)}{2(1+v) p k_{1}} \sin \left(\varphi_{1}+\varphi_{2}+\varphi\right),
\end{gathered}
$$

[^1]$$
R_{4 p}=-\frac{e^{2}\left(a_{1} a_{2}\right)}{2(1-v) p k_{1}} \sin \left(\varphi_{1}-\varphi_{2}-\varphi\right)
$$

We shall call the 4 -vector

$$
\begin{align*}
q^{\mu} & =p^{\mu}-\frac{e^{2}\left\langle A_{1}^{2}\right\rangle_{1}}{2 p k_{1}} k_{1}^{\mu}-\frac{e^{2}\left\langle A_{2}^{2}\right\rangle_{2}}{2 p k_{2}} k_{2}^{\mu} \\
& =p^{\mu}-\frac{e^{2} a_{1}^{2}}{4 p k_{1}} k_{1}^{\mu}-\frac{e^{2} a_{2}^{2}}{4 p k_{2}} k_{2}^{\mu} \tag{8}
\end{align*}
$$

in equation (6) the average kinetic 4-momentum of the electron. We note that the averaging for each of the squared 4-potentials $A_{1}$ and $A_{2}$ in equation (8) is performed over the period of each potential. In a periodic two-mode field with commensurate frequencies, the 4 -vector $q$ is a quasimomentum. We shall call the quantity $m_{*}$ given by

$$
\begin{equation*}
m_{*}^{2}=q^{2}=m^{2}\left(1+\frac{\eta^{2}}{2}\right) \tag{9}
\end{equation*}
$$

the effective mass of an electron in a two-mode field irrespective of whether or not this field is periodic.

## 2. EMISSION OF A PHOTON BY AN ELECTRON

The $S$-matrix element corresponding to the emission of a photon with 4-momentum $k^{\prime}=\left(\omega^{\prime}, \mathbf{k}^{\prime}\right)$ and polarization 4 -vector $e^{\prime}$ is given by the formula

$$
\begin{equation*}
S_{f i}=-i e \int \bar{\Psi}_{p^{\prime}}\left(\gamma e^{\prime *}\right) \Psi_{p} \frac{\sqrt{4 \pi} e^{i k^{\prime} x}}{\sqrt{2 \omega^{\prime}}} d^{4} x \tag{10}
\end{equation*}
$$

It is easy to see, using equations (6) and (7), that the integrand in equation (10) is a linear combination of the quantities consisting of the following factors:

$$
\begin{gather*}
\cos ^{n} \varphi_{1} \exp \left\{-i\left(\alpha_{1} \sin \varphi_{1}-\beta_{1} \sin 2 \varphi_{1}\right)\right\}  \tag{11}\\
n=0,1,2 \\
\cos ^{n}\left(\varphi_{2}+\varphi\right) \\
\times \exp \left\{-i\left[\alpha_{2} \sin \left(\varphi_{2}+\varphi\right)-\beta_{2} \sin 2\left(\varphi_{2}+\varphi\right)\right]\right\} \\
n=0,1,2  \tag{12}\\
\cos ^{n}\left(\varphi_{1}+\varphi_{2}+\varphi\right) \exp \left\{i z_{3} \sin \left(\varphi_{1}+\varphi_{2}+\varphi\right)\right\}  \tag{13}\\
n=0,1 \\
\cos ^{n}\left(\varphi_{1}-\varphi_{2}-\varphi\right) \exp \left\{i z_{4} \sin \left(\varphi_{1}-\varphi_{2}-\varphi\right)\right\}  \tag{14}\\
n=0,1
\end{gather*}
$$

Here, we have used the notation

$$
\begin{gather*}
\alpha_{i}=e\left(\frac{a_{i} p}{k_{i} p}-\frac{a_{i} p^{\prime}}{k_{i} p^{\prime}}\right), \quad \beta_{i}=\frac{e^{2} a_{i}^{2}}{8}\left(\frac{1}{k_{i} p}-\frac{1}{k_{i} p^{\prime}}\right)  \tag{15}\\
i=1,2
\end{gather*}
$$

$$
\begin{equation*}
z_{3,4}=\frac{e^{2}\left(a_{1} a_{2}\right)}{2(1 \pm v)}\left(\frac{1}{k_{1} p}-\frac{1}{k_{1} p^{\prime}}\right) \tag{16}
\end{equation*}
$$

Each factor in equations (11)-(14) can be expanded in a Fourier series as

$$
\begin{gather*}
\cos ^{n} \varphi_{1} \exp \left\{-i\left(\alpha_{1} \sin \varphi_{1}-\beta_{1} \sin 2 \varphi_{1}\right)\right\} \\
=\sum_{s_{1}=-\infty}^{\infty} A_{n}\left(s_{1} \alpha_{1} \beta_{1}\right) \exp \left(-i s_{1} \varphi_{1}\right),  \tag{17}\\
\cos ^{n}\left(\varphi_{2}+\varphi\right) \\
\times \exp \left\{-i\left[\alpha_{2} \sin \left(\varphi_{2}+\varphi\right)-\beta_{2} \sin 2\left(\varphi_{2}+\varphi\right)\right]\right\}  \tag{18}\\
=\sum_{s_{2}=-\infty}^{\infty} A_{n}\left(s_{2} \alpha_{2} \beta_{2}\right) \exp \left[-i s_{2}\left(\varphi_{2}+\varphi\right)\right], \\
\cos ^{n}\left(\varphi_{1}+\varphi_{2}+\varphi\right) \times \exp \left\{i z_{3} \sin \left(\varphi_{1}+\varphi_{2}+\varphi\right)\right\} \\
=\sum_{s_{3}=-\infty}^{\infty}\left(\frac{s_{3}}{z_{3}}\right)^{n} J_{s_{3}}\left(z_{3}\right) \exp \left[i s_{3}\left(\varphi_{1}+\varphi_{2}+\varphi\right)\right],  \tag{19}\\
\cos ^{n}\left(\varphi_{1}-\varphi_{2}-\varphi\right) \times \exp \left\{i z_{4} \sin \left(\varphi_{1}-\varphi_{2}-\varphi\right)\right\} \\
=\sum_{s_{4}=-\infty}^{\infty}\left(\frac{s_{4}}{z_{4}}\right)^{n} J_{s_{4}}\left(z_{4}\right) \exp \left[i s_{4}\left(\varphi_{1}-\varphi_{2}-\varphi\right)\right] \tag{20}
\end{gather*}
$$

where

$$
\begin{gather*}
A_{n}(s \alpha \beta)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} d \varphi \cos ^{n} \varphi  \tag{21}\\
\times \exp (i s \varphi-i \alpha \sin \varphi+i \beta \sin 2 \varphi)
\end{gather*}
$$

are functions which have been studied in detail by Nikishov and Ritus in connection with processes occurring in the field of a linearly polarized monochromatic wave [1], and $J_{s}(z)$ are Bessel functions. Using the relations (17)-(20), the expression (10) for the matrix element $S_{f i}$ can be put into the form

$$
\begin{gather*}
S_{f i}=\sum_{s_{1}, s_{2}, s_{3}, s_{4}} \frac{M_{f i}\left(s_{1}, s_{2}, s_{3}, s_{4}\right)}{\sqrt{8 q_{0} q_{0}^{\prime} \omega^{\prime}}}(2 \pi)^{4}  \tag{22}\\
\times \delta^{(4)}\left(q+\left(s_{1}-s_{3}-s_{4}\right) k_{1}+\left(s_{2}-s_{3}+s_{4}\right) k_{2}-q^{\prime}-k^{\prime}\right)
\end{gather*}
$$

where

$$
\begin{gather*}
M_{f i}\left(s_{1}, s_{2}, s_{3}, s_{4}\right)=-i e \sqrt{4 \pi} \bar{u}_{p^{\prime}} O\left(s_{1}, s_{2}, s_{3}, s_{4}\right) u_{p}  \tag{23}\\
\times \exp \left[-i\left(s_{2}-s_{3}+s_{4}\right) \varphi\right]
\end{gather*}
$$

$$
\begin{gather*}
O\left(s_{1}, s_{2}, s_{3}, s_{4}\right)=J_{s_{3}}\left(z_{3}\right) J_{s_{4}}\left(z_{4}\right) \\
\times\left\{\left[\left(\gamma e^{\prime *}\right)-\frac{e^{2}\left(a_{1} a_{2}\right)}{2\left(k_{1} p\right)\left(k_{1} p^{\prime}\right)}\left(k_{1} e^{\prime *}\right)\left(\gamma k_{1}\right)\left(\frac{s_{3}}{z_{3}}+\frac{s_{4}}{z_{4}}\right)\right]\right. \\
\times A_{0}\left(s_{1} \alpha_{1} \beta_{1}\right) A_{0}\left(s_{2} \alpha_{2} \beta_{2}\right) \\
+\left[e\left(\frac{\left(\gamma e^{\prime *}\right)\left(\gamma k_{1}\right)\left(\gamma a_{1}\right)}{2\left(k_{1} p\right)}+\frac{\left(\gamma a_{1}\right)\left(\gamma k_{1}\right)\left(\gamma e^{\prime *}\right)}{2\left(k_{1} p^{\prime}\right)}\right)\right. \\
\left.\times A_{1}\left(s_{1} \alpha_{1} \beta_{1}\right)-\frac{e^{2} a_{1}^{2}\left(k_{1} e^{\prime *}\right)}{2\left(k_{1} p\right)\left(k_{1} p^{\prime}\right)}\left(\gamma k_{1}\right) A_{2}\left(s_{1} \alpha_{1} \beta_{1}\right)\right]  \tag{24}\\
\times A_{0}\left(s_{2} \alpha_{2} \beta_{2}\right)+A_{0}\left(s_{1} \alpha_{1} \beta_{1}\right) \\
\left.\left.\times A_{1}\left(s_{2} \alpha_{2} \beta_{2}\right)-\frac{e^{2} a_{2}^{2}\left(k_{2} e^{\prime *}\right)}{2\left(k_{2} p\right)\left(k_{2} p^{\prime}\right)}\left(\gamma k_{2}\right) A_{2}\left(s_{2} \alpha_{2} \beta_{2}\right)\right]\right\}
\end{gather*}
$$

Introducing the numbers

$$
\begin{equation*}
n_{1}=s_{1}-s_{3}-s_{4}, \quad n_{2}=s_{2}-s_{3}+s_{4} \tag{25}
\end{equation*}
$$

the expression (22) can be represented in the form

$$
\begin{align*}
& S_{f i}=\sum_{n_{1}, n_{2}=-\infty}^{\infty} \exp \left(-i n_{2} \varphi\right) \frac{\tilde{M}_{f i}\left(n_{1}, n_{2}\right)}{\sqrt{8 q_{0} q_{0}^{\prime} \omega^{\prime}}}  \tag{26}\\
& \times(2 \pi)^{4} \delta^{(4)}\left(q+n_{1} k_{1}+n_{2} k_{2}-q^{\prime}-k^{\prime}\right)
\end{align*}
$$

where

$$
\begin{gather*}
\exp \left(-i n_{2} \varphi\right) \tilde{M}_{f i}\left(n_{1}, n_{2}\right) \\
=\sum_{s_{3}, s_{4}=-\infty}^{\infty} M_{f i}\left(n_{1}+s_{3}+s_{4}, n_{2}+s_{3}-s_{4}, s_{3}, s_{4}\right) \tag{27}
\end{gather*}
$$

The structure of the conservation law in equation (26) makes it possible to interpret $\tilde{M}_{f i}\left(n_{1}, n_{2}\right)$ as the partial amplitude for the emission of a photon with momentum $k^{\prime}$ as a result of the absorption of $n_{1}$ photons with momentum $k_{1}$ from the first mode and $n_{2}$ photons with momentum $k_{2}$ from the second mode of the external field. Since the dependence on the phase difference $\varphi$ between the modes of the field on the right-hand side of equation (27) is completely determined by the factor $\exp \left(-i n_{2} \varphi\right)$, the amplitude $\tilde{M}_{f i}\left(n_{1}, n_{2}\right)$ describes the emission process in a field with $\varphi=0$.

It is easy to see that all kinematic relations for the emission of a photon by an electron in a two-mode field retain the same form as in the case of a monochromatic field (see [1]), if in the corresponding formulas the number of absorbed photons $s$ is replaced by $n_{1}+v n_{2}$,
the frequency $\omega_{1}$ of the first harmonic is taken for the frequency $\omega$, and the expression (9) is used for the effective mass $m_{*}$. Specifically, in the sum over $n_{1}$ and $n_{2}$ in equation (26) only terms for which $n_{1}+\nu n_{2}>0$ are different from zero.

The squared modulus of the matrix element (26) is

$$
\begin{gather*}
\frac{\left|S_{f i}\right|^{2}}{V T}=\sum_{n_{1}, n_{2}, n_{1}^{\prime}, n_{2}^{\prime}} \theta\left(n_{1}+v n_{2}\right) \theta\left(n_{1}^{\prime}+v n_{2}^{\prime}\right) \\
\times \frac{\tilde{M}_{f i}\left(n_{1}, n_{2}\right) \tilde{M}_{f i}^{*}\left(n_{1}^{\prime}, n_{2}^{\prime}\right)}{8 q_{0} q_{0}^{\prime} \omega^{\prime}} \exp \left[i\left(n_{2}^{\prime}-n_{2}\right) \varphi\right]  \tag{28}\\
\times \frac{(2 \pi)^{8}}{V T} \delta^{(4)}\left[q+\left(n_{1}+v n_{2}\right) k_{1}-q^{\prime}-k^{\prime}\right] \\
\times \delta^{(4)}\left[q+\left(n_{1}^{\prime}+v n_{2}^{\prime}\right) k_{1}-q^{\prime}-k^{\prime}\right] .
\end{gather*}
$$

It is obvious that the product of the delta functions on the right-hand side of the expression (28) satisfies the relation

$$
\begin{gather*}
\delta^{(4)}\left[q+\left(n_{1}+v n_{2}\right) k_{1}-q^{\prime}-k^{\prime}\right] \\
\times \delta^{(4)}\left[q+\left(n_{1}^{\prime}+v n_{2}^{\prime}\right) k_{1}-q^{\prime}-k^{\prime}\right]=\frac{V T}{(2 \pi)^{4}}  \tag{29}\\
\times \Lambda_{n_{1} n_{2} ; n_{1}^{\prime} n_{2}^{\prime}} \delta^{(4)}\left[q+\left(n_{1}+v n_{2}\right) k_{1}-q^{\prime}-k^{\prime}\right],
\end{gather*}
$$

where

$$
\Lambda_{n_{1} n_{2} ; n_{1}^{\prime} n_{2}^{\prime}}=\left\{\begin{array}{l}
\delta_{n_{1} n_{1}^{\prime}} \delta_{n_{2} n_{2}^{\prime}} \text { for irrational } v,  \tag{30}\\
\delta_{n_{1}+v n_{2}, n_{1}^{\prime}+v n_{2}^{\prime}} \text { for rational } v,
\end{array}\right.
$$

Using the relation (29), we obtain for the differential probability of emission per unit time, summed over polarizations of the final particles and averaged over the polarizations of the initial electron, after standard but quite cumbersome calculations,

$$
\begin{aligned}
& d W^{e}=\frac{e^{2} m^{2}}{4 \pi q_{0_{n_{1}, n_{2}, n_{1}^{\prime}, n_{2}^{\prime}}} \theta\left(n_{1}+v n_{2}\right) \Lambda_{n_{1} n_{2} ; n_{1}^{\prime} n_{2}^{\prime}}} \begin{array}{l}
\times \exp \left[i\left(n_{2}^{\prime}-n_{2}\right) \varphi\right] w^{e}\left(n_{1}, n_{2} ; n_{1}^{\prime}, n_{2}^{\prime}\right) \\
\times \delta^{(4)}\left(q+n_{1} k+n_{2} k_{2}-q^{\prime}-k^{\prime}\right) \frac{d^{3} k^{\prime} d^{3} q^{\prime}}{\omega^{\prime}}
\end{array} q_{0}^{\prime}
\end{aligned}
$$

where

$$
\begin{gather*}
w^{e}\left(n_{1}, n_{2} ; n_{1}^{\prime}, n_{2}^{\prime}\right) \\
=\sum_{s_{3}, s_{4}, s_{3}, s_{4}^{\prime}} J_{s_{3}}\left(z_{3}\right) J_{s_{3}}\left(z_{3}\right) J_{s_{4}}\left(z_{4}\right) J_{s_{4}^{\prime}}\left(z_{4}\right)  \tag{32}\\
\times v^{e}\left(\begin{array}{lll}
n_{1}+s_{3}+s_{4}, & n_{2}+s_{3}-s_{4}, & s_{3}, s_{4} \\
n_{1}^{\prime}+s_{3}^{\prime}+s_{4}^{\prime}, & n_{2}^{\prime}+s_{3}^{\prime}-s_{4}^{\prime}, & s_{3}^{\prime}, s_{4}^{\prime}
\end{array}\right) .
\end{gather*}
$$

All summations in equations (31) and (32) extend from $-\infty$ to $\infty$ and

$$
\begin{align*}
& v^{e}\left(\begin{array}{lll}
s_{1}, & s_{2}, & s_{3}, \\
s_{1}^{\prime}, & s_{2}^{\prime}, & s_{3}^{\prime}, \\
s_{4}^{\prime}
\end{array}\right)=-\left[2+\eta_{1}^{2} \zeta \cos \phi\left(1+\frac{u^{2}}{2(1+u)}\right)\right. \\
& \left.\quad \times\left(\frac{s_{3}+s_{3}^{\prime}}{z_{3}}+\frac{s_{4}+s_{4}^{\prime}}{z_{4}}\right)\right] A_{0}\left(s_{1}\right) A_{0}\left(s_{1}^{\prime}\right) A_{0}\left(s_{2}\right) A_{0}\left(s_{2}^{\prime}\right) \\
& +\eta_{1}^{2}\left(1+\frac{u^{2}}{2(1+u)}\right)\left\{\left[2 A_{1}\left(s_{1}\right) A_{1}\left(s_{1}^{\prime}\right)-A_{0}\left(s_{1}\right) A_{2}\left(s_{1}^{\prime}\right)\right.\right. \\
& \left.\quad-A_{2}\left(s_{1}\right) A_{0}\left(s_{1}^{\prime}\right)\right] A_{0}\left(s_{2}\right) A_{0}\left(s_{2}^{\prime}\right)  \tag{33}\\
& +\zeta^{2} A_{0}\left(s_{1}\right) A_{0}\left(s_{1}^{\prime}\right)\left[2 A_{1}\left(s_{2}\right) A_{1}\left(s_{2}^{\prime}\right)-A_{0}\left(s_{2}\right) A_{2}\left(s_{2}^{\prime}\right)\right. \\
& \left.-A_{2}\left(s_{2}\right) A_{0}\left(s_{2}^{\prime}\right)\right]+2 \zeta \cos \phi\left[A_{0}\left(s_{1}\right) A_{1}\left(s_{1}^{\prime}\right) A_{1}\left(s_{2}\right) A_{0}\left(s_{2}^{\prime}\right)\right. \\
& +
\end{align*}
$$

The following notation is used in equation (33):

$$
\begin{gather*}
A_{n}\left(s_{i}\right)=A_{n}\left(s_{i} \alpha_{i} \beta_{i}\right), \quad A_{n}\left(s_{i}^{\prime}\right)=A_{n}\left(s_{i}^{\prime} \alpha_{i} \beta_{i}\right), \\
u=\frac{k_{1} k^{\prime}}{k_{1} q^{\prime}} ; \tag{34}
\end{gather*}
$$

the angle $\phi$ is determined by the relation

$$
\begin{equation*}
e^{2} a_{1} a_{2}=-m^{2} \eta_{1}^{2} \zeta \cos \phi, \tag{35}
\end{equation*}
$$

and, if the gauge in which the zeroth components of the vectors $a_{i}$ vanish is chosen, it is the angle between the amplitudes of the electric vectors of the two modes.

It is easy to see from equations (32) and (33) that the quantities $w^{e}\left(n_{1}, n_{2} ; n_{1}^{\prime}, n_{2}^{\prime}\right)$ are symmetric under the permutation $\left(n_{1}, n_{2}\right) \longleftrightarrow\left(n_{1}^{\prime}, n_{2}^{\prime}\right)$ :

$$
\begin{equation*}
w^{e}\left(n_{1}, n_{2} ; n_{1}^{\prime}, n_{2}^{\prime}\right)=w^{e}\left(n_{1}^{\prime}, n_{2}^{\prime} ; n_{1}, n_{2}\right) . \tag{36}
\end{equation*}
$$

Carrying out the integration in equation (31) over the momenta of the final particles, just as in [1], and switching to the invariant variables $u$ and $\psi$, where $\psi$ is the angle between the $\left(\mathbf{k}_{1}, \mathbf{q}^{\prime}\right)$ and $\left(\mathbf{k}_{1}, \mathbf{a}_{1}\right)$ planes in the
coordinate system where $\mathbf{k}_{1}$ and $\mathbf{q}$ are oppositely directed, we obtain for the total probability of emission per unit time

$$
\begin{gather*}
W^{e}=\frac{e^{2} m^{2}}{4 \pi q_{0_{n_{1}}, n_{2} ; n_{1}^{\prime}, n_{2}^{\prime}} \theta\left(n_{1}+v n_{2}\right) \Lambda_{n_{1} n_{2} ; n_{1}^{\prime} n_{2}^{\prime}}} \\
\times \exp \left[i\left(n_{2}^{\prime}-n_{2}\right) \varphi\right] \int_{0}^{u_{s}(v)} \frac{d u}{(1+u)^{2}} \int_{0}^{2 \pi} d \psi w^{e}\left(n_{1}, n_{2} ; n_{1}^{\prime}, n_{2}^{\prime}\right) . \tag{37}
\end{gather*}
$$

Here,

$$
\begin{equation*}
u_{s}(v)=2 s \frac{k_{1} q}{m_{*}^{2}}, \quad s=n_{1}+v n_{2}, \tag{38}
\end{equation*}
$$

and the parameters of the functions $A_{n}$ and the arguments of the Bessel functions are expressed in terms of $u$ and $\psi$ as follows:

$$
\begin{gather*}
\alpha_{1}=z_{1} \cos \psi, \quad \alpha_{2}=z_{2} \cos (\psi+\phi), \\
z_{1}=\frac{2 s \eta_{1}}{\sqrt{1+\eta^{2} / 2}} \sqrt{\frac{u}{u_{s}(v)}\left(1-\frac{u}{u_{s}(v)}\right)}, \quad z_{2}=\frac{\zeta}{v} z_{1},  \tag{39}\\
\beta_{1}=\frac{s \eta_{1}^{2}}{4\left(1+\eta^{2} / 2\right)} \frac{u}{u_{s}(v)}, \quad \beta_{2}=\frac{\zeta^{2}}{v} \beta_{1}, \\
z_{3}=4 \frac{\beta_{1} \zeta}{1+v} \cos \phi, \quad z_{4}=4 \frac{\beta_{1} \zeta}{1-v} \cos \phi .
\end{gather*}
$$

For incommensurate frequencies, as one can see from equation (30), $n_{1}=n_{1}^{\prime}, n_{2}=n_{2}^{\prime}$, and expression (37) can be regarded, in complete agreement with the interpretation of amplitude (27), as the sum of partial probabilities of emission as a result of the absorption of $n_{1}$ photons from the first mode and $n_{2}$ photons from the second mode.

If the frequencies are commensurate, the partial probabilities with fixed $n_{1}$ and $n_{2}$ contain, besides the squared moduli of the corresponding amplitudes, an infinite number of terms which are due to the appearance of the interference of the amplitudes corresponding to a different number of absorbed photons $n_{1}, n_{2}$ and $n_{1}^{\prime}, n_{2}^{\prime}$ from each mode, but the same total 4 -momentum

$$
\left(n_{1}+v n_{2}\right) k_{1}=\left(n_{1}^{\prime}+v n_{2}^{\prime}\right) k_{1} .
$$

We note that the dependence of the differential and total emission probabilities on the phase difference $\varphi$ between the two modes is completely determined by the factor $\exp \left[i\left(n_{2}^{\prime}-n_{2}\right) \varphi\right]$ in equations (31) and (37). For this reason, for incommensurate frequencies, when $n_{2}=n_{2}^{\prime}$, the dependence on $\varphi$ vanishes. When the frequencies are commensurate, the emission probabilities (31) and (37) due to the presence of the interference terms depend on the phase difference between the two modes of the external field. The dependence of the total probability on the phase shift strongly distinguishes the
field of linearly polarized modes from a circularly polarized two-mode field [11]. In the latter case, because there is no preferred direction in a plane perpendicular to the direction of propagation of the wave, the dependence on the angular variable $\psi$ becomes trivial [11] and integration over it results in vanishing of the interference terms and, together with them, the dependence on the phase shift $\varphi$.

## 3. PHOTON EMISSION: COMMENSURATE FREQUENCIES

In this section we examine the probability of photon emission (37) for commensurate frequencies. For definiteness, we assume that $v$ is an integer greater than unity. If the frequencies are commensurate, then the emission processes due to the absorption of $n_{1}$ and $n_{2}$ photons from the first and second modes, respectively, with $n_{1}+v n_{2}=s=$ const, i.e., with the same 4-momentum $s k_{1}$, absorbed from the field, are indistinguishable. For this reason, it is convenient to rewrite equation (37) for commensurate frequencies in the form

$$
\begin{gather*}
W^{e}=\sum_{s=1}^{\infty} W_{s}^{e}=\frac{e^{2} m^{2}}{4 \pi q_{0}} \sum_{s=1}^{\infty} \int_{0}^{u_{s}(v)} \frac{d u}{(1+u)^{2}} \int_{0}^{2 \pi} d \psi  \tag{40}\\
\times \sum_{n_{2}, n_{2}^{\prime}=-\infty} \cos \left[\left(n_{2}-n_{2}^{\prime}\right) \varphi\right] w^{e}\left(s-v n_{2}, n_{2} ; s-v n_{2}^{\prime}, n_{2}^{\prime}\right) .
\end{gather*}
$$

We used here the fact that the quantities $w^{e}$ are real and the symmetry property (36).

In the weak-field limit, $\eta_{1} \sim \eta_{2} \ll 1$, the amplitudes $\tilde{M}_{f i}\left(n_{1}, n_{2}\right)$ and the quantities $w^{e}\left(s-v n_{2}, n_{2} ; s-v n_{2}^{\prime}, n_{2}^{\prime}\right)$ can be calculated on the basis of a diagram technique [1] (see also [11], where the application of the diagram technique to the case of a two-mode field with circularly polarized components is discussed in detail). For example, the amplitude $\tilde{M}_{f i}(1,1)$ corresponds to the diagrams shown in Fig. 1 where the dots indicate diagrams differing from the diagrams presented by all possible permutations of the vertices.

It is obvious that in the perturbation theory the amplitudes $\tilde{M}_{f i}\left(n_{1}, n_{2}\right)$ can be rewritten in the form

$$
\tilde{M}_{f i}\left(n_{1}, n_{2}\right)=\sum_{m=0}^{\infty} \tilde{M}_{f i}^{(m)}\left(n_{1}, n_{2}\right),
$$

where $\tilde{M}_{f i}^{(0)}$ corresponds to diagrams with absorption of $n_{1}$ photons from the first mode and $n_{2}$ photons from the second mode, and $\tilde{M}_{f i}^{(m)}$ with $m \geq 1$ describe the same diagrams with the addition of $m$ pairs of photons from any mode, one photon from this pair being absorbed from the wave and the other being emitted into the wave. For example, the diagrams (a) shown in Fig. 1


Fig. 1. Diagrams corresponding to the amplitude $\tilde{M}_{f i}(1,1)$ of emission of a photon by an electron in a two-mode field.


Fig. 2. Diagrams determining the partial probability $W_{1}^{e}$ of emission of the first harmonic in a two-mode field.
correspond to the amplitude $\tilde{M}_{f i}^{(0)}(1,1)$, and the sum of diagrams (b) and (c) in Figs. 1 describes the amplitude $\tilde{M}_{f i}^{(1)}(1,1)$. It is obvious that for the amplitude $\tilde{M}_{f i}^{(m)}$ we have

$$
\tilde{M}_{f i}^{(m)}\left(n_{1}, n_{2}\right) \sim \eta_{1}^{\left|n_{1}\right|+\left|n_{2}\right|+2 m}
$$

and correspondingly the field dependences of the quantities $w^{e}\left(s-v n_{2}, n_{2} ; s-v n_{2}^{\prime}, n_{2}^{\prime}\right)$ in equation (40) will be determined, on the basis of the perturbation theory, by the expression

$$
\begin{gather*}
w^{e}\left(s-v n_{2}, n_{2} ; s-v n_{2}^{\prime}, n_{2}^{\prime}\right) \\
=\sum_{m_{1}, m_{2}=0}^{\infty} w_{m_{1} m_{2}}^{e} \eta_{1}^{g+2 m_{1}+2 m_{2}},  \tag{41}\\
g=  \tag{42}\\
\left|s-v n_{2}\right|+\left|n_{2}\right|+\left|s-v n_{2}^{\prime}\right|+\left|n_{2}^{\prime}\right| .
\end{gather*}
$$

The coefficients $w_{m_{1} m_{2}}^{e}$ in equation (41) do not depend on the field, and the numbers $m_{1}$ and $m_{2}$ can be interpreted as the numbers of pairs of photons with zero total 4-momentum, which belong, respectively, to the first and second modes.

In the field of the monochromatic wave [1] the structure of the probability is identical to equation (40), if in the latter the double sum over $n_{2}, n_{2}^{\prime}$ is replaced by a single term with $n_{2}=n_{2}^{\prime}=0$. The number $s$ in this case determines the 4 -momentum $s k_{1}$ absorbed by an electron from the field and the number of absorbed photons. The partial probability $W_{s}^{e}$ in a weak field is of the
order of $\eta^{2 s}$, and the radiation at the first harmonic makes the maximum contribution to the total probability $W_{1}^{e} \sim \eta^{2}$. The situation is different in a two-mode field. The quantity $W_{s}^{e}$ depends on the number $s$ nonmonotonically. Here, the two partial probabilities $W_{1}^{e}$ and $W_{v}^{e}$ are of the same order of magnitude $\eta_{1}^{2}$. This is very easy to understand, if it is recalled that the number $s$ determines only the 4-momentum absorbed from the field and not the number of absorbed photons. Thus, $W_{v}^{e}$ is determined mainly by the diagrams with the absorption of one photon from the second mode $n_{2}=1, n_{1}=s-v=0$, while the contribution of diagrams with absorption of $v$ photons from the first mode $n_{1}=s=\mathrm{v}, n_{2}=0$ in accordance with equation (41) is of the order of $\eta_{1}^{2 v}$ and gives a small correction of corresponding order to $W_{v}^{e}$.

We determine now the minimum order in which interference effects appear in the perturbation theory. This means [see (41)] that we need to determine the minimum value of the number $g(42)$ with $n_{2} \neq n_{2}^{\prime}$.

Let $g=4$. Then the following equality must be satisfied:

$$
\begin{equation*}
4=\left|s-v n_{2}\right|+\left|n_{2}\right|+\left|s-v n_{2}^{\prime}\right|+\left|n_{2}^{\prime}\right| \tag{43}
\end{equation*}
$$

It is easy to show that this equality is possible only if, in the first place, $n_{2}, n_{2}^{\prime} \geq 0$ (we recall that $s \geq 1, v \geq 2$ ) and, in the second place, $\left|n_{2}\right|+\left|n_{2}^{\prime}\right|=1$, i.e., for $n_{2}=0$, $n_{2}^{\prime}=1$ or $n_{2}=1, n_{2}^{\prime}=0$. For such values of $n_{2}$ and $n_{2}^{\prime}$, the equality (43) becomes

$$
\begin{equation*}
3=s+|s-v| \tag{44}
\end{equation*}
$$

which holds only for $s \leq v$ and only for $v=3$.
Thus, the frequency multiple $v=3$ is a distinguished value. In a weak field, interference effects are present even in fourth order of perturbation theory only for $v=3$. For $v \neq 3$ they first appear, as a minimum, in sixth order, i.e., they are much weaker. In what follows, we perform all calculations for $v=3$.

The first four harmonics contribute to the emission probability in a weak field, calculated up to terms of fourth order $\eta_{1}^{4}$ inclusively. For example, the first-harmonic emission probability $W_{1}^{e}$ determined by the diagram shown in Fig. 2 is given by

$$
\begin{equation*}
W_{1}^{e}=\frac{e^{2} m^{2}}{4 \pi q_{0}} \int_{0}^{u_{1}(3)} \frac{d u}{(1+u)^{2}} \tag{45}
\end{equation*}
$$

$$
\times \int_{-\pi}^{\pi} d \psi\left\{w^{e}(1,0 ; 1,0)+2 \cos \varphi w^{e}(1,0 ;-2,1)\right\}
$$

where

$$
\begin{align*}
& w^{e}(1,0 ; 1,0)=w_{1}^{e}(1,0 ; 1,0)+w_{2}^{e}(1,0 ; 1,0),  \tag{46}\\
& w_{1}^{e}(1,0 ; 1,0)=\frac{\eta_{1}^{2}}{4}\left\{2+\frac{u^{2}}{1+u}-\frac{8 u}{u_{1}}\left(1-\frac{u}{u_{1}}\right) \cos ^{2} \psi\right. \\
& -\frac{\eta_{1}^{2}}{4} \frac{u}{u_{1}}\left[2+\frac{u^{2}}{1+u}+8\left(1-\frac{u}{u_{1}}\right)\left(\frac{u}{u_{1}}+\frac{u^{2}}{1+u}\right) \cos ^{2} \psi\right. \\
& \left.\left.-32 \frac{u}{u_{1}}\left(1-\frac{u}{u_{1}}\right)^{2} \cos ^{4} \psi\right]\right\} \text {, }  \tag{47}\\
& w_{2}^{e}(1,0 ; 1,0)=-\frac{\eta_{1}^{4} \zeta^{2}}{4} \frac{u}{u_{1}}\left\{\frac{1}{9}\left(1-\frac{u}{u_{1}}\right)\right. \\
& \times\left[\left(4+2 \frac{u^{2}}{1+u}\right) \cos ^{2}(\psi+\phi)+\frac{18 u^{2}}{1+u} \cos ^{2} \psi\right. \\
& \left.-16 \frac{u}{u_{1}}\left(1-\frac{u}{u_{1}}\right) \cos ^{2} \psi \cos ^{2}(\psi+\phi)\right]  \tag{48}\\
& -\frac{1}{8}\left[\left(4+2 \frac{u^{2}}{1+u}\right) \cos ^{2} \phi\right. \\
& \left.\left.-16 \frac{u}{u_{1}}\left(1-\frac{u}{u_{1}}\right) \cos \phi \cos \psi \cos (\psi+\phi)\right]\right\}, \\
& w^{e}(1,0 ;-2,1)=\frac{\eta_{1}^{4} \zeta}{4} \frac{u}{u_{1}}\left\{\left(4+2 \frac{u^{2}}{1+u}\right)\right. \\
& \times\left[\frac{3}{4}\left(1-\frac{u}{u_{1}}\right) \cos \psi\left(\cos \psi \cos \phi-\frac{\cos (\psi+\phi)}{3}\right)-\frac{\cos \phi}{16}\right] \\
& -2 \frac{u}{u_{1}}\left(1-\frac{u}{u_{1}}\right) \cos \psi\left[\cos \psi \cos \phi+\frac{\cos (\psi+\phi)}{6}\right.  \tag{49}\\
& \left.\left.\times\left(1+4\left(1-\frac{u}{u_{1}}\right) \cos ^{2} \psi\right)\right]\right\} .
\end{align*}
$$

The first term on the right-hand side of equation (46) $w_{1}^{e}(1,0 ; 1,0)$ reproduces the result obtained by Nikishov and Ritus [1] for the case of a monochromatic wave, the difference being that the quantity $u_{1}(38)$ is now determined by the electron effective mass in a twomode field (9) and not in the field of a monochromatic wave (following [1], we determine $u_{1}$ by the exact formula (38), which is necessary in order to describe the kinematic features of the process correctly). This term is determined by the sum of diagrams $(a)$ and $(b)$ and one of the diagrams ( $c$ ) in Fig. 2 that leads to "renormalization"


Fig. 3. Contribution of the quantities $w^{e(4)}(1,0 ; 1,0)(1)$ and $2 w^{e}(1,0 ;-2,1)(2)$ with the parameters $\eta_{0}=0.5, \zeta=1.2$, and $\phi=0$ to the total emission probability in a weak field as a function of $u_{1}$.
of the effective mass. The second term $w_{2}^{e}(1,0 ; 1,0)$ is determined by the interference of the diagrams (a) and (c) in Fig. 2 and, naturally, it is absent for a monochromatic wave. For this reason, it contains the factor $\zeta^{2}$ and depends on the angle $\phi$ between the polarization planes of the two modes.

The interference term (49) is determined by the interference of the diagrams (a) and (d) in Fig. 2. It contains the parameter $\zeta$ to the first power, since the diagrams (d) in Fig. 2 contain only one line, corresponding to the absorption of a photon from the second mode, and it also depends on the angle $\phi$. For $\varphi=\pi / 2$, i.e., if the two modes are polarized in mutually perpendicular planes, the interference term does not contribute to the total probability. We note that this circumstance is completely unrelated with perturbation theory. Here, we have a situation similar to the case of circularly polarized modes [11].

Interference effects can strongly influence the emission probability. Plots of the $u_{1}$ dependences of the contributions of the quantity $w^{e(4)}(1,0 ; 1,0)$, which is a term of order $\eta_{1}^{4}$ in $w^{e}(1,0 ; 1,0)(46)$ and $2 w^{e}(1,0 ;-2,1)$ (49), to the total probability are presented in Fig. 3. It is evident from the plots that the difference between these two quantities changes sign at a value $u_{1}=u_{1}^{*}$ close to unity. This means, specifically, that for the phase difference $\varphi=\pi$ the sign of the correction of order $\eta_{1}^{4}$ to the total emission probability of the first harmonic changes, and for $u_{1}=u_{1}^{*}$ this correction vanishes. We note, however, that this effect occurs not for arbitrary values of the parameter $\zeta$, but only for $\zeta>\zeta_{*} \approx 0.852$. For $\zeta<\zeta_{*}$, the plots in Fig. 3 do not intersect and the fourth-order correction to $W_{1}^{e}$ is always negative.


Fig. 4. Spectral distribution of the probability of emission of a photon by an electron for various ratios of the mode intensities $\zeta=$ (a) 0 , (b) 0.36 , and (c) 1 for the same intensity of the initial monochromatic wave $\eta_{0}^{2}=1$ and the parameters $m^{2} / k_{1} p=0.4, \phi=0$, and $\varphi=0$.

For $\eta \geqslant 1$, i.e., in the absence of a small parameter, the representation (40) for the emission probability is no longer convenient for numerical calculations, since if it is used, the contribution of a large number of terms of the same order of magnitude in the six-fold sum for the partial probabilities must be taken into account [see (40) and (32)].

A formula for the probability that is more convenient for numerical calculations can be obtained for a field whose modes have commensurate frequencies. Then the integrand in equation (10) for the emission matrix element is a periodic function and can be expanded in a single Fourier series. Next, the same scenario as the one used in [1] gives for the probability

$$
\begin{gather*}
W^{e}=\frac{e^{2} m^{2}}{2 \pi q_{0}} \sum_{s=1}^{\infty} \int_{0}^{u_{s}(v)} \frac{d u}{(1+u)^{2}} \\
\times \int_{0}^{2 \pi} d \psi\left\{-\left|A_{00}(s)\right|^{2}+\left(1+\frac{u^{2}}{2(1+u)}\right)\right. \\
\times\left[\eta_{1}^{2}\left(\left|A_{10}(s)\right|^{2}-\operatorname{Re}\left(A_{00}(s) A_{20}^{*}(s)\right)\right)\right. \tag{50}
\end{gather*}
$$

$$
\begin{gathered}
+\eta_{1}^{2} \zeta^{2}\left(\left|A_{01}(s)\right|^{2}-\operatorname{Re}\left(A_{00}(s) A_{02}^{*}(s)\right)\right) \\
\left.\left.+2 \eta_{1}^{2} \zeta \cos \phi \operatorname{Re}\left(A_{10}(s) A_{01}^{*}(s)-A_{00}(s) A_{11}^{*}(s)\right)\right]\right\}
\end{gathered}
$$

where the functions $A_{k m}(s)$ are given by the relation

$$
\begin{gather*}
A_{k m}(s)=\frac{1}{2 \pi} \int_{-\pi}^{\pi} d \varphi_{1} \cos ^{k} \varphi_{1} \cos ^{m}\left(\nu \varphi_{1}+\varphi\right) \\
\times \exp \left(i s \varphi_{1}-i \alpha_{1} \sin \varphi_{1}+i \beta_{1} \sin 2 \varphi_{1}\right.  \tag{51}\\
-i \alpha_{2} \sin \left(v \varphi_{1}+\varphi\right)+i \beta_{2} \sin 2\left(v \varphi_{1}+\varphi\right) \\
\left.+i z_{3} \sin \left(\varphi_{1}+\nu \varphi_{1}+\varphi\right)+i z_{4} \sin \left(\varphi_{1}-\nu \varphi_{1}-\varphi\right)\right)
\end{gather*}
$$

and the definitions of all parameters are the same. In what follows, we employ the representation (50) for all numerical calculations with $\eta_{1}$ or $\eta_{2} \sim 1$.

Figure 4 shows the curves of the spectral distribution of the radiation for various ratios of the mode intensities, i.e., for various values of the parameter $\zeta=$ $\eta_{2} / \eta_{1}$, which correspond to the same intensity of the initial monochromatic wave. The curve in Fig. 4a corresponds to the value $\zeta=0$, i.e., the case of the field of a monochromatic wave with frequency $\omega_{1}$ and intensity $\eta_{0}$. It is assumed that a "head on collision" of an electron with the laser field occurs, i.e., the momentum $\mathbf{q}$ of the initial electron and the wave vector $\mathbf{k}_{1}$ of the field are antiparallel to one another. The radiation spectrum corresponding to the $s$ th harmonic has a sharp boundary at the frequency $\omega_{\eta_{0}}^{s}(0)$ [2], i.e., at the frequency of a photon emitted in the direction of the momentum of the initial electron. This frequency can be easily found from the conservation laws and is determined by the expression

$$
\begin{equation*}
\omega_{\eta_{0}}^{s}(0)=\frac{s \omega q_{-}^{2}}{m_{*}^{2}+2 s \omega q_{-}}, \tag{52}
\end{equation*}
$$

where $m_{*}$ is the electron effective mass in the field of a monochromatic wave. Figures 4 b and 4 c show the spectral distributions of the radiation in a two-mode field for the values $\zeta=0.36$ and 1, respectively. These curves have two important features.

In the first place, the boundaries of all harmonics in Fig. 4 b and 4 c are shifted rightward compared with the corresponding boundaries in the monochromatic wave. This effect has a simple explanation. Indeed, since the form of the conservation laws in the two-mode field is the same as in a monochromatic field, equation (52) for the limiting frequency remains of the same form. However, now, $m_{*}$ is the effective mass (9) of an electron in a two-mode field, which, being expressed in terms of
the intensity $\eta_{0}$ of the initial wave [see (5)], can be written in the form

$$
\begin{equation*}
m_{*}^{2}=m^{2}\left(1+\frac{\eta_{0}^{2}}{2} \frac{1+\zeta^{2}}{1+v^{2} \zeta^{2}}\right) \tag{53}
\end{equation*}
$$

The value of the parameter $\zeta=0$ corresponds to the field of the initial monochromatic wave with frequency $\omega_{1}$, and $\zeta=\infty$ corresponds to the case where the initial wave is completely transformed into a monochromatic wave with frequency $\omega_{2}=v \omega_{1}$. It is easy to see from equation (53) that, effectively, an electron in a twomode field $(\zeta>0)$ is lighter than an electron in the initial monochromatic wave. This is the explanation, in correspondence with equation (52), of the shift in the harmonic boundaries. Evidently, this effect can be used to make a direct measurement of the electron effective mass as a function of the intensity of the external field.

Another important feature of the curves in Fig. 4 is the change in the relative contribution of various partial probabilities $W_{s}^{e}$ to the total probability $W^{e}$ as a function of the parameter $\zeta$. Specifically, for $\zeta=1$ and $\eta_{0}=1$ the intensity parameters $\eta_{1}$ and $\eta_{2}$ are equal to each other, and it is evident from Fig. 4c that the partial probability $W_{3}^{e}$ makes in this case the main contribution to the total probability. We note, however, that the redistribution of the contributions of the partial probabilities $W_{1}^{e}$ and $W_{3}^{e}$ to the total probability with increasing $\zeta$ occurs against the background of a decreasing total probability. This is graphically illustrated by the curves in Fig. 5 and is explained by the fact that the intensity parameter $\eta(4)$ of the two-mode field is smaller than the intensity parameter $\eta_{0}(5)$ of the initial unsplit wave.

The spectral distributions of the radiation in a twomode field are presented in Fig. 6 as a function of the phase shift $\varphi$ between the modes. As one can see from the plots in Figs. 6a, 6b, and 6c, this dependence is strongest for the second harmonic. In the perturbation theory this is explained by the fact that the interference and noninterference terms for the second-harmonic radiation, which is determined by the diagrams shown in Fig. 7, are of the same order of magnitude. As one can see, this ratio between these terms remains even for not too small values of $\eta_{1}$ and $\eta_{2}$, when perturbation theory is no longer applicable.

## 4. PAIR PHOTOPRODUCTION

The differential probability of pair photoproduction by an unpolarized photon can be obtained by making in equations (31)-(33) the changes of variables $p \longrightarrow-p$, $k^{\prime} \longrightarrow-k^{\prime}$, and $d^{3} k^{\prime} \longrightarrow d^{3} q$ and changing the overall sign of the expression (31) (compare with [1]). Inte-


Fig. 5. Total emission probability $W^{e}(1)$ and the contributions of the partial probabilities $W_{1}^{e}$ (2) and $W_{3}^{e}$ (3) to it as functions of the distribution of the intensity between the modes of the field for fixed intensity of the initial monochromatic wave $\eta_{0}^{2}=1$ and the parameters $m^{2} / k_{1} p=0.4$, $\phi=0$, and $\varphi=0$.


Fig. 6. Spectral distribution of the emission probability for various phase shifts $\varphi$ between the modes of the field: $\varphi=$ (a) 0 , (b) $\pi / 2$, and (c) $\pi$ for the parameters $\eta_{0}=1, m^{2} / k_{1} p=$ $0.4, \zeta=0.7$, and $\phi=0$.


Fig. 7. Diagrams corresponding to the contribution of the second harmonic $s=2$ to the probability of the emission of a photon by an electron in a two-mode field.
grating the expression so obtained over the momenta of the final electron and positron, just as in [1], we obtain

$$
\begin{align*}
& W^{\gamma}=\frac{e^{2} m^{2}}{8 \pi \omega^{\prime}} \sum_{n_{1}, n_{2} ; n_{1}^{\prime}, n_{2}^{\prime}} \theta\left(n_{1}-v n_{2}-s_{0}\right) \Lambda_{n_{1}, n_{2} ; n_{1}^{\prime}, n_{2}^{\prime}} \\
&  \tag{54}\\
& \times \exp \left[i\left(n_{2}^{\prime}-n_{2}\right) \varphi\right] \int_{1}^{u_{s}(v)} \frac{d u}{u \sqrt{u(u-1)}} \\
& \quad \times \int_{0}^{2 \pi} d \psi w^{\gamma}\left(n_{1}, n_{2} ; n_{1}^{\prime}, n_{2}^{\prime}\right),
\end{align*}
$$

where

$$
\begin{gather*}
u=\frac{\left(k_{1} k^{\prime}\right)^{2}}{4\left(k_{1} q\right)\left(k_{1} q^{\prime}\right)}, \quad u_{s}(v)=\frac{s}{s_{0}} \\
s=n_{1}+v n_{2}, \quad s_{0}=\frac{2 m_{*}^{2}}{k_{1} k^{\prime}} \tag{55}
\end{gather*}
$$

and $\psi$ is the angle between the $\left(\mathbf{k}_{1}, \mathbf{q}^{\prime}\right)$ and $\left(\mathbf{k}_{1}, \mathbf{a}_{1}\right)$ planes in a system where $\mathbf{k}$ and $\mathbf{k}_{1}$ are directed oppositely. An expression for $w^{\gamma}\left(n_{1}, n_{2} ; n_{1}^{\prime}, n_{2}^{\prime}\right)$ can be obtained from $w^{e}\left(n_{1}, n_{2} ; n_{1}^{\prime}, n_{2}^{\prime}\right)$ by making the change of variables in equations (32) and (33)

$$
1+\frac{u^{2}}{2(1+u)} \longrightarrow 1-2 u
$$

and changing the overall sign. The parameters of the functions $A_{n}$ and the arguments of the Bessel functions retain their form (39).

In the expressions for the corresponding pair-photoproduction probabilities, the argument of the $\theta$ function must be changed compared with equations (31) and (37). This is due to the existence of a threshold for the pairphotoproduction reaction

$$
n_{1}+v n_{2}=\frac{m_{*}^{2}+q q^{\prime}}{k_{1} k^{\prime}} \geq s_{0}
$$

We are interested in the case of commensurate frequencies, for which it makes sense to rewrite the prob-
ability (54), just as in the radiation problem, in the form [compare with (40)]

$$
\begin{gather*}
W^{\gamma}=\sum_{s=-\infty}^{\infty} \theta\left(s-s_{0}\right) W_{s}^{\gamma}=\frac{e^{2} m^{2}}{8 \pi \omega^{\prime}} \sum_{s=-\infty}^{\infty} \theta\left(s-s_{0}\right) \\
\times \int_{1}^{u_{s}(v)} \frac{d u}{u \sqrt{u(u-1)}} \int_{0}^{2 \pi} d \psi \sum_{n_{2}, n_{2}^{\prime}=-\infty}^{\infty} \cos \left[\left(n_{2}-n_{2}^{\prime}\right) \varphi\right]  \tag{56}\\
\times w^{\gamma}\left(s-v n_{2}, n_{2} ; s-v n_{2}^{\prime}, n_{2}^{\prime}\right)
\end{gather*}
$$

For the same reasons as in the radiation problem, for numerical calculations in the case where at least one of the intensity parameters of the modes is not small compared to unity, it is convenient to represent the probability of pair photoproduction as a single sum over $s$. It has the form [compare with (50)]

$$
\begin{gather*}
W^{\gamma}=\frac{e^{2} m^{2}}{4 \pi \omega^{\prime}} \sum_{s=-\infty}^{\infty} \theta\left(s-s_{0}\right) \int_{1}^{u_{s}(v)} \frac{d u}{u \sqrt{u(u-1)}} \\
\times \int_{0}^{2 \pi} d \psi\left\{\left|A_{00}(s)\right|^{2}+(2 u-1)\left[\eta _ { 1 } ^ { 2 } \left(\left|A_{10}(s)\right|^{2}\right.\right.\right.  \tag{57}\\
\left.-\operatorname{Re}\left(A_{00}(s) A_{20}^{*}(s)\right)\right)+\eta_{1}^{2} \zeta^{2}\left(\left|A_{01}(s)\right|^{2}-\operatorname{Re}\left(A_{00}(s) A_{02}^{*}(s)\right)\right) \\
\left.\left.+2 \eta_{1}^{2} \zeta \cos \phi \operatorname{Re}\left(A_{10}(s) A_{01}^{*}(s)-A_{00}(s) A_{11}^{*}(s)\right)\right]\right\}
\end{gather*}
$$

where the functions $A_{k m}(s)$ are determined by equation (51), and all parameters are determined by equations (55) and (39).

It is evident from equation (56) that pair photoproduction by a photon in a two-mode field with commensurate frequencies is characterized by the same interference effects as in the problem of emission of a photon by an electron. Since the representation (41) holds for the quantities $w^{\gamma}\left(n_{1}, n_{2} ; n_{1}^{\prime}, n_{2}^{\prime}\right)$ when perturbation theory is applicable, we can conclude that even in this problem the frequency ratio $v=\omega_{2} / \omega_{1}$ equal to three, which we used in all further calculations, is optimal for observing interference effects. However, the threshold character of the pair-photoproduction reaction leads to a number of interesting features of this process.

Let us consider the dependences, shown in Figs. 8 and 9 , of the total pair-photoproduction probability on the parameter $\eta_{2}$. The parameters for the curve shown in Fig. 8 were chosen so that the threshold value of the number $s$ in the field of the initial monochromatic wave satisfies the condition $2<s_{0}<3$. This means that in the field of a monochromatic wave with $\eta_{0} \leqslant 1$ the partial probability $W_{3}^{\gamma}$, which is formed primarily by the process with absorption of three photons of the wave,
makes the dominant contribution to the probability. If an admixture of the second mode has appeared in the field for a fixed value of the parameter $\eta_{0}$ [see (5)], a channel with absorption of a single photon of the second mode starts to contribute to $W_{3}^{\gamma}$. In addition, as $\zeta$ (or $\eta_{2}$ ) increases, the contribution of this channel grows more rapidly than the contribution of the channel with the absorption of three photons of the first mode decreases. The increase in the partial probability $W_{4}^{\gamma}$ as a result of the opened channel with the absorption of one photon with frequency $\omega_{1}$ and one photon with frequency $\omega_{2}=3 \omega_{1}$ from the field is also added to this. ${ }^{3}$ As a result, in contrast to the emission problem, the total pair-photoproduction probability increases when the initial monochromatic wave is split into two components with frequencies $\omega_{1}$ and $\omega_{2}=3 \omega_{1}$.

We underscore that this increase occurs against the background of the already mentioned decrease in the intensity parameter $\eta$ of the two-mode field compared with the intensity parameter $\eta_{0}$ of the initial monochromatic wave. The reason is that a new channel, which is forbidden by the conservation laws in the case of the monochromatic initial wave, opens up when the wave is split into two waves.

We call attention to the jump, clearly seen in Fig. 8, in the derivative of the total probability. This jump is explained by the fact that because the electron and positron effective masses decrease with increasing $\zeta$ (or $\eta_{2}$ ) another reaction channel opens up for some value $\zeta=\zeta_{02}$. The value of the parameter $\zeta_{02}$ is determined by the equation $s_{0}\left(\zeta_{02}\right)=2$, and for $\zeta \geq \zeta_{02}$ the partial probability $W_{2}^{\gamma}$ starts to contribute to the total probability.

Figure 9 shows the dependence of the total pair-photoproduction probability for the case where the threshold value $s_{0}$ of the number $s$ is greater than three in the initial monochromatic field. Here, for small $\zeta$ (or $\eta_{2}$ ) we observe a completely explainable decrease of the total probability, since the decrease in the intensity parameter $\eta$ as compared with $\eta_{0}$ is not accompanied by the opening of a new channel making a large contribution to the fundamental harmonic $W_{4}^{\gamma}$. The increase starts only at value $\eta_{2}$ corresponding to $\zeta=\zeta_{03}, s_{0}\left(\zeta_{03}\right)=3$, for which a pair-photoproduction channel due to the absorption of the 4 -momentum $3 k_{1}$ from the external field opens up. Of course, for $\zeta=\zeta_{03}$ we observe a jump in the derivative of the total probability.

The spectral distributions of the probability of pair photoproduction by a photon are shown in Fig. 10 for various distributions of the intensity between the modes of the field. The intensity of the initial monochromatic wave is the same for all distributions $\eta_{0}^{2}=1$. Just as in

[^2]

Fig. 8. Total pair-photoproduction probability $W^{\gamma}(1)$ in a two-mode field as a function of the distribution of the intensity between the modes of the field for fixed intensity of the initial monochromatic wave $\eta_{0}=0.5$ with the parameters $m^{2} / k_{1} k^{\prime}=0.9, \varphi=0$, and $\phi=0$. The contribution of the partial probabilities $W_{3}^{\gamma}(2)$ and $W_{2}^{\gamma}$ (3) is shown.


Fig. 9. Total pair-photoproduction probability $W^{\gamma}(1)$ in a two-mode field and the contribution of the partial probabilities $W_{4}^{\gamma}$ (2) and $W_{3}^{\gamma}$ (3) to it as a function of the distribution of the intensity between the modes of the field for fixed intensity of the initial monochromatic wave $\eta_{0}=1.5$ and the
parameters $m^{2} / k_{1} k^{\prime}=0.9, \varphi=0$, and $\phi=0$.
the radiation spectrum, as $\zeta$ increases, the relative contribution of the harmonics with $s$ being a multiple of three increases. However, in the radiation problem this growth occurs against the background of a decrease in the fundamental harmonic with $s=1$, and as a result the total probability decreases. For pair photoproduction, however, because of the existence of a reaction threshold, the third harmonic is the fundamental harmonic for


Fig. 10. Spectral distribution of the pair-photoproduction probability for various ratios between the intensities of the modes: $\zeta=$ (a) 0 , (b) 0.36 , and (c) 1 and the parameters $\eta_{0}=1.5, m^{2} / k_{1} k^{\prime}=0.9, \varphi=0$, and $\phi=0$.
the values chosen for the parameters, and its growth with $\zeta$ results in a higher total probability. We note that the appearance of a new local plateau in Fig. 10c is due to the opening for $\zeta>\zeta_{02}$ of a channel for pair photoproduction due to the absorption of two photons.

We note that as $\zeta$ increases, the electron and positron effective masses decrease, and $s_{0}$ decreases with them. As a result, as $\zeta$ increases, the widths of the harmonics, which are determined by the relation [3]

$$
\begin{equation*}
\left(\Delta q_{0}\right)_{s}=\omega^{\prime} \sqrt{1-\frac{s_{0}}{s}} . \tag{58}
\end{equation*}
$$

increase. This effect can also be used for direct measurement of the electron effective mass in a plane-wave field as a function of the intensity of the field.

Finally, Fig. 11 illustrates the influence of interference effects on the spectral distribution of the pair-photoproduction probability, expressed as a dependence of the distribution on the phase difference $\varphi$ between the modes. We note that for $\eta_{1} \approx \eta_{2}<1$ the interference effects should be weak. Thus, if $\eta_{0}=1,2<s_{0}<3$, the value $\zeta=1$ is reached if $\eta_{1}=\eta_{2} \simeq 0.316$. Interference effects for the principal harmonic $s=3$ are determined by the interference of channels with absorption of three


Fig. 11. Spectral distribution of the pair-photoproduction probability for various phase shifts $\varphi$ between the modes of the field: $\varphi=$ (a) 0 , (b) $\pi / 2$, and (c) $\pi$ and the parameters $s_{0}=$ $2.4, m^{2} / k_{1} k^{\prime}=0.9, \zeta=0.25$, and $\phi=0$.
photons from the mode with frequency $\omega_{1}$ and one photon from the mode with frequency $\omega_{2}=3 \omega_{1}$. The corresponding interference term is of the order of $\eta_{1}^{4}$, while the main term is of the order of $\sim \eta_{1}^{2}$. In other words, the interference term is approximately $10 \%$ of the main term. The situation changes if the mode with the tripled frequency is weak. For example, the parameters corresponding to the spectral distributions shown in Fig. 11 are such that $\eta_{1}=0.8$ and $\eta_{2}=0.2$. In this case, the channel with absorption of one photon with frequency $\omega_{2}$ makes a small contribution to the total probability, since it is determined by the small factor $\eta_{2}^{2}=0.04$, while the contribution of the channel with the absorption of three photons from the mode with frequency $\omega_{1}$ can be roughly estimated as being proportional to $\eta_{1}^{6}=$ 0.26 . The interference term, however, can be estimated as $\eta_{1}^{3} \eta_{2} \approx 0.1$, i.e., it is approximately $40 \%$ of the main term. We note that similar estimates can be made also for the radiation problem. However, in that problem the first harmonic $W_{1}^{e}$, which, for the mode intensity parameters considered here, is determining, also contributes to the total probability, and its contribution of
about $\eta_{1}^{2}$ is appreciably greater than the order of magnitude of the leading interference term. In the pair-photoproduction problem, the channel corresponding to absorption of one photon with frequency $\omega_{1}$ is forbidden because of the presence of a reaction threshold, and this is what makes the interference effects noticeable, as one can see from Fig. 11.
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#### Abstract

Exact single-soliton solutions of the modified system of Maxwell-Bloch equations, in which the dipole-dipole interactions of the atoms of a dense resonant medium are taken into account, are obtained. Two propagation regimes are analyzed: "coherent," where the pulse duration is much shorter than both relaxation times ( $T_{p} \ll T_{1}, T_{2}$ ), and "incoherent," where the pulse duration falls between the relaxation times ( $T_{2} \ll T_{p} \ll$ $T_{1}$ ). It is predicted, for the first time, that soliton propagation of an ultrashort pulse is possible in a dense resonant absorbing medium in an incoherent interaction regime. The differences between the amplitude and phase characteristics of the solitons considered and the corresponding characteristics of the solitons for McCall-Hahn self-induced transparency are noted. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

It is well known [1] that in dense resonant media a spectral shift appears in the absorption line as a result of the short-range dipole-dipole interaction between the atoms. The spectroscopic data confirm reliably that the short-range dipole-dipole interaction-the local field in a dense resonant medium-influence the contour of the resonance absorption line [2]. The most complete theoretical approach to the problem of the local field in a dense resonant medium has been elegantly demonstrated in [3], where a strict justification is given for the generalization of the Maxwell-Bloch equations taking account of the short-range dipole-dipole interaction. Besides purely spectroscopic effects, this qualitative modification made it possible to predict certain other effects. Specifically, internal optical bistability due to a first-order phase transition, can appear in the stationary interaction regime under certain conditions [4].

The nonstationary interaction of a light pulse with a dense resonant medium likewise can be strongly influenced by the local field. In this connection, it is interesting to study the soliton propagation of ultrashort pulses in such media. More precisely, we are talking about the possibility of the propagation of pulses of a solitary wave packet type, which, for brevity, we shall in what follows call a soliton. As far as we know, this problem has been studied only in [5, 6], which where the first works to call attention to the fact that the short-range dipoledipole interaction affects the modulation of the envelope and phase of solitons in a dense resonant medium. However, phase modulation was neglected in [5], and an insufficiently general approach was used in [6] (see, for example, the condition (8) imposed on the frequency offset).

In the present paper, we consider two aspects of the problem touched upon. First, we consider the purely
coherent process of the propagation of a light pulse. Our analysis is more general than the theory proposed in [6], since no interrelation between the Lorentzian frequency and frequency offset from resonance is assumed. This feature makes it possible to perform correctly the transition to a McCall-Hahn soliton with a constant offset from resonance.

Second, we shall give the first formulation and solution of the problem of the formation of an incoherent soliton in a dense resonant medium. This situation is interesting because an essentially incoherent interaction with the absorbing resonant medium is assumed and soliton formation is nonetheless possible under definite conditions. In both cases, the amplitude and phase characteristics of the soliton differ qualitatively from those of the solitons discovered by McCall and Hahn [7].

## 2. BASIC EQUATIONS

The truncated system of Maxwell-Bloch equations for the complex amplitudes of the electric field $\hat{E}=$ $E \exp [-i(\omega T-k Z)]+$ c.c. and polarization $\hat{p}=$ $p \exp [-i(\omega T-k Z)]+$ c.c., as well as the difference $n$ of the populations of the resonant atom has the form

$$
\begin{gather*}
\frac{\partial E}{\partial Z}+\frac{1}{V} \frac{\partial E}{\partial T}=i \frac{2 \pi k}{n_{0}^{2}} \mu N_{0} p,  \tag{1}\\
\frac{\partial p}{\partial T}=i \frac{\mu}{\hbar} E n+i\left(\Omega+\Omega_{L} n\right) p-\frac{p}{T_{2}},  \tag{2}\\
\frac{\partial n}{\partial T}=i \frac{2 \mu}{\hbar}\left(E^{*} p-p^{*} E\right) . \tag{3}
\end{gather*}
$$

Here, $V=c / n_{0}$ is the phase velocity of light in the medium, $n_{0}$ is the nonresonant part of the refractive
index of the medium, $k=\omega n_{0} / c$ is the wave number in the medium, $\mu$ is the dipole moment of the resonance transition, $\Omega=\omega-\omega_{0}$ is the offset of the frequency $\omega$ of the field relative to the center $\omega_{0}$ of the absorption line, $\Omega_{L}=4 \pi \mu^{2} N_{0} / 3 \hbar$ is the Lorentzian frequency, determining the frequency shift as a result of shortrange dipole-dipole interactions [1], $T_{2}$ is the transverse relaxation time, and $N_{0}$ is the density of resonant atoms. The effect of the relaxation term in equation (2) is taken into account only when the incoherent interaction is studied. In equation (3) we neglected the relaxation term because of the assumption $T_{p} \ll T_{1}$, where $T_{p}$ is the pulse duration and $T_{1}$ is the longitudinal relaxation time.

To simplify the equations, it is convenient to introduce the following dimensionless quantities:

$$
\begin{gather*}
\mathscr{E}=\frac{\mu E}{\hbar \omega_{p}}, \quad z=\frac{\omega_{p}}{V} Z, \quad t=\omega_{p} T, \\
\delta=\frac{\Omega}{\omega_{p}}, \quad \omega_{L}=\frac{\Omega_{L}}{\omega_{p}}, \quad t_{2}=\omega_{p} T_{2},  \tag{4}\\
\omega_{p}^{2}=\frac{2 \pi N_{0} \mu^{2} \omega}{\hbar n_{0}^{2}} .
\end{gather*}
$$

In accordance with the scaling procedure (4), the system (1)-(3) assumes a completely dimensionless form

$$
\begin{gather*}
\frac{\partial \mathscr{E}}{\partial z}+\frac{\partial \mathscr{E}}{\partial t}=i p,  \tag{5}\\
\frac{\partial p}{\partial t}=i \mathscr{C} n+i\left(\delta+\omega_{L} n\right) p-\frac{p}{t_{2}},  \tag{6}\\
\frac{\partial n}{\partial t}=2 i\left(\mathscr{C}^{*} p-p^{* \mathscr{C}}\right) . \tag{7}
\end{gather*}
$$

## 3. COHERENT SOLITONS IN A DENSE RESONANT MEDIUM

In this section the propagation of optical pulses of duration $T_{p} \ll T_{2}$ in a dense resonant medium is studied on the basis of the system of equations (5)-(7). Under this condition, the relaxation term in equation (6) can be neglected. To solve the system of equations (5)-(7) we assume that

$$
\begin{equation*}
\mathscr{E}=\mathscr{E}(\tau), \quad p=p(\tau), \quad n=n(\tau), \tag{8}
\end{equation*}
$$

where the autowave variable $\tau=t-z / v_{0}$ is introduced and $\mathrm{v}_{0}=V_{0} / V$ is the dimensionless velocity of the soliton.

We shall seek the analytic solution of the system of equations (5)-(7) that depends only on the variable $\tau$ under the following physical assumptions: the amplitude and first derivative of the field vanish at infinity,
the derivative of the phase at infinity is a constant, and $n( \pm \infty)=1$. We find from equations (5) and (7) that

$$
\begin{equation*}
n=1-2 \gamma|\mathscr{E}|^{2}, \tag{9}
\end{equation*}
$$

where $\gamma=1 / v_{0}-1$. Using equations (5), (6), and (9), we obtain for $\mathscr{E}$ the resulting equation

$$
\begin{align*}
& \gamma \frac{d^{2} \mathscr{C}}{d \tau^{2}}-i {\left[\delta+\omega_{L}\left(1-2 \gamma|\mathscr{E}|^{2}\right)\right] \gamma \frac{d \mathscr{E}}{d \tau} }  \tag{10}\\
&=\mathscr{E}\left(1-2 \gamma|\mathscr{E}|^{2}\right) .
\end{align*}
$$

Following the standard procedure, we represent the amplitude $\mathscr{E}$ of the propagating pulse in the form

$$
\begin{equation*}
\mathscr{E}(\tau)=A(\tau) \exp [i \phi(\tau)] . \tag{11}
\end{equation*}
$$

Substituting the expression (11) into equation (6) and using equations (5) and (9), we obtain the following equations for the envelope $A$ and phase $\phi$ of the pulse:

$$
\begin{gather*}
\left(\frac{1}{\sqrt{\xi}} \frac{d A}{d \tau}\right)^{2}=q A^{2}-\frac{1}{2} A^{4}-r A^{6},  \tag{12}\\
\frac{d \phi}{d \tau}=\frac{\delta+\omega_{L}}{2}-\frac{\omega_{L} \gamma}{2} A^{2}, \tag{13}
\end{gather*}
$$

where

$$
\begin{gather*}
\xi=2-\gamma \omega_{L}\left(\delta+\omega_{L}\right), \\
q=\frac{4-\gamma\left(\delta+\omega_{L}\right)^{2}}{4 \gamma \xi},  \tag{14}\\
r=\frac{\omega_{L}^{2} \gamma^{2}}{4 \xi} .
\end{gather*}
$$

The solution of equations (12) and (13) can be represented in the form

$$
\begin{gather*}
A(\tau)=\frac{2 \sqrt{q}}{\sqrt{1+\sqrt{1+16 r q} \cosh \left(2 \sqrt{\xi_{q}} \tau\right)}},  \tag{15}\\
\phi(\tau)=\frac{\delta+\omega_{L}}{2} \tau \\
-\operatorname{arctanh}\left[\frac{\sqrt{1+16 r q}-1}{4 \sqrt{r q}} \tanh \left(\sqrt{\xi_{q}} \tau\right)\right] . \tag{16}
\end{gather*}
$$

Next, we can introduce a parameter that represents the pulse duration $\tau_{p}=\omega_{p} T_{p}$ :

$$
\begin{equation*}
\tau_{p}=\frac{1}{\sqrt{\xi_{q}}} \frac{1}{\sqrt{\frac{1}{\gamma}-\left(\frac{\delta+\omega_{L}}{2}\right)^{2}}} . \tag{17}
\end{equation*}
$$

Hence, it follows a relation between the soliton velocity and duration:

$$
\begin{equation*}
\frac{V}{V_{0}}-1=\frac{\tau_{p}^{2}}{1+\left[\left(\delta+\omega_{L}\right) \tau_{p} / 2\right]^{2}} \tag{18}
\end{equation*}
$$

It is easy to see that the soliton studied here differs from the McCall-Hahn soliton [7] by the Lorentzian frequency. The presence of $\omega_{L} \neq 0$ in equation (16) leads to the appearance of a nonlinear phase modulation, and, in addition, $\omega_{L}$ appears additively in the term describing the linear modulation. The soliton velocity determined by equation (18) depends parametrically on the total offset $\delta+\omega_{L}$. Finally, as a result of the presence of $\omega_{L}$, the area of the pulse becomes less than $2 \pi$. Indeed, the area of a coherent soliton is, up to the first term in the expansion in terms of the small parameter $\omega_{L}^{2}$,

$$
\begin{equation*}
S=2 \int_{-\infty}^{\infty} A(\tau) d \tau \approx 2 \pi\left\{1-\frac{3 \omega_{L}^{2}}{32\left[1+\left(\delta \tau_{p} / 2\right)^{2}\right]}\right\} \tag{19}
\end{equation*}
$$

Even though varying the constant $\omega_{L}$ within possible limits does not greatly change the profile of a coherent soliton in a dense resonant medium, the short-range dipole-dipole interactions can have a large effect on the propagation velocity of the soliton for certain pulse durations. Moreover, for propagation of a coherent soliton in a dense resonant medium, the derivative of the phase of the soliton undergoes qualitative changes, as a result of which for $\omega_{L} \neq 0$ chirping of the pulse is always present, which the conclusion drawn in [6] confirms. In contrast to [6], in our case the parameters $\delta$ and $\omega_{L}$ are in no way related by any condition, and in the limit $\omega_{L} \longrightarrow 0$ the offset $\delta$ remains unchanged, which ensures the correct limit to the McCall-Hahn soliton for $\delta \neq 0$.

Here it is useful to indicate well-known analogies. In the limit $t_{2} \longrightarrow \infty$ the system (5)-(7) is similar to the system that is used to describe self-induced transparency in molecular crystals in the excitonic range of the spectrum [8], where, in a certain approximation, taking account of the intermolecular interaction is equivalent to taking account of the short-range dipole-dipole interaction which we are studying. Of course, the soliton solutions obtained for different physical situations are also similar. Nonetheless, we thought it useful to examine the formation of a coherent soliton from a somewhat general standpoint, admitting the applicability of the system (5)-(7), under the indicated, assumption for describing the interaction of optical pulses not only with solid-state (ensembles of two-level impurity atoms) but also with gaseous dense resonant media. It was also important to underscore the nonthreshold character of the effect of the short-range dipole-dipole interaction on the formation of solitons, when coherence is ensured by pulse durations much shorter than
the transverse relaxation time. In what follows we shall be talking about a different possible self-induced transparency regime in dense resonant media (quite unexpected compared with the one just described), where the conventionally understood coherence condition breaks down.

## 4. INCOHERENT SOLITONS IN A DENSE RESONANT MEDIUM

In this section we present the first investigation of the propagation of light pulses with duration $T_{p}$ satisfying the condition $T_{2} \ll T_{p} \ll T_{1}$ in a dense resonant medium. Such propagation is essentially "quasistationary," since under such conditions the polarization $p$ of an atom, in contrast to the difference $n$ of its level populations, can follow the change in the field of the propagating pulse and it can be assumed in equation (2) that $|\partial p / \partial t| \ll\left|p / T_{2}\right|$.

Then, for $\dot{p}=0$, it follows from equation (6) that

$$
\begin{equation*}
p=i \frac{t_{2} n_{\mathscr{E}}}{1-i(\Delta+b n)}, \tag{20}
\end{equation*}
$$

where $\Delta=t_{2} \delta, b \equiv \omega_{L} t_{2}=4 \pi \mu^{2} N_{0} T_{2} /(3 \hbar)$ is the shortrange dipole-dipole interaction constant of the atoms [5]. Taking into consideration equation (20) and assuming the existence of the dependences (8), we transform equation (7) to the form

$$
\begin{equation*}
\frac{d n}{d \tau}=-\frac{4 t_{2} n|\mathscr{E}|^{2}}{1+(\Delta+b n)^{2}} \tag{21}
\end{equation*}
$$

Separating variables, equation (21) under the condition $n(\tau=-\infty)=1$ can be integrated as

$$
\begin{align*}
& \ln n+\frac{2 \Delta b}{1+\Delta^{2}} n+\frac{b^{2}}{2\left(1+\Delta^{2}\right)} n^{2} \\
& =\frac{4 b \Delta+b^{2}}{2\left(1+\Delta^{2}\right)}-\frac{4 t_{2}}{1+\Delta^{2}} \int_{-\infty}^{\tau}|\mathscr{E}|^{2} d \tau . \tag{22}
\end{align*}
$$

Next, it is assumed that the difference of the populations changes negligibly during the passage of the pulse, i.e., $n=1-\epsilon, \epsilon \ll 1$. Taking this into account, equation (22) can be reduced to the form

$$
\begin{equation*}
n=1-\epsilon=1-\frac{4 t_{2}}{|\lambda|^{2}} \int_{-\infty}^{\tau}\left|\mathscr{E}\left(\tau^{\prime}\right)\right|^{2} d \tau^{\prime}, \tag{23}
\end{equation*}
$$

which corresponds to the cubic approximation. Here, $\lambda=1-i(\Delta+b)$. Correspondingly, the polarization amplitude (20) is now determined by the expression

$$
\begin{equation*}
p=\left[\chi_{0}+\chi \int_{-\infty}^{\tau}\left|\mathscr{E}\left(\tau^{\prime}\right)\right|^{2} d \tau^{\prime}\right] \mathscr{E} \tag{24}
\end{equation*}
$$

where

$$
\begin{equation*}
\chi_{0}=i \frac{t_{2}}{\lambda}, \quad \chi=-i \frac{4 t_{2}^{2}(1-i \Delta)}{\lambda^{2}|\lambda|^{2}} \tag{25}
\end{equation*}
$$

Taking account of equations (8) and (24), equation (5) becomes

$$
\begin{equation*}
\frac{d \mathscr{E}}{d \tau}=-\frac{i}{\gamma}\left[\chi_{0}+\chi \int_{-\infty}^{\tau}\left|\mathscr{E}\left(\tau^{\prime}\right)\right|^{2} d \tau^{\prime}\right] \mathscr{E} \tag{26}
\end{equation*}
$$

The desired solution, once again, can be put into the form (11), and substituting it into equation (26) we arrive at the following equations for the envelope and phase:

$$
\begin{align*}
\frac{1}{A^{2}} \frac{d A^{2}}{d \tau} & =2 \alpha_{1}-2 \beta_{1} \int_{-\infty}^{\tau} A^{2}\left(\tau^{\prime}\right) d \tau^{\prime}  \tag{27}\\
\frac{d \phi}{d \tau} & =\alpha_{2}-\beta_{2} \int_{-\infty}^{\tau} A^{2}\left(\tau^{\prime}\right) d \tau^{\prime} \tag{28}
\end{align*}
$$

Here, we have introduced the parameters

$$
\alpha=-\frac{i}{\gamma} \chi_{0} \equiv \alpha_{1}+i \alpha_{2}, \quad \beta=\frac{i}{\gamma} \chi \equiv \beta_{1}+i \beta_{2}
$$

where $\alpha_{j}$ and $\beta_{j}$ are real quantities. The solution of equation (27) is

$$
\begin{equation*}
A=A_{0} \operatorname{sech}\left[\tau / \tau_{p}\right] \tag{29}
\end{equation*}
$$

where the soliton duration is defined as

$$
\begin{equation*}
\tau_{p}=\frac{1}{\alpha_{1}}=\frac{\gamma|\lambda|^{2}}{t_{2}} \tag{30}
\end{equation*}
$$

and the amplitude (the peak value) is given by the expression

$$
\begin{equation*}
A_{0} \equiv \frac{1}{\tau_{p} \sqrt{\beta_{1}}}=\frac{|\lambda|^{2}}{2} \sqrt{\frac{1}{\tau_{p} t_{2}\left(1+\Delta^{2}-b^{2}\right)}} \tag{31}
\end{equation*}
$$

We find from equation (28), using equation (29),

$$
\begin{equation*}
\phi(\tau)=\left(\alpha_{2}+\beta_{2} \tau_{p} A_{0}^{2}\right) \tau-\beta_{2} \tau_{p}^{2} A_{0}^{2} \ln \left[\cosh \left(\tau / \tau_{p}\right)\right] \tag{32}
\end{equation*}
$$

In order for the cubic approximation introduced earlier to be valid, as follows from equations (23), (29), and (31) the inequality

$$
\begin{equation*}
A_{0}^{2} \ll \frac{|\lambda|^{2}}{8 \tau_{p} t_{2}} \tag{33}
\end{equation*}
$$



Fig. 1. The region (in the variables $b$ and $\Delta$ ) of validity of the cubic approximation (23) for studying an incoherent soliton (inside the distinguished range of parameters, the change in the population difference as a result of the passage of the pulse is less than $1 / 5$ ).
must be satisfied. This condition and the requirement that the radicand in equation (31) be positive lead to the inequalities

$$
\begin{gather*}
u \equiv \frac{2\left[1+(\Delta+b)^{2}\right]}{1+\Delta^{2}-b^{2}} \ll 1  \tag{34}\\
1+\Delta^{2}-b^{2}>0
\end{gather*}
$$

to satisfy which it is possible to find an optimal ratio between the parameters $b$ and $\Delta$, minimizing the function $u$,

$$
\begin{equation*}
\Delta_{\mathrm{opt}}=-(b+1) \tag{35}
\end{equation*}
$$

where

$$
\begin{equation*}
u\left(\Delta_{\mathrm{opt}}\right)=\frac{2}{1+b} \tag{36}
\end{equation*}
$$

It is remarkable that the formation of a soliton is nontrivially ensured by finite values of $b$ and $\Delta$, and the necessary conditions are $b \gg 1,|\Delta| \gg 1$, and $\Delta<0$. These requirements reflect the unique properties of the soliton under study, which can exist only in dense resonant media for parameters determined by the inequalities (34) (see Fig. 1). Actually, they attest to the threshold character of the influence of the short-range dipoledipole interaction on soliton formation.

The dependence of the soliton velocity on the duration of the soliton is obtained in an obvious way from equation (30):

$$
\begin{equation*}
1 / v_{0}-1=t_{2} \tau_{p} /|\lambda|^{2} \tag{37}
\end{equation*}
$$

Although this formula superficially resembles the one obtained by McCall and Hahn [7], there nonetheless


Fig. 2. The squared amplitude $A^{2}$ of an incoherent soliton versus the variables $\tau$ and short-range dipole-dipole interaction constant $b$ for $T_{2}=10^{-11} \mathrm{~s}, T_{p}=10^{-10} \mathrm{~s}$, and $\Delta=-16$.


Fig. 3. The dimensionless velocity $v_{0} \equiv V_{0} / V$ of an incoherent soliton versus the short-range dipole-dipole interaction constant $b$ for $T_{2}=10^{-11} \mathrm{~s}, T_{p}=10^{-10} \mathrm{~s}$, and $\Delta=-16$.
exists a fundamental difference, due to the decisive role of $t_{2}$ and $|\lambda|^{2}$ (and hence of the offset also).

The phase (32), just as in the case of a coherent soliton, contains linear and nonlinear parts. It is interesting that the area of the soliton now depends explicitly not only on the parameters $b$ and $\Delta$ but also on the duration of the soliton $\tau_{p}$ :

$$
\begin{equation*}
S=\frac{2 \pi}{\sqrt{\beta_{1}}}=\pi|\lambda|^{2} \sqrt{\frac{\tau_{p}}{t_{2}\left(1+\Delta^{2}-b^{2}\right)}} \tag{38}
\end{equation*}
$$

Evidently, the area of the incoherent soliton can be substantially different from $2 \pi$.

Figure 2 shows the dependence of the envelope of the incoherent soliton (29) on the parameter $b$ of the short-range dipole-dipole interactions. Figure 3 illus-
trates the dependence of the velocity of an incoherent soliton on the short-range dipole-dipole interaction constants.

The analytic study, performed above, of the formation of an incoherent soliton agrees well with the results of a numerical simulation.

## 5. CONCLUSIONS

Solitary wave packets (solitons) in dense resonant media possess very specific properties. This is due to the existence of a short-range dipole-dipole interaction between the resonant atoms, which results in a characteristic (linear and nonlinear) phase modulation (chirping). The very possibility of coherent and incoherent soliton pulse propagation regimes is a specific feature. The coherent soliton studied above is a natural generalization of a standard self-induced transparency soliton, and the difference in their properties, though small, is quite fundamental and therefore merits attention. The question of the possibility of incoherent soliton pulse propagation seems to be more fundamental. We predicted the possibility of the formation of an incoherent soliton whose amplitudephase characteristics are qualitatively different from those of an ordinary self-induced transparency soliton. The intensity of interatomic interactions (the parameter $b$ ) and negative frequency offsets of the acting field $\Delta<0$, which ensure the very existence of a soliton, play the decisive role here.

Undoubtedly, the search for dense resonant media with $b \gg 1$ is difficult and is, in some sense, an independent problem. Here, the prospects are, to a large degree, the same as in the long-standing search for dense resonant media for experimental realization of a first-order phase transition and the associated internal optical bistabilization (the necessary condition for observing them with respect to bistable reflection or transmission is $b>4$ [9], and it is fundamentally unrealizable in gases). For this reason, we can focus on those considerations in this respect which have appeared in the literature in the last few years. For example, in [10] ensembles of impurity ions $\mathrm{O}_{2}^{-}$in KCl crystals and bound $I_{2}$ excitons in CdF crystals were suggested in [10] as media with a large value of $b$. However, the authors of [11] believe that molecular crystals at low temperatures are today more promising media of this type. Their parameters do indeed favor achieving a large value of $b$ in the excitonic range of the spectrum (for $\mu^{2} \geq 10^{-36} \mathrm{CGSE}$ and excitonic density of states $N_{0} \geq 10^{18} \mathrm{~cm}^{-3}$ ). As far as the formation of an incoherent soliton is concerned, such media could make it possible to obtain not only the condition $b \gg 1$, but also to choose the required intermediate duration of the injected optical pulses, since here the transverse relaxation time (due to scattering by acoustic phonons) $T_{2}$ is approximately $10^{-11}-10^{-10} \mathrm{~s}$, and the longitudinal relaxation time (the excitonic lifetime) $T_{1}$
is of the order of $10^{-8}-10^{-3} \mathrm{~s}$ [12], i.e., the requirement $T_{2} \ll T_{p} \ll T_{1}$ is easily satisfied for pulse durations in the nanosecond range.

Thus, an incoherent soliton pulse propagation regime, in principle, can be realized only in solid-state dense resonant media, for which there is a possibility of choosing suitable values of the parameters $b, T_{1}$, and $T_{2}$. The term "incoherent soliton" in this case is, as expected, somewhat arbitrary. In our opinion, such a soliton is formed as a result of competition between an incoherent dephasing process with characteristic time $T_{2}\left(T_{p} \gg T_{2}\right)$ and an intrinsically coherent short-range dipole-dipole interaction, which leads to a collective local-field effect. Such a qualitative explanation seems to be admissable when the interaction with the nonlinear medium is postulated to be coherent for any type of soliton.

It should be noted that the formation of an incoherent soliton has also been studied in [13], but for a combined medium consisting of amplifying resonant (without the short-range dipole-dipole interaction) and nonresonant (cubic) components, the presence of a nonresonant component being mandatory. The difference in our case is that the nonlinear medium can be a single-component absorbing resonant medium characterized by the required high density of atoms, which ensures a sufficiently strong short-range dipole-dipole interaction, a negative frequency offset of the applied field being mandatory.
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#### Abstract

Classical and quantum theories of polarization bremsstrahlung in a statistical (Thomas-Fermi) potential of complex atoms and ions are developed. The basic assumptions of the theories correspond to the approximations employed earlier in classical and quantum calculations of ordinary bremsstrahlung in a static potential. This makes it possible to study on a unified basis the contribution of both channels in the radiation taking account of their interference. The classical model makes it possible to obtain simple universal formulas for the spectral characteristics of the radiation. The theory is applied to electrons with moderate energies, which are characteristic for plasma applications, specifically, radiation from electrons on the argon-like ion KII at frequencies close to its ionization potential. The computational results show the importance of taking account of the polarization channel of the radiation for plasma with heavy ions. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The process of polarization bremsstrahlung (PB) in collisions of charged particles with heavy atoms and ions has been under intensive investigation for the last ten years [1-7]. As is well known [1], the crux of this process reduces to the dynamical polarization of the atomic core by the incident charged particle (ordinarily, an electron) followed by radiation of the core and energy loss by the particle. Thus, polarization bremsstrahlung is an additional (together with the ordinary bremsstrahlung in a static potential) channel for radiation losses of a particle in collisions.

Here we are dealing, essentially, with the radiation of the compound system "atom + incident particle," the radiation being due to the total dipole moment of the system. This approach to bremsstrahlung was first formulated by M. Born (see [8]) and was subsequently applied to a number of different effects.

Many calculations of PB have been performed by quantum methods and pertain primarily to high inci-dent-particle energies (see the review [4]). At the same time, it is relevant to pose the question of the contribution of the polarization channel to the radiation of a plasma with heavy ions. The range of electron energies in this case is of the order of the plasma temperature $T$ and is less than (or comparable to) the ionization potential of ions. Calculations of ordinary (static) bremsstrahlung show that the methods of classical electrodynamics work well here, making it possible to obtain quite simple analytic results for the bremsstrahlung spectra (see [9]). The basis for the applicability of classical methods is the acceleration of the incident particle in the field of
an atomic potential, as a result of which the electron "forgets" its initial energy, and all radiation effects depend on its kinetic energy at the point of greatest acceleration. This is why the criterion for the process to be classical is the condition that the energy of the photon $\hbar \omega$ be small compared not with the initial energy of the incident particle $E(\hbar \omega \ll E)$ but rather compared with the much higher energy of the electron accelerated in the atomic potential. Thus, the classical analysis is applicable even for describing strongly inelastic processes $\hbar \omega \gg E$. This circumstance serves as a basis for the so-called Kramers electrodynamics (see [9] for a more detailed discussion).

For many plasma applications, the average spectral characteristics corresponding to the motion of an electron in an average statistical potential of the ThomasFermi type play the main role. Such spectra are in good agreement with the more accurate calculations performed using the Hartree-Fock method, as was shown by the calculations performed with a statistical potential [11]. For this reason, to obtain universal results it is appropriate to use statistical models for the polarization radiation also.

Thus, our objective in the present work is to calculate PB effects for the motion of an electron in a statistical atomic potential of atoms or ions. The calculations are performed for the classical and quantum motions of an electron in the same approximations which were used previously for ordinary bremsstrahlung [9-14]. The computational results make it possible to obtain simple universal formulas for the radiation in both channels, taking account of interference effects. The
approximations used are justified for electrons of moderate energies, characteristic for plasma systems [9].

To calculate the contribution of the polarization channel to the total cross section for collisional-radiation processes, it is necessary to know the generalized (nondipole) polarizability $\alpha(\omega, \mathbf{q})$ of the target. As is well known, the calculation of this quantity is a complicated quantum-mechanical problem, which can be solved exactly only for a hydrogen-like ion [2]. In all other cases, an exact calculation is impossible even in the dipole approximation.

For situations when one outer valence electron makes the main contribution to the process, the approximate methods of the quantum-defect and modelpotential type [15], which give a solution in terms of the Coulomb wave functions with nonintegral parameters, can be used.

If, however, a multielectron subshell plays the main role, then it is found that interelectron correlation effects must also be taken into account in the radiation process. The calculation of the atomic radiative characteristics in the single-electron approximation gives a strongly distorted result. This latter circumstance is well known from the theory of the photoeffect for multielectron atoms near the photoionization threshold of $d$ and $f$ subshells [16], knowledge of which in the entire frequency range is sufficient for determining the dynamical (dipole) polarizability of an atom (ion).

The main characteristics of the cross section for the photoeffect and the polarizability for atoms with closed shells can be described well on the basis of the socalled random-phase approximation with exchange. The basic idea of this method consists in the fact that the interelectron correlation effects are expressed in terms of the dynamical polarizability of the atomic core.

Such calculations for the problem of calculating the cross section for polarization bremsstrahlung by an atom in a wide frequency range have been performed recently [5] for kilovolt-range electrons scattered by a krypton atom. It should be noted that such calculations present a very complicated computational problem, since the wave functions of the atomic electrons in the zeroth approximation are solutions of the Hartree-Fock integrodifferential equations.

## 2. BASIC RELATIONS

As already mentioned above, our objective in this paper is to develop universal semiquantitative methods for describing polarization effects in radiative processes in collisions of electrons with multielectron atoms in a wide frequency range and to analyze using these methods the general characteristics of the indicated processes on the basis of the local electron density for the polarizability of the target.

The main advantage of the approach employed is its computational simplicity, universality with respect to
applicability to different targets, and physical clarity. Without pretending to give an exact quantitative description of the phenomenon, the method employed can be regarded as an approximate method for describing polarization-interference effects on multielectron systems, which is applicable in a wide range of plasma parameters.

In what follows we shall employ the so-called local approximation for the density or for the related plasma frequency, previously developed by Brandt and Lundqvist for calculating the photoionization of multielectron atoms [17] as an alternative to the single-electron approximation. In the Brandt-Lundqvist approximation an atom is regarded as a nonuniform plasma cloud with a fixed electron density distribution $n(r)$. To each point in the space inside the atom there corresponds a unique plasma frequency

$$
\omega_{p}=\sqrt{4 \pi n(r)}
$$

(Unless otherwise stated, atomic units are used everywhere.) According to the classical picture, which is used in this model, the absorption of radiation with frequency $\omega$ occurs when the resonance condition $\omega=$ $\omega_{p}(r)$ is satisfied, which determines the characteristic distances $r_{p}(\omega)$ of the process.

The expression for the polarizability $\alpha(\omega)$ in this model has the form

$$
\begin{equation*}
\alpha^{B L}(\omega)=\int_{0}^{R_{0}} \frac{\omega_{p}^{2}(r) r^{2} d r}{\omega_{p}^{2}(r)-\omega^{2}-i \delta}=\int \beta^{B L}(r, \omega) d \mathbf{r} \tag{1}
\end{equation*}
$$

Here, $R_{0}$ is the radius of the atom (ion) and $\delta$ is an infinitesimal positive quantity.

The formula (1) gives a representation of the dynamic polarizability as an integral of a certain function $\beta(r, \omega)$, which it is natural to call the spatial density of dynamic polarizability, over the spatial coordinate. In the local approximation under study, this quantity establishes a relation between the induced polarization of an atom at frequency $\omega(P(r, \omega))$ and the intensity of the external electric field $(E(r, \omega))$ giving rise to this polarization. Both quantities are taken at the same point in space (local approximation):

$$
\begin{equation*}
P(r, \omega)=\beta(r, \omega) E(r, \omega) \tag{2}
\end{equation*}
$$

We note that the expression (1) can be rewritten as an integral over the frequency, if the spectral density of the oscillator strength is introduced in an appropriate manner according to the following formula (here Gaussian units are employed):

$$
\begin{equation*}
\frac{d f}{d \omega}=\frac{m \omega^{2}}{e^{2}} r_{p}^{2}(\omega) \frac{d r_{p}(\omega)}{d \omega} \tag{3}
\end{equation*}
$$

where the function $r_{p}(\omega)$ is determined by solving the equation

$$
\begin{equation*}
\omega=\omega_{p}(r) \tag{4}
\end{equation*}
$$



Fig. 1. Frequency dependences of the real and imaginary parts of the dynamical polarizability of an FeVI ion, obtained in a local Brandt-Lundqvist plasma model [17]: $-\omega^{2} \operatorname{Re}\left\{\alpha^{B L}(\omega)\right\}$ solid curve and $\omega^{2} \operatorname{Im}\left\{\alpha^{B L}(\omega)\right\}$ dashed curve (values given in au).

In Table 1 the static polarizabilities (in atomic units) of atoms and ions with closed electron shells, calculated by different methods on the basis of a statistical description of an atom, are compared with the experimental data ( $\alpha_{0}^{\text {exp }}$ ).

It follows from the table presented that in most cases the Brandt-Lundqvist method, being very simple, gives for the static polarizability satisfactory agreement with experiment for atoms (ions) with filled shells.

We note that the static polarizability calculated in the more general nonlocal plasma approach $[20,21]$ is strongly overestimated.

The frequency dependences of the quantities $-\omega^{2} \operatorname{Re}\{\alpha(\omega)\}$ and $\omega^{2} \operatorname{Im}\{\alpha(\omega)\}$ for the FeVI ion, which were calculated in the Brandt-Lundqvist approximation in a wide frequency range, are presented in Fig. 1. Comparing with analogous dependences calculated in a
quantum-mechanical description of the target for a multielectron atom [5] shows that the calculation in the Brandt-Lundqvist model describes qualitatively correctly the smoothed functions $-\omega^{2} \operatorname{Re}\{\alpha(\omega)\}$ and $\omega^{2} \operatorname{Im}\{\alpha(\omega)\}$ without taking account of the characteristic features due to the shell structure of the atom (maxima and minima near the ionization thresholds of the subshells). It follows (in accordance with the physical picture) from Fig. 1, specifically, that as the frequency $\omega$ increases, the function $-\omega^{2} \operatorname{Re}\{\alpha(\omega)\}$ (in atomic units) approaches the total number $N$ of electrons in the ion, and the function $\omega^{2} \operatorname{Im}\{\alpha(\omega)\}$ decreases rapidly to zero in the high-frequency limit.

Thus, it can be expected from an analysis of the lowand high-frequency limits that the Brandt-Lundqvist model gives, to a first approximation, a reasonable approximation for the dynamical polarizability of an atom (ion).

To calculate the cross section of polarization bremsstrahlung, we introduce the polarization potential for the interaction with an ion in a uniform external electromagnetic field $E(\omega)$ with frequency $\omega$ :

$$
\begin{equation*}
V_{\mathrm{pol}}(\mathbf{R}, \omega)=\int d \mathbf{r} \frac{\delta \rho(\mathbf{r}, \omega)}{|\mathbf{r}-\mathbf{R}|} \tag{5}
\end{equation*}
$$

Here, $\delta \rho(\mathbf{r}, \omega)$ is the spatial density of the perturbation of the electron charge, induced in the ion core by the external field, and $R$ is the radius vector of the incident particle. We note that the proposed approach is also suitable for calculating spontaneous processes: in this case $E(\omega)$ is the field due to quantum fluctuations. The perturbation $\delta \rho(\mathbf{r}, \omega)$ of the electron charge is due to the polarization $\mathbf{P}(\mathbf{r}, \omega)$ induced in the ion core:

$$
\begin{equation*}
\delta \rho(\mathbf{r}, \omega)=\operatorname{div} \mathbf{P}(\mathbf{r}, \omega) . \tag{6}
\end{equation*}
$$

In the local approximation, the quantity $\mathbf{P}(\mathbf{r}, \omega)$ is given by equation (2)

In what follows, we shall assume everywhere that the electron-density distribution in an atom (ion) is spherically symmetric.

Bringing together the formulas written out, expanding the reciprocal of the distance $|\mathbf{r}-\mathbf{R}|^{-1}$ in spherical

Table 1. Static polarizabilities of atoms and ions calculated using various models (the values are given in au)

| Atom (ion) | ArI | KrI | XeI | KII | PbII | CsII | SrIII | BaIII |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\alpha_{0}^{\exp }$ | 11 | 17 | 27 | 7.5 | 12 | 16.3 | 6.6 | 11.4 |
| $\alpha_{0}^{\mathrm{var}}$ | 19.3 | 26.8 | 30.9 | 9.1 | 14.3 | 17.8 | 8.7 | 11.4 |
| $\alpha_{0}^{\mathrm{VSh}}$ |  | 21.1 | 25.5 | 6.6 | 11.9 | 15.3 | 7.5 | 9.7 |
| $\alpha_{0}^{\text {BL }}$ | 22 | 24 | 27 | 8.6 | 11.6 | 13.5 | 7 | 8.4 |

Note: $\alpha_{0}^{\mathrm{var}}$ —calculation by a variational method [18]; $\alpha_{0}^{\mathrm{VSh}}$ —calculation in the statistical model [19]; and $\alpha_{0}^{\mathrm{BL}}=R_{0}^{3} / 3$ —calculation in the Brandt-Lundqvist model for a Thomas-Fermi-Dirac atom (ion).
harmonics, performing simple algebraic transformations, and integrating over the angular variables, we obtain for the polarization potential in the local approximation the expression

$$
\begin{equation*}
V_{\mathrm{pol}}(\mathbf{R}, \omega)=\frac{\mathbf{R E}(\omega)}{R^{3}} \int_{0}^{R} \beta(r, \omega) 4 \pi r^{2} d r \tag{7}
\end{equation*}
$$

It is important that this formula describes the nondipole interaction potential of an incident particle interacting with a perturbed ion core. This is expressed in the presence of the modulus $R$ of the radius vector of this particle in the upper limit of integration. This circumstance has a simple electrostatic interpretation: the external charge interacts only with the part of the electron cloud located inside a sphere of radius $R$, if the process proceeds without excitation of the bound electrons in the target.

Figures 2 a and 2 b display the computational results for the real and imaginary parts of the polarization potential, normalized to the amplitude of the external electric field, for a KII ion. The calculation was performed in the local plasma-frequency approximation using the electron density of the ion core in the Tho-mas-Fermi-Dirac model [18] for two frequencies of the electromagnetic field $\omega=0.9$ (a) and 3 au (b) using equation (7). In both cases, the real part of the polarization potential has a maximum at a distance determined by equation (4). At this distance, the local permittivity of the target vanishes and at the same time an imaginary correction appears to the polarization potential (for shorter distances it is zero).

We note that similar forms of the potential were obtained in [20] for a nonuniform plasma particle in an electromagnetic field by solving a differential equation with appropriate boundary conditions.

Using the expression for the polarization potential, a formula can be derived for the dipole moment induced in the ion core by the scattered particle. Indeed, using

$$
\begin{equation*}
V_{\mathrm{pol}}(\mathbf{R}, \omega)=-\mathbf{E}(\omega) \mathbf{D}_{\mathrm{pol}}(\mathbf{R}, \omega), \tag{8}
\end{equation*}
$$

we find

$$
\begin{equation*}
\mathbf{D}_{\mathrm{pol}}(\mathbf{R}, \omega)=-\frac{\mathbf{R}}{R^{3}} \int_{0}^{R} \beta(r, \omega) 4 \pi r^{2} d r . \tag{9}
\end{equation*}
$$

The dipole moment $\mathbf{D}_{\mathrm{pol}}(\mathbf{R}, \omega)$ induced in the atomic (ion) core is a function of the frequency of the external field and the radius vector of the incident particle:

$$
\begin{equation*}
\operatorname{Re}\left\{\mathbf{D}^{\mathrm{BL}}(\omega, R)\right\}=\frac{\mathbf{R}}{R^{3}} \mathrm{~V} \cdot \mathrm{P} \cdot \int_{0}^{R} \frac{\omega_{p}^{2}(r) r^{2} d r}{\omega_{p}^{2}(r)-\omega^{2}}, \tag{9a}
\end{equation*}
$$



Fig. 2. Real (solid curves) and imaginary (dashed curves) parts of the polarization potential, normalized to the amplitude of the electromagnetic field, at the frequency $\omega=0.9 \mathrm{au}$ (a) and $3 \mathrm{au}(\mathrm{b})$ as a function of the distance from the nucleus of the KII ion. Calculation in the Brandt-Lundqvist approximation using the Thomas-Fermi-Dirac electron density.

$$
\begin{align*}
& \operatorname{Im}\left\{\mathbf{D}^{\mathrm{BL}}(\omega, R)\right\}=\frac{\mathbf{R}}{R^{3}} \frac{\pi}{2} \omega^{2} \\
& \times \frac{r_{p}^{2}(\omega)}{\left|d \omega_{p}\left(r_{p}\right) / d r\right|} \theta\left(R-r_{p}(\omega)\right), \tag{9b}
\end{align*}
$$

where $\theta$ is the Heaviside function. The total (including the static) radiating dipole moment of the system incident particle + atom (ion) is

$$
\begin{equation*}
\mathbf{D}_{\mathrm{tot}}(\mathbf{R}, \omega)=\mathbf{R}-\frac{\mathbf{R}}{R^{3}} \int_{0}^{R} \beta(r, \omega) 4 \pi r^{2} d r \tag{10}
\end{equation*}
$$

The formula (10) is the initial formula for performing calculations of polarization effects in the local approximation. It corresponds to taking account of two channels of the radiative collision process: static (first term in equation (10)) and polarization (second term). Since these terms appear in the expression for the total radiating dipole moment of the system target + incident particle, the expression (10), substituted into the standard formula for the cross section of the process or the corresponding intensity, will also describe interference effects associated with the interaction of the channels.

## 3. CLASSICAL THEORY OF THE POLARIZATION BREMSSTRAHLUNG OF AN ELECTRON ON A MULTIELECTRON ION

The Born parameter $\eta$, characterizing the motion of plasma electrons under the conditions of a thermodynamically equilibrium plasma, is greater than or of the order of unity:

$$
\begin{equation*}
\eta=\frac{Z e^{2}}{\hbar v} \geq 1 \tag{11}
\end{equation*}
$$

(here ordinary units of measurement are used).
The inequality (11) is the inverse of the Born condition and corresponds (in the limit of a strong inequality) to the semiclassical approximation with respect to the motion of the incident particle. It is in the semiclassical approach [9, 11, 14] that V.I. Kogan et al. performed a detailed analysis of the static channel for bremsstrahlung, specifically, they developed the so-called rotational approximation, which makes it possible to calculate very simply the spectral cross sections for the main radiation processes, including recombination.

Comparing with the quantum-mechanical numerical calculation [10] demonstrated the high accuracy of the semiclassical approach and, specifically, the rotational approximation in the theory of static bremsstrahlung [12, 13]. For this reason, it is natural to use the semiclassical approach to investigate the polarization bremsstrahlung on a multielectron ion and to construct on the basis of this approach a generalization of the rotational approximation, including a description of the polarization channel.

As is well known [22], in the classical analysis of a radiative collision process, a quantity $\kappa$, called the effective emission,

$$
\begin{equation*}
\kappa=\int_{0}^{\infty} \Delta E(\rho) 2 \pi \rho d \rho \tag{12}
\end{equation*}
$$

is introduced. Here, $\Delta E(\rho)$ is the total emission from a single incident particle with a fixed impact parameter $\rho$. In what follows, we also be interested in the spectral effective emission $d \kappa(\omega) / d \omega$, the expression for which in the dipole approximation with respect to the interaction with the electromagnetic field in the emitted wave for a spontaneous process has the form

$$
\begin{equation*}
\frac{d \kappa(\omega)}{d \omega}=\frac{4 \omega^{4^{\infty}}}{3 c^{3}} \int_{0}|\mathbf{D}(\omega, \rho)|^{2} \rho d \rho \tag{13}
\end{equation*}
$$

Here, $\mathbf{D}(\omega, \rho)$ is the Fourier transform of the radiating dipole moment of the system at frequency $\omega$, calculated along the trajectory of the incident particle, characterized by the impact parameter $\rho$.

There is a simple relation between the quantity $d \kappa / d \omega$ and the spectral cross section for bremsstrahlung:

$$
\frac{d \kappa}{d \omega}=\hbar \omega \frac{d \sigma}{d \omega}
$$

(ordinary units are used).
To take account of the interference-polarization effects, in what follows we shall use for $\mathbf{D}(\omega, \rho)$ the time Fourier transform of the total dipole moment:

$$
\begin{equation*}
\mathbf{D}_{\mathrm{tot}}(\omega, \rho)=\int_{-\infty}^{\infty} \mathbf{D}_{\mathrm{tot}}\left(\mathbf{R}\left(t, \rho, v_{i}\right), \omega\right) e^{i \omega t} d t, \tag{14}
\end{equation*}
$$

where the function $\mathbf{D}_{\text {tot }}(\mathbf{R}, \omega)$ is given by the expression (10). Thus, in the classical analysis, to calculate the spectral effective emission one must know the law of motion of the incident particle

$$
\begin{equation*}
\mathbf{R}=\mathbf{R}\left(t, \rho, v_{i}\right) \tag{15}
\end{equation*}
$$

where $v_{i}$ is the initial velocity of the particle.
To investigate strongly inelastic scattering processes it is convenient to express the temporal Fourier transform of the dipole moment of the incident particle (first term in equation (10)) in terms of the Fourier transform of the force exerted by the target on the particle. Then the following expression for the Fourier transform of the total radiating dipole moment of the system (equation (14)) can be obtained from equation (10):

$$
\begin{gather*}
\mathbf{D}_{\mathrm{tot}}(\omega, \rho)=\frac{1}{\omega^{2}}\left\{\frac{\mathbf{R}}{R} \frac{d U(R)}{d R}\right\}_{\omega, \rho} \\
-\left\{\frac{\mathbf{R}}{R^{3}} \int_{0}^{R} \beta(r, \omega) 4 \pi r^{2} d r\right\}_{\omega, \rho} . \tag{16}
\end{gather*}
$$

Here, the braces denote a Fourier transform taking account of the dependence (15).

Thus, the expressions (12), (13), and (16) give a formal solution of the problem under study. It is impossible to simplify these formulas further, since the dependence (15) for the motion of the incident particle in a Thomas-Fermi potential (and its modifications) cannot be expressed in analytic form (in contrast to motion in a Coulomb field).

For numerical calculations, it is convenient to switch from the independent time variable $t$ to an independent variable $R$, the distance from the incident particle to the nucleus. For this, we employ the standard representation of the trajectory time and turning angle of the radius vector of the incident particle in terms of $R$ and the parameters $\rho$ and $v_{i}$ :

$$
\begin{gather*}
t\left(R, \rho, v_{i}\right)=\int_{r_{\min }\left(\rho, v_{i}\right)}^{R} \frac{d R}{v_{r}\left(R, \rho, v_{i}\right)},  \tag{17}\\
\varphi\left(R, \rho, v_{i}\right)=\rho v_{i} \int_{\left.r_{\min } \rho, v_{i}\right)}^{R} \frac{d R}{v_{r}\left(R, \rho, v_{i}\right) R^{2}} . \tag{18}
\end{gather*}
$$

Here, $v_{r}\left(R, \rho, v_{i}\right)$ is the radial velocity

$$
\begin{equation*}
v_{r}\left(R, \rho, v_{i}\right)=\sqrt{v_{i}^{2}+2|U(R)|-v_{i}^{2} \rho^{2} / R^{2}} \tag{19}
\end{equation*}
$$

$r_{\text {min }}\left(\rho, v_{i}\right)$ is the distance of closest approach of the incident particle to the center of the scattering potential and is determined by the solution of the equation

$$
\begin{equation*}
v_{r}\left(R, \rho, v_{i}\right)=0 . \tag{20}
\end{equation*}
$$

Using equations (16)-(19), the Cartesian projections (on the focal coordinate axes) of the Fourier transform of the radiating dipole moment of the system can be calculated as

$$
\begin{align*}
\left(\mathbf{D}_{\mathrm{pol}}\right)_{x}(\omega, \rho) & =2 \int_{r_{\text {min }}}^{\infty} \cos (\varphi(R, \rho)) \cos (\omega t(R, \rho))  \tag{21}\\
& \times D_{p}(\omega, R) \frac{d R}{V_{r}(R, \rho)}
\end{align*}
$$

where $D_{p}(\omega, R)$ is determined by the modulus of the vector (10). An expression for the component $\left(\mathbf{D}_{\mathrm{pol}}\right)_{y}$ can be obtained by replacing the cosines in equation (21) by sines.

As is well known, the statistical approximation describes well the properties of an atom in the region where most of the atomic electrons are localized. Near the nucleus and at the boundary of the ion, where sin-gle-electron effects become substantial, the accuracy of the statistical approximation decreases appreciably. Specifically, at the boundary of an ion the electron density and the local plasma frequency vanish completely in the statistical model. Here, single-electron excitations make a large contribution to the polarizability. They must be taken into account in a frequency range of the order of the ionization potential of the core, where the dimensions of the electron orbit become greater than the dimensions of the ion core in the statistical model. Actually, together with the collective plasma frequency of the oscillations of the electron density, characteristic oscillations of an electron in the field of the core appear here. ${ }^{1}$ This effect can be approximately taken into account by shifting the frequency $\omega$ in the formula for the polarizability of the target by an amount $\Delta \omega$, so that the maximum of photoabsorption would occur on the single-electron ionization potential.

We present the computational results for the spectral effective emission for scattering of an electron by a KII ion for the following values of the parameters: $\mathrm{v}_{i}=$ 1.4 au and $\omega=0.9 \mathrm{au}$. The choice of these quantities is determined by the fact that under the conditions of a thermodynamically equilibrium plasma the emission of photons with energy close to the initial energy of the

[^3]incident particle (the ionization potential of the KII ion is 1.16 au ) by electrons with thermal energies (of the order of the ionization potential of an ion) is of greatest interest.

We use the polarizability density of the target in the Brandt-Lundqvist approximation (equation (1)), shifted in frequency by the amount $\Delta \omega=0.6$ au in the direction of high frequencies, to calculate the dipole moment induced in the ion core. Then the frequency dependence of the dynamical polarizability of the ion core will correspond to its quantum-mechanical analog.

The electron density of the ion core, determining the local plasma frequency, was calculated on the basis of a numerical integration of the Thomas-Fermi-Dirac equation (with exchange and correlation corrections) using the reduced ion radius $x_{0}=8.91$ arb. units. We recall that the reduced ion radius is the ratio of the ion radius $R_{0}$ to the Thomas-Fermi radius $a_{\mathrm{TF}}=$ $0.8852 / Z^{1 / 3}$.

In this case the "local plasma radius" [see (4)] is $r_{p}(\omega)=2.77 \mathrm{au}$.

We now introduce the characteristic emission radius in the Kramers limit $r_{\text {eff }}\left(\omega, v_{i}\right)$ (see $\left.[9,14]\right)$. This radius determines the revolution frequency of an electron in its orbit and is the solution of the equation

$$
\begin{equation*}
\frac{v_{i}^{2}}{2}+|U(r)|=\frac{\omega^{2} r^{2}}{2} \tag{22}
\end{equation*}
$$

This quantity determines the effective emission distance with respect to the static channel. It is important that in the Kramers limit the quantity $r_{\text {eff }}\left(\omega, v_{i}\right)$ increases with the initial velocity.

We now consider the emission of a photon with energy 0.9 au in the case when an electron with nearthreshold energy ( 1 au ) is scattered by a KII ion. The dependences of the projections of the dipole moment induced in the ion core at the frequency of the emitted photon on the impact parameter $\rho$, which were obtained on the basis of the model considered, are presented in Table 2.

The calculation in a statistical Thomas-FermiDirac potential shows that for impact parameters less than 1.4 au , the scattering angle is greater than $180^{\circ}$, which corresponds to onset of the revolution of the incident particle around the target.

On the other hand, the condition for the semiclassical picture breaks down for these impact parameters. Nonetheless, this is immaterial for calculating the polarization channel, since short distances from the nucleus make only a small contribution to it.

The computational results obtained with equations (13)-(21) for the values of the effective emission (in atomic units) for the polarization channel with subdivision into the contributions of $x$ and $y$ projections are presented in Table 3.

Table 2. Components of the induced dipole moment in a KII ion as a function of the impact parameter (values given in au)

| $\rho$ | 1 | 1.5 | 2 | 2.5 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $r_{\text {mix }}$ | 0.163 | 0.8 | 1.58 | 2.2 | 2.74 | 3.76 | 4.75 | 5.7 |
| $\operatorname{Re} D p_{x}$ | -0.1 | 1.48 | 1.0 | 1.48 | 2.4 | 0.73 | 0.36 | 0.16 |
| $\operatorname{Re} D p_{y}$ | -1.59 | 2.1 | 2.9 | 2.4 | 1.7 | 0.86 | 0.33 | 0.17 |
| $\operatorname{Im} D p_{x}$ | -0.37 | 1.15 | -0.03 | -0.22 | 1.05 | 0.88 | 0.29 | 0.13 |
| $\operatorname{Im} D p_{y}$ | -1 | 0.54 | 1.1 | 1.25 | 1.33 | 0.68 | 0.3 | 0.14 |

Table 3. Contribution of different projections of the dipole moment induced in the KII to the effective emission in the polarization channel (values presented in au)

| Projections | $x$ projection |  | $y$ projection |  | Total |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | Real | Imaginary | Real | Imaginary |  |
| Polarization channel | $5.3 \times 10^{-6}$ | $1.5 \times 10^{-6}$ | $5.4 \times 10^{-6}$ | $2.4 \times 10^{-6}$ | $1.46 \times 10^{-5}$ |

We now introduce the $R$ factor characterizing the relative contribution of the polarization channel to bremsstrahlung as

$$
\begin{equation*}
R(\omega)=\frac{d \kappa_{\mathrm{pol} 1}(\omega)}{d \kappa_{\mathrm{st}}(\omega)} . \tag{23}
\end{equation*}
$$

For obtaining a comparative assessment of the relative strength of the polarization channel, we shall use the computational result for the contribution of the static channel in the rotational approximation (see $[9,14]$ ).

A calculation in the Thomas-Fermi-Dirac model for the effective spectral emission in the static channel gives

$$
\left\{\frac{d \kappa_{\mathrm{st}}^{\text {rot }}}{d \omega}\right\}_{\mathrm{TFD}}(\mathrm{KII}, \omega=0.9 \text { a.e. })=5.46 \times 10^{-6} \text { a.e. }
$$

Hence, it follows that the $R$ factor in the rotational approximation is

$$
\begin{equation*}
\{R\}_{\text {clas, }, \text { FFD }}^{\mathrm{BLL} \text {, }}(\mathrm{KII}, \omega=0.9 \text { a. u. })=2.67 . \tag{24}
\end{equation*}
$$

Thus, a classical estimate for the parameter values presented above gives the following lower limit for the $R$ factor at a frequency close to the ionization potential of the KII ion for an incident particle with threshold energies ( $T$ is the energy of the incident particle):

$$
\begin{equation*}
R\left(\mathrm{KII}, \omega \approx I_{p} \approx T\right) \geq 2, \tag{25}
\end{equation*}
$$

and, therefore, the contribution of the polarization channel to the effective bremsstrahlung is much greater than that of the static channel.

## 4. DESCRIPTION OF POLARIZATION EFFECTS IN THE GENERALIZED ROTATIONAL APPROXIMATION

In the theory of static bremsstrahlung there exists a very effective method for calculating approximately the intensity of radiation from a semiclassical particle (the so-called rotational approximation $[9,14]$ ) that was found to be more justified effectively than the systematic classical analysis. The physical substantiation of this approach lies in the spatial finiteness of the region responsible for the emission of quite high-frequency photons by the incident particle.

The high-frequency limit, corresponding to the socalled Kramers electrodynamics range, is understood in the sense of the inequality

$$
\begin{equation*}
\omega>\omega_{\mathrm{eff}}^{\mathrm{Coul}}=\frac{\omega Z_{\mathrm{eff}}}{v_{i}^{3}} . \tag{26}
\end{equation*}
$$

We note that quantitatively the rotational approximation also gives a reasonable result when $\omega \approx \omega_{\text {eff }}^{\text {Coul }}$.

For the bremsstrahlung cross section integrated over the impact parameter, the effective distance $r_{\text {eff }}$ depends only on the frequency of the emitted radiation and the target potential and is determined by equation (22).

Formally, the rotational approximation corresponds to substituting into the equation for the total effective static bremsstrahlung a delta function of the difference of the frequencies $\omega$ and the rotational frequency of the incident particle at the distance $r_{\text {eff }}$ :

$$
\begin{equation*}
\omega_{\mathrm{rot}}(r)=\frac{\sqrt{v_{i}^{2}+2|U(r)|}}{r} . \tag{27}
\end{equation*}
$$

Thus, we arrive at the following formula for the effective spectral emission in the rotational approximation [9]:

$$
\begin{align*}
& \left\{\frac{d \kappa_{\mathrm{st}}(\omega)}{d \omega}\right\}_{\mathrm{rot}}=\frac{8 \pi}{3 c^{3} V_{i}} \int_{0}^{\infty}\left(\frac{d U(r)}{d r}\right)^{2}  \tag{28}\\
& \times \sqrt{1-\frac{U(r)}{V_{i}^{2} / 2}} \delta\left(\omega-\omega_{\mathrm{rot}}(r)\right) r^{2} d r
\end{align*}
$$

Information about the vector character of the radiating dipole moment of the incident particle is lost in equation (28). This is because in the high-frequency approximation (26) the $x$ component of the dipole moment of the incident particle makes the main contribution to the cross section of the process. The situation is different for the polarization channel: for the parameters presented in Table 3, the contributions of both projections are approximately the same. For this reason, to generalize the rotational approximation so as to take account of the polarization channel, the features of spatial formation of both Cartesian projections of the dipole moment of the ion core on the axis of the focal system of coordinates must be taken into consideration.

Analysis shows that the Fourier component of the $y$ projection of the radiating dipole moment of the target core is determined by distances of the order of $r_{p}(\omega)$, while the $x$ component is determined by the distances of closest approach $r_{\text {min }}$ of the incident particle to the target.

For this reason, it is natural to make the following generalization of the rotational approximation for the polarization channel:

$$
\begin{equation*}
\left\{\frac{d \kappa_{\mathrm{pol}}(\omega)}{d \omega}\right\}_{\mathrm{rot}}=\left\{\frac{d \kappa_{\mathrm{pol}}(\omega)}{d \omega}\right\}_{x}^{\mathrm{rot}}+\left\{\frac{d \kappa_{\mathrm{pol}}(\omega)}{d \omega}\right\}_{y}^{\mathrm{rot}} \tag{29}
\end{equation*}
$$

where

$$
\begin{gather*}
\left\{\frac{d \kappa_{\mathrm{pol}}(\omega)}{d \omega}\right\}_{x}^{\mathrm{rot}}  \tag{29a}\\
=\frac{8 \pi}{3 c^{3} v_{i}^{2}}\left[\frac{\left|f_{x}^{\mathrm{pol}}(\omega, R)\right|^{2} v_{r}(R, \rho=0)}{\left|d \omega_{\mathrm{rot}} / d R\right|}\right]_{R=r_{\mathrm{eff}}(\omega)},
\end{gather*}
$$

and

$$
\begin{gather*}
\left\{\frac{d \kappa_{\mathrm{pol}}(\omega)}{d \omega}\right\}_{x}^{\mathrm{rot}}  \tag{29b}\\
=\frac{8 \pi}{3 c^{3} v_{i}^{2}}\left[\frac{\left|f_{y}^{\mathrm{pol}}(\omega, R)\right|^{2} v_{r}(R, \rho=0)}{\left|d \omega_{\mathrm{rot}} / d R\right|}\right]_{R=r_{p}(\omega)} .
\end{gather*}
$$

The projection of the frequency-dependent polarization force is given by

$$
\begin{equation*}
f_{x, y}^{\mathrm{pol}}=\frac{\omega^{2} R_{x, y}^{R}}{R^{3}} \int_{0}^{R} \beta(r, \omega) 4 \pi r^{2} d r \tag{30}
\end{equation*}
$$

We note that equation (30) can be rewritten as

$$
\begin{equation*}
f_{x, y}^{\mathrm{pol}}=\frac{R_{x, y}}{R^{3}} N_{\mathrm{eff}}(R, \omega) \tag{30a}
\end{equation*}
$$

Here,

$$
\begin{equation*}
N_{\mathrm{eff}}(R, \omega)=\omega^{2} \int_{0}^{R} \beta(r, \omega) 4 \pi r^{2} d r \tag{31}
\end{equation*}
$$

is the effective electron charge that depends on the frequency and distance from the nucleus and determines the bremsstrahlung cross section in the polarization channel.

The formulas (29)-(31) correspond to a simple physical interpretation of the polarization bremsstrahlung in the spirit of classical electrodynamics as radiation arising as a result of the acceleration of the effective electron charge of the target under the action of the force exerted by the incident scattered particle.

In accordance with the decomposition of the effective spectral emission in the polarization channel into a sum of contributions from two projections of the induced dipole moment of the target, the spectral $R$ factor can be written in the generalized rotational approximation as

$$
\begin{equation*}
R^{\mathrm{rot}}(\omega)=\frac{1}{2}\left(R_{x}^{\mathrm{rot}}(\omega)+R_{y}^{\mathrm{rot}}(\omega)\right) \tag{32}
\end{equation*}
$$

The numerical factor $1 / 2$ in equation (32) arose as a result of the approximate replacement of the squared sine and cosine of the rotation angle of the incident particle by their average value.

Figure 3a shows the frequency dependences of three types of $R$ factors appearing in equation (32) for a KII ion and the threshold energies of the incident particle. It is important that the values of the $R$ factors become equal to one another far from the ionization threshold of the target. Near threshold (for the incident particle energies considered) the contribution of the $y$ component prevails.

Analysis on the basis of the approximation considered shows that as the incident particle energy increases, the relative contribution of the $x$ component increases and reaches its maximum value at the energy ( $T=v_{i}^{2} / 2$ ) determined by the equality

$$
\begin{equation*}
r_{\mathrm{eff}}(T, \omega)=r_{p}(\omega) \tag{33}
\end{equation*}
$$

The physical meaning of equation (33) is clear: the generalized rotational approximation predicts the optimal value of the initial energy of the incident particle for


Fig. 3. (a) Frequency dependence of the $R$ factor in various variants of the generalized rotational approximation, where the following are distinguished in the PB cross section: (1) the effective radius of the static channel, (2) the "plasma" radius, and (3) their half-sum. (b) Comparison of the $R$ factor calculated in the generalized rotational approximation (solid curve) with the high-frequency $R$ factor (dashed curve) for threshold energies of a particle incident on a KII ion.
which the effective emission radius in the static channel equals the "plasma" radius, corresponding to the maximum of the spatial polarizability density of the target at the given frequency $\omega$.

For $\hbar \omega=24.5 \mathrm{eV}$ the energy of the incident particle, satisfying equation (33), is $T_{\text {opt }}=75 \mathrm{eV}$ for scattering by a KII ion.

This model permits answering an important question: at what frequencies does the high-frequency approximation for the polarization channel of bremsstrahlung first "work"? The computational results obtained in the generalized rotational approximation with the high-frequency spectral $R$ factor are compared in Fig. 3b. It is evident from this figure that the high-frequency approximation for the scattering of an incident particle with threshold energy by a KII ion is valid for $\omega>\omega^{\text {hf }}=$ 20 au . As the energy of the incident particle increases, the quantity $\omega^{\text {hf }}$ increases.

The following important consequences of calculations on the basis of the generalized rotational approximation follow from Fig. 3. The contributions of the


Fig. 4. Generalized-rotational-approximation calculations of the $R$ factor as a function of the ion charge at a fixed frequency, which is a multiple of the ionization frequency of the target in the Thomas-Fermi model $\omega=k I_{p}^{\mathrm{TF}}$ : (a) as a function of the ion charge at various frequencies: $k=(1) 1$, (2) 2 , (3) 3 ; and (b) as a function of the ion charge $(k=2)$ for various nuclear charges: $Z=(1) 30$, (2) 60 , (3) 90.
polarization and static channels to the spectral bremsstrahlung cross section on a KII ion for electrons with threshold energies become equal to one another $(R=1)$ at frequency $\omega^{*}=10$ au. The $R$ factor reaches its maximum value for frequencies of the order of the ionization potential of the target. The generalized rotational approximation gives the following value for the $R$ factor: $R_{\max }^{\text {rot }} \approx 3$. We note that this value is a lower estimate, since the Brandt-Lundqvist model underestimates the polarizability. On the other hand, a quantum calculation gives a somewhat lower value of $R_{\text {max }}$ and a much lower value of the frequency $\omega^{*}$.

Figure 4 displays the dependences of the spectral $R$ factor on the ion charge for different bremsstrahlung frequencies (a) and nuclear charges (b), calculated for incident particles with threshold energies. This figure demonstrates the presence (on the basis of the generalized rotational approximation used here) of an optimal ion charge $Z_{i}^{\text {opt }}$, for which the $R$ factor (at the frequency characteristic for this ion) has its maximum
value. It follows from Fig. 4a that the optimal charge $Z_{i}^{\text {opt }}$ increases as the radiation frequency decreases, and the maximum value of the $R$ factor decreases somewhat. As the nuclear charge of the ion increases (Fig. 4b), the quantity $Z_{i}^{\text {opt }}$ shifts into the range of high values, and the $R$ factor increases appreciably. At the same time, for low nuclear charges the $R$ factors calculated at the corresponding (different!) characteristic frequencies do not depend on the nuclear charge.

## 5. QUANTUM CALCULATION OF BREMSSTRAHLUNG BY A MULTIELECTRON ATOM (ION)

We shall calculate the effective radiation in the presence of strongly inelastic scattering of an incident particle by a multielectron atom taking account of the polarization channel for the quantum motion of the incident electron.

We note that a quantum calculation of the bremsstrahlung in the static channel for a Thomas-Fermi ion was first performed in [12]. The results agreed well with the systematic quantum-mechanical calculations performed for a Hartree-Fock core of the target and, moreover, confirmed that the accuracy of the semiclassical rotational approximation is high.

The spherical symmetry of the scattering potential substantially simplifies the quantum calculation. In this case, the standard method [23] of expanding the wave function of the incident particle in spherical harmonics or in the orbital angular momentum $l$ can be used. The wave-function component corresponding to a fixed value of $l$ is a product of the radial and angular parts. The angular part, as is well known, is a spherical function, and the radial part $u(r, l, p)$ satisfies the Schrödinger equation with the following boundary condition at infinity:

$$
\begin{gather*}
u(r \longrightarrow \infty, l, p) \longrightarrow \frac{2}{r} \\
\times \sin \left(p r+\frac{Z_{i}}{p} \ln (2 p r)-\frac{\pi}{2} l+\delta(l, p)\right) . \tag{34}
\end{gather*}
$$

Here, $p$ is the momentum of the incident particle, $\delta(l, p)=$ $\delta^{\text {Coul }}(l, p)+\Delta \delta(l, p)$ is the total phase shift, equal to the sum of the Coulomb phase shift $\delta^{\mathrm{Coul}}(l, p)$ and the nonCoulomb phase shift $\Delta \delta(l, p)$, which can be calculated according to the formula [24]

$$
\begin{gather*}
\sin (\Delta \delta(l, p))=\frac{1}{2 p} \int_{0}^{\infty}\left(\frac{Z_{i}}{r}-|U(r)| r\right)  \tag{35}\\
\times u(r, l, p) u^{\mathrm{Coul}}(r, l, p) r^{2} d r .
\end{gather*}
$$

Here, $u^{\text {Coul }}(r, l, p)$ is the solution of the radial Schrödinger equation with the Coulomb potential of the ion.

For numerical calculations it is convenient to switch to an auxiliary radial wave function $v(r, l, p)=r^{-1} u(r, l$, p) satisfying the Schrödinger equation

$$
\begin{equation*}
v^{\prime \prime}+2 \frac{l+1}{r} v^{\prime}+\left(p^{2}-2 U(r)\right) v=0 \tag{36}
\end{equation*}
$$

(the prime signifies differentiation with respect to the radius) with the boundary conditions

$$
\begin{equation*}
v(0)=1 \quad v^{\prime}(0)=-\frac{Z}{l+1} . \tag{36a}
\end{equation*}
$$

Here, $Z$ is the nuclear charge of the ion. To satisfy the asymptotic behavior (34), we introduce the normalization factor $N$ according to the formula

$$
\begin{equation*}
N=\left\{r^{l+1} \sqrt{v^{2}+\left[p^{-1} v^{\prime}\right]^{2}}\right\}_{r \rightarrow \infty} . \tag{37}
\end{equation*}
$$

Finally, we have for the wave function

$$
\begin{equation*}
u(r, i, p)=\left(\frac{2}{N}\right) r^{l+1} v(r, l, p) \tag{38}
\end{equation*}
$$

Using the functions (38), we obtain the following expression for the spectral intensity of bremsstrahlung:

$$
\begin{equation*}
\frac{d W}{d \omega}=\frac{2}{3 c^{3} p_{i}^{3} p_{f l=0}} \sum^{\infty}(l+1)\left[\left|M_{l, l+1}\right|^{2}+\left|M_{l+1, l}\right|^{2}\right] . \tag{39}
\end{equation*}
$$

Here, we have introduced the radial matrix elements $M_{l, l+1}$ and $M_{l+1, l}$ between the wave functions (38) of the modulus of the force acting on the incident particle and giving rise to bremsstrahlung in a definite channel.

For the static channel, the expression for the corresponding force is given by the derivative of the potential. This is the usual force determining the motion of the incident particle in the static field of the target ion. The modulus of the force leading to emission in the polarization channel can be obtained from equation (30). It is determined by the nondipole dynamical polarizability of the ion core and is given by

$$
\begin{equation*}
f^{\mathrm{pol}}=-\frac{\omega^{2^{R}}}{R^{2}} \int_{0} \beta(r, \omega) 4 \pi r^{2} d r . \tag{40}
\end{equation*}
$$

Since the expression for the spatial density of the polarizability has, generally speaking, an imaginary part, the polarization force (40) and the corresponding radial matrix element $M_{l, l}$ contains, together with a real component, an imaginary component. The radial matrix element of the static force is, naturally, purely real.

The total matrix element appearing in equation (39) is a sum of the static and polarization terms. Their real parts give the interference term in the expression for the bremsstrahlung intensity, while the imaginary part of the polarization matrix element does not contribute to the interference of the channels.

Table 4. Frequency dependences of the bremsstrahlung intensity in the static and polarization channels for a KII ion, calculated in the generalized rotational approximation and for quantum motion of the incident electron (values given in au)

| $\omega$ | 0.6 | 0.9 | 2 | 3 | 4 | 5.4 | 9 | 18 | 36 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $W_{\text {st }}$ | $6.4(-6)$ | $7.5(-6)$ | $3.6(-6)$ | $6.9(-6)$ | $1(-5)$ | $1.3(-5)$ | $1.6(-5)$ | $1.4(-5)$ | $1(-5)$ |
| $W_{\mathrm{st}}^{\text {rot }}$ | $3.6(-6)$ | $5.5(-6)$ | $8.6(-6)$ | $9.4(-6)$ | $9.7(-6)$ | $9.6(-6)$ | $9(-6)$ | $7.4(-6)$ | $5.4(-6)$ |
| $W_{p}$ | $3.7(-6)$ | $1.1(-5)$ | $7.9(-6)$ | $6.5(-6)$ | $5.8(-6)$ | $4.4(-6)$ | $2.6(-6)$ | $1.6(-6)$ | $8.2(-7)$ |
| $W_{p}^{\text {rot }}$ | $8.6(-6)$ | $1.4(-5)$ | $1.2(-5)$ | $1(-5)$ | $1.1(-5)$ | $1(-5)$ | $1(-5)$ | $2.9(-6)$ | $9.3(-7)$ |

Formally, the infinite series in terms of the orbital angular momentum $l$ in the expression for the bremsstrahlung intensity (39) converges rapidly for strongly inelastic processes, in which we are interested here. For example, for $\omega / T \approx 0.7-0.9$ (scattering of an incident particle by a KII ion) the first three or four terms of this series make the main contribution to the bremsstrahlung intensity. We note that the situation is directly opposite for weakly inelastic processes, where the series in $l$ converges very slowly.


Fig. 5. Results of a quantum (with respect to the motion of the incident particle) calculation of (a) the spectral $R$ factor and (b) contribution of interference to the intensity of bremsstrahlung for two values of the inelasticity parameter $\omega / T=0.9$ (solid curve) and 0.6 (dashed curve) for scattering of an incident particle by a KII ion.

The computational results for the spectral intensity of bremsstrahlung obtained using equation (39) taking account of the contribution of the polarization channel with strongly inelastic scattering of the incident particle $(\omega / T=0.9)$ by a KII ion are presented in Table 4 . For comparison, similar quantities calculated in the generalized rotational approximation are also given in the table. All values are given in atomic units. The exponent of the factor of 10 by which the number in front of the parentheses is multiplied is given in parentheses.

It follows from Table 4, specifically, that the best agreement between the quantum calculation and the generalized rotational approximation obtains for low frequencies near the ionization potential of the target ion. The worst agreement obtains for frequencies of the order of 9 au , where the spectral intensity of bremsstrahlung in the static channel, calculated in the quantum approach, reaches its maximum value. The calculation shows that for this frequency the imaginary part of the dipole moment induced in the core and the orbital angular momentum $l=2$ make the main contribution to the radiation in the polarization channel. The maximum contribution of the polarization channel occurs at a frequency near the ionization potential of the target.

Analysis of the computational data shows that at low and high frequencies the real part of the dipole moment induced in the target core makes the main contribution to bremsstrahlung in the polarization channel. At "moderate" frequencies ( $I_{p}<\omega \leq Z$ ), however, the imaginary part of the dipole moment of the core prevails in the polarization channel. This result also follows from calculations of PB in the random-phase approximation with exchange for the polarizability of the core [5].

The results of a quantum calculation of, respectively, the spectral $R$ factor and the relative contribution of the interference term to the bremsstrahlung intensity for scattering of an incident particle by a KII ion are presented in Figs. 5a and 5b for two values of the ratio $\omega / T$. It is evident that the spectral $R$ factor has a maximum near the ionization potential of the target. The width of this maximum decreases as the degree of inelasticity of the process (the ratio $\omega / T$ ) decreases, while the value of the $R$ factor at the maximum
increases somewhat. The main difference from the results of the generalized rotational approximation is that the spectral $R$ factor calculated for the quantum motion of the incident particle decreases more rapidly with increasing frequency in the "middle" frequency range $I_{p}<\omega \leq Z$.

Figure 5 b demonstrates the magnitude and character of the interchannel interference as a function of the bremsstrahlung frequency. In the frequency range $\omega \leq I_{p}$, interference is destructive (it decreases the total intensity of the process) and substantial in magnitude. In the range $I_{p}<\omega \leq Z$, the interference term changes sign and increases the total intensity (constructive interference), remaining very large. The interchannel interference is negligibly small for low frequencies. At high frequencies its contribution is $10-20 \%$ and decreases as the frequency increases.

As the degree of inelasticity of the bremsstrahlung decreases, the role of interference decreases, since the overlapping of the spatial regions where the static and polarization channels are formed is smaller. This is evident from Fig. 5b, whence it also follows that for a less inelastic process, the frequency range of destructive interference is somewhat extended in the direction of high frequencies. For $\omega \leq I_{p}$ the character and magnitude of the interchannel interference are essentially independent of the degree of inelasticity of the process.

The main conclusion of the quantum analysis reduces to the fact that the contribution of the polarization channel to the intensity of strongly inelastic bremsstrahlung, increasing from zero at low frequencies in a power-law fashion [6], is greatest near the ionization frequency of the target ion and decreases rapidly with increasing frequency as a result of penetration of the incident particle into the target core. The width of the frequency maximum of the $R$ factor increases with increasing inelasticity of the process.

## 6. CONCLUSIONS

In the present paper, a universal approach was developed for describing the polarization effects in bremsstrahlung of thermal-energy electrons on a multielectron ion in a wide spectral range using the localdensity approximation for electrons for the polarizability of the target. The contribution of the polarization channel to the spectral cross section of bremsstrahlung was analyzed for semiclassical and quantum motions of the incident particle, taking account of the penetration of the particle into the target core and various degrees of inelasticity of the process. A generalized rotational approximation, making it possible to estimate easily the PB cross section on the basis of a statistical model of the target ion in the unified manner for all nuclear charges and degrees of ionization, was constructed.

It was determined that the contribution of the polarization channel to the bremsstrahlung cross section of thermal-energy electrons is maximum near the ioniza-
tion frequency of the target ion. The value of the $R$ factor (the ratio of the contribution of the channels) is approximately two. After reaching its extremal value, the spectral $R$ factor, which increases in a power-law fashion at low frequencies, decreases rapidly as a result of the penetration of the incident particle into the target core. The width of the corresponding maximum increases with the inelasticity of the process. For characteristic frequencies of the order of the ion charge (in atomic units) the $R$ factor is $10-15 \%$.

Interchannel interference in the spectral dependence of the intensity of the bremsstrahlung is greatest near the ionization potential of the target, comprising at the extrema more than $60 \%$ of the total intensity of the process. For frequencies below the ionization threshold, interference is destructive, and for higher frequencies it is constructive. The role of interchannel interference decreases with decreasing inelasticity of scattering of the incident particle, since in this case the spatial regions where the bremsstrahlung channels formed are more strongly separated.

It was shown on the basis of the generalized rotational approximation developed in this paper that there exists an optimal ion charge ( $Z_{i}^{\text {opt }}$ ) for which the magnitude of the spectral $R$ factor at a frequency which is a multiple of the characteristic ionization frequency of a Thomas-Fermi ion is maximum. This value decreases with increasing bremsstrahlung frequency and increases with increasing ion charge.

In summary, it can be concluded that polarization and interference effects are important in bremsstrahlung by multielectron ions for characteristic plasma values of the parameters.
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#### Abstract

An expression for the pondermotive force acting on a classical electron in a weakly nonuniform field of arbitrary intensity is derived by the method of averaging over the characteristic time of the guiding center of the electron. It is shown that in superstrong (relativistic) fields this force acquires a rotational character and depends on the polarization of the field. Fundamentally new types of systems for accelerating or confining charged particles can be developed on the basis of this effect. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The problem of the interaction of free (quasifree) electrons with high-intensity laser field has become of great importance in recent years in connection with the development of laser sources with peak intensity $I \sim 10^{18}$ $10^{21} \mathrm{~W} / \mathrm{cm}^{2}$. An electron in fields with such intensity acquires velocities comparable to the velocity of light, and relativistic effects become fundamentally important. It is also important that such fields are attained when generating ultrashort laser pulses and in hard focusing of radiation, where besides the oscillator component of the motion, drift of an electron as a result of the temporal and spatial nonuniformities of the field becomes very important. This drift is described by means of ponderomotive forces $\mathbf{F}_{L}$. In the present paper new features of these forces in superstrong laser fields acting on 1) free electrons (in the general case, on any charged particles) entering the laser beam from outside the beam and 2) photoelectrons which appear inside a laser beam during "multiphoton" ionization of atoms are discussed.

In relatively weak fields the average (over rapid oscillations) motion of an electron (ponderomotive drift) is described by the Gaponov-Miller force [1], which is a gradient force,

$$
\begin{equation*}
\mathbf{F}_{L}=-\nabla U_{p}, \tag{1}
\end{equation*}
$$

where

$$
U_{p}=\frac{e^{2} E_{00}^{2}}{4 m \omega^{2}}
$$

is the ponderomotive potential of the field and is a scalar function which completely determines the vector $\mathbf{F}_{L}$ ( $E_{00}$ and $\omega$ are the amplitude and frequency of the field and $e$ and $m$ are the electron charge and mass). Relativistic effects in the calculation of ponderomotive forces have been taken into account in a number of works. The
case of an electron entering with high (relativistic) velocity into a field was investigated in [2]. However, the field itself was assumed to be quite weak. In [3] averaging of the relativistic equations of motion over the phase

$$
\eta=\omega t-\mathbf{k r}
$$

( $t$ is the time, $\mathbf{r}$ are the coordinates of the electron, and $\mathbf{k}$ is the wave vector of the radiation) was performed to calculate the ponderomotive forces in strong fields. In [4] the Lagrangian was averaged over the same parameter.

In the present work the force $\mathbf{F}_{L}$ was found (following the Gaponov-Miller procedure [1]) by averaging the equations of motion over the time $t$ in the laboratory coordinate system (L system) or over the time $t^{\prime}$ in a comoving coordinate system (C system), where the electron is at rest on the average. This is the most systematic averaging procedure, making it possible to find for the first time new properties of ponderomotive forces in superstrong fields. The calculation is performed for a quite weak spatial (temporal) nonuniformity of the laser radiation without any restrictions on its intensity. It is shown that the ponderomotive force acting on an electron in the C system is not, in general, a gradient force (although, once again, it can be described by a single scalar function, the electron effective mass in the field). It is also found that this force depends on the polarization of the laser field; this is important for producing new systems for accelerating or confining charged particles in superstrong fields.

## 2. COMPUTATIONAL PROCEDURE

We shall assume the spatial (temporal) nonuniformity of the field to be weak, so that the following relations hold:

$$
\begin{equation*}
\Delta r_{f} \geqslant \lambda, \quad \Delta t_{f} \gg \omega^{-1}, \tag{2}
\end{equation*}
$$

where $\lambda$ is the wavelength, and $\Delta r_{f}$ and $\Delta t_{f}$ are the characteristic spatial and temporal scales of variation of the intensity of the laser radiation. Since the electron displacement $\delta r_{e}$ over one optical cycle in any fields and for any initial velocities is less than $\lambda$, the conditions (2) make it possible to assume that the changes in the amplitude of the field (at distances $\sim \delta r_{e}$ or in time $\sim \omega^{-1}$ ) to be small compared with the changes in its phase. Using the conditions (2), we shall represent the electric component of the field in the form

$$
\begin{equation*}
\mathbf{E}(\mathbf{r}, t)=\mathbf{E}_{0}(\mathbf{r}, t) \cos [\eta+\varphi(\mathbf{r}, t)] \approx \mathbf{E}^{0}+\Delta \mathbf{E} \tag{3}
\end{equation*}
$$

where $\mathbf{E}^{0}=\mathbf{E}_{00} \cos \eta$ describes a plane wave and, in general, $\Delta \mathbf{E}$ takes account of the difference of the real field from $\mathbf{E}^{0}$ with respect to amplitude, phase, and polarization:

$$
\Delta \mathbf{E}=\delta \mathbf{E}_{a}+\delta \mathbf{E}_{\varphi}+\delta \mathbf{E}_{e}
$$

In paraxial beams with radius $r_{0}$ the change in the polarization of the field (over distances $\sim r_{0}$ ) is

$$
\left|\frac{\delta \mathbf{E}_{e}}{\mathbf{E}_{00}}\right|_{\max } \sim \frac{\lambda}{r_{0}} \ll 1
$$

(see [5]). Here

$$
\left|\frac{\delta \mathbf{E}_{e}}{\mathbf{E}_{00}}\right| \sim\left(\frac{\lambda}{r_{0}}\right)^{2}
$$

for electron displacements $\delta r_{e} \leq \lambda$, and we shall neglect the contribution of a polarization change to $\Delta \mathbf{E}$. The magnetic field can be calculated exactly from $\mathbf{E}(\mathbf{r}, t)$ using Maxwell equations:

$$
\mathbf{B}=\mathbf{B}^{0}+\Delta \mathbf{B}
$$

where $\mathbf{B}^{0}$ corresponds to a plane wave.
In accordance with the assumption made above, we shall assume that in the zeroth approximation the field is a plane wave (in any coordinate system). Then the total momentum of the electron is

$$
\mathbf{p}=\mathbf{p}^{0}+\Delta \mathbf{p}
$$

and the following equations hold (bremsstrahlung is neglected):

$$
\begin{gather*}
\frac{d \mathbf{p}^{0}}{d t}=e \mathbf{E}^{0}+e\left[\mathbf{v}^{0} \times \mathbf{B}^{0}\right]  \tag{4}\\
\frac{d \Delta \mathbf{p}}{d t}=e \Delta \mathbf{E}+e\left[\mathbf{v}^{0} \times \Delta \mathbf{B}\right]+e\left[\Delta \mathbf{v} \times \mathbf{B}^{0}\right] \tag{5}
\end{gather*}
$$

where $\mathbf{v}=\mathbf{v}^{0}+\Delta \mathbf{v}$ is the electron velocity, $\mathbf{v}^{0}$ is the electron velocity in a plane wave (a system of units where the velocity of light $c=1$ is used and the Coulomb gauge is used for the potential $\operatorname{div} \mathbf{A}=0$ ). Averaging
equation (5) over time in the C system (symbolically denoted by the operator $\hat{T}$ ) yields the expression

$$
\begin{equation*}
\hat{T}[d \Delta \mathbf{p} / d t] \longrightarrow \mathbf{F}_{C} \tag{6}
\end{equation*}
$$

for the ponderomotive force. The force $\mathbf{F}_{C}$ can be expressed in terms of the parameters of the field in the L system, and the relation

$$
\begin{gather*}
\mathbf{F}_{L}=\frac{\mathbf{F}_{C}+\left[(\gamma-1) / V_{0}^{2}\right]\left(\mathbf{F}_{C} \cdot \mathbf{V}_{0}\right) \cdot \mathbf{V}_{0}}{\gamma}  \tag{7}\\
\gamma=\left(1-V_{0}^{2}\right)^{-1 / 2}
\end{gather*}
$$

establishes a relation between the ponderomotive force $\mathbf{F}_{C}$ in the C system (moving with velocity $\mathbf{V}_{0}$ relative to the L system) and the ponderomotive force $\mathbf{F}_{L}$ in the L system. It is assumed that the electron drift velocity $\mathbf{V}_{0}$ is known from the initial conditions and the solutions of the equations of motion of the guiding center of an electron (in the L system) at the preceding stage

$$
\begin{equation*}
\gamma m \frac{d \mathbf{V}_{0}}{d t}=\mathbf{F}_{L}-\left(\mathbf{V}_{0} \mathbf{F}_{L}\right) \mathbf{V}_{0} \tag{8}
\end{equation*}
$$

If the drift velocity is nonrelativistic, then $\mathbf{F}_{L} \approx \mathbf{F}_{C}$.

## 3. PONDEROMOTIVE FORCES IN A PLANE-WAVE PULSE

We shall examine first the action of ponderomotive forces on the leading and trailing edges of a plane-wave pulse. In this case, there exists a strict solution [6] for the evolution of an electron, its coordinates $\mathbf{r}(\eta)$ and momentum $\mathbf{p}(\eta)$, in the $L$ system. However, this solution is implicit, and the averaging procedure leading to an explicit form for the ponderomotive force is helpful (for example, to describe new effects such as gradient stabilization of ions relative to tunneling ionization in superstrong laser fields [7]).

Differentiating the expression for the momentum $\mathbf{p}(\eta)$ [6] with respect to the "laboratory" time $t$, we obtain an expression for the force acting on an electron. Averaging the fast phase of this force over $t$ gives an expression for the ponderomotive force (compare with equation (1))

$$
\begin{equation*}
\mathbf{F}_{L}=\hat{\mathbf{x}} \omega \frac{\partial U_{p}^{*}}{\partial \eta}=-\nabla U_{p}^{*} \tag{9}
\end{equation*}
$$

where $U_{p}^{*}$ is the ponderomotive potential taking account of the electron effective mass $m^{*}$ in a field and $\hat{\mathbf{x}}$ is the unit vector in the direction of the wave vector $\mathbf{k}$. The force (9) formally is of a gradient form, though only its component in the direction of $\mathbf{k}$ is different from zero.

## 4. PONDEROMOTIVE FORCES <br> IN A STATIONARY LASER BEAM

We assume that the field at the location of an electron at a given moment is, in the zeroth approximation, a plane wave, specifically, in the C system, where an electron is at rest on the average, and whose velocity $\mathbf{V}_{0}$ relative to the L system is assumed to known from the solution of equation (8) at the preceding step. We shall examine first a linearly polarized field. We direct the unit vectors $\hat{\mathbf{y}}$ along $\mathbf{E}^{0}, \hat{\mathbf{z}}$ along $\mathbf{B}^{0}$, and $\hat{\mathbf{x}}$ along $\mathbf{k}$. The parametric solution of equation (4) for the coordinates of an electron in the C system is [6]

$$
\begin{gather*}
x=-\frac{e^{2} E_{00}^{2}}{8 m^{* 2} \omega^{3}} \sin 2 \eta,  \tag{10}\\
y=-\frac{e E_{00}}{m^{*} \omega^{2}} \cos \eta, \quad z=0,
\end{gather*}
$$

where $m^{* 2}=m^{2}+e^{2} E_{00}^{2} / 2 \omega^{2}$, and the relation between the time $t^{\prime}$ (the proper time of the guiding center of the electron: $d t^{\prime}=d t / \gamma$ ) and the phase $\eta$ is given by the relation

$$
\begin{equation*}
t^{\prime}=\frac{\eta}{\omega}-\frac{e^{2} E_{00}^{2}}{8 m^{* 2} \omega^{3}} \sin 2 \eta \tag{11}
\end{equation*}
$$

To find the force $\mathbf{F}_{C}$ (6) it is necessary to determine the increments $\Delta \mathbf{E}, \Delta \mathbf{B}$, and $\Delta \mathbf{v}$ (see equation (5)) due to the nonuniformity of the field. Expanding the expression (3) in a series in $\mathbf{r}$, we obtain in the first approximation

$$
\begin{gather*}
\Delta \mathbf{E} \approx \cos \eta\left(\delta \mathbf{r}_{e} \cdot \nabla\right) \mathbf{E}_{0}\left(\mathbf{r}_{0}\right) \\
-\mathbf{E}_{00} \sin \eta\left(\delta \mathbf{r}_{e} \cdot \nabla\right) \varphi\left(\mathbf{r}_{0}\right),  \tag{12}\\
\Delta \mathbf{v} \approx\left(\delta \mathbf{r}_{e} \cdot \nabla\right) \mathbf{v}^{0}(\mathbf{E}), \tag{13}
\end{gather*}
$$

where $\delta \mathbf{r}_{e}$ and $\mathbf{v}^{0}=\partial\left(\delta \mathbf{r}_{e}\right) / \partial t^{\prime}$ are the displacement and velocity of the electron, calculated in the zeroth approximation (10) using equation (11); the field (3)

$$
\mathbf{E}_{00} \longrightarrow \mathbf{E}_{0}(\mathbf{r}), \quad \eta \longrightarrow \eta+\varphi(\mathbf{r})
$$

is used as the argument of $\mathbf{v}_{0} ; \Delta \mathbf{B}$ is calculated from Maxwell equations.

A laser beam that is stationary in the L system is no longer stationary in the C system, and the increments (12) and (13) must also contain terms with time derivatives of the amplitude and phase of the field $\mathbf{E}$, which take into account the nonuniformity of the field on scales $\delta r_{v} \sim V_{0} / \omega$, which an electron experiences as a result of drift. If $\delta r_{v}<\delta r_{e}$ (the drift velocity is less than the velocity of the oscillations of the electron or the nonuniformity of the field in the direction $\mathbf{V}_{0}$ is negligible), then nonstationarity can be neglected and the expressions (12) and (13) can be used. In the opposite case, the nonstationarity of the field will make the main contribution to the ponderomotive force $\mathbf{F}_{C}$. We note


Fig. 1. The functions $\Phi_{x, y}(\beta)$, determining the dependence of the rotational part of the ponderomotive force in the C system and the intensity of the linearly polarized field. The dashed lines show the approximate dependences of $\Phi_{x, y}$ on the parameter $\beta$ (see text).
that in real situations an electron possesses a high drift velocity, as a rule, in regions of relatively weak fields (for example, on entering or leaving a laser beam), and in the region of a strong field the velocity $\mathbf{V}_{0}$ is quite low (on account of retardation of the electron by ponderomotive forces after entering the beam or as a result of "zero" initial velocities of photoelectrons in multiphoton ionization of atoms (ions) in strong fields [8]). The case of relativistic velocities $\mathbf{V}_{0}$ and relatively weak fields is studied in [2]. Here we shall investigate the opposite case, where the nonstationarity (in the C system) does not play a fundamental role.

Using equations (12) and (13) in equation (5) and averaging equation (6) over the time $t^{\prime}$ we obtain

$$
\begin{equation*}
\mathbf{F}_{C}=-\left(\nabla+\hat{\mathbf{y}} \Phi_{y} \frac{\partial}{\partial y}+\hat{\mathbf{x}} \Phi_{x} \frac{\partial}{\partial x}\right) m^{*} \tag{14}
\end{equation*}
$$

where

$$
\begin{gathered}
\Phi_{y}=\frac{2(1-2 \beta)(1+\beta)\left(1-\beta_{1}\right)}{\beta \beta_{1}} \approx \beta(1+\beta)(1-2 \beta), \\
\Phi_{x}=\frac{\beta^{2}}{2}+\frac{(1-2 \beta)\left(1-\beta_{1}\right)}{\beta} \approx \frac{\beta(1-\beta)}{2}, \\
\beta_{1}=\left(1-\beta^{2}\right)^{1 / 2}, \quad \beta=U_{p}^{*} / m^{*}
\end{gathered}
$$

(the functions $\Phi_{x, y}(\beta)$ are shown in Fig. 1, the dashed lines show the approximate dependences $\left.\Phi_{x, y}(\beta)\right)$. It is evident that the force (14) is not a gradient force in general: its rotational part contains components along the wave vector and polarization of the electric field. In the ultrarelativistic case $\Phi_{x} \gg \Phi_{y} \approx 0$. The rotational part of the force $\mathbf{F}_{C}$ contains all even powers of the amplitude of the vector potential of the field and approaches zero as $\mathbf{A} \longrightarrow 0$, and in addition $\Phi_{x \max } \approx 0.125$, while $\Phi_{y \max } \approx 0.168$ (we note that the possible dependence of the force $F_{L} \sim E_{00}^{4}$ has been discussed in [9]).


Fig. 2. The change in the drift energy of a charge for one pass of a laser beam with combined polarization of the field versus the amplitude of the field on the axis of the beam

$$
\left(m_{0}^{*}=\sqrt{m^{2}+e^{2} E_{0 m}^{2} / 2 \omega^{2}}\right) .
$$

A similar calculation for a circularly polarized field leads to the expression (14) with $\Phi_{x, y}=0$, i.e., in this case the ponderomotive force remains a gradient force in the C system. We also note that for any polarization of the field the gradient $\nabla \varphi(\mathbf{r})$ of the phase (just as in the case of weak fields) does not contribute to the ponderomotive force. This property of ponderomotive forces breaks down for high drift velocities $\mathbf{V}_{0}$.

For applications, the force $\mathbf{F}_{C}$ (14) must be expressed in terms of the parameters of the field in the L system. Since the Lorentz transformation preserves the ratio $E_{00} / \omega \sim|\mathbf{A}|$, only the characteristic spatial scales of the field change in equation (14). These changes (corresponding to Lorentzian contraction of linear dimensions) are, in general, different along the different coordinate axes and are determined by the direction of the drift velocity $\mathbf{V}_{0}$. Therefore the substitutions

$$
\begin{gather*}
\frac{\partial}{\partial x} \longrightarrow \gamma_{x} \frac{\partial}{\partial x_{L}}, \quad \frac{\partial}{\partial y} \longrightarrow \gamma_{y} \frac{\partial}{\partial y_{L}} \\
\frac{\partial}{\partial z} \longrightarrow \gamma_{z} \frac{\partial}{\partial z_{L}} \tag{15}
\end{gather*}
$$

where $\gamma_{i}=\left(1-V_{0 i}^{2}\right)^{-1 / 2}, i=x, y, z$, must be made in equation (14) (the index L denotes coordinates in the L system). These substitutions, generally speaking, destroy the gradient nature of the force $\mathbf{F}_{C}$, even for $\Phi_{x, y}=0$. An additional breakdown of this gradient nature of the force occurs under the transformation (7). However, for sufficiently low velocities $\mathbf{V}_{0}$, the terms $\Phi_{x, y}$ make the main contribution to the rotational part of the force $\mathbf{F}_{L}$ (see equation (14)).

Thus equations (7) and (14) (or (9)) determine the ponderomotive forces in a laser field of arbitrary intensity. This makes it possible to describe the evolution of an electron in such fields using equation (8). The struc-
ture of these forces is much more complicated than in the nonrelativistic case (1), and in the general case it is determined by all even powers of the amplitude of the laser field. Combining equations (7) and (8) we obtain finally an equation for the drift velocity of an electron in a field of arbitrary intensity:

$$
\begin{equation*}
m \gamma^{2} \frac{d \mathbf{V}_{0}}{d t}=\mathbf{F}_{C}-\frac{\gamma-1}{\gamma V_{0}^{2}}\left(\mathbf{V}_{0} \cdot \mathbf{F}_{C}\right) \mathbf{V}_{0}, \tag{16}
\end{equation*}
$$

where the force $\mathbf{F}_{C}$ (14) must be expressed in terms of the parameters of the field in the L system (see equation (15)).

The rotational character of the ponderomotive forces in strong fields means that it is possible to perform work on a charge in a closed cycle, i.e., there is a possibility of developing fundamentally new systems for accelerating or retarding (confining) charged particles. The difference found in the ponderomotive forces for linearly and circularly polarized fields makes it possible to develop such systems by combining superstrong fields with different polarization. We shall illustrate this possibility for a very simple example of an electron entering with nonrelativistic velocity $\mathbf{V}_{0}$ into a strong laser field which possesses a characteristic spatial nonuniformity only along a single coordinate, for example, $y$. In this case only the $y$ component $V_{0 y}$ of the drift velocity of the electron will change. Then we obtain from equation (16)

$$
\begin{equation*}
m \frac{d V_{0 y}}{d t}=-\left(1+\Phi_{y}\right) \frac{\partial m^{*}}{\partial y}, \tag{17}
\end{equation*}
$$

whence we find for the change in the kinetic energy of an electron due to its drift motion

$$
\begin{equation*}
\Delta \varepsilon=-\int_{y_{0}}^{y}\left(1+\Phi_{y}\right) \frac{\partial m^{*}}{\partial y} d y, \tag{18}
\end{equation*}
$$

where $y_{0}$ is the initial coordinate of the charge. Let the laser beam be organized so that from the periphery of the beam (whence the electron enters) to the axis of the beam the field is, for example, circularly polarized, and from the axis of the beam in the other direction the field is linearly polarized. Such beams can be produced in laser pulses with time-varying polarization [10] by combining two orthogonal fields with different frequencies. In this case, $\Phi_{y}=0$ for an electron entering the beam ( $y_{0}<y<y_{m}$ ), where $y_{m}$ is a coordinate corresponding to the axis of the beam, i.e., the maximum amplitude of the field), and on exiting the beam $\Phi_{y} \neq 0$ :

$$
\begin{equation*}
\Phi_{y} \approx \frac{3 \alpha^{4}-4 \alpha^{2}+1}{4 \alpha^{6}}, \quad \alpha=\frac{m^{*}}{m} . \tag{19}
\end{equation*}
$$

The expression (19) corresponds to an approximate function $\Phi_{y}(\beta)$ (see Fig. 1). After passing through such
a beam, an electron acquires an additional kinetic energy

$$
\begin{align*}
\frac{\Delta \varepsilon}{m} & =\int_{m}^{m_{0}^{*}} \Phi_{y}\left(m^{*}\right) \frac{d m^{*}}{m}=\int_{1}^{\alpha_{m}} \Phi_{y}(\alpha) d \alpha \\
& \approx \frac{7}{15}-\left(\frac{3}{4 \alpha_{m}}-\frac{1}{3 \alpha_{m}^{3}}+\frac{1}{20 \alpha_{m}^{5}}\right)  \tag{20}\\
& \alpha_{m}=\frac{m_{0}^{*}}{m}, \quad m_{0}^{*}=m^{*}\left(y_{m}\right)
\end{align*}
$$

The dependence of this energy on the effective mass $m_{0}^{*}$ (on the amplitude $E_{0 m}$ of the field on the axis of the laser beam) is shown in Fig. 2. It is evident that even for $m_{0}^{*} / m=10$ the increment to the energy is substantial: $\Delta \varepsilon \approx 0.4 m$. The maximum increment to the kinetic energy of the charge in one pass (as $m_{0}^{*} \longrightarrow \infty$ ) is $\Delta \varepsilon / m=7 / 15$.

In summary, a fundamentally new mechanism for accelerating charged particles (either effective "cooling" of the particles or confinement in a definite volume), based on the use of the new properties of ponderomotive forces in relativistically strong laser fields, is possible.
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#### Abstract

The possibility of using multilevel quantum systems with a discrete nonequidistant spectrum for the physical implementation of a universal collection of quantum gates, which is required for constructing an arbitrary algorithm for a quantum computer, is studied on the basis of the proposed virtual-spin formalism. It is shown that such a set of gates, including two-qubit gates, can be constructed on a single spin- $3 / 2$ nucleus. The assertion that three-qubit gates can also be realized on a single spin- $7 / 2$ quantum particle is substantiated. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

One direction in the problem of developing a quantum computer, which being intensively studied now, is the search for new physical systems that are suitable for an information medium for quantum computations. Spin- $1 / 2$ nuclear magnetic resonance is one of the basic examples of physical systems of this kind [1]. The two possible stationary states of a $1 / 2$ spin represent in a natural manner one bit of information (in the present case, a quantum bit or qubit). Thus, in the currently used model of a quantum computer a single particle corresponds to one qubit. In the present paper the possibility of using spins higher than $1 / 2$, which have a large number of stationary states and, in general, nonequidistant corresponding energy levels, is examined. A brief exposition of these results has been published in [2]. Such a physical system gives more diverse possibilities for external action on quantum processes. Spin$3 / 2$ nuclei will be considered as a specific example.

A spin $I$ possesses $2 I+1$ energy levels, which can be nonequidistant, equidistant, or degenerate. Choosing in an appropriate manner the frequency, polarization, duration, and shape of the rf pulses, spins can be excited by very diverse methods, and the required evolution and form of the response can be attained. For example, in nonequidistant three-level spectra of a spin-1 nuclear quadrupole resonance it is possible to excite three resonance transitions, which is done using three mutually perpendicular rf fields with different frequencies. Even greater variety can be achieved by using pulse sequences that are constructed as combinations of diverse pulses and intervals of free evolution of the spin system.

In order to propose a new physical object as an information medium for a quantum computer, the following must be done.

1. A physical description of the object must be given, and a subset of the admissible stationary states of
the system that is to be put into correspondence with one or several information bits must be singled out. For the problem examined in the present paper, this makes it necessary to show that four suitable states of a multilevel discrete spectrum can be represented as a direct product of the Hilbert spaces of two two-level systems (two qubits).
2. Methods of performing a physical action on the system that produce transitions between the stationary states of the system, thereby realizing logical operations, must be indicated. To do this it is sufficient to show that in this system it is possible to perform a onebit rotation operation for each qubit as well as the twoqubit operation "controlled negation"-CNOT, since it is well known [9] that these two gates are sufficient to construct an algorithm of arbitrary complexity.
3. Methods for establishing the initial state $|0\rangle$, required for calculations, and reading the final state of each qubit must be given.

We shall examine systematically the realization of these requirements on a four-level spin- $3 / 2$ nucleus.

## 2. PHYSICAL SYSTEM

### 2.1 Basic Hamiltonian

The energy levels of a quadrupole spin in the gradient of the electric field of a lattice and in a constant magnetic field are determined by the Hamiltonian

$$
\begin{equation*}
\mathbf{H}_{0}=\mathbf{H}_{z}+\mathbf{H}_{Q}, \tag{1}
\end{equation*}
$$

where $\mathbf{H}_{z}$ is the Hamiltonian describing the interaction with the constant external magnetic field and $\mathbf{H}_{Q}$ is the Hamiltonian of the electric quadrupole interaction. In the specific case where the constant magnetic field is
parallel to the principal axis of the gradient of the crystal electric field, these operators have the form [1]

$$
\begin{gather*}
\mathbf{H}_{z}=-\hbar \omega_{0} \mathbf{I}_{z} \\
\mathbf{H}_{Q}=\frac{1}{3} \hbar \omega_{Q}\left[3 \mathbf{I}_{z}^{2}-I(I+1)+\eta\left(\mathbf{I}_{x}^{2}-\mathbf{I}_{y}^{2}\right)\right], \tag{2}
\end{gather*}
$$

where $\omega_{Q}$ is the quadrupole interaction constant, $\omega_{0}$ is the Zeeman frequency, and $\eta$ is a dimensionless quantity $(|\eta| \leq 1)$ describing the deviation of the gradient of the electric field from axial symmetry. For spin $3 / 2$ the eigenvalues of the Hamiltonian (1), (2) are

$$
\begin{gather*}
\hbar \varepsilon_{ \pm 3 / 2}=\hbar \omega_{Q}\left(B_{\mp} \mp C\right)  \tag{3}\\
\hbar \varepsilon_{ \pm 1 / 2}=\hbar \omega_{Q}\left(-B_{ \pm} \pm C\right),
\end{gather*}
$$

where

$$
B_{ \pm}=\sqrt{(1 \pm 2 C)^{2}+\frac{\eta^{2}}{3}}, \quad C=\frac{\omega_{0}}{\omega_{Q}} .
$$

We note that the frequency of a purely $\left(\omega_{0}=0\right)$ quadrupole resonance is

$$
2 \omega_{Q} \sqrt{1+\frac{\eta^{2}}{3}}
$$

The energy levels (3) correspond to the eigenfunctions

$$
\begin{align*}
& \left|\Psi_{\mp 3 / 2}\right\rangle=\cos \left(\alpha_{ \pm}\right)\left|\chi_{\mp 3 / 2}\right\rangle+\sin \left(\alpha_{ \pm}\right)\left|\chi_{ \pm 1 / 2}\right\rangle, \\
& \left|\Psi_{ \pm 1 / 2}\right\rangle=\cos \left(\alpha_{ \pm}\right)\left|\chi_{ \pm 1 / 2}\right\rangle-\sin \left(\alpha_{ \pm}\right)\left|\chi_{\mp 3 / 2}\right\rangle, \tag{4}
\end{align*}
$$

where $\left|\chi_{m}\right\rangle$ is the eigenfunction of the operator $\mathbf{I}_{z}$ corresponding to the eigenvalue $m$, and

$$
\tan \alpha_{ \pm}=\frac{\sqrt{3}}{\eta}\left[B_{ \pm}+(1 \pm 2 C)\right]
$$

The spin energy levels and the resonance transitions required for realizing quantum logical operations are presented in Fig. 1. The formulas (1)-(4) presented above are valid for any value of the ratio $R=\omega_{0} / \omega_{Q}$. In what follows, for definiteness, we shall examine in detail the case of a magnetic resonance spectrum split by a quadrupole interaction $\left(\omega_{0}>\omega_{Q}\right)$, under the condition that $\omega_{Q}$ is much greater than the width of the spin levels. Then, the spin spectrum consists of four wellresolved resonance lines, where $\varepsilon_{1}>\varepsilon_{2}>\varepsilon_{3}>\varepsilon_{4}$.

### 2.2. Hamiltonian of the Interaction with an Ac Field

Assuming the relaxational processes to be negligibly small, the complete nuclear spin Hamiltonian can be represented in the form

$$
\begin{equation*}
\mathbf{H}=\mathbf{H}_{0}+\mathbf{H}_{r f}, \tag{5}
\end{equation*}
$$

where $\mathbf{H}_{r f}$ is an operator describing the interaction with the ac field. In the case where the ac magnetic field is


Fig. 1. Energy levels of spin $3 / 2$ in the following cases: (a) zero external magnetic field (purely quadrupole resonance), the energy levels are doubly degenerate; (b) no quadrupole interaction (the external field determines the equidistant structure of the spectrum); (c) quadrupole interaction much weaker than the external field. The types of resonance transitions are shown: ordinary arrows-transition with $\Delta m= \pm 1$, double arrows-transitions with $\Delta m= \pm 2$. All indicated transitions can be excited by special pulse sequences.
directed along the $y$ axis, this operator is

$$
\begin{equation*}
\mathbf{H}_{r f}^{Y}(t)=2 \hbar \gamma H_{r f} \mathbf{I}_{y} \cos (\Omega t) \tag{6}
\end{equation*}
$$

where $H_{r f}$ and $\Omega$ are the amplitude and frequency of the ac field and $\gamma$ is the gyromagnetic ratio of the nucleus.

In what follows, we shall require expressions for the operators $\mathbf{H}_{r f}(t)$ in the interaction representation:

$$
\begin{gather*}
\mathbf{H}_{r f}^{*}(t) \equiv \mathbf{D}^{-1}\left(t-t_{0}\right) \mathbf{H}_{r f}(t) \mathbf{D}\left(t-t_{0}\right)  \tag{7}\\
\mathbf{D}\left(t-t_{0}\right)=\exp \left[-i \mathbf{H}_{0}\left(t-t_{0}\right) / \hbar\right]
\end{gather*}
$$

The form of the operator $\mathbf{D}$ corresponds to the case where the main Hamiltonian $\mathbf{H}_{0}$ of the system is independent of time.

To simply the equations and the subsequent calculations, we shall use a representation of the spin operators in terms of projection operators $\mathbf{P}_{m n}$, which are $4 \times 4$ matrices all of whose all matrix elements $p_{k l}$ are zero except $p_{m n}=1$. The projection operators have simple properties:

$$
\begin{align*}
\mathbf{P}_{k l} \mathbf{P}_{m n} & =\delta_{l m} \mathbf{P}_{k n}, \\
\mathbf{P}_{m n} & =\mathbf{P}_{n m}^{+},  \tag{8}\\
\mathbf{P}_{m n}\left|\Psi_{k}\right\rangle & =\delta_{n k}\left|\Psi_{m}\right\rangle .
\end{align*}
$$

Likewise to simplify the equations, instead of indices $-3 / 2,-1 / 2,+1 / 2$, and $+3 / 2$ we shall use the indices 1,2 , 3 , and 4 , respectively. The spin components can be expressed as follows in terms of the projection operators:

$$
\mathbf{I}_{\alpha}=\sum_{m, n}\left\langle\Psi_{m}\right| \mathbf{I}_{\alpha}\left|\Psi_{n}\right\rangle \mathbf{P}_{m n}
$$

Specifically, the main Hamiltonian in the projec-tion-operator representation has the form

$$
\begin{equation*}
\mathbf{H}_{0}=\sum_{m} \hbar \varepsilon_{m} \mathbf{P}_{m m} \tag{9}
\end{equation*}
$$

and the transformation into the interaction representation will be determined by the operator

$$
\begin{equation*}
\mathbf{D}\left(t-t_{0}\right)=\sum_{m} \mathbf{P}_{m m} \exp \left[-i \varepsilon_{m}\left(t-t_{0}\right)\right] \tag{10}
\end{equation*}
$$

When the frequency $\Omega$ of the external ac field is the same as one of the spin eigenfrequencies, for example, $\Omega_{m n}=\left|\varepsilon_{m}-\varepsilon_{n}\right|$, the interaction operator with the ac magnetic field (6) can be represented in the interaction representation in the form

$$
\begin{equation*}
\mathbf{H}_{r f}^{*}(t)=\mathbf{H}_{\mathrm{rf}, \mathrm{eff}}+\sum_{k l} \mathbf{G}_{k l} \exp \left[i\left(\varepsilon_{k}-\varepsilon_{l}\right) t\right] \tag{11}
\end{equation*}
$$

where $\mathbf{G}_{k l}$ and $\mathbf{H}_{\mathrm{rf} \text {, eff }}$ are time-independent, and

$$
\left|\mathbf{G}_{k l}\right| \sim\left|\mathbf{H}_{\mathrm{rf}, \mathrm{eff}}\right| \sim\left|\mathbf{H}_{\mathrm{rf}}\right| .
$$

The terms which oscillate at the eigenfrequencies $\Omega_{k l} \neq \Omega_{m n}$ and have amplitudes $\sim\left|\mathbf{G}_{k \mid}\right|$ have a negligible effect on the evolution of the spin compared with the constant term $\mid \mathbf{H}_{\mathrm{rf} \text {, eff }}$. This is because in NMR experiments the duration of the rf pulses is ordinarily much longer than the period $\sim \hbar /\left|\mathbf{H}_{0}\right|$ of the oscillations and because $\mathbf{H}_{0} \gg \mathbf{H}_{\mathrm{rf}}$. Thus, the interaction (6) effectively excites resonance transitions only between the spin levels for which a resonance condition of the type $\Omega=\Omega_{m n}$ is satisfied. Therefore, in the interaction representation, the operator (6) at times greater than several periods of the characteristic oscillations $\left(\Omega_{k l} t>1\right)$ reduces to the effective operator

$$
\begin{equation*}
\left.\mathbf{H}_{\mathrm{rf}, \mathrm{eff}}^{y}=i \hbar \gamma H_{\mathrm{rf}}\left|\left\langle\Psi_{m}\right| \mathbf{I}_{y}\right| \Psi_{n}\right\rangle \mid\left(\mathbf{P}_{n m}-\mathbf{P}_{m n}\right) \tag{12a}
\end{equation*}
$$

When the ac field is directed along the $x$ axis, the effective interaction operator is

$$
\begin{equation*}
\left.\mathbf{H}_{\mathrm{rf}, \mathrm{eff}}^{x}=\hbar \gamma H_{\mathrm{rf}}\left|\left\langle\Psi_{m}\right| \mathbf{I}_{x}\right| \Psi_{n}\right\rangle \mid\left(\mathbf{P}_{n m}+\mathbf{P}_{m n}\right) \tag{12b}
\end{equation*}
$$

Since the basis (4) of the eigenfunctions was chosen to be real, the matrix elements of the operator $\mathbf{I}_{y}$ are purely imaginary, and the matrix elements of the operator $\mathbf{I}_{x}$ are real. In addition, we note that although in the basis $|\chi\rangle$ the operators $\mathbf{I}_{x}$ and $\mathbf{I}_{y}$ possess matrix elements only with selection rules $m-n= \pm 1$, in the basis $|\Psi\rangle$ these operators have nonzero matrix elements with

$$
\begin{equation*}
m-n= \pm 1, \pm 2 \text {. } \tag{13}
\end{equation*}
$$

### 2.3. Evolution of the Spin System under the Influence of rf Pulses

The evolution of the state vector

$$
\begin{equation*}
|\Psi(t)\rangle=\mathbf{U}\left(t, t_{0}\right)\left|\Psi\left(t_{0}\right)\right\rangle \tag{14}
\end{equation*}
$$

of a physical system can be determined in terms of a unitary evolution operator [3]:

$$
\mathbf{U}\left(t, t_{0}\right)=\mathbf{D}\left(t-t_{0}\right) \mathbf{V}\left(t, t_{0}\right),
$$

$$
\begin{align*}
& \mathbf{V}\left(t, t_{0}\right)=\mathbf{T} \exp \left[-\frac{i}{\hbar} \int_{t_{0}}^{t} \mathbf{H}_{\mathrm{rf}}^{*}\left(t^{\prime}\right) d t^{\prime}\right]  \tag{15}\\
& \mathbf{H}_{\mathrm{rf}}^{*}(t)=\mathbf{D}^{-1}\left(t-t_{0}\right) \mathbf{H}_{\mathrm{rf}}(t) \mathbf{D}\left(t-t_{0}\right),
\end{align*}
$$

where $\mathbf{T}$ is the Dyson chronological operator, and the operator $\mathbf{V}$ is the evolution operator in the interaction representation.

Under conditions where the rapidly oscillating terms in $\mathbf{H}_{\mathrm{rf}}^{*}(t)$ can be neglected, the chronological exponential becomes an ordinary exponential function. Then, the operator $\mathbf{V}\left(t, t_{0}\right)$ reduces to

$$
\begin{aligned}
& \mathbf{V}_{x}\left(t, t_{0}\right) \approx \exp \left[-\frac{i}{\hbar} \int_{t_{0}}^{t} \mathbf{H}_{\mathrm{rf}, \mathrm{eff}}^{x} d t^{\prime}\right] \\
= & \exp \left[-i \frac{\varphi}{2}\left(\mathbf{P}_{n m}+\mathbf{P}_{m n}\right)\right] \equiv \mathbf{V}_{x}\left(\Omega_{m n}, \varphi_{x}\right), \\
& \mathbf{V}_{y}\left(t, t_{0}\right) \approx \exp \left[-\frac{i}{\hbar} \int_{t_{0}}^{t} \mathbf{H}_{\mathrm{rf}, \mathrm{eff}}^{y} d t^{\prime}\right] \\
= & \exp \left[\frac{\varphi}{2}\left(\mathbf{P}_{n m}-\mathbf{P}_{m n}\right)\right] \equiv \mathbf{V}_{y}\left(\Omega_{m n}, \varphi_{y}\right),
\end{aligned}
$$

where

$$
\left.\left.\varphi_{\alpha}=2\left(t-t_{0}\right) \gamma H_{\mathrm{rf}}\left|\left\langle\Psi_{n}\right| \mathbf{I}_{\alpha}\right| \Psi_{m}\right\rangle, \quad \alpha=x, y, \quad \varepsilon_{m}\right\rangle \varepsilon_{n} .
$$

Expanding the exponentials in a series and using the multiplication rules (8) for projection operators, we obtain

$$
\begin{align*}
\mathbf{V}_{x}\left(\Omega_{m n}, \varphi_{x}\right) & =\mathbf{P}_{k k}+\mathbf{P}_{l l}+\left(\mathbf{P}_{n n}+\mathbf{P}_{m m}\right) \cos \left(\frac{\varphi_{x}}{2}\right)  \tag{16a}\\
& -i\left(\mathbf{P}_{n m}+\mathbf{P}_{m n}\right) \sin \left(\frac{\varphi_{x}}{2}\right), \\
\mathbf{V}_{y}\left(\Omega_{m n}, \varphi_{y}\right) & =\mathbf{P}_{k k}+\mathbf{P}_{l l}+\left(\mathbf{P}_{n n}+\mathbf{P}_{m m}\right) \cos \left(\frac{\varphi_{y}}{2}\right)  \tag{16b}\\
& +\left(\mathbf{P}_{n m}-\mathbf{P}_{m n}\right) \sin \left(\frac{\varphi_{y}}{2}\right) .
\end{align*}
$$

Here the indices $k, l \neq m, n$.
In addition, to construct quantum logical elements it is necessary to excite the spin on two transitions simultaneously. It is shown below that for this it is sufficient to excite transitions that do not have energy levels in common. Then, the evolution operator is a product of commuting evolution operators for individual transitions. Under two-frequency excitation at frequencies
$\Omega_{12}$ and $\Omega_{34}$, direct calculations give the following expression for the evolution operator:

$$
\begin{align*}
& \mathbf{V}_{y}\left(\Omega_{12}, \varphi_{y} ; \Omega_{34}, \varphi_{y}^{\prime}\right)=\left(\mathbf{P}_{11}+\mathbf{P}_{22}\right) \cos \left(\frac{\varphi_{y}}{2}\right) \\
& +\left(\mathbf{P}_{21}-\mathbf{P}_{12}\right) \sin \left(\frac{\varphi_{y}}{2}\right)+\left(\mathbf{P}_{33}+\mathbf{P}_{44}\right) \cos \left(\frac{\varphi_{y}^{\prime}}{2}\right)  \tag{17}\\
& +\left(\mathbf{P}_{43}-\mathbf{P}_{34}\right) \sin \left(\frac{\varphi_{y}^{\prime}}{2}\right) .
\end{align*}
$$

Under two-frequency irradiation at frequencies $\Omega_{13}$ and $\Omega_{24}$ the evolution operator is

$$
\begin{align*}
& \mathbf{V}_{y}\left(\Omega_{13}, \varphi_{y} ; \Omega_{24}, \varphi_{y}^{\prime}\right)=\left(\mathbf{P}_{22}+\mathbf{P}_{44}\right) \cos \left(\frac{\varphi_{y}}{2}\right) \\
& +\left(\mathbf{P}_{42}-\mathbf{P}_{24}\right) \sin \left(\frac{\varphi_{y}}{2}\right)+\left(\mathbf{P}_{33}+\mathbf{P}_{11}\right) \cos \left(\frac{\varphi_{y}^{\prime}}{2}\right)  \tag{18}\\
& +\left(\mathbf{P}_{31}-\mathbf{P}_{13}\right) \sin \left(\frac{\varphi_{y}^{\prime}}{2}\right) .
\end{align*}
$$

## 3. VIRTUAL-SPIN FORMALISM

In the currently adopted NMR model of a quantum computer [4-7], two real spins $R=1 / 2$ and $S=1 / 2$, coupled by an exchange interaction, are being considered as a basis for constructing quantum logical elements. In the formalism of quantum mechanics, the states of such a system and the operations on them can be written in an abstract four-dimensional space, which is a direct product $\Gamma_{R} \otimes \Gamma_{S}$ of two-dimensional spaces of the eigenstates of the real spins $R$ and $S$. In our case, to clarify the information aspect of the proposed logical operations, it is convenient to reverse the procedure: the four-dimensional space $\Gamma_{I}$ corresponding to a real spin $3 / 2$ is represented as a direct product $\Gamma_{R} \otimes \Gamma_{S}$ of two abstract two-dimensional spaces of states of the virtual spins $R$ and $S$. Then, any operator $\mathbf{P}$ in the four-dimensional basis can be expressed as a linear combination of the direct products $\mathbf{R} \otimes \mathbf{S}$ of the components of the vector spin operators given in the subspaces $\Gamma_{R}$ and $\Gamma_{S}$. The following isomorphic correspondence exists between the basis $\left|\Psi_{M}\right\rangle$ of the space $\Gamma_{I}$ and the basis $\left|\xi_{m}\right\rangle \otimes\left|\zeta_{n}\right\rangle$ of the direct product $\Gamma_{R} \otimes \Gamma_{S}$ :

$$
\begin{align*}
& \left|\Psi_{1}\right\rangle=\left|\xi_{1}\right\rangle \otimes\left|\zeta_{1}\right\rangle \equiv|11\rangle, \quad\left|\Psi_{3}\right\rangle=\left|\xi_{2}\right\rangle \otimes\left|\zeta_{1}\right\rangle \equiv|01\rangle, \\
& \left|\Psi_{2}\right\rangle=\left|\xi_{1}\right\rangle \otimes\left|\zeta_{2}\right\rangle \equiv|10\rangle, \quad\left|\Psi_{4}\right\rangle=\left|\xi_{2}\right\rangle \otimes\left|\zeta_{2}\right\rangle \equiv|00\rangle, \tag{19}
\end{align*}
$$

where the indices 1 and 2 are used for the indices $-1 / 2$ and $+1 / 2$, respectively, of the virtual spins. Here $|11\rangle$ and so on are the notations used in information theory to represent the states of two qubits. The following helpful relations exist between the projection operators,
which will be used in the calculations, in the spaces under study:

$$
\begin{gather*}
\mathbf{R}_{k l} \otimes \mathbf{S}_{m n}=\mathbf{P}_{2 k-2+m, 2 l-2+n}, \\
\mathbf{R}_{k l} \mathbf{R}_{m n} \otimes \mathbf{1}_{S}=\delta_{l m} \mathbf{R}_{k n} \otimes \mathbf{1}_{S}, \\
\left.\mathbf{R}_{k l} \otimes \mathbf{1}_{S}\left|\xi_{m}\right\rangle \zeta_{n}\right\rangle=\delta_{l m}\left|\xi_{k}\right\rangle\left|\zeta_{n}\right\rangle, \\
\mathbf{1}_{R} \otimes \mathbf{S}_{k l} \mathbf{S}_{m n}=\delta_{l m} \mathbf{1}_{R} \otimes \mathbf{S}_{k n},  \tag{20}\\
\left.\mathbf{1}_{R} \otimes \mathbf{S}_{k l \mid} \xi_{m}\right\rangle\left|\zeta_{n}\right\rangle=\delta_{l n}\left|\xi_{m}\right\rangle\left|\zeta_{k}\right\rangle, \\
\left(\mathbf{R}_{k l} \otimes \mathbf{S}_{a b}\right)\left(\mathbf{R}_{m n} \otimes \mathbf{S}_{c d}\right)=\delta_{l m} \delta_{b c} \mathbf{R}_{k n} \otimes \mathbf{S}_{a d} .
\end{gather*}
$$

Here the operators $\mathbf{R}_{m n}$ and $\mathbf{S}_{m n}$ are projection operators of the two-dimensional spaces $\Gamma_{R}$ and $\Gamma_{S}$, while $\mathbf{1}_{R}$ and $\mathbf{1}_{S}$ are unit operators in the spaces. Specifically, the components $\mathbf{R}_{x}, \mathbf{R}_{y}$, and $\mathbf{R}_{z}$ and the components $\mathbf{S}_{x}, \mathbf{S}_{y}$, and $\mathbf{S}_{z}$ of the virtual spins can be expressed as follows in terms of the projection operators:

$$
\begin{gathered}
\mathbf{R}_{x}=\frac{\mathbf{R}_{12}+\mathbf{R}_{21}}{2}, \\
\mathbf{R}_{y}=\frac{i\left(\mathbf{R}_{12}-\mathbf{R}_{21}\right)}{2}, \\
\mathbf{R}_{z}=\frac{\mathbf{R}_{11}-\mathbf{R}_{22}}{2}, \\
\mathbf{S}_{x}=\frac{\mathbf{S}_{12}+\mathbf{S}_{21}}{2}, \\
\mathbf{S}_{y}=\frac{i\left(\mathbf{S}_{12}-\mathbf{S}_{21}\right)}{2}, \\
\mathbf{S}_{z}=\frac{\mathbf{S}_{11}-\mathbf{S}_{22}}{2} .
\end{gathered}
$$

It should be noted that in the four-dimensional space $\Gamma_{I}$ two qubits can be introduced differently, in a different manner so that the top pair of levels comprises one qubit and the bottom pair comprises the second qubit. At magnetic resonance this manner of singling out twolevel subsystems is widely known as the "formalism of virtual (or effective) spins $1 / 2$." In this case, the space $\Gamma_{I}$ is a direct sum $\Gamma_{R} \oplus \Gamma_{S}$ of the spaces of the virtual spins. In this approach the realization of one-bit rotation gates does not present any difficulties, but difficulties do arise in realizing a two-qubit CNOT gate. In addition, the virtual spins introduced above correspond well with the representations used in quantum information science.

## 4. PREPARATION OF THE INITIAL STATE

As is well known, the initial state for quantum algorithms implemented in an abstract quantum computer is the state $|00\rangle$.

To emulate abstract quantum computaters in real NMR experiments it is necessary to take account of at
least the following features of an NMR quantum computer. In NMR a macroscopic number of identical quantum processors are used-molecules, computations on which are performed simultaneously, and the output signal is the sum of the signals from all molecules. An adequate language for NMR experiments is the density matrix formalism. The state $|00\rangle$ is the equivalent of a density matrix of the form $\sigma_{\text {init }}=$ const $\mathbf{P}_{44}$.

In a sample of macroscopic dimensions, a collection of identical nuclei forms an ensemble whose spin levels at equilibrium are occupied according to the Boltzmann density matrix

$$
\begin{gather*}
\boldsymbol{\rho}_{e q}=Z^{-1} \exp (-\beta \mathbf{H}) \\
Z=\operatorname{Sp}[\exp (-\beta \mathbf{H})]  \tag{21}\\
\beta=1 / k T
\end{gather*}
$$

NMR experiments are conducted primarily at room temperature, where the modulus of the quantity $\beta \mathbf{H}$ in the argument of the exponential is much less than 1 ( $\sim 10^{-5}-10^{-6}$ ). Under these conditions the initial density matrix for quantum algorithms implemented on an NMR computer is

$$
\begin{gather*}
\mathbf{\rho}_{e q}=Z^{-1}\left[\mathbf{1}_{\mathbf{I}}+\sum_{m} \lambda_{m} \mathbf{P}_{m m}\right] \\
\mathbf{1}_{\mathbf{I}}=\sum_{m} \mathbf{P}_{m m}  \tag{22}\\
\lambda_{m}=\frac{\hbar \varepsilon_{m}}{k T}
\end{gather*}
$$

where $\mathbf{1}_{\mathrm{I}}$ is a unit matrix in the space $\Gamma_{I}$.
The density matrix $\boldsymbol{\rho}_{e q}$ can be obtained directly in the form $\boldsymbol{\sigma}_{\text {init }}$ by cooling the spin system to ultralow temperatures. Besides enormous technological difficulties, this will inevitably affect the speed of the entire computational cycle. It will be shown below how the density matrix

$$
\begin{equation*}
\boldsymbol{\rho}_{i n i t}=\operatorname{const}\left[\mathbf{1}_{\mathbf{I}}+\operatorname{const} \mathbf{P}_{44}\right] \tag{23}
\end{equation*}
$$

can be obtained in real NMR experiments as the input for quantum algorithms. In the operator sense, the density matrix $\boldsymbol{\rho}_{\text {init }}$ differs from $\boldsymbol{\sigma}_{\text {init }}$ by a term proportional to the matrix $\mathbf{1}_{\mathbf{I}}$, which is not influenced by unitary transformations and does not contribute to the observed signal. For this reason, any pulse sequences, including those which implement logical operations, do not affect the matrix $\mathbf{1}_{\mathrm{I}}$ and, for this reason, in describing the evolution the initial density matrices $\boldsymbol{\rho}_{\text {init }}$ and $\boldsymbol{\sigma}_{\text {init }}$ give identical results.

To obtain $\boldsymbol{\rho}_{\text {init }}$ it is expedient to use the procedure of spatial [5] or temporal [6] dynamical (using additional pulsed action on the spins) reduction of the density
matrix $\boldsymbol{\rho}_{e q}$ to the form $\boldsymbol{\rho}_{\text {init }}$. We shall examine the procedure for temporal reduction of the density matrix $\boldsymbol{\rho}_{e q}$ to $\boldsymbol{\rho}_{\text {init }}$ for a multiqubit spin, leaving other methods for a future study.

The following procedure, the idea for which goes back to [6], is proposed. Let the required calculation consist of performing a transformation $\mathbf{V}_{\text {comp }}$ with the initial density matrix in the form $\boldsymbol{\rho}_{\text {init }}$, while the spin system is in a state given by the equilibrium density matrix (22). We shall show that the average

$$
\begin{gathered}
\frac{1}{3}\left[\mathbf{V}_{c o m p} \mathbf{\rho}_{e q} \mathbf{V}_{c o m p}^{\dagger}+\mathbf{V}_{c o m p} \mathbf{V}_{1} \boldsymbol{\rho}_{e q} \mathbf{V}_{1}^{\dagger} \mathbf{V}_{c o m p}^{\dagger}\right. \\
\left.\quad+\mathbf{V}_{c o m p} \mathbf{V}_{2} \boldsymbol{\rho}_{e q} \mathbf{V}_{2}^{\dagger} \mathbf{V}_{c o m p}^{\dagger}\right] \\
= \\
\frac{1}{3} \mathbf{V}_{c o m p}\left(\boldsymbol{\rho}_{e q}+\mathbf{V}_{1} \mathbf{\rho}_{e q} \mathbf{V}_{1}^{\dagger}+\mathbf{V}_{2} \mathbf{\rho}_{e q} \mathbf{V}_{2}^{\dagger}\right) \mathbf{V}_{c o m p}^{\dagger}
\end{gathered}
$$

of the results of three calculations $\mathbf{V}_{\text {comp }}$, starting with three different initial states- $\boldsymbol{\rho}_{e q}, \mathbf{V}_{1} \boldsymbol{\rho}_{e q} \mathbf{V}_{1}^{\dagger}$, and $\mathbf{V}_{2} \boldsymbol{\rho}_{e q} \mathbf{V}_{2}^{\dagger}$-is equivalent to the transformation $\mathbf{V}_{\text {comp }}$ of the state $\boldsymbol{\rho}_{\text {init }}$ :

$$
\begin{equation*}
\mathbf{V}_{\text {comp }} \mathbf{\rho}_{\text {init }} \mathbf{V}_{\text {comp }}^{\dagger} \tag{24}
\end{equation*}
$$

For this, we choose the transformations $\mathbf{V}_{1}$ and $\mathbf{V}_{2}$ in the form of two successive single-frequency pulses
$\mathbf{V}_{1}=\mathbf{V}_{y}\left(\Omega_{12}, \pi\right) \mathbf{V}_{y}\left(\Omega_{23}, \pi\right)=\mathbf{P}_{44}+\mathbf{P}_{21}+\mathbf{P}_{13}+\mathbf{P}_{32}$,
$\mathbf{V}_{2}=\mathbf{V}_{y}\left(\Omega_{23}, \pi\right) \mathbf{V}_{y}\left(\Omega_{12}, \pi\right)=\mathbf{P}_{44}-\mathbf{P}_{12}+\mathbf{P}_{31}-\mathbf{P}_{23}$.
Then, using the expressions (16a) and (16b) and the multiplication rules (8), we obtain

$$
\begin{equation*}
\frac{\boldsymbol{\rho}_{e q}+\mathbf{V}_{1} \boldsymbol{\rho}_{e q} \mathbf{V}_{1}^{\dagger}+\mathbf{V}_{2} \boldsymbol{\rho}_{e q} \mathbf{V}_{2}^{\dagger}}{3}=Z\left[\alpha \mathbf{1}+\beta \mathbf{P}_{44}\right] \propto \boldsymbol{\rho}_{i n i t} \tag{26}
\end{equation*}
$$

$\alpha=1+\frac{1}{3}\left[\lambda_{1}+\lambda_{2}+\lambda_{3}\right], \beta=\lambda_{4}-\frac{1}{3}\left[\lambda_{1}+\lambda_{2}+\lambda_{3}\right]$.
This confirms that a logical operation on $\boldsymbol{\rho}_{\text {init }}$ can be reduced to an operation on $\boldsymbol{\rho}_{e q}$ by means of appropriate pulse sequences.

## 5. ONE-BIT ROTATION OPERATION

The operator $\mathbf{V}_{y}\left(\Omega_{12}, \varphi_{y} ; \Omega_{34}, \varphi_{y}^{\prime}\right)(17)$ with $\varphi_{y}=\varphi_{y}^{\prime}=\varphi$ has the form

$$
\begin{gathered}
\mathbf{V}_{y}\left(\Omega_{12}, \varphi ; \Omega_{34}, \varphi\right)=\left(\mathbf{P}_{11}+\mathbf{P}_{22}+\mathbf{P}_{33}+\mathbf{P}_{44}\right) \cos \left(\frac{\varphi}{2}\right) \\
+\left(\mathbf{P}_{21}-\mathbf{P}_{12}+\mathbf{P}_{43}-\mathbf{P}_{34}\right) \sin \left(\frac{\varphi}{2}\right)
\end{gathered}
$$

Expressing by means of equations (20) the operators $\mathbf{P}$ in terms of the operators $\mathbf{R}$ and $\mathbf{S}$, it can be shown that the operator

$$
\begin{gather*}
\mathbf{V}_{y}\left(\Omega_{12}, \varphi ; \Omega_{34}, \varphi\right) \\
=\left(\mathbf{R}_{11}+\mathbf{R}_{22}\right) \otimes\left[\left(\mathbf{S}_{11}+\mathbf{S}_{22}\right) \cos \left(\frac{\varphi}{2}\right)\right.  \tag{28}\\
\left.+\left(\mathbf{S}_{21}-\mathbf{S}_{12}\right) \sin \left(\frac{\varphi}{2}\right)\right]=\exp \left\{i \varphi \mathbf{1}_{R} \otimes \mathbf{S}_{x}\right\}
\end{gather*}
$$

is identical to the operator (27). The latter equality on the right-hand side of the operator (28) shows that the transformation $\mathbf{V}_{y}\left(\Omega_{12}, \varphi ; \Omega_{34}, \varphi\right)$ is a rotation by an angle $\varphi$ in the space $\Gamma_{S}$ under the condition that the space $\Gamma_{R}$ is invariant. Using the expressions (16a) and (16b) to calculate expressions of type (17) and (27), it is possible to obtain an operator, having the same form as the operator (28), for the rotation of a virtual spin $S$ around the $y$ axis.

It can be shown similarly that the operator $\mathbf{V}_{y}\left(\Omega_{13}\right.$, $\left.\varphi_{y} ; \Omega_{24}, \varphi_{y}^{\prime}\right)(18)$ with $\varphi_{y}=\varphi_{y}^{\prime} \equiv \varphi$ is equal to the operator

$$
\begin{gather*}
\mathbf{V}_{y}\left(\Omega_{13}, \varphi ; \Omega_{24}, \varphi\right) \\
=\left[\left(\mathbf{R}_{11}+\mathbf{R}_{22}\right) \cos \left(\frac{\varphi}{2}\right)\left(\mathbf{R}_{21}-\mathbf{R}_{12}\right) \sin \left(\frac{\varphi}{2}\right)\right]  \tag{29}\\
\otimes\left(\mathbf{S}_{11}+\mathbf{S}_{22}\right)=\exp \left\{i \varphi \mathbf{R}_{x} \otimes \mathbf{1}_{S}\right\} .
\end{gather*}
$$

The last equality on the right-hand side of the expression (29) shows that the propagator $\mathbf{V}_{y}\left(\Omega_{13}, \varphi ; \Omega_{24}, \varphi\right)$ is a rotation by an angle $\varphi$ relative to the $x$ axis in the spin space $\Gamma_{R}$ with constant $\Gamma_{S}$.

## 6. "CONTROLLED NEGATION" OPERATION, CNOT

The transformation $\mathbf{V}_{x}\left(\Omega_{12}, \varphi_{x}\right)$ (16a) on the transition $1 \longleftrightarrow 2$ with $\varphi_{x}=\pi$, defined as

$$
\begin{equation*}
\mathbf{V}_{x}\left(\Omega_{12}, \pi\right)=\left[\mathbf{P}_{33}+\mathbf{P}_{44}\right]-i\left[\mathbf{P}_{21}+\mathbf{P}_{12}\right], \tag{30}
\end{equation*}
$$

performs the two-bit operation "controlled negation" CNOT-the NOT operation on a spin $S$ if the spin $R$ is in the state $\left|\xi_{1}\right\rangle$ and leaves the spin $S$ unchanged if the $\operatorname{spin} R$ is in the state $\left|\xi_{2}\right\rangle$. Indeed, it is easy to check, using the definition of the projection operators, that

$$
\begin{gathered}
\mathbf{V}_{x}\left(\Omega_{12}, \pi\right)\left|\Psi_{1}\right\rangle \equiv-i\left|\Psi_{2}\right\rangle, \quad \mathbf{V}_{x}\left(\Omega_{12}, \pi\right)\left|\Psi_{2}\right\rangle \equiv-i\left|\Psi_{1}\right\rangle, \\
\mathbf{V}_{x}\left(\Omega_{12}, \pi\right)\left|\Psi_{3}\right\rangle \equiv\left|\Psi_{3}\right\rangle, \quad \mathbf{V}_{x}\left(\Omega_{12}, \pi\right)\left|\Psi_{4}\right\rangle \equiv\left|\Psi_{4}\right\rangle,
\end{gathered}
$$

or in information-theory notation

$$
\begin{aligned}
\mathbf{V}_{x}\left(\Omega_{12}, \pi\right)|11\rangle \equiv-i|10\rangle, \quad \mathbf{V}_{x}\left(\Omega_{12}, \pi\right)|10\rangle & \equiv-i|11\rangle, \\
\mathbf{V}_{x}\left(\Omega_{12}, \pi\right)|01\rangle \equiv|01\rangle, \quad \mathbf{V}_{x}\left(\Omega_{12}, \pi\right)|00\rangle & \equiv|00\rangle .
\end{aligned}
$$

This is (to within a phase factor $\exp (i \pi / 2)$ ) a truth table for the CNOT operation defined above, in which the
spin $R$ controls the state of the spin $S$. In the projection operators of the basis $\Gamma_{R} \otimes \Gamma_{S}$, we represent the evolution operator $\mathbf{V}_{x}\left(\Omega_{12}, \pi\right)$ in the form

$$
\begin{equation*}
\mathbf{V}_{x}\left(\Omega_{12}, \pi\right)=-i \mathbf{R}_{11} \otimes\left(\mathbf{S}_{12}+\mathbf{S}_{21}\right)+\mathbf{R}_{22} \otimes \mathbf{1}_{s} . \tag{31}
\end{equation*}
$$

It can be shown similarly that the transformation $\mathbf{V}_{x}\left(\Omega_{13}, \varphi_{x}\right)$ on the transition $1 \longleftrightarrow 3$ for $\varphi_{x}=\pi$, equal to

$$
\begin{equation*}
\mathbf{V}_{x}\left(\Omega_{13}, \pi\right)=\left[\mathbf{P}_{22}+\mathbf{P}_{44}\right]-i\left[\mathbf{P}_{13}+\mathbf{P}_{31}\right], \tag{32}
\end{equation*}
$$

performs the CNOT operation in which the spin $S$ controls the state of the spin $R$ :

$$
\begin{aligned}
\mathbf{V}_{x}\left(\Omega_{13}, \pi\right)\left|\Psi_{1}\right\rangle & \equiv-i\left|\Psi_{3}\right\rangle, \quad \mathbf{V}_{x}\left(\Omega_{13}, \pi\right)\left|\Psi_{2}\right\rangle \\
\mathbf{V}_{x}\left(\Omega_{13}, \pi\right)\left|\Psi_{3}\right\rangle & \equiv-i\left|\Psi_{1}\right\rangle, \\
& \mathbf{V}_{x}\left(\Omega_{13}, \pi\right)\left|\Psi_{4}\right\rangle
\end{aligned}
$$

This gives the truth table

$$
\begin{array}{ll}
\mathbf{V}_{x}\left(\Omega_{13}, \pi\right)|11\rangle=i|01\rangle, & \mathbf{V}_{x}\left(\Omega_{13}, \pi\right)|10\rangle=|10\rangle, \\
\mathbf{V}_{x}\left(\Omega_{13}, \pi\right)|01\rangle=i|11\rangle, & \mathbf{V}_{x}\left(\Omega_{13}, \pi\right)|00\rangle=|00\rangle .
\end{array}
$$

In the projection operators of the basis $\Gamma_{R} \otimes \Gamma_{S}$, we represent the evolution operator $\mathbf{V}_{x}\left(\Omega_{13}, \pi\right)$ in the form

$$
\begin{equation*}
\mathbf{V}_{x}\left(\Omega_{13}, \pi\right)=\mathbf{1}_{R} \otimes \mathbf{S}_{22}-i\left(\mathbf{R}_{12}+\mathbf{R}_{21}\right) \otimes \mathbf{S}_{11} . \tag{33}
\end{equation*}
$$

Thus, pulsed excitation of spin $I=3 / 2$, corresponding to the evolution operators $\mathbf{V}_{x}\left(\Omega_{12}, \pi\right)$ and $\mathbf{V}_{x}\left(\Omega_{13}, \pi\right)$, realizes the logical operation CNOT on virtual spins such that the spin $R$ controls the dynamics of the spin $S$ and vice versa.

## 7. READOUT <br> OF THE COMPUTATIONAL RESULT

To find the computational result, it is necessary to read the state of the final density matrix $\boldsymbol{\rho}_{\text {out }}$. NMR methods make it possible to measure all elements of the density matrix by means of the tomography of states [7]. On account of the complexity of this method, for purposes of illustration we shall discuss here the readout in the case where the computational result $\boldsymbol{\rho}_{\text {out }}$ has the diagonal form:

$$
\begin{equation*}
\boldsymbol{\rho}_{\text {out }}=\mu_{0} \mathbf{1}+\mu_{1} \mathbf{P}_{11}+\mu_{2} \mathbf{P}_{22}+\mu_{3} \mathbf{P}_{33}+\mu_{4} \mathbf{P}_{44} \tag{34}
\end{equation*}
$$

and the computational result is one of the states (19), i.e., only one of the quantities $\mu_{i}$ can be different from zero. It is proposed that a two-frequency electromagnetic pulse, which rotates the density matrix elements by the angle $\varphi_{y}=\pi / 2$, be used to act on the spin $3 / 2$ under study. As a result, a free-precession signal arises at the resonance frequencies $\Omega_{12}$ and $\Omega_{34}$. The evolution operator (27) corresponding to such a pulse is

$$
\begin{gather*}
\mathbf{V}_{3}=\mathbf{V}_{y}\left(\Omega_{12}, \pi / 2 ; \Omega_{34}, \pi / 2\right) \\
=(1 / \sqrt{2})\left[\mathbf{1}_{I}+\mathbf{P}_{21}-\mathbf{P}_{12}+\mathbf{P}_{43}-\mathbf{P}_{34}\right] . \tag{35}
\end{gather*}
$$

After the pulse (35) the density matrix (34) evolves under the action of the Hamiltonian (9) and acquires in the Schrödinger representation the form

$$
\begin{gather*}
\rho(t)=\frac{1}{2}\left\{\left[\mu_{1}+\mu_{2}\right]\left[\mathbf{P}_{11}+\mathbf{P}_{22}\right]\right. \\
+\left[\mu_{3}+\mu_{4}\right]\left[\mathbf{P}_{33}+\mathbf{P}_{44}\right]  \tag{36}\\
+\left[\mu_{1}-\mu_{2}\right]\left[\mathbf{P}_{21} \exp \left\{-i t \Omega_{21}\right\}+\mathbf{P}_{12} \exp \left\{i t \Omega_{12}\right\}\right] \\
\left.+\left[\mu_{3}-\mu_{4}\right]\left[\mathbf{P}_{43} \exp \left\{-i t \Omega_{34}\right\}+\mathbf{P}_{34} \exp \left\{i t \Omega_{34}\right\}\right]\right\},
\end{gather*}
$$

where time is measured from the end of the pulse (35). In a state described by the density matrix (36), oscillating quantum mechanical averages of the experimentally observed transverse components of the spin I appear:

$$
\begin{gather*}
\left\langle\mathbf{I}_{+}(t)\right\rangle \equiv\left\langle\mathbf{I}_{x}+i \mathbf{I}_{y}\right\rangle=\left\langle\sqrt{3}\left(\mathbf{P}_{43}+\mathbf{P}_{23}\right)+\mathbf{P}_{32}\right\rangle \\
=\operatorname{Sp}\left\{\boldsymbol{\rho}(t)\left(\mathbf{I}_{x}+i \mathbf{I}_{y}\right)\right\}=\sqrt{3}\left[\mu_{3}-\mu_{4}\right] \exp \left\{-i t \Omega_{34}\right\}  \tag{37}\\
+\sqrt{3}\left[\mu_{1}-\mu_{2}\right] \exp \left\{-i t \Omega_{12}\right\} .
\end{gather*}
$$

Thus, in the situation described above, precession of the nuclear spin, inducing in the detecting coil a periodic voltage on at two resonance frequencies with Fourier components $\sqrt{3}\left[\mu_{3}-\mu_{4}\right]$ and $\sqrt{3}\left[\mu_{1}-\mu_{2}\right]$, will arise in a plane perpendicular to the constant magnetic field. We note that the same pulse acting on the equilibrium density matrix (22) would lead to a similar precession but with the Fourier components $\sqrt{3} Z\left[\lambda_{3}-\lambda_{4}\right]$ and $\sqrt{3} Z\left[\lambda_{1}-\lambda_{2}\right]$. Measurement of the sign of the ratios

$$
b_{34} \equiv \frac{\mu_{3}-\mu_{4}}{\lambda_{3}-\lambda_{4}}, \quad b_{12} \equiv \frac{\mu_{1}-\mu_{2}}{\lambda_{1}-\lambda_{2}}
$$

of the corresponding Fourier components, following after and before the computational procedure, makes it possible to determine the final states of the two virtual spins:
if $b_{34}<0$ and $b_{12}=0$, the computational result is $|00\rangle$;
if $b_{34}>0$ and $b_{12}=0$, the computational result is $|01\rangle$;
if $b_{34}=0$ and $b_{12}<0$, the computational result is $|10\rangle$; and,
if $b_{34}=0$ and $b_{12}>0$, the computational result is $|11\rangle$.
If the operator $\boldsymbol{\rho}_{\text {out }}$ contains, together with-diagonal projection operators, nondiagonal projection operators $\mathbf{P}_{m n}(m \neq n)$ also, an rf pulse similar to one considered in this section generates not only free-precession signals but also spin-echo signals. The special role of the latter in logical quantum operations requires additional study.

## 8. CONCLUSIONS

For definiteness, we examined above a four-level energy spectrum of spin- $3 / 2$ nuclei in a constant magnetic field. A nuclear $3 / 2$ spin is not a rarity; nuclei with
such spin $\left({ }^{7} \mathrm{Li},{ }^{7} \mathrm{Be},{ }^{21} \mathrm{Na},{ }^{35} \mathrm{Cl},{ }^{63} \mathrm{Cu},{ }^{65} \mathrm{Cu},{ }^{79} \mathrm{Br},{ }^{81} \mathrm{Br}, \ldots\right)$ appear in the most diverse and easily available substances. It was assumed that as a result of the interaction of the electric quadrupole moment of a nucleus with the gradient of the crystal field, the spin resonance absorption spectrum splits into several lines, the splitting between which is much greater than their widths. The scheme described pertains to quantum systems of any physical nature. In principle, large nuclear spins can be used for this purpose, choosing four appropriate energy levels, as well as EPR spectra with effective spin $S^{*} \geq 3 / 2$, optical energy levels, and so on. Only the expression for the resonance frequencies and matrix elements of the operators of physical quantities will change. Specifically, the nuclear quadrupole resonance spectrum, split by the interaction with a constant magnetic field ( $\omega_{0}<\omega_{Q}$ ), is completely suitable. This case differs from the case studied in this paper only by the relative arrangement of the spin energy levels, while the expressions (1)-(10) for the operators and eigenfunctions remain valid.

The use of four or more discrete energy levels gives, generally speaking, additional possibilities. In previously proposed schemes [4,5] for quantum two-qubit gates of an NMR quantum computer, it was suggested that two $1 / 2$ spins coupled by an exchange interaction be used. In order for them to function as a two-qubit gate, it must be possible experimentally to switch on an exchange interaction between different particles for a precisely fixed time and, which is even more difficult, to switch off this interaction for the time when the gate under consideration is not functioning. These times are determined by the magnitude of the exchange interaction in the material and could be so long that they are longer than the coherency period. In addition, in order to switch off the exchange interaction it is necessary to use complicated pulse sequences, which could increase the computational time substantially, expend additional energy on heating, and so on.

It was shown in the present paper that the aboveindicated difficulties can be overcome by using spins greater than or equal to $3 / 2$ for memory elements and logical elements of a quantum computer. This is expressed in the fact that two-qubit gates can be implemented on a single quantum particle, and for this reason there is no need to expend time on actuating the interaction between spatially separated particles. The required logical operations, including also the operations which previously required the presence of an exchange interaction, in the case at hand are achieved by using short rf pulses whose duration is determined by the amplitude of the rf field and is under the control of the experimenter. Actually, in our scheme the rf pulses assume the function of two-particle interactions.

Another advantage of implementing gates on a single particle is that analogs of three-particle interactions can be constructed using virtual spins. The problem is that a reversible computer operating on the principles
of classical physics requires the presence of a universal set of reversible gates, including three-bit gates. The study of ways to materialize the idea of a quantum computer, initially advanced by Feynman [8], has shown that physical systems with three-particle interactions are required in order to realize three-bit reversible gates. Such interactions do not occur in nature. This problem was circumvented in [9], where it was shown that specially designed two-qubit gates, constructed on two-particle physical interactions, are sufficient to realize an arbitrary quantum algorithm. At the same time, three-bit gates could be helpful in the future for producing compact algorithms or for other purposes. For this reason, it is of interest to propose an alternative way to produce information analogs of three-particle interactions, a method based on the idea of the present workmultilevels instead of multiparticles. The Hilbert space $\Gamma_{I}$ of nuclei with spin $I=7 / 2$ can be treated as a direct product of three Hilbert spaces of virtual spins $1 / 2$. Therefore, the Hilbert space $\Gamma_{I}$ of one such particle fits three qubits of information (spin $7 / 2$ is encountered, for example, in the nuclei ${ }^{43} \mathrm{Ca},{ }^{45} \mathrm{Sc},{ }^{49} \mathrm{Ti},{ }^{51} \mathrm{~V},{ }^{121} \mathrm{Sb},{ }^{123} \mathrm{Sb}$, $\left.{ }^{133} \mathrm{Cs}, \ldots.\right)$. Another variant of this method is to use physical systems with an exchange interaction between two spins one of which is greater than or equal to $3 / 2$. This will also make it possible to obtain a physical system in a natural manner, which, even though it has a pair interaction, nonetheless contains three qubits. An example of such systems are crystals in which a double electron-nuclear resonance is observed, as well as molecules with a spin Hamiltonian of the form

$$
\begin{gathered}
\omega_{01} \mathbf{I}_{z 1}+\frac{1}{3} \hbar \omega_{Q}\left[3 \mathbf{I}_{z 1}^{2}-I_{1}\left(I_{1}+1\right)+\eta\left(\mathbf{I}_{x 1}^{2}-\mathbf{I}_{y 1}^{2}\right)\right] \\
+\omega_{02} \mathbf{I}_{z 2}+J \mathbf{I}_{z 1} \mathbf{I}_{z 2},
\end{gathered}
$$

where $I_{2}$ is any spin, and the spin $I_{1} \geq 3 / 2$ and $J$ is the exchange interaction constant. However, these questions require a separate analysis.

## ACKNOWLEDGMENT

This work is supported by the Foundation for Scientific Research and Development Work of the Republic of Tatarstan, project no. 14-29.

## REFERENCES

1. T. P. Das and E. L. Hahn, in Solid State Physics (Academic Press, New York, 1958), Supplement 1.
2. A. R. Kessel' and V. L. Ermakov, Pis'ma Zh. Éksp. Teor. Fiz. 70, 59 (1999) [JETP Lett. 70, 61 (1999)].
3. T. P. Das and A. K. Saha, Phys. Rev. 98, 516 (1955).
4. N. A. Gershenfeld and I. L. Chuang, Science 275, 350 (1997).
5. D. G. Cory, M. D. Price, and T. F. Havel, Physica D 120, 82 (1998).
6. E. Knill, I. L. Chuang, and R. Laflamme, Phys. Rev. A 57, 3348 (1998).
7. R. Laflamme, E. Knill, W. H. Zurek, et al., Philos. Trans. R. Soc. London, Ser. A 356, 1941 (1998).
8. R. P. Feynman, Int. J. Theor. Phys. 21, 467 (1982).
9. A. Barenco, C. H. Bennett, R. Cleve, et al., Phys. Rev. A 52, 3457 (1995).

Translation was provided by AIP

# Diffusion of Charged Particles in Strong Large-Scale Random and Regular Magnetic Fields 

Yu. P. Mel'nikov<br>Rybinsk State Aviation Technology Academy, Rybinsk, Yaroslavl oblast, 152934 Russia<br>e-mail: rgata@ryb.adm.yar.ru<br>Received June 3, 1999


#### Abstract

The nonlinear collision integral for the Green's function averaged over a random magnetic field is transformed using an iteration procedure taking account of the strong random scattering of particles on the correlation length of the random magnetic field. Under this transformation the regular magnetic field is assumed to be uniform at distances of the order of the correlation length. The single-particle Green's functions of the scattered particles in the presence of a regular magnetic field are investigated. The transport coefficients are calculated taking account of the broadening of the cyclotron and Cherenkov resonances as a result of strong random scattering. The mean-free path lengths parallel and perpendicular to the regular magnetic field are found for a power-law spectrum of the random field. The analytical results obtained are compared with the experimental data on the transport ranges of solar and galactic cosmic rays in the interplanetary magnetic field. As a result, the conditions for the propagation of cosmic rays in the interplanetary space and a more accurate idea of the structure of the interplanetary magnetic field are determined. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The investigation of the diffusion of high-energy charged particles with low density in a regular magnetic field and in a strong random magnetic field is a topical problem for the physics of cosmic rays in the interplanetary and interstellar medium [1-6], high-temperature laboratory plasma [7-10], and ionospheric plasma [11, 12]. The propagation of cosmic rays in the interplanetary and interstellar media for sufficiently low particle energies is usually investigated in the approximation of large-scale random scattering by MHD waves taking account of all cyclotron harmonics in a regular magnetic field [1-6, 13-15].

Large-scale scattering of cosmic rays in a magnetic field is usually described in the weak random scattering approximation, which consists in the fact that the scattering by cyclotron and Cherenkov resonances is slightly broadened by viscosity and the finite conductivity of the plasma. Broadening as a result of random scattering is either neglected or introduced phenomenologically [1-6], since it is assumed that it is quite weak.

Likewise, the strong regular magnetic field approximation [1-6, 13], where $R_{0} \ll L_{c}$ and $R_{0}$ is the Larmor radius of a particle in a regular magnetic field and $L_{c}$ is the correlation length of the random magnetic field, is used for large-scale random scattering. The momentum dependence, obtained in so doing, for the transport range $\Lambda_{\|}$in the direction of the regular magnetic field for a power-law spectrum of the random field has a power-law character, $\Lambda_{\|} \propto \mathbf{p}^{2-v}$, where $\mathbf{p}$ is the momen-
tum of the particle and $v$ is the spectral index of the correlation function of the random magnetic field.

The existence of a wide spectrum of magnetic irregularities, which scatter particles by large angles, in the interplanetary and interstellar media makes it necessary to take account of strong random scattering processes in the interaction of particles with the large-scale random magnetic field. In addition, to take Cherenkov resonance into account correctly its broadening due to strong random scattering must be taken into account [1, 4-6].

In [14-16] the nonlinear kinetic equations are investigated and, correspondingly, the broadening of resonances as a result of scattering of particles by a strong random magnetic field, produced by a set of Alfvén waves, is taken into account. These works employ an approximation similar to the diffusion approximation. General relations for the broadening of resonances are obtained in these works, but the final formulas for the transport ranges taking account of the spectral and other characteristics of the random magnetic field are not obtained. In [4] the diffusion coefficients of particles in the presence of a small-scale random, large-scale random, and regular magnetic fields were obtained, i.e., taking account of the broadening of the resonances, but the power-law spectrum of the random magnetic field was not taken into account.

In the present paper the kinetic equation obtained in a systematic theory of diffusion of cosmic rays that takes account of strong scattering of particles by largescale irregularities of the random magnetic field, using a nonlinear collision integral, i.e., taking account of the broadening of cyclotron resonances [1, 6, 17-19], is
used. The collision integral is linearized using singleparticle Green's functions in random and regular magnetic fields. The transport ranges parallel and perpendicular to the regular magnetic field are calculated for a power-law spectrum of the random field. The conditions under which the single-particle Green's function, obtained in various approximations, are used for linearizing the nonlinear collision integral are determined. The inflection in the momentum dependence of the transport ranges accompanying a transition from weak to strong random scattering is investigated. The theoretical results are compared with the experimental results on the transport ranges of cosmic rays in the interplanetary magnetic field. As a result, the characteristics of the regular and random components of the interplanetary magnetic field are determined more accurately.

## 2. GREEN'S FUNCTION OF THE LINEAR KINETIC EQUATION FOR A WEAK REGULAR FIELD

We shall study particles in a wide range of kinetic energies, including kinetic energies for which the Larmor radius in a regular magnetic field is somewhat greater than the size of the nonuniformity. In this case, we shall employ in the nonlinear collision integral the Green's function for the small-scale random field [1, 2, 17-19]. For this, we shall find first the Green's function in a small-scale random and weak regular magnetic fields.

For substitution into the nonlinear collision integral of the kinetic equation, we shall use for the distribution function averaged over the random magnetic field [17-19] the solution of the linear kinetic equation for the average Green's function $G_{1}\left(x, x_{0}\right)$ :

$$
\begin{equation*}
\left\{\frac{\partial}{\partial t}+\mathbf{v} \frac{\partial}{\partial \mathbf{r}}-\mathbf{H}_{0} \mathbf{D}\right\} G_{1}\left(x, x_{0}\right)=\operatorname{St} G_{1}+\delta\left(x-x_{0}\right), \tag{1}
\end{equation*}
$$

where $x \equiv \mathbf{r}, \mathbf{p}, t ; x_{0} \equiv \mathbf{r}_{0}, \mathbf{p}_{0}, t_{0} ; \mathbf{r}, \mathbf{v}$, and $\mathbf{p}$ are the particle coordinates, velocity, and momentum, respectively; $t$ is the time; $\mathbf{H}_{0}(\mathbf{r}, t)$ is the intensity of the regular magnetic field; $\mathbf{u}$ is the velocity of the magnetic field; and, $\mathbf{D}=(e / c)[(\mathbf{v}-\mathbf{u}) \times \partial / \partial \mathbf{p})$. The collision integral $\mathrm{StG}_{1}$ has the form $[18,19]$

$$
\begin{align*}
& \operatorname{St} G_{1}=D_{\alpha} \int d x_{1} B_{\alpha \beta}\left(\mathbf{r}, t ; \mathbf{r}_{1}, t_{1}\right)  \tag{2}\\
& \quad \times G_{0}\left(x, x_{1}\right) D_{1 \beta} G_{1}\left(x_{1}, x_{0}\right),
\end{align*}
$$

where

$$
\delta\left(x-x_{0}\right)=\delta\left(t-t_{0}\right) \delta\left(\mathbf{r}-\mathbf{r}_{0}\right) \delta\left(\mathbf{p}-\mathbf{p}_{0}\right),
$$

and

$$
\begin{gather*}
G_{0}\left(\mathbf{r}-\mathbf{r}_{0}, t-t_{0}\right)=\theta\left(t-t_{0}\right) \delta\left(\mathbf{r}-\Delta \mathbf{r}\left(t-t_{0}\right)-\mathbf{r}_{0}\right) \\
\times \delta\left(\mathbf{p}-\Delta \mathbf{p}\left(t-t_{0}\right)-\mathbf{p}_{0}\right) \tag{3}
\end{gather*}
$$

is the Green's function of a particle moving in a regular magnetic field $\mathbf{H}_{0}$ in the absence of a random field, and $\Delta \mathbf{r}\left(t-t_{0}\right)$ and $\Delta \mathbf{p}\left(t-t_{0}\right)$ are, respectively, the change in the coordinates and momentum of a particle in a regular magnetic field over a time $t-t_{0}$. Summation over repeated tensor indices is performed.

We shall investigate the case $u \ll \mathrm{v}$, so that we shall set $u=0$. We shall consider the case of an isotropic random magnetic field, produced, for example, by a set of Alfvén waves with random phases and amplitudes. This field is described by the correlation tensors $[1,5,6]$

$$
\begin{gather*}
B_{\alpha \beta}\left(\mathbf{r}_{1}, t_{1} ; \mathbf{r}_{2}, t_{2}\right)=\int d \mathbf{k} B(k)\left(\delta_{\alpha \beta}-\frac{k_{\alpha} k_{\beta}}{k^{2}}\right)  \tag{4}\\
\times \exp \left\{i \mathbf{k x}-i \omega_{a} \tau\right\},
\end{gather*}
$$

where

$$
\begin{gathered}
B(k)=\frac{A_{v} k^{2}}{\left(k_{0}^{2}-k^{2}\right)^{2+v / 2}}, \\
A_{v}=\frac{\Gamma(2+v / 2) k_{0}^{v-1}\left\langle H_{1}^{2}\right\rangle}{3 \pi^{3 / 2} \Gamma((v-1) / 2)},
\end{gathered}
$$

$\mathbf{r}=\left(\mathbf{r}_{1}+\mathbf{r}_{2}\right) / 2, \mathbf{x}=\mathbf{r}_{1}-\mathbf{r}_{2}, \tau=t_{1}-t_{2}, k_{0}=L_{c}^{-1}, \mathbf{H}_{1}(\mathbf{r}, t)$ is the intensity of the random magnetic field, and $\Gamma(n)$ is the gamma function. In the present case, $\omega_{a}=\mathbf{v}_{a} \mathbf{k}_{\|}$, $\mathbf{k}_{\|}=\mathbf{H}_{0}\left(\mathbf{H}_{0} \mathbf{k}\right) / H_{0}^{2}$, and $v_{a} \ll v$, where $\mathbf{v}_{a}$ is the velocity of Alfvén waves in the interplanetary magnetic field. In what follows, we neglect $\omega_{a}$, i.e., we switch to the "frozen" turbulence approximation.

In the nonlinear collision integral $\operatorname{StG}$ [17-19], the Green's function $G\left(x, x_{1}\right)$ is integrated over $\mathbf{r}_{1}$ and $t_{1}$ with the correlation tensor $B_{\alpha \beta}\left(\mathbf{r}, t ; \mathbf{r}_{1}, t_{1}\right)$, so that the Green's function for short times $t-t_{0}<L_{c} / v$ will make the main contribution to this integral.

We shall determine the Green's function for highenergy particles in a weak regular magnetic field for the following values of the parameters: $R_{0}>L_{c}, R_{1} \gg L_{c}$, and $t-t_{0} \ll L_{c} \mathrm{v}$, where $R_{1}$ is the Larmor radius in a random magnetic field. We shall switch to the Fourier transform of the Green's function $G_{1}\left(\mathbf{k}, t-t_{0}\right)$ :

$$
\begin{gathered}
G_{1}\left(\mathbf{r}-\mathbf{r}_{0}, t-t_{0}\right)=(2 \pi)^{-3} \\
\times \int d \mathbf{k} G_{1}\left(\mathbf{k}, t-t_{0}\right) \exp \left\{i \mathbf{k}\left(\mathbf{r}-\mathbf{r}_{0}\right)\right\}
\end{gathered}
$$

Then, equation (1) for the Fourier transform of $G_{1}(\mathbf{k}$, $t-t_{0}$ ) at short times in uniform regular and random magnetic fields can be written approximately in the form [18]

$$
\begin{gather*}
\left\{\frac{\partial}{\partial t}+i \mathbf{k} \mathbf{v}-i \Omega\left(\mathbf{h}_{0} \hat{\mathbf{L}}\right)\right\} G_{1}\left(\mathbf{k}, t-t_{0}\right)  \tag{5}\\
=-\frac{1}{3} \omega_{1}^{2}\left(t-t_{0}\right) \hat{\mathbf{L}}^{2} G_{1}\left(\mathbf{k}, t-t_{0}\right)+\delta\left(t-t_{0}\right) \delta\left(\mathbf{p}-\mathbf{p}_{0}\right)
\end{gather*}
$$

where $\omega_{1}=e\left\langle H_{1}^{2}\right\rangle^{1 / 2} / m c$ is the Larmor frequency in a random magnetic field,

$$
\begin{gathered}
\hat{\mathbf{L}}=-i\left[\mathbf{p} \times \frac{\partial}{\partial \mathbf{p}}\right], \quad \Omega=\frac{e H_{0}}{m c} \\
\mathbf{d}=\left[\mathbf{v} \times \frac{\partial}{\partial \mathbf{p}}\right], \quad \mathbf{h}_{0}=\frac{\mathbf{H}_{0}}{H_{0}}
\end{gathered}
$$

Here the correlation tensor, normalized to 1 , of the random field is chosen as follows:

$$
b_{\alpha \beta}(\mathbf{x})=\frac{1}{3}\left\{\psi(x) \delta_{\alpha \beta}+\psi_{1}(x) \frac{x_{\alpha} x_{\beta}}{x^{2}}\right\}
$$

and the correlation function of the random magnetic field has the form [1]

$$
\begin{align*}
\psi(z) & =\left[2^{(v-1) / 2} \Gamma\left(\frac{v-1}{2}\right) z\right]^{-1} \frac{\partial}{\partial z}  \tag{6}\\
& \times\left[z^{(v+3) / 2} K_{(v-1) / 2}(z)\right]
\end{align*}
$$

where $K_{\mu}(z)$ is the Macdonald function. We introduce the function $g_{1}\left(\mathbf{k}, t-t_{0}\right)$ given by

$$
\begin{align*}
g_{1}\left(\mathbf{k}, t-t_{0}\right)=\exp & \left\{i \mathbf{k} \mathbf{v}\left(t-t_{0}\right)-i \Omega\left(t-t_{0}\right)\left(\mathbf{h}_{0} \hat{\mathbf{L}}\right)\right\}  \tag{7}\\
\times & G_{1}\left(\mathbf{k}, t-t_{0}\right)
\end{align*}
$$

In the equation obtained for $g_{1}(\mathbf{k})$ we neglect the term describing the decrease in the average velocity of the scattered particles, making the assumption that the squared average angle of random scattering at the correlation length is sufficiently small. We also neglect terms describing the correlation of the position of a particle in $\mathbf{r}$ space and the direction of the momentum $\mathbf{p}$ of the particle [17-19]. We factorize the solution obtained into factors related with scattering in the $\mathbf{r}$ and $\mathbf{p}$ spaces. As a result, we obtain

$$
\begin{align*}
& G_{1}\left(\mathbf{k}, t-t_{0}\right)=\exp \left\{-i \mathbf{k} \mathbf{v}\left(t-t_{0}\right)+i \Omega\left(t-t_{0}\right)\left(\mathbf{h}_{0} \hat{\mathbf{L}}\right)\right\} \\
& \times \exp \left\{-\frac{1}{12} \omega_{1}^{2}\left(t-t_{0}\right)^{4}[\mathbf{v} \times \mathbf{k}]^{2}\right\}  \tag{8}\\
& \times \exp \left\{-\frac{1}{6} \omega_{1}^{2}\left(t-t_{0}\right)^{2} \hat{\mathbf{L}}^{2}\right\} G_{1}\left(\mathbf{k}, t \longrightarrow t_{0}\right)
\end{align*}
$$

The operator

$$
\exp \left\{-i \mathbf{k} \mathbf{v}\left(t-t_{0}\right)+i \Omega\left(t-t_{0}\right)\left(\mathbf{h}_{0} \hat{\mathbf{L}}\right)\right\}
$$

acting on the function $g_{1}\left(\mathbf{k}, t-t_{0}\right)$, changes the coordinates and momentum in accordance with the law of motion of a particle in a regular magnetic field $\mathbf{H}_{0}$ over time $t-t_{0}$ [20]. Thus, we obtain finally

$$
G_{1}\left(\mathbf{k}, t-t_{0}\right)=\exp \left\{-i \mathbf{k} \Delta \mathbf{r}\left(t-t_{0}\right)\right\}
$$

$$
\begin{align*}
& \times \exp \left\{-\frac{1}{12} \omega_{1}^{2}\left(t-t_{0}\right)^{4}\left[\left(\mathbf{v}-\Delta \mathbf{v}\left(t-t_{0}\right)\right) \times \mathbf{k}\right]^{2}\right\} \\
& \times \exp \left\{-\Delta \mathbf{p}\left(t-t_{0}\right) \frac{\partial}{\partial \mathbf{p}}\right\}  \tag{9}\\
& \quad \times \exp \left\{-\frac{1}{6} \omega_{1}^{2}\left(t-t_{0}\right)^{2} \hat{\mathbf{L}}^{2}\right\} G_{1}\left(\mathbf{k}, t \longrightarrow t_{0}\right)
\end{align*}
$$

We shall assume that cylindrical symmetry exists in a direction of the regular magnetic field. Then the exponential factors associated with the change in the coordinates and momentum of a particle in the $\mathbf{r}$ and $\mathbf{p}$ spaces can be averaged over the angle $\varphi$ in the plane of cyclotron rotation of the particle in a regular magnetic field. After averaging over the angle $\varphi$, the Green's function assumes the form

$$
\begin{gather*}
G_{1}\left(\mathbf{k}, t-t_{0}\right)=\exp \left\{-i \mathbf{k} \Delta \mathbf{r}_{\|}\left(t-t_{0}\right)\right\} \\
\times \exp \left\{-\frac{1}{12} \omega_{1}^{2}\left(t-t_{0}\right)^{4}\left[v_{\|}^{2} k_{\perp}^{2}+v_{\perp}^{2} k_{\|}^{2}+\frac{1}{2} v_{\perp}^{2} k_{\perp}^{2}\right]\right\}  \tag{10}\\
\times \exp \left\{-\frac{1}{6} \omega_{1}^{2}\left(t-t_{0}\right)^{2} \hat{\mathbf{L}}^{2}\right\} \\
\times \exp \left\{-\Delta \mathbf{p}_{\|}\left(t-t_{0}\right) \frac{\partial}{\partial \mathbf{p}}\right\} G_{1}\left(\mathbf{k}, t \longrightarrow t_{0}\right)
\end{gather*}
$$

where $\mathbf{v}_{\|}=\mathbf{h}_{0}\left(\mathbf{h}_{0} \mathbf{v}\right), \mathbf{v}_{\perp}=\mathbf{v}-\mathbf{v}_{\|}, \mathbf{k}_{\|}=\mathbf{h}_{0}\left(\mathbf{h}_{0} \mathbf{k}\right)$, and $\mathbf{k}_{\perp}=$ $\mathbf{k}-\mathbf{k}_{\| \mid}$, and $\Delta \mathbf{r}_{\|}$and $\Delta \mathbf{p}_{\|}$are the functions $\Delta \mathbf{r}$ and $\Delta \mathbf{p}$ averaged over the cyclotron rotation angle $\varphi$, and the operator $\hat{\mathbf{L}}^{2}$ is also averaged over $\varphi$. It is clear from the Green's function obtained that under the action of a random magnetic field the momentum vector of a particle and the coordinate of a particle undergo "broadening" relative to its direction and trajectory of motion only in the regular magnetic field. The term proportional to $v_{\|}^{2} k_{\perp}^{2}$ in the argument of the exponential makes the main contribution to the "broadening" factor in the collision integral.

## 3. GREEN'S FUNCTION AT SHORT TIMES IN A STRONG REGULAR MAGNETIC FIELD

We shall now find the Green's function of a particle in strong regular and weak random magnetic fields. For this, we shall find the change in the momentum and coordinate of a particle in a weak random magnetic field in the presence of a strong regular magnetic field. We introduce the unit vector of the total magnetic field:

$$
\mathbf{h}(\mathbf{r})=\mathbf{h}_{0}+\Delta \mathbf{h}(\mathbf{r}), \Delta \mathbf{h}=\mathbf{H}_{1} / H_{0},\left|\mathbf{h}_{0}+\Delta \mathbf{h}(\mathbf{r})\right|=1
$$

where $\Delta \mathbf{h}(\mathbf{r})$ is the relative vector of the random magnetic field. Thus, the random component of the magnetic field is directed for small $\Delta \mathbf{h}$ almost perpendicular to $\mathbf{h}_{0}$. We shall assume that the random magnetic field is quite weak, and we shall find the solution of the dynamical equation taking into account only the first order in $\Delta \mathbf{h}_{0} / \mathbf{h}_{0}$. Then, the relative vector of the random magnetic field can be represented as

$$
\Delta \mathbf{h}=\Delta \mathbf{h}_{\perp 1}+\Delta \mathbf{h}_{\perp 2}, \quad \Delta \mathbf{h}_{\perp 1}+\Delta \mathbf{h}_{\perp 2},
$$

where $\Delta \mathbf{h}_{\perp 1}$ and $\Delta \mathbf{h}_{\perp 2}$ are independent random components of $\Delta \mathbf{h}$, which lie in a plane perpendicular to $\mathbf{h}_{0}$. We shall neglect the random change in the modulus of the magnetic field $\mathbf{H}$ and the random change in the momentum of a particle parallel to the regular magnetic field $\mathbf{H}_{0}$. In this case, the iteration solution of the equation of motion of a particle can be written in the form

$$
\begin{equation*}
\mathbf{p}=\mathbf{p}_{1}+\Omega\left(t-t_{0}\right) \mathbf{p}_{0 \|} \times \Delta \mathbf{h}, \tag{11}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathbf{p}_{1}= & \mathbf{p}_{0}+\mathbf{p}_{0 \perp}\left(\cos \Omega\left(t-t_{0}\right)-1\right) \\
& +\mathbf{p}_{0} \times \mathbf{h}_{0} \sin \Omega\left(t-t_{0}\right) .
\end{aligned}
$$

This solution neglects particles trapped in a magnetic bottle and takes account of only the scattered transmitted particles $[1,6]$. The solution (11) is found at distances of the order of $R_{0}$, at which we assume for the large-scale field $\Delta \mathbf{h}=$ const.

The coordinates of the particle change as follows:

$$
\begin{equation*}
\mathbf{r}-\mathbf{r}_{0}=\mathbf{r}_{1}+\frac{1}{2} \Omega\left(t-t_{0}\right)^{2} \mathbf{v}_{0 \|} \times \Delta \mathbf{h}, \tag{12}
\end{equation*}
$$

where

$$
\begin{aligned}
\mathbf{r}_{1}= & \mathbf{v}_{0 \|}\left(t-t_{0}\right)+\frac{\mathbf{v}_{0 \perp}}{\Omega} \sin \Omega\left(t-t_{0}\right) \\
& \times \frac{\mathbf{v}_{0} \times \mathbf{h}_{0}}{\Omega}\left(\cos \Omega\left(t-t_{0}\right)-1\right) .
\end{aligned}
$$

Neglecting in the Green's function obtained the factors related with the correlation terms between the $\mathbf{r}$ and $\mathbf{p}$ spaces, we represent the Green's function of the particle in a strong regular magnetic field in the form

$$
\begin{gather*}
G_{s}\left(x, x_{0}\right)=\theta\left(t-t_{0}\right) \\
\times\left\langle\delta\left(\mathbf{r}-\mathbf{r}_{0}-\mathbf{r}_{1}-(1 / 2) \Omega\left(t-t_{0}\right)^{2} \mathbf{v}_{0 \|} \times \Delta \mathbf{h}\right)\right\rangle_{\Delta \mathbf{h}}  \tag{13}\\
\times\left\langle\delta\left(\mathbf{p}-\mathbf{p}_{1}-\Omega\left(t-t_{0}\right)^{2} \mathbf{p}_{0 \|} \times \Delta \mathbf{h}\right)\right\rangle_{\Delta \mathbf{h}},
\end{gather*}
$$

where $\langle\ldots\rangle_{\Delta \mathbf{h}}$ signifies averaging over the components of the random magnetic field $\Delta \mathbf{h}_{\perp 1}$ and $\Delta \mathbf{h}_{\perp 2}$, which are assumed to be independent.

We now switch in the coordinate space to the Fourier transform of the average Green's function in $\mathbf{k}$ space. After averaging over the direction of the relative vector $\Delta \mathbf{h}$ of the random magnetic field and performing
transformations, the Green's function (13) can be written in the form

$$
\begin{equation*}
G_{s}\left(x, x_{0}\right)=\theta\left(t-t_{0}\right) G_{s r}\left(t-t_{0}\right) G_{s p}\left(t-t_{0}\right), \tag{14}
\end{equation*}
$$

where

$$
\begin{gather*}
G_{s r}(\tau)=(2 \pi)^{-3} \int d \mathbf{k} \\
\times \exp \left\{-\frac{1}{16} \omega_{1}^{2} \tau^{4} \mathbf{v}_{0 \|}^{2}\left(\mathbf{k}_{\perp 1}^{2}+\mathbf{k}_{\perp 2}^{2}\right)\right\}  \tag{15}\\
\times \exp \left\{i \mathbf { k } \left(\mathbf{r}-\mathbf{r}_{0}-\mathbf{v}_{0 \|} \tau-\frac{\mathbf{v}_{0 \perp 1}}{\Omega} \sin \Omega \tau\right.\right. \\
\left.\left.+\frac{\mathbf{v}_{0 \perp 2}}{\Omega}(\cos \Omega \tau-1)\right)\right\}, \\
G_{s p}(\tau)=(2 \pi)^{-3} \int d \mathbf{q} \\
\times \exp \left\{i \mathbf{q}\left(\mathbf{p}-\mathbf{p}_{0}-\mathbf{p}_{0 \perp 1}(\cos \Omega \tau-1)-\mathbf{p}_{0 \perp 2} \sin \Omega \tau\right)\right\}, \tag{16}
\end{gather*}
$$

and $\mathbf{q}_{\perp 1}, \mathbf{q}_{\perp 2}$, and $\mathbf{k}_{\perp 1}, \mathbf{k}_{\perp 2}$ are the projections of the vectors $\mathbf{q}$ and $\mathbf{k}$ in the plane perpendicular to $\mathbf{h}_{0}$. The Green's function $G_{s}\left(x, x_{0}\right)(14)$ obtained for the case of a strong regular magnetic field is essentially identical to the Green's function $G_{1}\left(x, x_{0}\right)(10)$ for a weak regular field. Only the rate of random scattering decreases somewhat. This rate is related in the argument of the exponential with the factors

$$
\begin{aligned}
& -\frac{1}{16} \omega_{1}^{2} \tau^{4} \mathbf{p}_{0 \|}^{2}\left(\mathbf{q}_{\perp 1}^{2}+\mathbf{q}_{\perp 2}^{2}\right), \\
& -\frac{1}{16} \omega_{1}^{2} \tau^{4} \mathbf{v}_{0 \|}^{2}\left(\mathbf{k}_{\perp 1}^{2}+\mathbf{k}_{\perp 2}^{2}\right) .
\end{aligned}
$$

For this reason, we shall employ the formulas for the transport ranges of particles with energies for which the condition of magnetization will hold for all practical purposes.

## 4. TRANSPORT COEFFICIENTS TAKING ACCOUNT OF STRONG RANDOM SCATTERING

We shall now find the transport coefficients appearing in the collision integral for the large-scale random magnetic field. We employ the kinetic equation for the distribution function $F\left(x, x_{0}\right)$ [17-19]

$$
\begin{equation*}
\left\{\frac{\partial}{\partial t}+\mathbf{v} \frac{\partial}{\partial \mathbf{r}}-\mathbf{H}_{0} \mathbf{D}\right\} F\left(x, x_{0}\right)=\operatorname{St} F \tag{17}
\end{equation*}
$$

with the nonlinear collision integral in the form

$$
\operatorname{St} F=D_{\alpha} \int d x_{1} B_{\alpha \beta}\left(\mathbf{r}, t ; \mathbf{r}_{1}, t_{1}\right) G_{s}\left(x, x_{1}\right) D_{1 \beta} F\left(x, x_{0}\right),
$$

where the function (14) for a strong regular field is chosen as the Green's function in the integrand. The equation (17) takes into account small-angle random scattering microprocesses and simple strong random scattering microprocesses [18-20]:


Averaging equation (17) over the Larmor rotation of particles in a regular magnetic field, taking account of the condition $H_{1} \ll H_{0}$ [1-6], we obtain

$$
\begin{equation*}
\left\{\frac{\partial}{\partial t}+v \mu \frac{\partial}{\partial z}-\frac{1}{2} v \operatorname{div} \mathbf{h}_{0} \sin \vartheta \frac{\partial}{\partial \vartheta}\right\} \Phi=\langle\operatorname{St} F\rangle_{\varphi} \tag{18}
\end{equation*}
$$

where $\Phi=\langle F\rangle_{\varphi}, \vartheta$ is the angle between the vectors $\mathbf{p}$ and $\mathbf{h}_{0}, \mu=\cos \vartheta, \varphi$ is the azimuthal angle of the vector $\mathbf{p}$ in a plane perpendicular to $\mathbf{h}_{0}$, and $z$ is the coordinate in the direction $\mathbf{h}_{0}$. In this equation the average collision integral is

$$
\begin{equation*}
\langle\operatorname{St} F\rangle_{\varphi}=\frac{\partial}{\partial \mu}\left(1-\mu^{2}\right) b(\mu) \frac{\partial}{\partial \mu} \Phi(\mathbf{r}, p, \mu, t), \tag{19}
\end{equation*}
$$

where

$$
\begin{gathered}
b(\mu)=\int_{0}^{\infty} d \tau \int d \mathbf{k} B(k) \\
\times\left[\cos \Omega \tau+\frac{k_{\perp}^{2}}{k^{2}} \sin \varphi \sin (\Omega \tau-\varphi)\right] \\
\times \exp \left\{-\frac{1}{16} \omega_{1}^{2} \tau^{4} v_{\|}^{2} k_{\perp}^{2}\right\} \\
\times \cos \left\{i k_{\|} v_{\|} \tau+k_{\perp} R_{\perp}[\sin (\Omega \tau-\varphi)+\sin \varphi]\right\},
\end{gathered}
$$ and $R_{\perp}=v_{\perp} / \Omega, \varphi$ is the angle between $\mathbf{k}_{\perp}$ and $\mathbf{v}_{\perp}$.

In the derivation of the formula for $b(\mu)$ it was assumed that the collision integral averaged over the Larmor rotation of particles in a regular field can be written as a product of the average scattering operator and the average distribution function. Likewise, we neglect the additional random scattering in $\mathbf{p}$ space, given by the function $G_{s}\left(x, x_{1}\right)$ in the integrand. In these approximations, the terms which are not taken into account in the final expression for the transport range (19) are of the order of $\left\langle H_{1}^{2}\right\rangle / H_{0}^{2} \ll 1$.

In the formula for $b(\mu)(19)$ we expand the exponential with imaginary argument in a series in Bessel functions. The series of products of Bessel functions so
obtained can be summed exactly using the addition formulas for Bessel functions [21, 22]:

$$
\begin{align*}
& J_{n}(\rho) \exp \left\{i n \frac{\beta}{2}\right\} \\
= & \sum_{k=-\infty}^{k=+\infty} J_{n+k}(z) J_{k}(z) \exp \{i k \beta\}, \tag{20}
\end{align*}
$$

where $\rho=2 z \sin \{\beta / 2\}$ and $J_{n}(\rho)$ is a Bessel function of order $n$. After summation, the expression for the transport coefficient $b(\mu)$ can be written in the form

$$
\begin{equation*}
b(\mu)=b_{1}(\mu)+b_{2}(\mu), \tag{21}
\end{equation*}
$$

where

$$
\begin{gather*}
b_{1}(\mu)=\frac{\pi e^{4} A_{v}}{4 m^{2} c^{2}} \int_{0}^{\infty} d \tau \int_{0}^{\infty} d k_{\perp} \\
\times \int_{-\infty}^{\infty} d k_{\|} \frac{k_{\perp} k^{2}}{\left(k_{0}^{2}+k^{2}\right)^{2+v / 2}} J_{0}\left(\rho_{\perp}\right) \exp \left\{-\frac{1}{16} \omega_{1}^{2} \tau^{4} v_{\|}^{2} k_{\perp}^{2}\right\}  \tag{22}\\
\times\left[\exp \left\{i\left(k_{\|} v_{\|}+\Omega\right) \tau\right\}+\exp \left\{i\left(k_{\|} v_{\|}-\Omega\right) \tau\right\}\right] \\
b_{2}(\mu)=\frac{\pi e^{4} A_{v}}{4 m^{2} c^{2}} d \tau \int_{0}^{\infty} d k_{\perp} \\
\times \int_{-\infty}^{\infty} d k_{\|} \frac{k_{\perp}^{3}}{\left(k_{0}^{2}+k^{2}\right)^{2+v / 2}} \cos \left\{k_{\|} v_{\|} \tau\right\}  \tag{23}\\
\times \exp \left\{-\frac{1}{16} \omega_{1}^{2} \tau^{4} v_{\|}^{2} k_{\perp}^{2}\right\} \\
\times\left[J_{2}\left(\rho_{\perp}\right) \cos 2 \Omega \tau-J_{0}\left(\rho_{\perp}\right) \cos \Omega \tau\right] \\
\rho_{\perp}=2 k_{\perp} R_{\perp} \sin \left\{\frac{\Omega \tau}{2}\right\} .
\end{gather*}
$$

Integrating over the inner variables, we obtain

$$
\begin{gather*}
b_{1}(\mu)=\frac{\pi^{2} e^{2} A_{v}\left|v_{\|}\right|^{v-1} \Gamma\left(\frac{v+1}{2}\right)}{4 m^{2} c^{2} \Omega^{v} \Gamma\left(1+\frac{v}{2}\right)}  \tag{24}\\
\times \int_{-\infty}^{\infty} \frac{d z \exp [-|z|]}{\left[\left(1+\frac{\omega_{1} z}{4 k_{0}\left|v_{\|}\right|}\right)^{2}+k_{0}^{2} R_{\perp}^{2} \frac{v_{\|}^{2}}{v_{\perp}^{2}}\right]^{(v+1) / 2} .}
\end{gather*}
$$

We do not present the expression for $b_{2}(\mu)$, since for $v_{\perp} \gtrsim v_{\|}$the function $b_{2}(\mu)$ is much less than $b_{1}(\mu)$, and
in what follows we shall neglect $b_{2}(\mu)$. Taking account of the expression for $b_{1}(\mu)(24)$ for $k_{0} V_{\|} \ll \omega_{1}$, $k_{0}^{2} R_{\perp}^{2} v_{\|}^{2} v_{\perp}^{-2} \ll 1$, and $k_{0} v_{\|} \approx \omega_{1}$, and also for $k_{0} v_{\|} \gg \omega_{1}$, the approximate expression for the transport coefficient $b(\mu)$ can be written finally in the form

$$
\begin{align*}
& b(\mu)=\frac{\pi^{2} e^{2} A_{v}}{m^{2} c^{2}}\left[\frac{\Gamma\left(\frac{v+1}{2}\right)|v|^{v-1}}{2 \Gamma\left(1+\frac{v}{2}\right) \Omega^{v}}\right.  \tag{25}\\
& \left.\quad+\frac{2 \sqrt{\pi}}{v \omega_{1} k_{0}^{v-1}} \exp \left\{-\frac{4 R_{1}|\mu|}{L_{c}}\right\}\right] .
\end{align*}
$$

The expression obtained for $b(\mu)$ takes account of all cyclotron harmonics, including the zeroth harmonic corresponding to a Cherenkov resonance. It is obvious from this formula that the dependence of the coefficient $b(\vartheta)$ on the angle $\vartheta$ for $R_{1} \gg L_{c}$ is qualitatively of the same form as the dependence $b(\vartheta)$ displayed graphically in [1]. It also follows from equation (25) that the ratio of the maximum value of $b(\vartheta)$ to its minimum value was of the order of $\Omega L_{c}^{v-1} / \omega_{1} R_{0}^{v-1}$. For this reason, the Cherenkov resonance can be observed only if the random field is sufficiently weak. The width of the Cherenkov resonance is inversely proportional to $R_{1}$.

## 5. TRANSPORT RANGE IN THE DIRECTION OF THE REGULAR MAGNETIC FIELD

We shall use the diffusion approximation to calculate the transport range $[1,2,5,6]$. We shall represent the distribution function $\Phi(\mathbf{r}, p, \mu, t)$ in the form

$$
\Phi(\mathbf{r}, p, \mu, t)=N(\mathbf{r}, p, t) / 4 \pi+\delta \Phi(\mathbf{r}, p, \mu, t)
$$

We substitute this expansion into the kinetic equation (17) and, taking account of the transport coefficient (25), the integration over the angle, and the symmetry properties of the terms appearing in this equation, as well as the smallness of $\delta \Phi$, we obtain the following formula for the transport range in the direction of the regular magnetic field:

$$
\begin{aligned}
& \Lambda_{\|}=\frac{6 R_{1}^{2} L_{c}^{v-1}}{\sqrt{\pi}\left(1+\frac{v}{2}\right)(v-1) R_{0}^{v}} \int_{0}^{1} d \mu\left(1-\mu^{2}\right) \\
& \times\left[1+\frac{2 \sqrt{\pi}\left(\frac{v}{2}\right) R_{1} L_{c}^{v-1}}{\Gamma\left(\frac{v+1}{2}\right) R_{0}^{v}} \exp \left\{-\frac{4 R_{1} \mu}{L_{c}}\right\}\right]^{-1} .
\end{aligned}
$$

It follows from this formula that for sufficiently large particle momenta and weak random magnetic fields, for which

$$
\ln \left(R_{1} / R_{0}\right)+(v-1) \ln \left(L_{c} / R_{0}\right) \ll 3^{1 / 2} R_{1} / L_{c}-1,
$$

the transport range is

$$
\begin{equation*}
\Lambda_{\|}=8 R_{1}^{2} L_{c}^{v-1} / \sqrt{3 \pi}(v-1)(1+v / 2) R_{0}^{v} . \tag{27}
\end{equation*}
$$

Here the numerical factor is somewhat greater than the value obtained in [1]. It is clear from the expression (27) that for weak random magnetic fields and $v=2$ the transport range does not depend on the particle energy and is proportional to the size $L_{c}$ of the magnetic nonuniformity multiplied by the ratio $H_{0}^{2} /\left\langle H_{1}^{2}\right\rangle$.

Using the expression (26), we shall estimate the parallel transport range for cosmic rays of moderate energies with $E=0.1 \mathrm{GeV}$, propagating in the interplanetary space. Taking $R_{0}=3 \times 10^{8} \mathrm{~m}, R_{1}=10^{9} \mathrm{~m}, L_{c}=6 \times 10^{8} \mathrm{~m}$, and $v=2[23,24]$, we obtain $\Lambda_{\|}=2 \times 10^{10} \mathrm{~m}$. The value obtained for the transport range is essentially independent of the energy and the type of scattered particles, and it agrees with most experimental results presented in [1,25-27] for cosmic rays with energies $0.05-0.5 \mathrm{GeV}$.

For sufficiently low particle energies, $R_{1} \ll L_{c}$, the expression for the transport range (26) becomes

$$
\begin{equation*}
\Lambda_{\|}=\frac{2 \Gamma((v-1) / 2) R_{1}}{\pi \Gamma(v / 2)(1+v / 2)} . \tag{28}
\end{equation*}
$$

Such or a close momentum dependence of the transport range is often observed for galactic cosmic rays with energies $2-20 \mathrm{GeV}$ propagating in the interplanetary space [27-30]. The sector structure and other large-scale irregularities of the interplanetary magnetic field make the main contribution to the scattering. The values of $\Lambda_{\|}$calculated using the expression (26) will be close to the experimentally observed values in the interplanetary space for random magnetic field intensities approximately ten times lower than the intensity of the regular magnetic field, but for large values of the correlation length, $L_{c} \geqslant 10^{9} \mathrm{~m}$.

## 6. DIFFUSION OF PARTICLES PERPENDICULAR TO A REGULAR MAGNETIC FIELD TAKING ACCOUNT OF STRONG RANDOM SCATTERING

### 6.1. Diffusion of Particles in a Moderate Random Magnetic Field

We shall use the method proposed in [1] to determine the transverse diffusion coefficient in a large-scale random magnetic field. Assuming the large-scale random field to be sufficiently weak and neglecting the acceler-
ation of the particles, we obtain for the transverse diffusion coefficient $\kappa_{\alpha \beta}^{\perp}$ [1]

$$
\begin{align*}
& \kappa_{\alpha \beta}^{\perp}=\frac{1}{H_{0}^{2}} \int d q^{\prime} G_{q}\left(q, q^{\prime}\right) v_{\|} v_{\|}^{\prime}  \tag{29}\\
& \quad \times\left\langle H_{\perp \alpha}(\mathbf{r}, t) H_{\perp \beta}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right\rangle
\end{align*}
$$

where $q \equiv \mathbf{r}, \mu, t ; q^{\prime} \equiv \mathbf{r}^{\prime}, \mu^{\prime}, t^{\prime} ;$ and, $\left\langle H_{\perp \alpha}(\mathbf{r}, t) H_{\perp \beta}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right\rangle$ is the correlation tensor of the perpendicular components of the random magnetic field $\mathbf{H}_{1}$, and $v_{\|}=v \mu$. The Green's function $G_{q}\left(q, q^{\prime}\right)$ is a solution of the equation

$$
\begin{align*}
& \left\{\frac{\partial}{\partial t}+v_{\|}\left(\mathbf{h}_{0} \frac{\partial}{\partial \mathbf{r}}\right)-\hat{S}\right\} G_{q}\left(q, q^{\prime}\right)  \tag{30}\\
& =\delta\left(t-t^{\prime}\right) \delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \delta\left(\mu-\mu^{\prime}\right)
\end{align*}
$$

where $\hat{S}$ is the large-scale scattering operator $[1,5,6]$,

$$
\begin{equation*}
\hat{S}=\frac{\partial}{\partial \mu}\left(1-\mu^{2}\right) b(\mu) \frac{\partial}{\partial \mu} \tag{31}
\end{equation*}
$$

The expression obtained for the transverse diffusion coefficient $\kappa_{\alpha \beta}^{\perp}$ must be averaged over the angle $\vartheta$.

We shall first analyze the case of moderate random scattering. In this case, the Green's function with average angles of random scattering of the order of 1 and short times makes the main contribution to the integral (29). The spatial part of the Green's function makes the main contribution to the transverse diffusion coefficient. For this reason, we shall choose the Green's function in the integrand in the short-time approximation in the form (15)

$$
\begin{equation*}
G_{q}\left(q, q^{\prime}\right)=\theta\left(t-t^{\prime}\right) G_{s r}\left(\mathbf{r}, t ; \mathbf{r}^{\prime}, t^{\prime}\right) \delta\left(\mu-\mu^{\prime}\right) \tag{32}
\end{equation*}
$$

Substituting the correlation tensor of the perpendicular components of the random magnetic field and the Green's function (32) into the integral (29), we obtain

$$
\begin{gather*}
\kappa_{\alpha \beta}^{\perp}=\frac{v_{\|}^{2}\left\langle H_{1}^{2}\right\rangle}{3 H_{0}^{2}} \varphi_{1}\left(\delta_{\alpha \beta}-h_{0 \alpha} h_{0 \beta}\right) \\
+\frac{v_{\|}^{2}\left\langle H_{1}^{2}\right\rangle}{3 H_{0}^{2}} \hat{\varphi}_{2}\left\{\frac{x_{\alpha} x_{\beta}}{x^{2}}-\frac{\left(\mathbf{x h}_{0}\right)^{2}}{x^{2}} h_{0 \alpha} h_{0 \beta}\right\}, \tag{33}
\end{gather*}
$$

where the function $\varphi_{1}$ has the form

$$
\begin{aligned}
\varphi_{1} & =\int_{0}^{\infty} d \tau \int d \mathbf{x} \int \frac{d \mathbf{k}}{8 \pi^{3}} \exp \left\{i \mathbf{k}\left(\mathbf{x}-\mathbf{v}_{\|} \tau\right)\right\} \\
& \times \exp \left\{-\frac{1}{16} \omega_{1}^{2} \tau^{4} v_{\|}^{2} k_{\perp}^{2}\right\} \psi\left(\frac{x}{L_{c}}\right)
\end{aligned}
$$

and the operator $\hat{\varphi}_{2}$ can be written in the form

$$
\begin{align*}
& \hat{\varphi}_{2}\left\{\frac{x_{\alpha} x_{\beta}}{x^{2}}-\frac{\left(\mathbf{x h}_{0}\right)^{2}}{x^{2}} h_{0 \alpha} h_{0 \beta}\right\} \\
& =\int_{0}^{\infty} d \tau \int d \mathbf{x} \int \frac{d \mathbf{k}}{(2 \pi)^{3}} \exp \left\{i \mathbf{k}\left(\mathbf{x}-\mathbf{v}_{\|} \tau\right)\right\}  \tag{35}\\
& \times \exp \left\{-\frac{1}{16} \omega_{1}^{2} \tau^{4} v_{\|}^{2} k_{\perp}^{2}\right\} \\
& \times\left[\frac{x_{\alpha} x_{\beta}}{x^{2}}-\frac{\left(\mathbf{x h}_{0}\right)^{2}}{x^{2}} h_{0 \alpha} h_{0 \beta}\right] \psi\left(\frac{x}{L_{c}}\right)
\end{align*}
$$

Let us consider the function $\varphi_{1}$. Performing in equation (34) the integration over the inner variable and assuming perpendicular diffusion to be sufficiently weak, we represent $\varphi_{1}$ in the form $[1,6]$

$$
\varphi_{1}= \begin{cases}\frac{\sqrt{\pi} \Gamma(v / 2) L_{c}}{2 \Gamma((v-1) / 2)\left|v_{\|}\right|} & \text {for }|\mu| R_{1} \gtrdot L_{c}  \tag{36}\\ \frac{\pi}{v} \sqrt{\frac{R_{1} L_{c}}{|\mu|}} & \text { for }|\mu| R_{1} \leqslant L_{c}\end{cases}
$$

Using the expression obtained for $\varphi_{1}$, we shall calculate the first term in the perpendicular diffusion coefficient (33) and average it over the angle $\vartheta$. Next, we shall find the second term, proportional to $\hat{\varphi}_{2}$, appearing in the perpendicular diffusion coefficient $\kappa_{\alpha \beta}^{\perp}$ (33). As a result, it turns out that the second term is much smaller than the first term, so that it can be neglected. The final expressions for the transverse diffusion coefficient and the transverse transport range in a moderate random magnetic field have the form

$$
\begin{gather*}
\kappa_{\alpha \beta}^{\perp}=\frac{\Lambda_{\perp} v}{3}\left(\delta_{\alpha \beta}-h_{0 \alpha} h_{0 \beta}\right) \\
\Lambda_{\perp}= \begin{cases}\frac{\sqrt{\pi} \Gamma(v / 2)\left\langle H_{1}^{2}\right\rangle L_{c}}{2 \Gamma((v-1) / 2) H_{0}^{2}} & \text { for } R_{1} \gtrdot L_{c} \\
\frac{8 \pi\left\langle H_{1}^{2}\right\rangle}{5 H_{0}^{2}} \sqrt{R_{1} L_{c}} & \text { for } R_{1} \leqslant L_{c}\end{cases} \tag{37}
\end{gather*}
$$

The expressions obtained for the diffusion coefficient and the transport range for a weak random magnetic field $R_{1} \gg L_{c}$ are identical to the results obtained in $[1,6]$. For a moderate random magnetic field and low particle energies, $R_{1} \leqslant L_{c}$, the transport range is $\Lambda_{\perp} \propto p^{1 / 2}$.

We shall now compare the computational results and the experimental data. The experimental results obtained, by various methods, for the transverse diffu-
sion coefficient of cosmic rays in the interplanetary magnetic field are reviewed in [26]. As a result, it was agreed that the transverse transport length of solar cosmic rays with energy of the order of 100 MeV is about $10^{9} \mathrm{~m}$ and essentially independent of the particle energy. Setting the particle energy equal to 100 MeV , $L_{c}=0.5 \times 10^{9} \mathrm{~m}, R_{1}=10^{9} \mathrm{~m}$, and using the relation $\left\langle H_{1}^{2}\right\rangle / H_{0}^{2}=0.1$, the transport range $\Lambda_{\perp}$, calculated from equation (37), for $R_{1} \gg L_{c}$ is $0.5 \times 10^{8} \mathrm{~m}$, and for moderate random scattering $R_{1} \leqslant L_{c}$ it is equal to $0.3 \times$ $10^{9} \mathrm{~m}$ and essentially independent of particle energy, $\Lambda_{\perp} \propto p^{1 / 2}$. Thus, the estimates for moderate random scattering are more suitable.

The ratio of the transverse to the longitudinal transport range is also determined in the experiments [26]. We shall find this ratio using the expressions obtained for $\Lambda_{\perp}$ and $\Lambda_{\|}$, equations (26) and (37). As a result, we obtain
$\frac{\Lambda_{\|}}{\Lambda_{\perp}}= \begin{cases}\frac{\pi \Gamma(v / 2)(1+v / 2)(v-1) R_{0}^{v+2}}{4 \sqrt{3} \Gamma((v-1) / 2) R_{1}^{4} L_{c}^{v-2}} & \text { for } R_{1} \gtrdot L_{c}, \\ \frac{4 \pi^{3 / 2}(1+v / 2)(v-1) R_{0}^{v+2}}{5 \sqrt{3} R_{1}^{7 / 2} L_{c}^{v-3 / 2}} & \text { for } R_{1} \leqslant L_{c} .\end{cases}$
The expression (27), which is applicable for $R_{1}$ somewhat less than $L_{c}$, is used for $\Lambda_{\|}$in the second value of the ratio $\Lambda_{\perp} / \Lambda_{\|}$. Substituting into equation (38) $L_{c}=$ $0.5 \times 10^{9} \mathrm{~m}, R_{1}=10^{9} \mathrm{~m}, R_{0}=0.3 \times 10^{9} \mathrm{~m}$, and $v=2$ for particle energies 100 MeV we obtain $\Lambda_{\perp} / \Lambda_{\|}=\left\langle H_{1}^{4}\right\rangle / 2 H_{0}^{4}=$ 0.005 for $R_{1} \gg L_{c}$ and $\Lambda_{\perp} / \Lambda_{\|}=5 R_{0}^{1 / 2}\left\langle H_{1}^{2}\right\rangle / H_{0}^{2} L_{c}^{1 / 2}=$ 0.14 for $R_{1} \leqslant L_{c}$.

According to experiments [26], the ratio $\Lambda_{\perp} / \Lambda_{\|}$of the transverse to the longitudinal transport range lies in the range $0.01-0.2$, and the average value is 0.1 . It follows from the expression (38) that for weak random scattering the ratio $\Lambda_{\perp} / \Lambda_{\|}$depends primarily on the ratio $\left\langle H_{1}^{4}\right\rangle / H_{0}^{4}$ and is of the order of 0.01 . Such a value of the ratio $\Lambda_{\perp} / \Lambda_{\|}$is observed experimentally, but it is much less than the average value 0.1 adopted [26]. For moderate random scattering, the ratio $\Lambda_{\perp} / \Lambda_{\|}$determined from equation (38) is close to the average value adopted.

It is also clear from equation (38) that the ratio $\Lambda_{\perp} / \Lambda_{\|}$increases as the average deflection angle in a single random scattering microprocess increases.

### 6.2. Diffusion of Cosmic Rays in the Case of Strong Random Scattering

We shall determine the transverse diffusion coefficient in the extreme case of very strong random scattering for $R_{1} \ll L_{c}$. In this approximation the particles are strongly scattered at the correlation length, and the dif-
fusion approximation can be used to determine the Green's function [1, 6]:

$$
\begin{align*}
\mathscr{G}(\mu)= & \mathscr{G}_{0}+\delta \mathscr{G}(\mu), \quad|\delta \mathscr{G}| \ll \mathscr{G}_{0} \\
+1 & \int_{-1}^{+1} d \mu \delta \mathscr{G}(\mu)=0 . \tag{39}
\end{align*}
$$

In this case the diffusion coefficient $\kappa_{\alpha \beta}^{\perp}$ is determined by the formula

$$
\begin{equation*}
\kappa_{\alpha \beta}^{\perp}=\frac{\kappa_{\|}}{H_{0}^{2}} \int_{-\infty}^{t} d t^{\prime} \int d \mathbf{r}^{\prime}\left\langle H_{\perp \alpha}(\mathbf{r}, t) H_{\perp \beta}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right\rangle \frac{\partial G_{g}}{\partial t} \tag{40}
\end{equation*}
$$

where

$$
\kappa_{\|}=\frac{\Lambda_{\|} v}{3}, \quad \Lambda_{\|}=\frac{3}{8} v \int_{-1}^{+1} d \mu \frac{1-\mu^{2}}{b(\mu)}
$$

and the Green's function $G_{g}\left(r, t ; r^{\prime}, t^{\prime}\right)$ is the solution of the equation

$$
\begin{equation*}
\left\{\frac{\partial}{\partial t}-k_{\|}\left(\mathbf{h}_{0} \frac{\partial}{\partial \mathbf{r}}\right)^{2}\right\} G_{g}\left(\mathbf{r}, t ; \mathbf{r}^{\prime}, t^{\prime}\right)=\delta\left(t-t^{\prime}\right) \delta\left(\boldsymbol{r}-\mathbf{r}^{\prime}\right) \tag{41}
\end{equation*}
$$

Substituting $G_{g}\left(\mathbf{r}, t ; \mathbf{r}^{\prime}, t^{\prime}\right)$ into equation (40), we obtain an expression for the transverse diffusion coefficient $\kappa_{\alpha \beta}^{\perp}$ and the transverse transport range $\Lambda_{\perp}$. The transport range $\Lambda_{\perp}$ in the approximation $R_{1} \ll L_{c}$, taking account of the strong random scattering [18], can be written in the form

$$
\begin{equation*}
\Lambda_{\perp}=\frac{4 \Gamma((v-1) / 2) R_{0}\left\langle H_{H}^{2}\right\rangle^{1 / 2}}{3 \pi \Gamma(v / 2)(1+v / 2) H_{0}} \tag{42}
\end{equation*}
$$

Thus, in the limit of very strong random scattering the transverse transport range (42) $\left.\Lambda_{\perp} \approx R_{0}\left\langle H_{1}^{2}\right\rangle\right\rangle^{1 / 2} / H_{0}$, and its numerical value for the parameters of the interplanetary medium $\left.\left\langle H_{1}^{2}\right\rangle\right\rangle^{1 / 2} / H_{0}=0.3$ and $R_{0}=0.3 \times 10^{9} \mathrm{~m}$ is of the order of $10^{8} \mathrm{~m}$. This value of the transverse transport range $\Lambda_{\perp}$ is an order of magnitude less than the experimental average value, but it is sometimes observed in experiments [26]. The ratio $\Lambda_{\perp} / \Lambda_{\|}$calculated using equations (28) and (42) is for very strong random scattering

$$
\begin{equation*}
\Lambda_{\perp} / \Lambda_{\|}=2\left\langle H_{1}^{2}\right\rangle / 3 H_{0}^{2} \approx 0.067 \tag{43}
\end{equation*}
$$

i.e., it falls within the range of the numerical values of the experimental data [26]. This result also confirms the conclusion that as the average deflection angle in a single random scattering microprocess increases, the ratio $\Lambda_{\perp} / \Lambda_{\|}$increases.

## 7. DISCUSSION AND CONCLUSIONS

The results obtained above and the approximations used make it possible to draw the following conclusions. The use of the nonlinear kinetic equation for describing strong random large-scale scattering makes it possible to obtain final formulas for the average collision integral and transport range parallel and perpendicular to the regular magnetic field which are close to the formulas obtained in [1-6], in the weak random field limit. In contrast to the preceding works, in the present work exact summation of all cyclotron resonances was performed, taking account of the broadening of the resonances, using a summation theorem for Bessel functions. It was also shown that the additional functional factors in the nonlinear collision integral which are related with the broadening of resonances as a result of the strong small-scale and strong large-scale random scattering are quantitatively close to one another.

The computed parallel transport range is $\Lambda_{\|} \approx$ $L_{c}^{\nu-1} R_{1}^{2} R_{0}^{-\nu}$ in the weak random scattering limit, and $\Lambda_{\| \|} \approx R_{1}$ in the strong random scattering limit. This result is due to the fact that as the energy of the particles decreases, the strong, random, small-scale scattering makes the main contribution [17-19]. The perpendicular transport range in the weak random scattering limit is $\Lambda_{\perp} \approx L_{c}\left\langle H_{1}^{2}\right\rangle / H_{0}^{2}$, for moderate random scattering $\Lambda_{\perp} \approx L_{c}^{1 / 2} R_{1}^{1 / 2}\left\langle H_{1}^{2}\right\rangle / H_{0}^{2}$, and for strong random scattering $\Lambda_{\perp} \approx R_{0}\left\langle H_{1}^{2}\right\rangle / 1 / 2 / H_{0}$. The ratio $\Lambda_{\perp} / \Lambda_{\|}$computed in this work in the weak random scattering limit (for $v=2$ ) is of the order of $\left\langle H_{1}^{4}\right\rangle / H_{0}^{4}$, for moderate random scattering $\Lambda_{\perp} / \Lambda_{\|} \approx 5 R_{0}^{v-3 / 2}\left\langle H_{1}^{2}\right\rangle / H_{0}^{2} L_{c}^{v-3 / 2}$, and for strong random scattering $\Lambda_{\perp} / \Lambda_{\|}=2\left\langle H_{1}^{2}\right\rangle / 3 H_{0}^{2}$.

The experimental results on the longitudinal transport range of solar cosmic rays with energies $0.05-1 \mathrm{GeV}$ in the interplanetary space [25-30] can be described well by the results of the present work, obtained in Sec. 5, in the weak and moderate random scattering limits (26), (27). The experimental data on the transverse transport range can be described well by the results of this work in the moderate random scattering limit; see equation (37). The ratio $\Lambda_{\perp} / \Lambda_{\|}$obtained in the present paper agrees better with the experimental results for moderate and strong random scattering; see equations (38) and (43).

In summary, the results obtained here agree with the model of a filamentary structure of the interplanetary magnetic field with transverse size of the "filaments" of the order of $10^{9} \mathrm{~m}$, which agrees with the experimental results [27-32]. It can be assumed on the basis of the results of this work that a particle moving along a "filament" undergoes weak random scattering associated with the entanglement of the "filaments," and when a particle transfers from one "filament" to another in the
process of transverse drift, it undergoes moderate random scattering, associated with the difference of the magnetic fields in neighboring "filaments."

The experimental results on the longitudinal transport range of cosmic rays with energies $2-20 \mathrm{GeV}$ can be described by the results of the present work in the strong random scattering limit (see equation (28)), for random magnetic field intensity less than the intensity of the regular magnetic field, but for large values of the correlation length.
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#### Abstract

The first observation of the diffraction of optical radiation on ordered structures of macroparticles in a low-temperature thermal plasma was reported. The experiments were conducted in an air thermal plasma at atmospheric pressure with $\mathrm{CeO}_{2}$ particles at temperatures $1800-2200 \mathrm{~K}$. The parameters of the plasma medium were determined using probe and optical diagnostics methods. The binary correlation function of the system of macroparticles was reconstructed from measurements of the structure factor. Simulation of nonideal plasma with the parameters corresponding to experiment was performed by the molecular dynamic method. The computed and experimental correlation functions were compared, and it was noted that they are in good agreement with one another. © 2000 MAIK "Nauka/Interperiodica".


The recently observed ordered structures of macroscopic charged (dust) particles in various types of plasma [1-8] possess a variety of unique properties which make it possible to use them for studying phase transitions in a strongly nonideal plasma and as model systems for studying the properties of solids. It should be noted that the characteristic distances in plasmadust structures are of the order of fractions of a millimeter, which makes it possible to use such a structure as a natural three-dimensional diffraction grating in the visible range and to study the diffraction of optical radiation. In the optical wavelength range, diffraction by natural three-dimensional structures was previously observed only for cholesteric and colloidal liquid crystals $[9,10]$.

In the present work we investigated the diffraction of optical radiation by ordered structures of macroparticles in a low-temperature thermal plasma. We present here the method used for determining the binary correlation function of the system of particles from measurements of the structure factor, analogous to the methods of X-ray crystallographic analysis for investigating the atomic structure of matter.

The kinematic approximation is used to describe the diffraction of radiation by amorphous and liquid structures. The correctness of this approximation for determining the binary correlation function $g(r)$ from measurements of the diffraction of optical radiation has been checked in [11], using model masks simulating the structure of macroparticles in a thermal dust plasma. The radiation intensity $I_{s}(\theta)$ scattered at the angle $\theta$ with respect to the direction of the incident radiation is given by the expression [9]
$I_{s}(\theta)=I_{0}(\theta)\left[1+4 \pi n_{p} \int(g(r)-1) r \sin (r Q) d r / Q\right]$,
where $Q=4 \pi m_{0} \sin (\theta / 2) \lambda, m_{0}$ is the refractive index of the medium, $n_{p}$ is the particle density, $\lambda$ is the wavelength, and $I_{0}(\theta)$ is the intensity of the radiation scattered by a disordered cluster of particles. The structure factor is introduced as the intensity ratio $S(\theta)=$ $I_{s}(\theta) / I_{0}(\theta)$. Measurements of the angular dependence of the structure factor make it possible to find the correlation function $g(r)$ as the inverse Fourier transform of the function $S(Q)$ [12].

For observing a diffraction pattern the spatial dispersion $V=\lambda /\langle r\rangle$ is determined by the condition for the existence of diffraction peaks of nonzero order and should not exceed $1(V<1)$ [12]. The lower limit ( $V>$ $\sin \theta_{l}$ ) is fixed by the finite dimensions of the probe beam and the parameters of the optical detector, which do not make it possible to detect the scattered radiation at angles less than $\theta_{l}$. The limiting particle densities for observing a diffraction pattern can be estimated taking into account the limits on the value of $V \sim 0.005-1.0$. Thus, for the wavelength of the $\mathrm{Ar}^{+}$-laser radiation ( $\lambda=$ $0.489 \mu \mathrm{~m}$ ), the admissible particle density lies in the range $5 \times 10^{5}-4 \times 10^{12} \mathrm{~cm}^{-3}$.

The experiments were performed in a thermal air plasma at atmospheric pressure in temperature range $1800-2200 \mathrm{~K}$ on the automated experimental stand described in detail in [13]. A two-flame propane-air Mekker burner was used as the plasma generator. Cerium oxide $\mathrm{CeO}_{2}$ particles were introduced into the inner flame of the burner. The diagnostics complex made it possible to perform measurements of the diffraction of the optical radiation and to determine simultaneously the plasma parameters, such as, the temperature of the gas phase $T_{g}$, the density of alkali-metal atoms $n_{a}$, the electron density $n_{e}$, the average Sauter
diameter $D_{32}$, the particle density $n_{p}$, and the particle temperature $T_{p}$.

In the experiment the sizes of the particles investigated were in the range $D_{32}=1-1.5 \mu \mathrm{~m}$, and the average distance between the particles was $\langle r\rangle=\left(4 \pi n_{p} / 3\right)^{-1 / 3}=$ 20-60 $\mu \mathrm{m}$, which corresponds to the density $n_{p}=$ $(1-30) \times 10^{6} \mathrm{~cm}^{-3}$. The particle temperature was close to the gas temperature $T_{g}=1700-2200 \mathrm{~K}$, the charge and screening length of the particles were determined from the density of the electronic component $n_{e}=10^{9}-$ $10^{10} \mathrm{~cm}^{-3}$, and they were in the range $Z_{p}=(0.5-1) \times 10^{3}$ and $r_{D}=(0.3-1)\langle r\rangle$, respectively.

Using the results of diagnostics measurements as a basis, we shall examine the possibility of the formation of an ordered structure of $\mathrm{CeO}_{2}$ particles in a thermal plasma. In the single component plasma approximation, the state of the system of charged particles is determined by the nonideality parameter $\gamma=Z_{p}^{2} e^{2} /\langle r\rangle k T_{p}$. The value $\gamma \simeq 170$ is taken as the condition for crystallization (gas-liquid phase transition) [14]. The screening of the charges of the macroparticles by plasma electrons and ions is taken into account in the Yukawa model. The effect of the screening is determined by the ratio $\kappa=\langle r\rangle / r_{D}$, and the parameter $\Gamma=\gamma \exp \left(-\langle r\rangle / r_{D}\right)$ is also used. Short-range order is established in such a system for $\Gamma>1$ [15]. Figure 1 shows the dependence of $\Gamma$ on the particle temperature $T_{p}$, calculated from measurements of the parameters of a plasma with $\mathrm{CeO}_{2}$ particles. The nonmonotonic behavior of the function $\Gamma\left(T_{p}\right)$ is determined by two competing processes: charging of particles by thermionic emission and screening of particles by the electronic component formed by the ionization of alkali-metal atoms, usually present in the form of a natural impurity in the particle material. It is evident from the plot presented that in the temperature range $1700-2100 \mathrm{~K}$, ordered structures of the liquid type can form in a thermal plasma. Such structures have been observed previously in an experimental study of a thermal plasma with $\mathrm{CeO}_{2}$ particles [13]. The particle density was $\sim 10^{7} \mathrm{~cm}^{-3}$, and the plasma temperature was about 1700 K .

The arrangement used to measure scattering ( $I_{s}$ and $I_{0}$ ) by $\mathrm{CeO}_{2}$ particles is shown in Fig. 2a. The argon-ion laser radiation $(\lambda=0.489 \mu \mathrm{~m})$ scattered by the macroparticles was collected by an objective in the range of angles $0.3^{\circ}<\theta<3.5^{\circ}$ and directed onto a CCD array consisting of $700 \times 1000$ elements each with the dimensions $10 \times 10 \mu \mathrm{~m}^{2}$. Since the dynamic range of the array is comparatively small ( 8 digits), the transmitted laser beam was extracted outside the limits of the light-sensitive field of the array (see Fig. 2b). An inference filter placed in front of the objective was used to select the scattered radiation. A portion of the diffraction pattern was screened for measurements of the structure factor on the CCD array (see Fig. 2b). A video image of the scattering pattern was recorded with a video tape


Fig. 1. Temperature dependence of the parameter $\Gamma:$ (1) $n_{p}=$ $10^{6} \mathrm{~cm}^{-3}$, (2) $n_{p}=10^{7} \mathrm{~cm}^{-3}$.
recorder and digitized using a computer program. The data array $I\left(n_{i j}\right)$ obtained, where $I$ is the signal amplitude and $n_{i j}$ is the pixel number, was used to construct the angular dependence $I(\theta)$ of the scattered radiation.

Figure 3 shows the characteristic angular dependences of the scattered radiation for an experiment with particles at temperatures 2200 and 1800 K . According to the analysis presented above, at $T=1800 \mathrm{~K}$ a liquidtype structure should be formed in the system of particles. A peak corresponding to the first diffraction ring is clearly seen in the angular dependence measured at $T=1800 \mathrm{~K}$ (curve 1, Fig. 3). Subsequent peaks are less pronounced because of the absence of long-range order in the system. As temperature increases to 2200 K , the parameter $\Gamma$ decreases to 0.5 (Fig. 1), the system of particles becomes weakly interacting, and the angular dependence of the scattered radiation is determined by the characteristics (size and refractive index) of individual particles (curve 2 in Fig. 3).

The structure factor of the system can be found by measuring the angular dependence of the scattered radiation. Figure 4 shows the dependence of the structure factor $S(\theta)$ for an experiment with $\mathrm{CeO}_{2}$ at 1800 K . The time-averaged angular dependences of the scattered radiation for a system of particles at temperature $1800 \mathrm{~K}, I_{s}(\theta)$, was used to calculate $S(\theta)$. We used for $I_{0}(\theta)$ the dependence measured at $T=2200 \mathrm{~K}$ for the same particle density ( $n_{p}=7.5 \times 10^{6} \mathrm{~cm}^{-3}$ ).

The correlation function $g(r)$ was reconstructed from the obtained dependence $S(\theta)$, using the inverse Fourier transform. Since the effect of the characteristic laser radiation on the detection of scattering makes it difficult to determine $S(\theta)$ accurately at small angles, the quantity $S(\theta)$ for $\theta<0.4^{\circ}$ was set equal to 0 , which could distort the initial form of $g(r)$. The reconstructed function $g(x)$, where $x=r /\langle r\rangle$, is shown in Fig. 5 (curve 1). The model correlation functions calculate by the molecu-
(a)

(b)


Fig. 2. Diagram of the optical measurements of the diffraction of radiation: (a) overall view, (b) combined arrangement of the photosensitive area and the diffraction pattern.


Fig. 3. Measurements of the intensity $I(\theta)$ of the radiation scattered by a system of $\mathrm{CeO}_{2}$ particles: $T=$ (1) 1800 , (2) 2200 K .
lar dynamic method for various formation times of the structure are also presented there.

The following data obtained from measurements of a plasma with $\mathrm{CeO}_{2}$ particles were used for a numerical simulation of a dust system: $D_{32}=2 R_{p}=1 \mu \mathrm{~m}, r_{D} /\langle r\rangle=$ $1.3, n_{p}=7.5 \times 10^{6} \mathrm{~cm}^{-3}, v_{f r}=4 \times 10^{4} \mathrm{~s}^{-1}, T=1800 \mathrm{~K}$, $\gamma \simeq 73$, and $\Gamma \simeq 30$. The calculation was performed by the molecular-dynamic method for 512 particles using periodic boundary conditions along the $x, y$, and $z$ axes. A three-dimensional equation of motion, in which the


Fig. 4. Angular dependence of the structure factor $S$ for a plasma with $\mathrm{CeO}_{2}$ particles at $T=1800 \mathrm{~K}, n_{p}=7.5 \times$ $10^{6} \mathrm{~cm}^{-3}$.
interparticle interaction $F_{\text {int }}$, friction due to the neutral component, and random Brownian force $F_{b r}$, arising as a result of the impacts due to molecules of the surrounding gas, was solved for each macroparticle:

$$
\begin{align*}
m_{p} \frac{d^{2} \mathbf{r}_{k}}{d t^{2}} & =\left.\sum_{j} F_{\text {int }}(r)\right|_{r=\left|\mathbf{r}_{k}-\mathbf{r}_{j}\right|} \frac{\mathbf{r}_{k}-\mathbf{r}_{j}\left|\mathbf{r}_{k}-\mathbf{r}_{j}\right|}{}  \tag{2}\\
& -m_{p} \vee_{f r} \frac{d \mathbf{r}_{k}}{d t}+F_{b r},
\end{align*}
$$



Fig. 5. Pair correlation functions obtained from measurements of the structure factor (1) and computed with $D_{32}=$ $1 \mu \mathrm{~m}, r_{D}\left\langle\langle r\rangle=1.3, n_{p}=7.5 \times 10^{6} \mathrm{~cm}^{-3}, v_{f r}=4 \times 10^{4} \mathrm{~s}^{-1}\right.$, $T=1800 \mathrm{~K}, \gamma \simeq 73$, and $\Gamma \simeq 30$ for the times $t=(2) 5 \mathrm{~ms}$, (3) 35 ms , (4) 3.5 s .
where $m_{p}$ is the particle mass, $\mathrm{v}_{f r}$ is the friction frequency, and $F_{\text {int }}(r)$ was determined assuming a Debye interaction between the macroparticles:

$$
\begin{equation*}
F_{\mathrm{int}}(r)=\frac{Z_{p}^{2} e^{2}}{r^{2}}\left[1+\frac{r}{r_{D}}\right] \exp \left(-\frac{r}{r_{D}}\right) . \tag{3}
\end{equation*}
$$

The quantity $v_{f r}$ was calculated in the free-molecular regime approximation [16]

$$
\mathrm{v}_{f r}=\frac{8 P R_{p}^{2}}{3 m_{p}} \sqrt{\frac{2 \pi m_{g}}{T_{g}}}
$$

and for our conditions $v_{f r}=4 \times 10^{4} \mathrm{~s}^{-1}$. Here $m_{g}$ is the mass of the neutral component and $P$ is the gas pressure.

The temporal evolution of the function $g(r)$, illustrating the dynamics of the formation of a plasma-dust structure from a disordered cluster of particles, is shown in Fig. 5 for the times $t=5 \mathrm{~ms}, 35 \mathrm{~ms}$, and 3.5 s . The calculations showed that the system reaches equilibrium in $t \sim 1 \mathrm{~s}$, when the binary correlation function no longer depends on the time. For this reason, for $t<1 \mathrm{~s}$ a correct comparison of the experimental and computed functions can be made only at the corresponding moments in time. In our experiment the measurements were performed at a height of 40 mm with flow velocity $1.2 \mathrm{~m} / \mathrm{s}$, which corresponds to a formation time of the structure $t=33 \mathrm{~ms}$. Comparing the measured and com-
puted at $t=35 \mathrm{~ms}$ correlation functions (Fig. 5) shows that they are in good agreement with one another.

In summary, in the present work the diffraction of optical radiation on ordered plasma-dust structures was observed for the first time. The binary correlation function, which agrees well with the correlation function calculated for this system by the moleculardynamic method, was obtained from measurements of the structure factor.
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#### Abstract

Microwave magnetic resonance of close to stoichiometric antiferromagnetic $\mathrm{LaMnO}_{3-\delta}$ was investigated. $\mathrm{LaMnO}_{3-\delta}$ single crystals were grown and a series of samples with a small oxygen excess and deficiency was prepared. Residual magnetization was observed for all samples in the series. The maximum value of the residual magnetic moment in the series of samples obtained was $2.5 \%$ of the maximum possible value ( $4_{\mu B}$ for each Mn ion). An absorption line, whose angular and frequency dependences cannot be explained on the basis of a previously proposed [S. Mitsudo, et al., J. Magn. Magn. Mater. 177-181, 877 (1998)] model of two-sublattice antiferromagnet with "easy axis" magnetic anisotropy (|| $b$ ) and canting of the magnetic sublattices due to the Dzyaloshinskiì-Moriya interaction, was observed in the experiments performed on all samples in a series as well as on specially prepared ceramic samples with the same composition. It was inferred that the low-frequency excitations in a system of ferromagnetic drops observed in [M. Hennion, et al., Phys. Rev. Lett. 81, 1957 (1998)] are observed in the experiment. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

One of the rapidly developing areas of solid-state physics is the investigation of the properties of materials containing ions with variable valence. The great interest in these objects is due primarily to the discovery of high-temperature superconductivity and the phenomenon of giant magnetoresistance in them. One such compound is $\mathrm{LaMnO}_{3}$, whose magnetic and conducting properties depend strongly on the presence of quadrivalent manganese ions in it. The presence of a quadrivalent manganese ion is usually achieved either by substituting divalent ions, for example, Ca or Sr , for lanthanum or by means of excess oxygen. There are many publications on magnetic systems based on $\mathrm{LaMnO}_{3}$ (see, for example, [2, 3, 5]).

In the present work the magnetic properties of $\mathrm{LaMnO}_{3}$ were investigated by the magnetic resonance method. A manganese ion in an $\mathrm{LaMnO}_{3}$ matrix possesses a $3 d^{4}$ configuration, in which the three electrons occupy the bottom $t_{2 g}$ orbitals and one occupies the upper $e_{g}$ orbital. On account of the half-filled outer orbital, $\mathrm{LaMnO}_{3}$ is a Mott-type antiferromagnetic insulator.

According to neutron-diffraction data [11], the crystal structure of $\mathrm{LaMnO}_{3}$ is orthorhombic with Pbnm symmetry. Below the antiferromagnetic transition temperature $T_{N} \approx 140 \mathrm{~K}$ the compound $\mathrm{LaMnO}_{3}$ becomes antiferromagnetic with a type- $A$ layered structure: the ferromagnetic $a b$ planes become ordered antiferromag-
netically. In the absence of a magnetic field the antiferromagnetic vector is directed along the $b$ axis. $\mathrm{LaMnO}_{3}$ crystals consist of twins, and all six types of twins possible for the given structure are realized in the growth process [11].

The magnetic properties of $\mathrm{LaMnO}_{3-\delta}$ are strongly associated with the deviation from oxygen stoichiometry or, in other words, with the number of $\mathrm{Mn}^{4+}$ ions. According to the first works, whose results entered in [6], stoichiometric $\mathrm{LaMnO}_{3}(\delta=0)$ is an antiferromagnet. Away from stoichiometry a weak ferromagnetic moment, which is usually associated with the canting of the magnetic sublattices, appears. The appearance of a magnetic moment is ordinarily explained by the interaction of magnetic sublattices and charge carriers. This explanation was proposed by Zener [4] and de Gennes [3].

In the last few years the validity of this model for $\mathrm{LaMnO}_{3-\delta}$ with a small deviation from oxygen stoichiometry has been questioned. In the first place, according to [9] a weak ferromagnetic moment also remains in samples with $\delta=0$. In the second place, several theoretical works have appeared $[7,8]$ in which it has been shown that for a small value of $\delta$ a uniform canting of the sublattices should not occur, and a stratification of the sample into regions with different values of the ferromagnetic moment is energetically preferable.

Magnetic stratification has been reported in the experimental works [12, 13]. According to neutronscattering experiments [12], the diameter of the region
with a large magnetic moment is $\approx 18 \AA$, and the difference of the magnetic moment inside these regions and in the bulk of the crystal is $0.6 \mu_{B}$.

In the present work we investigated electron spin resonance in $\mathrm{LaMnO}_{3-\delta}$ with a small deviation from a stoichiometric composition in the microwave range at temperatures below $T_{N}$.

## 2. SAMPLES AND PROCEDURE

In the present work $\mathrm{LaMnO}_{3-\delta}$ samples grown by zone melting were investigated. The initial polycrystalline rods were prepared using the standard solid-phase method and $\mathrm{La}_{2} \mathrm{O}_{3}$ and $\mathrm{Mn}_{2} \mathrm{O}_{3}$ reagents. Taking account of the tendency of $\mathrm{La}_{2} \mathrm{O}_{3}$ to absorb water and carbon dioxide from air, the initial material was heated at $900^{\circ} \mathrm{C}$. The mass losses $(4.25 \%)$ were monitored by a thermogravimetric method. The initial substances, taken in the required proportion, were pulverized and mixed in a ball mill. The charge was annealed at $1200^{\circ} \mathrm{C}$ for 10 h . The cake formed was pulverized in an agate mortar and then molded into $12-\mathrm{mm}$ rods. Polyvinyl alcohol in amounts of three or four drops per 100 g of material was added as a binder. The rods were annealed at $1400^{\circ} \mathrm{C}$ for 20 h . A $3000-\mathrm{W}$ xenon lamp, whose rays were focused by two ellipsoidal mirrors, was used as a heater for zone melting. The growth rate was $8 \mathrm{~mm} / \mathrm{h}$. The 0.5 cm in diameter and 2 cm long samples obtained by such a method were investigated by powder X-ray diffraction analysis and X-ray topography. Figure 1 shows a characteristic topogram of a section of a sample. Many twinning boundaries can be seen in the topogram. Using the neutron diffraction data from [11], we infer that all six types of twins which are possible for the structure of $\mathrm{LaMnO}_{3-\delta}$ are present in the crystal. The characteristic size of a twin is $\delta \approx 0.01 \mathrm{~mm}$.

The data obtained show that the volume of the twins, whose $b$ axes are collinear, in the samples investigated is approximately an order of magnitude greater than the volume of twins with other orientations. In what follows we shall indicate the orientation of the static magnetic field relative to the $b$ axis of the twins with the predominant orientation in the sample.

In the present work we endeavored to investigate compositions as close as possible to stoichiometry. The data from [14], where the dependence of the lattice parameters on the stoichiometric composition was investigated, were used to estimate the oxygen content. This method makes it possible to determine $\delta$ to within $\pm 0.03$. We note that the samples obtained in the growth process were stoichiometric to within the indicated accuracy. The crystals were cut into $\approx 1 \mathrm{~mm}$ thick plates and annealed in oxygen $\left(1300^{\circ} \mathrm{C}, 250 \mathrm{~h}\right)$ and nitrogen ( $700^{\circ} \mathrm{C}, 48 \mathrm{~h}$ ). By varying the annealing conditions we obtained a series of five samples with almost identical lattice parameters ( $a=5.535 \mathrm{~nm}, b=5.736 \mathrm{~nm}$, and $c=$ $7.707 \pm 0.003 \mathrm{~nm}$ ). The change in oxygen composition as a result of annealing could be judged according to the change in the residual magnetic moment of the sam-


Fig. 1. X-ray topogram of a $\mathrm{LaMnO}_{3}$ crystal plate, cut perpendicular to the growth axis corresponding to the [101] direction.
ple. The magnetic moment of the sample was measured with a vibrating coil magnetometer at liquid-nitrogen temperature. The residual magnetic moment increased with saturation and with depletion of oxygen in the $\mathrm{LaMnO}_{3}$ sample. We classified the samples with the minimum residual magnetic moment as being closest to stoichiometry. The minimum residual magnetic moment in the series of samples obtained was $2.5 \%$ of the maximum possible value ( $4 \mu_{B}$ for each Mn ion). The magnetization curves in weak fields showed hysteresis. The presence of a residual magnetic moment for all samples in the series agrees with [9], where ceramic samples were studied.

Electron spin resonance was investigated on a passthrough microwave spectrometer. A $1 \times 1 \times 0.5 \mathrm{~mm}^{3}$ sample was placed in a rectangular resonator, where different modes were excited in the frequency range $18-78 \mathrm{GHz}$. The construction made it possible to rotate the sample in the course of the experiment. A magnetic field from 0 to 40 kOe was produced with a superconducting solenoid. The measuring cell was placed into a vacuum jacket, which made it possible to perform measurements in the temperature range $1.2-200 \mathrm{~K}$.

## 3. EXPERIMENTAL RESULTS

Figure 2 shows a trace of the microwave power at 36 GHz which has passed through the resonator as a function of the magnetic field for different values of the


Fig. 2. Characteristic traces of the microwave power at 36 GHz passing through the resonator as a function of the magnetic field for various values of the temperature for samples closest to stoichiometry. At temperatures close to $T_{N}$ the intensity of the line decreases sharply and the line splits first into two and then, at even lower temperatures, into three lines. At low temperatures the absorption is observed in a wide range of fields, less than the EPR field. The static field $H$ lies in a plane perpendicular to the predominant direction of the $b$ axis.
temperature. At temperatures close to $T_{N}$ the intensity of the electron paramagnetic resonance (EPR) line decreases and splits first into two and then three lines as temperature decreases. The resonance field of each line decreases with temperature. At low temperatures absorption is observed in a wide range of fields, less than the EPR field $\left(H_{0}\right)$. At temperatures below 15 K (the measurements were performed down to 1.7 K ) the intensity and form of the trace of the transmitted microwave power remained unchanged. The data presented in Fig. 2 were obtained on the samples closest to stoichiometry. The static field $H$ is directed in a plane perpendicular to the $b$ axis. The traces obtained at other frequencies were similar to the traces presented in the figure. We note that at all frequencies investigated, just as in Fig. 2, in the temperature range below 15 K absorption of microwave power is observed in the entire range of fields $0<H<H_{0}$.

Figure 3 shows traces of the absorption lines for three samples with different composition at $T=4.2 \mathrm{~K}$, $v=36 \mathrm{GHz}$, and $H \perp b$. The first sample (a) is closest to stoichiometry. The residual magnetic moment of the second sample was $\approx 5 \%$. The composition of the third sample $\mathrm{LaMnO}_{3+0.04}$ (Fig. 3, curve $c$ ) deviated strongly from stoichiometry, and for this reason it could be determined by measuring the lattice parameters. It is evident that for samples with an appreciable deviation from oxygen stoichiometry a shift of the absorption line into the region of weaker fields at temperatures $T<T_{N}$ was also observed, while the splitting of the lines disappeared, possibly as a result of their being broadened.


Fig. 3. Traces of absorption lines for three samples with different composition at $T=4.2 \mathrm{~K}, v=36 \mathrm{GHz}, H \perp b ; H_{0}$ is the EPR field measured at $T>T_{N}$. (a) Trace corresponding to a sample closest to stoichiometry. Its residual magnetic moment was $2.5 \%$ of the maximum possible value; (b) the trace corresponding to the sample whose residual magnetic moment was $\approx 5 \%$; (c) the trace corresponding to $\mathrm{LaMnO}_{3+0.04}$. The composition was determined according to the parameters of the crystal lattice and the data from [14].


Fig. 4. Temperature dependences of the resonance fields for samples closest to stoichiometry. $v=36 \mathrm{GHz}, H \perp b, H_{0}$ is EPR field measured at $T>T_{N}$.

Figure 4 shows the temperature dependences of the resonance fields. The smooth decrease of the resonance fields, occurring in a wide temperature range $T<T_{N}$, is interesting. Besides the temperature-dependent absorption lines, there is present an absorption line whose position is almost temperature-independent and which corresponds to the position of the electron paramagnetic resonance line at $T>T_{N}$.

Figure 5 shows measurements of the resonance fields for various values of the frequency. The value of the resonance field is plotted along the $x$ axis, and the frequency at which the measurement was performed is
plotted along the $y$ axis ( $H \perp b, T=4.2 \mathrm{~K}$ ). It is evident in the figure that the field of each resonance depends linearly on the frequency, the slope angle corresponds to the $g$ factor of 2 , and the gap width $\Delta$ depends on the temperature ( $v=\gamma H+\Delta$-solid lines in Fig. 5). Similar linear dependences were obtained for all samples in a series.

Figure 6 shows the dependence of the resonance field on the angle between $H$ and $b$. Anisotropy was not observed in the ac plane ( $T=4.2 \mathrm{~K}, v=54.2 \mathrm{GHz}$ ).

## 4. DISCUSSION

Antiferromagnetic resonance (AFMR) was previously investigated in the submillimeter frequency range [10]. The results of the investigation were interpreted by the authors of this work on the basis of the model of a two-sublattice antiferromagnet with "easy axis" (|| $b$ ) magnetic anisotropy and canting of the magnetic sublattices due to the Dzyaloshinskiĭ-Moriya interaction. In the notations adopted in Turov's monographs [1], the values of the magnetic constants ( $T \ll T_{N}$ ) obtained by the authors of this work from the AFMR spectrum are as follows: $H_{e}=33.9 \mathrm{~T}, H_{a}=5.3 \mathrm{~T}$, and $H_{D}=0.2 \mathrm{~T}$. The strong uniaxial anisotropy gives rise to a large gap in the AFMR spectrum, signifying that in the frequency range $10-100 \mathrm{GHz}$ and weak fields, as compared with the spin-flop field, $H<H_{c} \approx 20$ T, AFMR lines should not be expected to appear. The presence of a large energy gap in the magnetic excitation spectrum is also confirmed by neutron-scattering experiments [11].

In summary, the low-frequency absorption lines observed in the present work are probably not an antiferromagnetic resonance of $\mathrm{LaMnO}_{3}$.

We note that a trace at 135 GHz is presented in [10]. Aside from absorption corresponding to an antiferromagnetic resonance, the trace contains a line whose position agrees well with the extrapolation of the frequency dependence obtained in the present work (Fig. 4). We also observed a low-frequency absorption line in ceramic $\mathrm{LaMnO}_{3}$ samples synthesized by the standard solid-phase technique. Thus, the observed low-frequency absorption line is present in samples obtained by different methods.

The intensities of the absorption lines at $T<15 \mathrm{~K}$ does not depend on the temperature. This fact shows that the observed absorption lines are not related with the electron paramagnetic resonance of impurity magnetic ions.

The absorption lines observed in the present work could be associated with low-frequency excitations in a system of ferromagnetic drops, which was observed in [12]. Unfortunately, we know of no theoretical investigations of the magnetic excitation spectrum of a system of such drops in an antiferromagnetic matrix. It can be expected that the spectrum of magnetic excitations of such drops will be similar to the spectrum of a bulk ferromagnet. In magnetic fields much greater than the


Fig. 5. Frequency dependences of the resonance fields obtained for samples closest to stoichiometry. $H \perp b, T=4.2 \mathrm{~K}$.


Fig. 6. Resonance fields versus the angle between $H$ and $b$. $T=4.2 \mathrm{~K}, \mathrm{v}=54.2 \mathrm{GHz}$.
effective crystal anisotropy field, the ferromagnetic resonance frequency is proportional to $H$ [1] with proportionality coefficient corresponding to the $g$ factor of 2 , which is observed in the present experiments. It can be expected that the nonuniform distribution of the magnetic moment over the volume of the sample will lead to an effective excitation of the nonuniform magnetic oscillations by a uniform microwave magnetic field. The absorption of microwave power in weak magnetic fields seems to be associated with the excitation of nonuniform oscillations (Figs. 2, 3). The presence of fine structure in the absorption line attests to the presence of periodicity in the distribution of the magnetic moment over the volume of the sample, and the gaps in the spectrum of each of the two sharp fine-structure lines (Fig. 5) are of an exchange nature.

The model discussed is a working hypothesis. It cannot be asserted unequivocally on the basis of our experiments that the observed absorption lines are related with magnetic excitations in a system of ferro-
magnetic drops. It is possible that these absorption lines are associated with magnetic excitations from domain walls arising because of, specifically, the presence of twins in the crystal. The character of the magnetic anisotropy near a wall of a twin can differ substantially from the anisotropy in the volume of the crystal and, correspondingly, the gap in the excitation spectrum can be lower than in the bulk.

It is important to investigate the EPR spectrum in a $\mathrm{LaMnO}_{3}$ single crystal with no twins. Obtaining such a single crystal is a complicated, but technically solvable problem.
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#### Abstract

The nature of the stability of incommensurate long-period structures in alloys of the system Cu -Au is investigated on the basis of first-principles calculations of the electronic structure. It is shown that many structural properties of such formations can be explained only if the latter are treated as superstructures with respect to ordinary superstructures $\left(L 1_{2}\right.$ or $\left.L 1_{0}\right)$ : the electron spectrum of the superstructure and not that of the initial disordered alloy must serve as the initial spectrum. The observed dependence of the long period $N$ on the degree $\eta$ of the "short" long-range order is explained. The reasons why two-dimensional long-period superstructures from in the alloy $\mathrm{Au}_{3} \mathrm{Cu}$ are found. Arguments supporting the fact that among quasicrystalline substances longperiod superstructures fall between incommensurate systems and quasicrystals are presented. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

As is well known, very unusual ordered phases-one- or two-dimensional long-period superstructuresform in alloys based on the precious metals, CuAu , $\mathrm{Cu}_{3} \mathrm{Au}, \mathrm{Au}_{3} \mathrm{Cu}, \mathrm{Cu}_{3} \mathrm{Pd}, \mathrm{Cu}_{3} \mathrm{Pt}, \mathrm{Au}_{3} \mathrm{Mn}$, and others (see, for example, [1-7]). The periods of these superstructures are on the nanometer scale: up to 100 interplanar distances fit within their length. In contrast to the artificially produced metallic and semiconductor superlattices, long-period superstructures are thermodynamically equilibrium structures. In the phase diagram they correspond to a completely determined region.

The alloys $\mathrm{Cu}-\mathrm{Au}$ are classic alloys for studying order-disorder phase transitions [1, 4, 7]. In these alloys, depending on the composition, both one-dimensional $\left(\mathrm{Cu}_{3} \mathrm{Au}\right.$ and CuAu$)$ and two-dimensional $\left(\mathrm{CuAu}_{3}\right)$ incommensurate long-period superstructures are formed. They are characterized by a quasiperiodic arrangement of the antiphase boundaries-flat defects on which the sign of the phase of the long-range order parameter $\eta$, describing transitions from a disordered solid solution into ordinary (short-period) superstructures $L 1_{0}$ or $L 1_{2}$, changes sign. In one-dimensional long-period superstructures the antiphase boundaries are perpendicular to the [100] direction, and in the twodimensional superstructures they are parallel to the [100] and [010] directions of the initial fcc lattice. Characteristically, the regions between the nearest antiphase boundaries are fragments of commensurate structures with a whole but random period: stochastic alternation of antiphase domains of different length occurs along the long quasiperiod. As the composition
or temperature varies, the average (over a chaotic ensemble) half-period $N$ varies continuously, assuming irrational values as well.

The first attempts to explain the formation of longperiod superstructures were made back in the 1950s by Slater [8] and Nicolas [9]. They assumed that such superstructures are stabilized as a result of a decrease of the energy of the valence electrons because of the appearance of gaps in the electron spectrum near the Fermi level. This point of view goes back to the wellknown idea of Mott and Jones [10] that phases are especially stable under conditions where the Fermi surface is in contact with the faces of the Brillouin zone. The works [8,9] were experimentally confirmed in the classic works of Sato and Toth [11-13], who discovered a clear correlation between the average period $N$ and the number of valence electrons per atom, ela, in $\mathrm{Cu}-\mathrm{Au}$ alloys doped with various elements. Significantly, in $[8,9$, 11-13] no special attention was given to the deviation of the shape of the Fermi surface from a sphere; for example, in [11-13] the long half-period $N$ of the system was estimated from the condition that the Fermi sphere touches new faces of the Brillouin zone (the fact that in reality the Fermi surface is nonspherical was taken into account only via the renormalization of the diameter $2 k_{F}$ of the sphere by introducing a so-called correction factor).

Tachiki and Teramoto [14] were the first to advance the idea that flat sections of the Fermi surface in the [110] direction could be responsible for the appearance of long-period superstructures in the fcc alloys $\mathrm{Cu}-\mathrm{Au}$. Their calculations for an alloy with equiatomic compo-
sition CuAu showed that such sections lead to a displacement of the minima ${ }^{1}$ in the electronic polarizability $\chi(\mathbf{q})$ (or the Fourier transform of the ordering potential $V(\mathbf{q}))$ from the Lifshits point $X((2 \pi / a)[001])$ into a point on the line $X-W$. Since $L 1_{0}$ type ordering occurs along the star of the point $X$, while the displacement vector of the minimum $\Delta \mathbf{k} \|$ [100], this explained the appearance of the modulated superstructure of the type CuAuII with half-period $N \sim \pi /|\Delta \mathbf{k}|$ along [100] (we note that in [14] pure copper served as a prototype of the disordered alloy CuAu ).

The idea of [14] that long-period superstructures appear because of the presence of flat sections of the Fermi surface was elaborated in [15-20]. As a result, by the mid-1980s, the idea developed that long-period superstructures are formed as a result of transitions similar to a Peierls transition [21] in one-dimensional metallic systems. The quasi-one-dimensionality of threedimensional systems is due to the presence of flat sections of the Fermi surface in the [110] direction. When a long period arises, a gap opens up in the electron spectrum on the entire area of these sections, and the energy gain is sufficient to destabilize the initial shortperiod structure.

Despite the progress made, the problem of the stability of long-period superstructures in the alloys considered still contains a number of fundamental points that are unclear.
(1) The reasons why only one-dimensional superstructures form for some compositions (for example, CuAu and $\mathrm{Cu}_{3} \mathrm{Au}$ ) while two-dimensional long-period superstructures with substantially different periods $2 N_{1}$ and $2 N_{2}$ form for others (for example, $\mathrm{Au}_{3} \mathrm{Cu}$ ) are unclear.
(2) The reasons for the quite strong dependence of the long period $2 N$ on the "short" order parameter $\eta$ are not understood (in $\mathrm{Au}_{3} \mathrm{Cu}$ and $\mathrm{Cu}_{3} \mathrm{Au}$, for example, $N$ increases together with $\eta$ [4]). According to existing ideas, the period $2 N$ is fixed by the nesting vector $2 \mathbf{k}_{F}$ of the disordered alloy, which is completely independent of $\eta$. The strong dependence of $2 N$ on the alloy composition is likewise not understood [4, 7], since the number $e / a$ of valence electrons per atom remains unchanged and the ratio $\mathbf{k}_{F} / \mathbf{G}$ ( $\mathbf{G}$ is a reciprocal lattice vector), one would think, also should not change appreciably.
(3) The question of why long-period superstructures exist only in a narrow temperature range, while at sufficiently low temperatures the ordinary superstructures $L 1_{0}$ or $L 1_{2}$, which do not contain antiphase boundaries, become energetically favorable has not been answered.

The answers to these questions cannot be found on the basis of the standard approach [14-20], which derives the structure and properties of long-period superstructures

[^4]from an initial electron spectrum $\varepsilon_{\lambda}(\mathbf{k})$ of the initial disordered state. This approach is based on the assumption that the renormalization of the initial spectrum as a result of the short-period ordering is small and can be neglected (see, for example, [18]). This assumption, however, is invalid already on the basis of the following simple considerations. In the first place, in the alloys under discussion the initial flat sections of the Fermi surface lie near the superstructure vectors of the type $(2 \pi / a)[110]$, and for this reason they will inevitably be transformed in the process of short-period ordering. In the second case, long-period superstructures always coexist with a high degree of order $\eta$, arising as a result of sharp first-order transitions with a typical jump $|\Delta \eta| \sim 0.6$ [4]; such a jump and a further increase of $\eta$ should lead to an appreciable change of the spectrum $\varepsilon_{\lambda}(\mathbf{k})$ of the disordered state.

In the present paper, we shall investigate the questions formulated above, proceeding from the fact that the structure of the long-period formations must be derived from the initial electronic spectrum $\varepsilon_{\lambda}(\mathbf{k})$ of the basic superstructures $\left(L 1_{2}, L 1_{0}\right)$, corresponding to a given degree of short-range order $\eta$. Actually, we consider only two extreme situations, complete order and complete disorder, in order to estimate qualitatively the region between $\eta=0$ and $\eta=1$. The investigation is based on first-principle calculations of the electronic structure of the electron-energy spectrum $\varepsilon_{\lambda}(\mathbf{k})$, the generalized susceptibility $\chi(\mathbf{q})$, various sections of the Fermi surface of pure metals and ordered alloys. In Section 2 the required information about the basic superstructures and the details of numerical calculations are presented. Section 3 is devoted to a detailed discussion of the characteristic features of the Fermi surface in the pure Cu and Au metals as prototypes of the disordered alloys $\mathrm{Cu}-\mathrm{Au}$; the computational results for the polarizability $\chi(\mathbf{q})$ for Cu are compared with the above-mentioned results obtained by Tachiki and Teramoto [14]. In Section 4, the change in the geometric features of the Fermi surface accompanying a transition from disordered to ordered alloys is examined; the observed dependences $N(\eta)$ and the fact that $N$ changes substantially from one alloy to another are explained. Section 5 is devoted to an analysis of the nature of two-dimensional long-period superstructures in $\mathrm{Au}_{3} \mathrm{Cu}$. Finally, in Section 6 the results are summarized and discussed in the light of the questions raised above; the question of the place of long-period superstructures among quasicrystalline substances is touched upon.

## 2. STRUCTURE OF SHORT-PERIOD PHASES. COMPUTATIONAL PROCEDURE

The ordering of an fcc solid solution according to types $L 1_{2}\left(\mathrm{Cu}_{3} \mathrm{AuI}\right)$ and $L 1_{0}(\mathrm{CuAuI})$ is done [22] on the basis of the star of the vector $\mathbf{k}_{s}=(2 \pi / a)$ [001]. The transition into the $L 1_{2}$ phase proceed along a three-ray channel: all three vectors of a star, $(2 \pi / a)$ [100], $(2 \pi / a)[010]$,
and $(2 \pi / a)[001]$, contribute to the density function. As a result, the initial cubic symmetry is preserved, and the number of atoms in a unit cell increases from 1 to 4. The Brillouin zone of the $L 1_{2}$ structure is identical to that in a simple cubic lattice and is obtained from the Brillouin zone of the fcc lattice by "folding" the latter along (100) type planes. The transition into the $L 1_{0}$ phase proceeds only along one ray, $(2 \pi / a)[001]$. Such ordering is accompanied by period doubling along [001] and the appearance of a tetragonal distortion c/a; for the alloy CuAuI c/a reaches the value 0.93 .

In what follows, we shall use the following formal device to make it convenient to compare the electronic structure of fcc solutions and the superstructures $L 1_{2}$ and $L 1_{0}$. We shall assume that they all have four atoms per unit cell (just as $L 1_{2}$ ). Then the Brillouin zone of the fcc lattice will be identical to that of the superstructure $L 1_{2}$, and the Brillouin zone of the $L 1_{0}$ phase will differ from it only by a weak tetragonal distortion (we note that the natural Brillouin zone of the $L 1_{0}$ structure is also tetragonal, but it has twice the volume [23]).

The "full-potential" LMTO method based on the local electron density approximation was used in the calculation [24]. The Barth-Hedin exchange-correlation potential was used [25]. The integration over occupied states was performed by the tetrahedon method [26], using 120-165 reference points in the self-consistent calculation of the spectrum $\varepsilon_{\lambda}(\mathbf{k})$ and $1053(\mathrm{Cu}$, $\mathrm{Au})$ points, $1771\left(L 1_{2}\right.$ structure $)$ and $4851\left(L 1_{0}\right.$ structure) points in the irreducible part of the Brillouin zone for calculating $\chi(\mathbf{q})$. To calculate the polarizability of the noninteracting electrons,

$$
\chi(\mathbf{q})=\frac{2 \Omega}{(2 \pi)^{3}} \int d \mathbf{k} \sum_{\lambda, \lambda^{\prime}} \frac{f\left(\varepsilon_{\lambda}(\mathbf{k})\right)\left[1-f\left(\varepsilon_{\lambda^{\prime}}(\mathbf{k}+\mathbf{q})\right)\right]}{\varepsilon_{\lambda^{\prime}}(\mathbf{k}+\mathbf{q})-\varepsilon_{\lambda}(\mathbf{k})},
$$

only the energy bands $\lambda$ intersecting the Fermi level and determining the behavior of this quantity were taken into account: the sixth band in Cu and Au and 22nd-24th bands in $\mathrm{Cu}_{3} \mathrm{Au}, \mathrm{CuAu}$, and $\mathrm{Au}_{3} \mathrm{Cu}$. The following lattice parameters were used (in a.u.): $a=6.805$ $(\mathrm{Cu}), a=7.675(\mathrm{Au}), a=7.079\left(\mathrm{Cu}_{3} \mathrm{Au}\right), a=7.467$ and $c=6.956(\mathrm{CuAu})$ and $a=7.476\left(\mathrm{Au}_{3} \mathrm{Cu}\right)$.

## 3. GEOMETRY OF THE FERMI SURFACE AND THE BEHAVIOR OF $\chi(\mathbf{q})$ IN Cu AND Au

In this section we shall be interested in the nesting features of the Fermi surface in pure Cu and Au metals as prototypes of disordered $\mathrm{Cu}-\mathrm{Au}$ alloys. The assumption that the Fermi surface in the $\mathrm{Cu}-\mathrm{Au}$ alloys is similar to that in pure metals is completely justified. Cu and Au are isoelectronic analogs, so that the electronic structure of their alloys is described well in the "average" crystal approximation [4, 15-17, 27].

We note first that the computed Fermi surfaces of Cu and Au agree very well with the experimental surfaces [28, 29]. For example, in Cu the theoretical small-


Fig. 1. Electronic polarizability $\chi(\mathbf{q})$, measured in electrons/(Ry cell), in Cu and Au in the $X-W$ direction. The arrows correspond to the vectors $\mathbf{Q}$.
(a)

(b)


Fig. 2. Fragments of sections of the Fermi surface in copper in the planes (a) $z=0$ and (b) $x+y=2 \pi / a$.
est and largest radii of the necks of the Fermi surface are identical to the experimental values [28] (expressed in units of the radius of the Fermi sphere of free electrons, they are 0.16 and 0.21 , respectively).

The electronic polarizabilities, calculated in the directions $X-W$, of the metals under discussion are shown in Fig. 1. Away from the point $X$ they remain essentially unchanged, but then they decrease sharply, so that a characteristic kink forms on their curves. The coordinates $\mathbf{Q}$ of the kinks, evidently, can be represented as $\Delta \mathbf{k}+\mathbf{k}_{s}$, where $\mathbf{k}_{s}=(2 \pi / a)[001]$ is a superstructural vector (or the point $X$ of the Brillouin zone), while the vectors $\Delta \mathbf{k}$ are equal to $0.08(2 \pi / a)[100]$ and $0.075(2 \pi / a)$ [100], respectively, for Cu and Au . As the analysis showed, these coordinates are identical to the points $\mathbf{Q}$ of the Kohn anomalies, determined by the condition

$$
\begin{equation*}
\mathbf{Q}+\mathbf{G}_{111}=2 \mathbf{k}_{F}, \tag{1}
\end{equation*}
$$

where $\mathbf{G}_{111}=(2 \pi / a)[111]$ is a reciprocal lattice vector, the vector $2 \mathbf{k}_{F}$ connects the cylindrical sections of the Fermi surface in the [110] or $\Gamma-K$ direction (Fig. 2). To


Fig. 3. Electronic polarizabilities $\chi(\mathbf{q})$ of a univalent fcc metal with different Fermi surfaces: (1) sphere with radius $2 \mathbf{k}_{F}$; (2) with cylindrical sections along [110], characterized by radius $2 \mathbf{k}_{F}$ and height $0.5(2 \pi / a) ;(3,4)$ with cylindrical sections of large radius.
show more clearly the role of such sections in the formation of the features in the function $\chi(\mathbf{q})$, we performed calculations of this quantity with artificial Fermi surfaces, which were obtained from a sphere by replacing spherical segments on it in the [110] direction by cylindrical sections with different radii of curvature $R$ but the same height $0.5(2 \pi / a)$. Curve 1 in Fig. 3 shows the behavior of $\chi(\mathbf{q})$ for a spherical Fermi surface; it is characterized by a logarithmic singularity at $\mathbf{q}=\mathbf{Q}$, satisfying the condition (1) (the value of $2 k_{F}$ was chosen to be $0.94 \cdot 2 \pi / a$ ). The curve 2 corresponds to the introduction of cylindrical sections with radius of curvature $R$ equal to $k_{F}$. Finally, the curves 3 and 4 correspond to the addition of cylindrical segments with even larger radii (the sections of the Fermi surface in the [110] direction become increasingly flatter). It is evident that for a sufficiently large radius $R$ a step appears in the curve $\chi(\mathbf{q})$, just as in Fig. 1.

The form which we have obtained for $\chi(\mathbf{q})$, is substantially different from the form presented in [14]: the Kohn singularity appears not in the form of a sharp peak but rather only as a step. This difference in the results is explained by the low accuracy of the calculations performed in [14]. An investigation of the convergence of $\chi(\mathbf{q})$ as a function of the number of reference points in the irreducible part of the Brillouin zone leads to this conclusion. It turned out that for a small number of reference points $(\sim 490)$ the susceptibility possesses a peak whose character is close to that of the peak presented in [14]. As the number of reference points increases, the peak gradually transforms into the step described above (the step remains practically unchanged when the number of points is increased to 1053).

We shall now determine the long period of hypothetical long-period superstructures, which would appear in the metals under consideration when a gap opens in the
cylindrical sections of the Fermi surface. Using the formula $N=\pi /|\Delta \mathbf{k}|$, we obtain the values 6.25 and 6.67 , respectively, for copper and gold (in units of the lattice parameter $a$ ). These values will be used below to estimate the quantity $N(\eta=0)$ in the alloys $\mathrm{Cu}-\mathrm{Au}$.

For clarity in the exposition below, it is important to verify that the character of the features in $\chi(\mathbf{q})$ and the values of $N$ found in pure metal remain the same as before, if their crystal structure is treated not as fcc but rather as $L 1_{2}$ (four atoms per cell). On switching from an fcc lattice to the $L 1_{2}$ phase the Brillouin zone transforms in a manner so that the $X-W$ direction transforms into the $\Gamma-X$ direction, and the flat sections of the Fermi surface along [110] are close to the points $M$. Comparing the curves $\chi(\mathbf{q})$ for copper along the directions $X-W$ and $\Gamma-X$ (Figs. 1, 4a), we verify that they both possess the same stepped form. The distances from the initial points $(\Gamma, X)$ to the kinks in the curves are identical (they are equal to $0.08(2 \pi / a)$ ). Whereas previously the kink was determined by 6-6 transitions (the diameter of the Fermi surface in the sixth band), now they are determined by all possible transitions with the participation of the 23rd and 24th bands: these are the bands into which the sixth band transforms on switching to a new representation of the structure.

## 4. GEOMETRY OF THE FERMI SURFACE AND BEHAVIOR OF $\chi(\mathbf{q})$ IN ORDERED ALLOYS. THE FUNCTION $N(\eta)$

Figure 4 shows the curves $\chi(\mathbf{q})$, calculated for the alloys $\mathrm{Cu}_{3} \mathrm{Au}, \mathrm{CuAu}$ and $\mathrm{Au}_{3} \mathrm{Cu}$ in the direction $\Gamma-X$ on its initial section. On the whole, they are similar to the corresponding curve for Cu (Fig. 4a), but they differ from it by the absence of an initial horizontal plateau and the appearance of additional kinks (in the case of CuAu and $\mathrm{Au}_{3} \mathrm{Cu}$ ). The kinks are much less pronounced than in pure metals.

To understand these results we shall examine how the spectrum $\varepsilon_{\lambda}(\mathbf{k})$ transforms on switching from an fcc lattice to the structures $L 1_{2}$ and $L 1_{0}$. It is evident from Fig. 5 that in pure copper (and disordered alloys) the electronic term is four-fold degenerate at the point $M$. Such a high degree of degeneracy is due, of course, to the artificial representation of the electronic spectrum of the fcc metal in the Brillouin zone of the structure $L 1_{2}$. In true superstructures $L 1_{2}$, the term under study splits, as should happen, into a doubly degenerate level $M_{5}^{\prime}$ and singlet levels $M_{1}$ and $M_{3}$. Significantly, the relative arrangement of the split levels can be arbitrary. This is easy to show, using the four-wave approximation of the pseudopotential method [27]. In this approximation the values of the terms $M_{5}^{\prime}, M_{1}$, and $M_{3}$ can be found explicitly; they are equal to $T-\Delta v_{110}, T+\Delta v_{110}+$ $2 \Delta v_{100}$, and $T+\Delta v_{110}-2 \Delta v_{100}$, respectively, where $T$ is the kinetic energy in the "empty" lattice, and $\Delta v_{110}$ and $\Delta v_{100}$ are the differences of the pseudopotentials of the


Fig. 4. Electronic polarizability $\chi(\mathbf{q})$ [electrons/(Ry • cell)] and its partial contributions to (a) $\mathrm{Cu}_{3} \mathrm{Au}$, (b) CuAu , and (c) $\mathrm{Au}_{3} \mathrm{Cu}$ in the direction $\Gamma-X(\langle 100\rangle)$. The dashed curve in Fig. 4a corresponds to pure copper.


Fig. 5. Electron-energy spectrum $\varepsilon_{\lambda}(\mathbf{k})$ near the points $M$ and $R$ in $\mathrm{Cu}, \mathrm{Au}_{3} \mathrm{Cu}, \mathrm{CuAu}$, and $\mathrm{Cu}_{3} \mathrm{Au}$.


Fig. 6. Fragments of sections of the Fermi surface in (a, b) $\mathrm{Au}_{3} \mathrm{Cu}$ and $(\mathrm{c}, \mathrm{d}) \mathrm{CuAu}$ in the planes $z=0(\mathrm{a}, \mathrm{c}$-on an enlarged scale) and $x=0.5 \cdot 2 \pi / a(\mathrm{~b}, \mathrm{~d})$.
components at the superstructural sites of the reciprocal lattice $(2 \pi / a)[110]$ and $(2 \pi / a)$ [100]. Since the signs and absolute values of the form factors $\Delta v_{110}$ and $\Delta V_{100}$ can be arbitrary, the relative arrangement of the levels is not completely determined. For example, the level $M_{5}^{\prime}$ in $\mathrm{Au}_{3} \mathrm{Cu}$ lies above the other two levels, while in $\mathrm{Cu}_{3} \mathrm{Au}$ it lies below them.

On switching from an fcc lattice to the superstructure $L 1_{0}$ (with four atoms per unit cell), the flat sections of the Fermi surface are close to the points $M$ and $R$ of the new (tetragonal) Brillouin zone. The dispersion curves $\varepsilon_{\lambda}(\mathbf{k}) \approx \varepsilon_{F}$ near these points are presented in Fig. 5. It is evident from the figure that at each point the initial four-fold degenerate term (characteristic for an fcc solution) splits in a manner so that two doubly degenerate levels arise. Here, at the point $M$, in contrast to the case of the superstructure $L 1_{2}$, the levels $M_{1}$ and $M_{3}$ are "stuck to one another": now the matrix elements $\Delta v_{010}$ and $\Delta v_{100}$ (but not $\Delta v_{001}!$ ) are zero, and the terms mentioned above $M_{5}^{\prime}, M_{1}$, and $M_{3}$ acquire the values $T-\Delta v_{110}, T+\Delta v_{110}$, and $T+\Delta v_{110}$, respectively.

In the alloy $\mathrm{Cu}_{3} \mathrm{Au}$, near the point $M$, there exists only one electronic section of the Fermi surface, corresponding to the 23 rd band. The kink in the polarizability at $\mathbf{q}=\mathbf{Q}=0.06(2 \pi / a)[100]$ (it corresponds to the
half-period $N=8.3$ ) is associated with the diameter of this section or 23-23 transitions. In $\mathrm{Au}_{3} \mathrm{Cu}$, in contrast to $\mathrm{Cu}_{3} \mathrm{Au}$, two electronic sections (23rd and 24th bands) are realized near the point $M$, so that the total electronic polarizability of this alloy is determined by transitions occurring with the participation of these two bands. Only the interband transitions 23-24 and 24-23 are responsible for the kink in the function $\chi(\mathbf{q})$ at $\mathbf{q}=$ $\mathbf{Q}_{1}=0.065(2 \pi / a)[100]\left(N_{1}=7.7\right)$ (Fig. 4c). The kink is also seen in the partial contribution of 24-24 with a very small vector $\mathbf{Q}_{2}=0.0275(2 \pi / a)[100]$ (see inset in Fig. 4c): this feature, which is essentially not manifested in the total electronic polarizability, will be discussed below.

In CuAu one kink in the curve $\chi(\mathbf{q})$ at $\mathbf{q}=\mathbf{Q}_{1}=$ $0.105(2 \pi / a)[100]$ is due to an interband nesting (transitions 23-24 and 24-23) near the point $M$ (Figs. 6c, 6d); it corresponds to the long-period superstructure with $N_{1}=4.8$. The second kink at $\mathbf{q}=\mathbf{Q}_{2}=0.065(2 \pi / a)[100]$ is due to the intraband transitions 23-23 near the points $M$ and $R$; it corresponds to a superstructure with average half-period $N_{2}=7.7$. Thus, for an alloy with the equivalent composition the calculations predict two different possible values of $N: 4.8$ and 7.7. Only the first of these two possibilities is realized: the experimental values of $N$ in this alloy are close to $5[1,4,11-13]$. In this connection, in what follows, to construct the qualitative dependences $N(\eta)$ in CuAu we shall proceed from the fact that $N(\eta=1)=4.8$.

Enough data has now be obtained to judge the dependence of the antiphase domain $N$ on the degree of long-range order $\eta$. In completely ordered alloys ( $\eta=1$ ) we have $N=8.3\left(\mathrm{Cu}_{3} \mathrm{Au}\right), N=4.8(\mathrm{CuAu})$, and $N=7.7$ $\left(\mathrm{Au}_{3} \mathrm{Cu}\right)$. In disordered alloys $(\eta=0)$ the quantity $N$ can be easily estimated on the basis of the values found above for pure $\mathrm{Cu}(6.25)$ and Au (6.67) and using Vegard's law. Having the "reference points" $N(\eta=1)$ and $N(\eta=0)$ and assuming the functions $N(\eta)$ to be linear, we shall construct the latter for each alloy. It is evident from Fig. 7 that the theoretical curves $N(\eta)$ agree well with the experimental curves, not only qualitatively but also quantitatively. It is interesting that the theory in the case of CuAu predicts the "anomalous" behavior of $N(\eta)$-a decrease of the size $N$ of the antiphase domain with increasing $\eta$. Unfortunately, we know of no experimental measurements of the function $N(\eta)$ in this alloy.

## 5. NATURE OF THE TWO-DIMENSIONAL LONG-PERIOD SUPERSTRUCTURE IN THE ALLOY $\mathrm{Au}_{3} \mathrm{Cu}$

In this alloy, as we have already mentioned, twodimensional long-period superstructures with substantially different periods $2 N_{1}$ and $2 N_{2}$ along two mutually orthogonal directions ( $N_{1}=7.2$ and $N_{2}=17-19$ [4]) are realized. In the discussion above we associated one of the periods with the feature in the susceptibility at $\mathbf{q}=\mathbf{Q}_{1}=$ $0.065(2 \pi / a)[100]$. The superperiod $N_{1}=\pi /\left|\mathbf{Q}_{1}\right| \simeq 7.7$ cor-
responding to this feature correlates well with the experimental value $N_{1}=7.2$ [4]. The second period must be associated with the feature of the partial contribution of 24-24 at $\mathbf{q}=\mathbf{Q}_{2}=0.0275(2 \pi / a)$ [100]: $N_{2} \sim$ $\pi /\left|\mathbf{Q}_{2}\right|=18$, which agrees very well with the second observed value $N_{2}=17-19$ [4]. We shall verify that the vectors $\mathbf{Q}_{1}$ and $\mathbf{Q}_{2}$ do indeed separate sections of the Fermi surface which have the same shape, i.e., they correspond to the positions of Kohn anomalies.

In $\mathrm{Au}_{3} \mathrm{Cu}$, as we have underscored (Figs. 6a, 6b), two electronic sections of the Fermi surface (23rd and 24th bands), genetically related with the splitting of the level $M$ at a transition in the $\mathbf{k}$ point of the general position, arise near the point $M_{5}^{\prime}$. In the section $z=0$ (Fig. 6a) they have the shape of a cross and a circle of very small radius, respectively, and in the section $x=0.5$ they have the shape of thin rectilinear strips, strongly elongated along the line $M-R$ and centered on it (Fig. 6b); the latter fact is partially due to the circumstance that the level $M_{5}^{\prime}$ does not split on the line $M-R$ itself. On the whole, the electronic section of the 24th band is a thin cylindrical rod, which coincides with itself under a translation by a small vector $\mathbf{Q}_{2}=0.0275(2 \pi / a)$ [100] (Figs. 6a, 6 b). This is why the electronic polarization (due only to 24-24 transitions) at the point $\mathbf{Q}_{2}$ undergoes a characteristic kink (see inset in Fig. 4c). The rod under study also fits well with the electronic section of the 23rd band when the rod is transported by the vector $\mathbf{Q}_{1}=$ $0.065(2 \pi / a)$ [100]; this gives rise to a kink, studied above, in the dependence $\chi(\mathbf{q})$ at this wave vector.

The following simple mechanism leading to the formation of two-dimensional long-period superstructures follows from what we have said above. Each of the two systems of coinciding sections of the Fermi surface induces the formation of its superperiod along one of two mutually orthogonal directions. If, for example, the coinciding sections, separated by the vector $\mathbf{Q}_{1}$, induce a period along [100], then the sections corresponding to the vector $\mathbf{Q}_{2}$ induce a period along the orthogonal direction ([010] or [001]).

As shown in our recent work [30], these same arguments explain the formation of two-dimensional longperiod superstructures in the alloy $\mathrm{Cu}_{3} \mathrm{Pd}$ also.

## 6. DISCUSSION

As one can see from the preceding sections, "short" ordering results in splitting and deformations of the electronic states that determine nesting on the Fermi surface (and, therefore, the stability of the long-period superstructures). Significantly, such "renormalization" of the spectrum $\varepsilon_{\lambda}(\mathbf{k})$ is of a different character for the compositions $\mathrm{Cu}_{3} \mathrm{Au}, \mathrm{CuAu}$, and $\mathrm{Au}_{3} \mathrm{Cu}$; this gives rise to the specific nature of the superstructures in each of these alloys.


Fig. 7. Size $N$ of an antiphase domain as a function of the degree $\eta$ of long-range order in the alloys $\mathrm{Cu}-\mathrm{Au}$ : theory (solid lines) and experiment [4] (dashed lines).

In the ordered alloy $\mathrm{Cu}_{3} \mathrm{Au}$, just as in a disordered state, only a single pair of coinciding sections, separated by the nesting vector $\mathbf{Q} \|[100]$, arises. A different situation occurs in the alloys CuAu and $\mathrm{Au}_{3} \mathrm{Cu}$, where two pairs of such sections, corresponding to the vectors $\mathbf{Q}_{1}$ and $\mathbf{Q}_{2}$, are realized in this direction. In $\mathrm{Au}_{3} \mathrm{Cu}$, the latter circumstance leads to a very nontrivial result: the formation of a two-dimensional long-period superstructure with substantially different periods $N_{1}$ and $N_{2}$ along perpendicular directions. It is interesting that in the experiments a two-dimensional superstructure is formed only with very prolonged annealing, which puts the system into complete thermodynamic equilibrium [4]. In the absence of complete equilibrium in $\mathrm{Au}_{3} \mathrm{Cu}$, just as in alloys with other compositions, a one-dimensional long-period superstructure arises.

In this case, only one of two pairs of coinciding sections, corresponding to a long period $N_{2}$, is "actuated" in $\mathrm{Au}_{3} \mathrm{Cu}$. Conversely, in CuAu only a pair corresponding to the smaller period $N_{1}$ is realized. This explains why the periods of the superstructures in these two alloys are substantially different. Hence there also follows the conclusion that in these alloys the dependence $N(\eta)$ should be inverse: the quantity $N$ should increase with $\eta$ in $\mathrm{Au}_{3} \mathrm{Cu}$ and decrease in CuAu . Indeed, to the extent of the ordering, the splitting of the electronic spectrum at the point $M$ of the Brillouin zone increases and the value of $N(\eta)$ should deviate increasingly from the initial value $N(\eta=0)$ (Fig. 7).

The different character of the splitting of $\varepsilon_{\lambda}(\mathbf{k})$ near the point $M$ on switching from one alloy to another also explains the quite strong dependence of the half-period $N$ on the composition $x$. Let us assume that as the composition varies continuously, we move from the alloy CuAu to $\mathrm{Au}_{3} \mathrm{Cu}$. Then a transition should occur from
the "branch" with the shorter half-period $\left(N_{1}\right)$ in CuAu to the "branch" with the long half-period $\left(N_{2}\right)$ in $\mathrm{Au}_{3} \mathrm{Cu}$. It is obvious that such "boundary conditions" will give not only a strong dependence of $N$ on $x$, but also, possibly, a nonlinear dependence.

On account of the splitting examined above and the deformation of the "critical" electronic states, the "quality" of nesting decreases when we switch from pure metals (disordered alloys) to the superstructures $L 1_{2}$. It is evident from Figs. 1 and 4 a that in pure metals and gold the polarizability has a more pronounced feature (step) than in ordered alloys. Hence follows the following unexpected conclusion: at a definite stage short-period ordering can begin to destabilize the long-period superstructure. This circumstance is fundamental for explaining why in the alloys studied long-period superstructures exist only in a small temperature range, becoming energetically unfavorable compared with ordinary superstructures $\left(L 1_{2}\right.$ and $\left.L 1_{0}\right)$ at sufficiently low temperatures.

The behavior of the electronic polarizability in pure metals, Cu and Au (and disordered solutions $\mathrm{Cu}-\mathrm{Au}$ ), near the point $X$ is different from that in the calculations in [14]: a step with an extended horizontal plateau arises instead of a peak. This means, essentially, that the appearance of the long-period superstructures cannot be explained on the basis of an analysis of the potential $V(\mathbf{q})$ or the Fourier transform of the pair potential $V_{A A}(\mathbf{r})+V_{B B}(\mathbf{r})-2 V_{A B}(\mathbf{r})$, calculated in sec-ond-order perturbation theory with respect to the electronion interaction. Indeed, such an explanation presupposes [14] that the minimum of the potential $V(\mathbf{q})$, proportional to the polarizability, shifts from the Lifshits point $\mathbf{k}_{s}$ precisely as a result of the peak in the dependence $\chi(\mathbf{q})$. In reality, however, there are no such peaks on the curve $\chi(\mathbf{q})$, and the reasons for the appearance of long-period superstructures must be sought outside the perturbation theory and pair interatomic interaction approximation.

This result agrees with the results of [17, 18], where a simple, exactly solvable model (Kronig-Penney type) was solved. It was shown there that stabilization of the long-period superstructures is possible not only in systems with flat or cylindrical sections of the Fermi surface but also with ellipsoidal sections, leading to a relatively weak (logarithmic) singularity in $\chi(\mathbf{q})$. Of course, flat, nearly cylidnrical, sections of the Fermi surface also promote the appearance of long-period superstructures in the alloys studied.

The cylindrical sections of the Fermi surface lead only to a square-root singularity in the dependence $\chi(\mathbf{q}) \propto$ $\pm \sqrt{\left|\mathbf{q}-2 \mathbf{k}_{F}\right|}$, and therefore they cannot be a source of strong Kohn anomalies in the phonon spectrum. This is actually observed. Inelastic neutron scattering experiments [31, 32] in disordered alloys based on copper $\mathrm{Cu}_{0.84} \mathrm{Al}_{0.16}$ and $\mathrm{Cu}_{0.715} \mathrm{Pd}_{0.285}$ did not show any appreciable Kohn anomalies. Even in pure copper at low
temperatures (i.e., under conditions when "alloy" and temperature broadening of the Fermi surface are absent) the Kohn anomalies at the phonon frequencies are very weak: only a change in slope and not a dip in the dispersion curves $\omega(\mathbf{k})$ is observed [28]. As far as strong "Kohn singularities" in diffuse scattering of x-rays, $I(\mathbf{q})$, by the disordered alloys $\mathrm{Cu}-\mathrm{Au}, \mathrm{Cu}-\mathrm{Al}, \mathrm{Cu}-\mathrm{Pd}$, and others [20,33] are concerned, here, as Krivoglaz underscores in [20], a unique mechanism that intensifies the effect is realized. This mechanism consists of the following. In these alloys, an extremely nonuniform shortrange order characterized by the presence of local regions (microdomains) $10-20 \AA$ in size is formed. These sizes are close to the periods $N=\pi /|\Delta \mathbf{k}|$ of the future long-period superstructures and therefore they give rise to peaks in the intensity $I(\mathbf{q})$ on the surfaces of the reciprocal space, where $\mathbf{q}$ or $\mathbf{q}+\mathbf{G}$ coincide with the diameter $2 \mathbf{k}_{F}$ in the [110] direction. The intensity $I(\mathbf{q})$ is especially high at the points of intersection of these surfaces, and this is what explains the appearance of the "cross" consisting of four Kohn spots near positions of the type $2 \pi / a[110]$ (see $[20,33]$ ).

In conclusion, we shall discuss the question of the place of long-period structures among other quasicrystalline substances. Having an incommensurate period, the superstructures studied above are undoubtedly similar in some respects to ordinary incommensurate crystals (systems with charge-density waves, helicoidal magnetic structures, and so on). Thus, as the concentration varies, they can undergo a transition into commensurate long-period superstructures, whose average period can be expressed as a rational fraction $m / n$ ( $m$ and $n$ are integers). For example, in the system $\mathrm{Cu}-\mathrm{Pd}$ such a lock-in transition occurs as the Pd concentration increases (at the point 21.3 at $\% \mathrm{Pd}$ ) [5]. As the composition varies above this point, the values of $m / n$ start to vary in a discrete manner [5]: a "devil's staircase" of commensurate transitions arises.

Despite their well-known similarity to ordinary incommensurate crystals [34-36], long-period superstructures still fit poorly within the standard picture of the behavior of incommensurate systems. In the first case, as we have already mentioned, they form as a result of sharp first-order transitions, immediately acquiring a domain (soliton) character and bypassing the initial stage, corresponding to their modulation by a single plane wave. As temperature decreases, the density of the domain walls changes very little; usually it increases slightly. On further cooling, long-period superstructures undergo a sharp first-order transition into Lifshits superstructures $L 1_{0}$ or $L 1_{2}[4,7]$. In ordinary incommensurate structures, however, as is well known [34, 35], a soliton lattice evolves differently: the density of solitons decreases rapidly with temperature and vanishes at point of the lock-in transition (a second-order or nearly secondorder transition).

The fundamental difference between long-period superstructures and ordinary incommensurate systems
is that the average size $2 N$ of domains in them cannot assume arbitrary values, but rather it is fixed by the diameters $2 \mathbf{k}_{F}$ of the initial Fermi surface. But this relates them to quasicrystals, whose stability is based essentially on the same factors: the "interaction" of the Fermi surface with Bragg planes [37]. As is well known [38], quasicrystals can be represented as a quasiperiodic packing of two (or more) unit cells with different shapes. This packing is organized in a manner so that the Fermi surface is in contact with a Brillouin pseudozone, due to icosahedral symmetry of the quasicrystal [37]. It is easy to see that domains of different length in longperiod superstructures and different unit cells in quasicrystals essentially play the same role: by their specific alternation they give the quasiperiod $N \sim \pi /\left|2 \mathbf{k}_{F}\right|$ required to lower the electronic energy. Thus, the long-period superstructures studied here have a unique place among quasicrystalline substances: they fall between incommensurate systems and quasicrystals.
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#### Abstract

The critical dynamics of models of the real antiferromagnet $\mathrm{Cr}_{2} \mathrm{O}_{3}$ is investigated by the Monte Carlo method. The relaxation times of systems with $N=256,500,864,2048$, and 2916 spins are determined using the autocorrelation functions formalism. The values of the dynamic critical index $z$ are calculated based on them. © 2000 MAIK "Nauka/Interperiodica".


The investigation of the dynamic critical properties of spin systems is one of the important problems of statistical physics. In the last few years, substantial progress has been made in investigations and the understanding of static critical phenomena, whereas the study of the critical dynamics by conventional methods encounters great difficulties [1-4]. As a result, the critical dynamics is at the present time being investigated intensively by the methods of computational physics, specifically, Monte Carlo methods [5-10]. In the last few years, careful investigations of the critical dynamics of the Ising model [5] and the classical Heisenberg model [6] have been performed on a simple cubic lattice with calculation of the dynamical critical exponent $z$. The values obtained for the dynamic critical exponent $z$ are close to 2 for both the Ising and Heisenberg models. For the Ising model this value agrees with the theoretically predicted values [1], but this cannot be said of the Heisenberg model, since for isotropic ferromagnets ( $J$ model [1]) the theory predicts the value $z=(d+2-\eta) / 2 \approx 2.5(d$ is the dimension of the space, $\eta$ is Fisher's exponent).

On this level, there is great interest in the investigation of the critical dynamics of antiferromagnets and the degree to which it is influenced by weak relativistic interactions (anisotropy) that perturb the initial behavior.

In the present work we have made the first investigation of the critical dynamics of models of a real Heisenberg antiferromagnet $\mathrm{Cr}_{2} \mathrm{O}_{3}$ with complicated rhombohedral structure. The Hamiltonian of $\mathrm{Cr}_{2} \mathrm{O}_{3}$ can be represented in the form [11-13]

$$
\begin{gather*}
H=-\frac{1}{2} \sum_{i, j} J_{1}\left(\mu_{i} \mu_{j}\right)-\frac{1}{2} \sum_{k, l} J_{2}\left(\mu_{k} \mu_{l}\right)-D_{0} \sum_{i}\left(\mu_{i}^{z}\right)^{2},  \tag{1}\\
\left|\mu_{i}\right|=1,
\end{gather*}
$$

where, according to the experimental data of [11], $J_{1}$ and $J_{2}$ are the parameters of the interaction of each spin with one nearest neighbor and three nearest neighbors,
respectively $\left(J_{2}=0.45 J_{1}, J_{1}<0, J_{2}<0\right)$. The various relativistic interactions were fixed by the effective singleion anisotropy $D_{0}>0$.

From our standpoint the following ratios between the anisotropy $D_{0}$ and exchange $J_{1}$ need to be considered:

$$
\text { I. } D_{0} /\left|J_{1}\right|=2.5 \times 10^{-4},
$$

corresponding to real $\mathrm{Cr}_{2} \mathrm{O}_{3}$ samples, and

$$
\text { II. } D_{0} /\left|J_{1}\right|=2.5 \times 10^{-2} \text {, }
$$

characteristic for small magnetic systems with uniaxial anisotropy and dimensions of several tens of angstroms [14].

We call the first case model I and the second case II. All crystallographic, exchange, and other data employed for model I correspond to real $\mathrm{Cr}_{2} \mathrm{O}_{3}$ samples. In model II, a value characteristic for small magnetic systems (particles) is used for the anisotropy constant $D_{0}$, since, despite the presence of periodic boundary conditions, the systems modeled by the Monte Carlo method have finite linear dimensions ( $L \ll \infty, L \propto N^{1 / 3}$ ), and as a result certain properties characteristic for small systems could be manifested.

The calculations were performed by the Monte Carlo method using the standard Metropolis algorithm, for which systems with periodic boundary conditions and $N=256,500,864,2048$, and 2916 spins, located and interacting in a strict correspondence with the crystallographic and exchange characteristics of real $\mathrm{Cr}_{2} \mathrm{O}_{3}$ crystals, were formed.

According to the dynamic finite-dimensional scaling $[6,15]$, the relaxation time $\tau$ in the critical region scales as

$$
\begin{equation*}
\tau(\xi, L, t)=L^{z} f\left(\xi / L, t / L^{z}\right), \tag{2}
\end{equation*}
$$

where $\xi$ is the correlation length, and $f(x, g)$ is the scaling function. At the critical point the characteristic correlation length is determined by the dimensions $L$ of the


Fig. 1. Time dependences of the autocorrelation functions $F$ for systems with different numbers of spins $N$ (model II): $N=(1) 256$; (2) 500; (3) 864 ; (4) 1372; (5) 2048; (6) 2916. The time $t$ is measured in Monte Carlo steps and is normalized per spin.
system, and therefore the relaxation time is determined as

$$
\begin{equation*}
\tau \propto L^{z} \tag{3}
\end{equation*}
$$

for asymptotically large $L$. To determine $z$ it is necessary to find the relaxation times of the system with different values of $L$. For this, we employed the apparatus of autocorrelation functions. The autocorrelation functions

$$
\begin{equation*}
F(t)=\frac{\langle\mathbf{M}(0) \mathbf{M}(t)\rangle-\langle\mathbf{M}(0)\rangle\langle\mathbf{M}(0)\rangle}{\langle\mathbf{M}(0) \mathbf{M}(0)\rangle-\langle\mathbf{M}(0)\rangle\langle\mathbf{M}(0)\rangle} \tag{4}
\end{equation*}
$$

where $\mathbf{M}(t)$ is the value of the order parameter at the time $t$, were calculated for the order parameter of the antiferromagnetism vector. The autocorrelation functions for each system were followed until the value of $F(t)$ decreased to 0.1 . The values obtained for $F(t)$ were approximated by the exponential function $F(t)=$ $A \exp (-t / \tau)$, from which the relaxation times $\tau$ were determined by a nonlinear leastsquares method.

After the equilibrium state was reached, a sequence of configurations, where one configuration was separated from another by a time greater than $\tau$ for each system, was generated in order to perform the averaging in the expression (4). Thus, manner, successive configura-
tions were independent. For all systems, $n=30000$ averages were made for each system with a necessary minimum of 22000 . After the system reached equilibrium, an additional section of a Markov chain of length $5 \tau$ was cut off. A series of checking experiments with all control numbers increased by a factor of 2 was also performed. A substantial improvement in the results was not observed. Binder's cumulant method was used to determine the critical temperatures of the systems studied [16].

Figure 1 shows the characteristic dependences of the autocorrelation functions $F(t)$ for systems with different numbers of spins for model II. Similar dependences were also studied for model I. Using the values of $\tau$ determined using the scheme indicated above, dou-ble-logarithmic dependences of the relaxation times $\tau$ on the linear dimensions $L$ were constructed. Figure 2 illustrates such a dependence for model I. In this figure the slope angle of the straight line determines the value of the index $z$. The values obtained in this manner for the dynamic critical index $z$ are $z=2.54 \pm 0.08$ for model I and $z=2.33 \pm 0.08$ for model II. We note that the value $z=2.54 \pm 0.08$ disagrees with the theoretical estimates for isotropic ( $z=d / 2, G$-model [1]) and anisotropic ( $z \approx 2.0$ [4]) antiferromagnets, but agrees well


Fig. 2. Relaxation time $\tau$ [Monte Carlo step/spin] versus the linear size of the system $L$ (model I, $z=2.54 \pm 0.08$ ).
with the values predicted for isotropic ferromagnets ( $z \approx 2.5, J$-model [1]). Similarly, the quantity $z=2.33 \pm$ 0.08 obtained for model II also differs substantially from the theoretical estimates for antiferromagnets and falls between the values predicted for isotropic ferromagnets $(z \approx 2.5[1])$ and anisotropic magnets $(z \approx 2$, $A$-model [1]). It is obvious that such a change in $z$ from model I to model II is due to a substantial intensification of the term describing the single-ion anisotropy.
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#### Abstract

The effect of a phase transition between structures in a large cluster with a pair interatomic interaction on the thermodynamic parameters of the cluster is analyzed. The statistical parameters of a cluster consisting of 923 atoms are determined for an icosahedron and a face-centered cubic (fcc) structure. The specific heat and entropy of this cluster are calculated in the case when the transition between the icosahedron and fcc structures has the greatest effect on these parameters, so that at zero temperature this cluster has the structure of an icosahedron, and as the temperature increases to the melting point it assumes an fcc structure. Even with this, the contribution of the excitations of the atomic configurations to the thermodynamic parameters of a cluster is small compared with the excitation of vibrations in the cluster. The contribution of a configurational excitation in the thermodynamic parameters of a cluster becomes substantial for the liquid state of clusters. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

We are studying a phase transition between structures for a large cluster with a pair interatomic interaction, where the interaction between nearest neighbors, i.e., a short-range interaction, makes an appreciable contribution to the energy of the cluster. This transition influences the thermodynamic parameters of the cluster, specifically, its specific heat and entropy. Finding these parameters is the subject of the present paper. It would appear that the type of interaction under study, which pertains to systems of inert-gas atoms, is the simplest of the possible interactions. Nonetheless, it has its peculiarities. At zero temperature the macroscopic system of atoms under study forms a close-packed crystal lattice, where each inner atom has twelve nearest neighbors. The crystalline hexagonal and fcc lattices are close-packed structures. For a Lennard-Jones interatomic interaction potential a hexagonal lattice is more advantageous [1, 2], while all solid inert gases (except helium) have an fcc crystal lattice [2-4], though under special conditions the hexagonal structure of solid inert gases is observed in thin films [5-7]. Competition between these structures is possible in systems of coupled atoms with a pair interaction. Clusters, which are systems with a finite number of bound atoms, can also form an icosahedral structure [8], which is characterized by central symmetry and two types of distances between nearest neighbors, differing by $5 \%$. This structure is preferable for small clusters and competes with the fcc structure right up to sizes of the order of a thousand atoms in a cluster [9-14]. Thus, despite its simplicity, the character of the interaction under study permits systems of bound atoms to exist in various forms.

We note that a cluster with a pair interaction between the atoms is a convenient object for computer simulation, which has shown that melting of clusters is fundamentally different from the melting of macroscopic systems of bound atoms [15-23]. In the first place, in a macroscopic system a phase transition between a solid and a liquid occurs at a certain temperature, while for a cluster there exists a temperature range where the solid and liquid phases coexist. In the second place, computer simulation of melting of clusters with closed shells makes it possible to identify several phase transitions corresponding to melting of individual shells [22,23]. Thus, a cluster is a more complicated system than a macroscopic system of atoms, and the features indicated above must be taken into account when analyzing the properties of a cluster.

Evidently, a phase transition influences the thermodynamic properties of a cluster. This is investigated in the present paper. The greatest effect is observed when a cluster possesses one structure at zero temperature, while heating changes the structure, i.e., different structures correspond to zero and nonzero temperatures of a cluster. In what follows, we shall examine such a case for a cluster containing 923 atoms, so that the icosahedral structure of this cluster is characterized by closed shells, while the fcc structure is characterized by open shells. Let the ground state of this cluster correspond to the structure of an icosahedron and the excitation energy of the fcc structure be relatively small. The energy gap between the structures can be controlled by varying the parameter in the interatomic interaction potential, specifically, the Morse parameter for a Morse potential [24, 25]. The ground state for an fcc structure of a cluster is characterized by a large statistical weight, since the last shell of a cluster is unfilled. For this rea-
son, if the energy gap between the structures is small, heating the cluster makes the fcc structure thermodynamically favorable, i.e., heating changes the structure of the cluster. This affects the thermodynamic parameters of a cluster, and in what follows we shall calculate the specific heat and entropy of a solid cluster as a function of the temperature and energy gap between the icosahedral and fcc structures. These quantities correspond to a configurational excitation of a cluster. The role of transitions between structures in the thermodynamics of a cluster can be determined by comparing the values of these quantities with the corresponding values due to vibrational excitation of a cluster. This is the aim of the present paper.

## 2. STATISTICAL PARAMETERS OF AN EXCITED SOLID CLUSTER

To determine the statistical and thermodynamic parameters of a solid cluster consisting of atoms with a pair interaction, we shall divide the energy of a cluster into three parts [26]: the first part is determined by the interaction between nearest neighbors, the second part is determined by the interaction between atoms which are not nearest neighbors, and the third part refers to the stress energy. We shall consider the case where the interaction between the nearest neighbors makes an appreciable or the main contribution to the energy of a cluster. This is a common case, specifically, the popular Lennard-Jones interaction potential pertains to this case. Under these conditions, to a first approximation, we construct a cluster on the basis of a short-range interaction of atoms, so that the state of the cluster is characterized by the number of bonds between nearest neighbors. In the second approximation we include in the analysis the interaction of nonnearest neighbors and the stress energy in a cluster, which is related with the displacement of the equilibrium distances between nearest neighbors as a result of a long-range interaction. This scheme is convenient for analyzing the competition between fcc and icosahedral structures [24, 25]. In this scheme, the long-range interaction of atoms is important for the competition between structures, since the number of bonds between the nearest neighbors for these structures is close. Conversely, the long-range interaction is not important for the excitation of a cluster. Indeed, the excitations considered are related with a change in the positions of one or several atoms, so that the long-range interaction in a cluster changes little with such transitions, and the excitation can be characterized by the change in the number of bonds between the nearest neighbors.

Thus, in the present scheme the excitation of a cluster is characterized by the number of broken bonds between the nearest neighbors, i.e., the excitation energy, measured from the energy of the ground state of a cluster with a given structure, is expressed in units of the energy required to break one bond and is an integer. The statistical weight $g_{i}$ of the excited state of a cluster
with a given structure is equal to the number of configurations of atoms in the cluster that correspond to the number $i$ of broken bonds with respect to the ground state of this structure. As one can see, in this case we assume that the vibrational and configurational excitations separate, since the configurational excitation is relatively weak.

We shall determine the statistical parameters of our cluster with an icosahedral structure. A cluster consisting of 923 atoms possesses filled shells. It is characterized by 2172 bonds between nearest neighbors, belonging to neighboring layers, and 2730 bonds between nearest neighbors in the same layer [15]. This cluster has 561 inner atoms, and the surface layer of this cluster includes 12 vertex atoms, 150 edge atoms, and 200 atoms inside surface triangles. Each vertex atom possesses six nearest neighbors, each edge atom possesses seven nearest neighbors, and each atom on the inner surface of a cluster possesses nine nearest neighbors. If a new atom is placed on the surface of this cluster in a cavity between the surface atoms, the atom will have three nearest neighbors. There are 720 such positions, which is equal to the number of triangles that can be formed from the surface atoms.

The excitation of the configurations of atoms in a cluster corresponds to transferring surface atoms into the centers of the surface triangles. In what follows, transitions with the participation of a small number of atoms, which determine the thermodynamic parameters of a cluster at low temperatures, will be considered. The minimum excitation energy of our cluster with an icosahedral structure is $\Delta \varepsilon=3$ and corresponds to transferring a vertex atom to the surface of the cluster. The statistical weight for such an excitation is $g_{3}=12 \times 715=$ 8580 and is much greater than the statistical weight for the ground state $g_{0}=1$. We shall take account of the fact that five positions on the surface of a cluster lie next to the vertex atom undergoing a transition, and in what follows we shall neglect this compared with the total number of surface cavities. Further, the excitation energy $\Delta \varepsilon=4$ of a cluster corresponds to a transition of one edge atom, and $\Delta \varepsilon=6$ corresponds to the excitation of one surface atom or two vertex atoms. We have

$$
\begin{gathered}
g_{4}=150 \times 720=1.08 \times 10^{5} \\
g_{6}=\frac{12 \times 11}{1 \times 2} \times \frac{720^{2}}{2}+200 \times 720=1.7 \times 10^{7}
\end{gathered}
$$

Thus, the partial statistical weight for the excitation of $v$ atoms from vertices, $e$ atoms from edges, and $s$ atoms from the surface is

$$
\begin{equation*}
g_{i}=C_{12}^{\vee} C_{150}^{e} C_{200}^{s} C_{720}^{k} \approx C_{12}^{\vee} \frac{150^{e}}{e!} \frac{200^{s}}{s!} \frac{720^{k}}{k!} \tag{1}
\end{equation*}
$$

where $k=v+e+s$ is the total number of excited atoms and the energy of this excitation is $\varepsilon_{i}=3 \mathrm{v}+4 e+6 s$. This formula is valid for a small number $k$ of excited
atoms. We shall neglect the following circumstances. First, the displaced atoms cannot occupy a vertex of a surface triangle in which one of the vertex atoms has been removed. Second, two displaced atoms cannot be placed at the center of neighboring triangles, since the distance between these centers is $a / \sqrt{3}$, where $a$ is the distance between the nearest neighbors. Third, we neglect the possible bonds between the displaced atoms, since the number of such atoms is relatively small. Thus, the expression (1) is valid for weak excitations and makes it possible to determine the statistical properties of a cluster at low temperatures. The statistical weights of the first few excitations of our cluster are presented in Table 1.

We note that if the excitation corresponds to a transition of several atoms, the excitation of edge atoms makes the main contribution to the statistical weight of the cluster. For example, the statistical weight for the excitation $\Delta \varepsilon=12$ is $g^{\prime}=3.5 \times 10^{13}$ for edge atoms, $g^{\prime \prime}=5.2 \times 10^{9}$ for surface atoms, and $g^{\prime \prime \prime}=5.5 \times 10^{12}$ for vertex atoms.

The method for analyzing clusters with a Morse interatomic interaction potential [24,25] makes it possible to determine the statistical weight of the lower states of a solid cluster consisting of 923 atoms and possessing an fcc structure. The optimal figure for a cluster with fcc structure is a regular truncated octahedron, whose surface includes eight hexagons and six squares [27]. We shall present the ground state of a cluster with an fcc structure consisting of 923 atoms. The basis for it is a cluster-octahedron with filled shells, which consists of 891 atoms and has 4620 bonds between nearest neighbors. Its surface consists of eight regular triangles, and each of the 12 edges contains 11 atoms (including vertex atoms). Cutting off six pyramids near each vertex, we obtain a truncated regular octahedron, containing 861 atoms with 4476 bonds between nearest neighbors [28]. Each of the removed pyramids contains five atoms and possesses edges consisting of two atoms. The surface of the cluster formed consists of eight irregular hexagons and six squares, containing nine atoms each. The long edge of the hexagon contains seven atoms (including vertex atoms). Using the standard designations [5], the squares have $\{100\}$ directions, and the hexagons have $\{111\}$ directions.

Growth of a given cluster occurs by filling of its faces with direction $\{111\}$. A new layer on one face contains 46 atoms and increases the number of bonds between the nearest neighbors by 252 . To construct a cluster consisting of $n=923$ atoms, we start with a cluster consisting of 926 atoms, which contains a new layer on one face, and the other face contains a regular hexagon consisting of 19 atoms. This configuration of the surface atoms is shown in Fig. 1. The addition of a hexagon consisting of 19 atoms increases the number of bonds between the nearest neighbors by 99 . Thus, an fcc cluster consisting of 926 atoms possesses in the ground state 4827 bonds between nearest neighbors. To

Table 1. Statistical weight of the excited states of a cluster with 923 atoms and an icosahedral structure

| $\varepsilon_{i}$ | $g_{i}$ | $\varepsilon_{i}$ | $g_{i}$ | $\varepsilon_{i}$ | $g_{i}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 6 | $1.7 \times 10^{7}$ | 10 | $3.9 \times 10^{9}$ |
| 3 | $8.6 \times 10^{3}$ | 7 | $9.3 \times 10^{8}$ | 11 | $8.4 \times 10^{12}$ |
| 4 | $1.1 \times 10^{5}$ | 8 | $5.2 \times 10^{9}$ | 12 | $4.0 \times 10^{13}$ |

find the statistical weight of this state, we note that the faces which we are considering can be filled in $7 \times 8=$ 56 ways. Further, a regular hexagon can be placed on the surface of a face in 10 different ways, which gives a statistical weight $g=560$ for the ground state of an fcc cluster containing 926 atoms.

To convert this cluster into a cluster consisting of 923 atoms, three atoms must be removed from it. This operation can be performed with both filled and partially filled faces. As a result, 17 bonds between nearest neighbors will be lost, i.e., 4810 bonds correspond to the ground state of an fcc cluster containing 923 atoms. The statistical weight of this cluster is equal to the product of the number of operations required to form a cluster consisting of 926 atoms by the number of operations to remove three atoms from it:

$$
\begin{equation*}
g_{0}=8 \times 7 \times(3 \times 10+3 \times 10+3 \times 13)=5544 \tag{2}
\end{equation*}
$$

The first term in parentheses corresponds to the removal of three atoms from the filled face, the second term corresponds to the removal of the top edge or two bottom side edges of a regular hexagon of the face being filled, and the third term describes the removal of the bottom edge or two top side edges of a regular hexagon. As one can see, the statistical weight of an fcc cluster is much greater than for an icosahedral cluster with filled shells.

We shall now formulate the general properties of the our cluster on the basis of our approach. The total number of bonds between nearest neighbors in the case of


Fig. 1. Filling of the $\{111\}$ faces of a cluster of an fcc structure, containing 926 atoms, in the ground state. The positions of the atoms on the filled layers are indicated by filled circles, and the positions of the atoms on the layers being filled are marked by open squares. The number of bonds between the nearest neighbors of a cluster is 4827 (for an icosahedral cluster with $n=926$ the number of bonds is 4914).

Table 2. Statistical weights for the lower states of an fcc cluster with 923 atoms

| $i$ | $g_{i} / g_{0}$ | $i$ | $g_{i} / g_{0}$ |
| :---: | :---: | :---: | :--- |
| 1 | 100 | 5 | $9.3 \times 10^{5}$ |
| 2 | 500 | 6 | $1.4 \times 10^{7}$ |
| 3 | 8000 | 9 | $5.6 \times 10^{10}$ |
| 4 | 1600 | 12 | $4.1 \times 10^{13}$ |

an fcc structure is 4810 , while for a cluster with icosahedral structure, where the distances between the nearest neighbors are suboptimal, it is 4902. As a result of the closeness of these quantities, the crossing of the energy levels for different structures is determined by the interaction of the non-nearest neighbors. Specifically, for a Morse interatomic interaction potential the energies of clusters for our structures are identical for the Morse parameter in the pair interaction potential $\alpha=7.1[24,25]$. Thus, the cluster energy is determined mainly by the interaction between the nearest neighbors, but the competition between the structures and the parameters of the crossing of the energy levels are sensitive to the form of the interatomic interaction potential [10-15]. Specifically, the greater the contribution of the interaction of non-nearest neighbors to the cluster energy is, the larger the clusters for which crossing of energies occurs for fcc and icosahedral structures. However, in analyzing the lower excited states of a cluster, the interaction of non-nearest neighbors can be neglected, as was done above.

The statistical weight of the bottom excited states of an fcc cluster containing 923 atoms can be found by the same method as for the ground state. This method becomes more complicated as the excitation increases (Table 2 contains the values of the statistical weights of a cluster for $\varepsilon_{i} \leq 6$ ). For subsequent excitation of a cluster, we obtain a statistical weight that is all the larger, the larger the number of atoms that move on its surface. Specifically, for $\varepsilon_{i}=9$ the transfer of three vertex atoms on its surface, where there are 552 free positions, so that the statistical weight of this excitation is

$$
g_{9} \sim C_{24}^{3} C_{552}^{3} g_{0} \sim 5.6 \times 10^{10} g_{0}
$$

makes the main contribution. Similarly, we find the statistical weight of the excitation when 12 bonds are broken. These results are included in Table 2, where the data make it possible to determine the thermodynamic parameters of fcc clusters up to temperatures $T=0.3-0.35$.

The partial partition function $Z_{i}$ for a given excitation energy $\varepsilon_{i}$ and statistical weight $g_{i}$ of this excitation and the total partition function $Z$ can be calculated on the basis of the parameters obtained:

$$
\begin{equation*}
Z_{i}=g_{i} \exp \left(-\frac{\varepsilon_{i}}{T}\right), \quad Z=\sum_{i} Z_{i} \tag{3}
\end{equation*}
$$

Here and below we express the temperature $T$ in energy units. Introducing the separate partition functions $Z_{i c o}$ and $Z_{f c c}$ for the icosahedral structure and the fcc structure, we have $Z=Z_{i c o}+Z_{f c c}$. Then the probability $\eta$ of an icosahedral structure being realized follows from the formula

$$
\begin{equation*}
\eta=\frac{Z_{i c o}}{Z_{i c o}+Z_{f c c}} \tag{4}
\end{equation*}
$$

We note that the partition function can be divided into configurational and vibrational parts. Since we are dealing with weak excitations, the vibrational part of the partition function does not depend on the excitation of configurations and can be separated from it. Correspondingly, we shall analyze below only the configurational part of the partition function. The specific heat $C$ and $S$ of a cluster which correspond to the configurational excitations are

$$
\begin{gather*}
C=\frac{\partial E_{e x c}}{\partial T}=\frac{\partial}{\partial T}\left(\frac{1}{Z} \sum_{i} \varepsilon_{i} Z_{i}\right)  \tag{5}\\
=\frac{1}{T^{2}}\left[\frac{1}{Z} \sum_{i} \varepsilon_{i}^{2} Z_{i}-\left(\frac{1}{Z} \sum_{i} \varepsilon_{i} Z_{i}\right)^{2}\right]=\frac{\overline{E^{2}}}{T^{2}}-\left(\frac{\bar{E}}{T}\right)^{2} \\
S=\ln Z+\frac{\bar{E}}{T}=\ln \sum_{i} Z_{i}+\frac{1}{T Z} \sum_{i} \varepsilon_{i} Z_{i} \tag{6}
\end{gather*}
$$

Here $E_{\text {exc }}$ is the configurational excitation energy of a cluster, and $\bar{E}$ and $\overline{E^{2}}$ are the average and mean-square values of the excitation energy of a cluster. At low pressures the difference between the specific heats of a cluster at constant pressure and volume is relatively small, so that we shall assume that they are the same and denote them by $C$. The energies $\varepsilon_{i}$ of the configurational excitation and temperature of a cluster can be expressed in reduced units, i.e., in terms of the energies required to break one bond.

## 3. STRUCTURAL TRANSITIONS AND THERMODYNAMIC PARAMETERS OF A SOLID CLUSTER

We shall use the general formulas presented above to determine the thermodynamic parameters of our cluster. The ground state of the cluster possesses an icosahedral structure and is separated from the ground state of the fcc structure by an energy gap, which we denote as $\Delta$. The excited states contribute to the partition function, starting at the temperatures $T \approx 0.2$, and the statistical weights presented in Tables 1 and 2 make it possible to determine the thermodynamic parameters of a cluster up to $T \approx 0.3-0.35$, while the melting temperature is $T_{m}=0.44$ [29] for a cluster containing $n=923$ atoms. A phase transition between icosahedral
and fce structures is possible if the cluster in the ground state possesses an icosahedral structure and the energy gap $\Delta$ is small. We note that the energy gap can be regulated by varying the parameter of the interatomic interaction potential, specifically, for the Morse potential the gap is zero for a cluster when the Morse parameter $\alpha=7.1[24,25]$.

We shall now determine the temperature $T_{t r}$ of a transition between structures using the relation $Z_{i c o}\left(T_{t r}\right)=$ $Z_{f c c}\left(T_{t r}\right)$, and for $\Delta \sim 1$, when a transition occurs at low temperatures, we have $T_{t r}=\Delta / \ln g_{0}=0.116 \Delta$, where the statistical weight $g_{0}$ of the ground for the fcc structure is determined by equation (2). A structural transition leads to resonance in the specific heat of a cluster, and its maximum value is $C_{\max }=\left(\ln g_{0} / 2\right)^{2} \approx 19$. But this value is small compared with the specific heat of a cluster due to the vibrations of the atoms, specifically, according to the Dulong-Petit formula, the latter is $C=$ $3 n \approx 3000$ ( $n$ is the number of atoms in a cluster). The relative width of a resonance in the temperature dependence of the specific heat of a cluster is small, and for small $\Delta$ it is

$$
\begin{equation*}
\Delta T=\frac{2 T_{t r}^{2}}{\Delta}=\frac{2 T_{t r}}{\ln g_{0}}=0.23 T_{t r} \tag{7}
\end{equation*}
$$

i.e., this resonance is not sharp.

For a structural transition it is convenient to separate in equation (5) the terms referring to the icosahedral and fcc structures. We have

$$
\begin{gather*}
C=\frac{Z_{i c o}}{Z} C_{i c o}+\frac{Z_{f c c}}{Z} C_{f c c} \\
+\frac{1}{T^{2}} \frac{Z_{i c o} Z_{f c c}}{Z^{2}}\left(\overline{\varepsilon_{i c o}}-\overline{\varepsilon_{f c c}}-\Delta\right)^{2} \tag{8}
\end{gather*}
$$

Here $Z_{i c o}$ and $Z_{f c c}$ are the partition functions for the corresponding structure of a cluster, $Z=Z_{i c o}+Z_{f c c}, C_{i c o}$ and $C_{f c c}$ are the specific heats for each structure of the cluster in the absence of the other structure, and $\overline{\varepsilon_{i c o}}$ and $\overline{\varepsilon_{f c c}}$ are the average energies of the configurational excitation for a given structure, if zero energy corresponds to the ground state of this structure. Figure 2 shows the temperature dependence of the specific heat of a cluster for different values of the energy gap $\Delta$ between the ground states of the icosahedral and fcc structures. The resonance character of these curves is due to the effect of a structural phase transition on the specific heat of a cluster. Figure 3 displays the caloric curves for the states of the cluster under study. We note that a change in the energy gap shifts the energy of the fcc structure, and near the melting temperature of a cluster the contributions of the icosahedral and fcc structures to the excitation energy of a cluster from the ground state of the given structure are comparable.


Fig. 2. Temperature dependences of the specific heat of a solid cluster consisting of $n=923$ atoms, which is associated with the configurational excitation, for the following values of the energy gap width $\Delta$ between the ground states of the icosahedral and fcc cluster: $\Delta=(1) 1$, (2) 2 , (3) 3 , and (4) 4.


Fig. 3. Caloric curves for icosahedral and fce structures of a cluster with 923 atoms. The arrows on the curves indicate the positions of a phase transition between the icosahedral and fcc structures.

The expression (8) shows the character of the resonance of the specific heat of a cluster that occurs when both structures make the same contribution to the specific heat. Indeed, let us take in this expression $\overline{\varepsilon_{\text {ico }}} \ll \Delta$ and $\overline{\varepsilon_{f c c}} \ll \Delta$, so that the maximum corresponds to $Z_{i c o}=$ $Z_{f c c}=Z / 2$. This gives for the maximum specific heat

$$
\begin{equation*}
C_{\max }=\frac{1}{2}\left(C_{i c o}+C_{f c c}\right)+\left(\frac{\Delta}{2 T}\right)^{2} \tag{9}
\end{equation*}
$$

where $T$ is the temperature of the structural phase transition. In the limit of small $\Delta$, when $C_{i c o}=C_{f c c}=0$ and $T=T_{t r}=\Delta / \ln g_{0}$, we have $C_{\max }=\left(\ln g_{0} / 2\right)^{2}$, as was obtained above.

Since the entropy, according to equation (6), is determined by the excited configurations of the atoms

Table 3. Entropy of a cluster in the limit of small and large widths of the energy gap between the icosahedral and fcc structures of a cluster

| $T$ | $\Delta \longrightarrow 0$ | $\Delta \longrightarrow \infty$ |
| :---: | :---: | :---: |
| 0.2 | 11.3 | 0.05 |
| 0.25 | 12.8 | 0.88 |
| 0.3 | 14.0 | 5.85 |
| 0.35 | 16.5 | 15.6 |

in a cluster, it is zero at zero temperature, since the cluster is in the ground state of the filled structure of an icosahedron. A temperature increase and phase transition increase the entropy, which increases monotonically with increasing temperature and with decreasing energy gap $\Delta$ between the ground states of the structures studied. This can be demonstrated in the limit of small values of $\Delta$, when the phase transition occurs at low temperature in accordance with equation (7). In this case, only the ground configurational states of atoms for these structures determine the parameters of a cluster $Z$ and $\bar{E}$ near the phase-transition temperature, and the entropy in this temperature range is

$$
\begin{gather*}
S=\ln \left(1+g_{0} e^{-\Delta / T}\right)+\frac{\Delta}{T} \frac{g_{0} e^{-\Delta / T}}{1+g_{0} e^{-\Delta / T}}, \\
\frac{d S}{d T}=\frac{\Delta^{2}}{T^{3}} \frac{g_{0} e^{-\Delta / T}}{\left(1+g_{0} e^{-\Delta / T}\right)^{2}} . \tag{10}
\end{gather*}
$$

It follows from the last equation that $d S / d T>0$, i.e., the entropy is a monotonic function of temperature. The derivative of the entropy itself has a maximum at the phase-transition point $T_{t r}=\Delta / \ln g_{0}$, where the derivative is

$$
\begin{equation*}
\frac{d S}{d T}\left(T_{t r}\right)=\frac{\Delta^{2}}{4 T_{t r}^{3}}=\frac{\ln g_{0}^{3}}{4 \Delta} \tag{11}
\end{equation*}
$$

This gives for the entropy at the phase-transition points

$$
\begin{equation*}
S\left(T_{t r}\right)=\ln 2+\frac{\Delta}{2 T_{t r}}=\ln \sqrt{\frac{g_{0}}{2}} \approx 4.0 \tag{12}
\end{equation*}
$$

Far from a phase transition, where $g_{0} \exp (-\Delta / T) \gg 1$, the entropy is

$$
S=\ln g_{0}-\frac{\Delta}{2 T}
$$

Thus, in the limit of small values of $\Delta$ and high temperatures, the entropy approaches the limit $S=\ln g_{0}=9.6$. This limit corresponds to the entropy of the ground state of the fcc structure.

It is possible to determine the dependence of the entropy of a cluster on the width $\Delta$ of the energy gap between the structures. Then, in the limit of small $\Delta$ the
entropy is determined by the fcc structure of the cluster, while its statistical weight is relatively large, and in the limit of large $\Delta$ the entropy corresponds to the icosahedral structure. The values of the entropy at different temperatures for these limiting cases are given in Table 3.

Let us compare the contribution of excitations of the configurations of atoms in a cluster and excitations of vibrations of a cluster to the thermodynamic parameters of a solid cluster. The contribution of excitations of configurations to the entropy is relatively small. Specifically, in the classical limit the entropy of a cluster due to excitation of its vibrations is determined by the expression [30]

$$
\begin{equation*}
S_{v i b}=3 n\left(\ln \frac{T}{\hbar \omega_{D}}-1\right), \quad T \gg \hbar \omega_{D} \tag{13}
\end{equation*}
$$

where $\omega_{D}$ is the Debye frequency and $n$ is the number of atoms in a cluster. For the cluster under study, this formula gives $S_{v i b} \sim 1000$, which is much greater than the entropy due to the configurational excitation of a cluster. For example, using the approximate method, described above, for determining the partition function for a cluster with an icosahedral structure, when only transitions of atoms from an edge of this figure are taken into account, we obtain for the configurational part of the entropy at the melting temperature of the cluster $T_{m}=0.44$ [29] the partition function $Z=165$, specific heat $C=141$, and entropy $S=32$. These values attest to a small contribution from configurational excitation to the parameters, under study, of the solid cluster.

This conclusion is incorrect for melting of a cluster, and we shall analyze it for condensed inert gases. The liquid state is characterized by the formation of voids inside the system [31], and condensed inert gases can be viewed as a macroscopic system of atoms with short-range interatomic interaction [32], i.e., when only nearest neighbors interact. This makes it possible to use the parameters presented above for condensed inert gases to analyze the melting in a system of bound atoms with a short-range interaction. Specifically, in the units employed, the melting energy per atom for condensed inert gases is $\Delta H_{f u s}=0.98$ [32], so that the change in entropy on melting of a cluster is

$$
\begin{equation*}
\Delta S=\frac{\Delta E}{T_{m}}=\frac{n \Delta H_{f u s}}{T_{m}}=2060 \tag{14}
\end{equation*}
$$

Here $\Delta E$ is the change in the internal energy of a cluster as a result of melting, $T_{m}$ is the melting temperature, and $n=923$ is the number of atoms in the cluster. It was assumed that the specific energy of melting is the same for a cluster and a macroscopic system. As one can see, the entropy jump on melting of a cluster is comparable to the entropy due to vibrations of atoms in a cluster. Thus, the configurational part of the entropy is substantial for the liquid state of a cluster and negligible for its solid state. We note that the melting temperature for condensed inert gases $T_{m}=0.58$ [32] is greater than the melt-
ing temperature for our cluster $T_{m}=0.44$ [29]. Therefore, we shall employ the overestimated values for the specific melting energy of a cluster. The estimates made and the conclusions drawn are nonetheless valid.

This conclusion also pertains to the specific heat of a cluster. Indeed, we shall employ the relation between the partition functions for liquid $\left(Z_{l i q}\right)$ and solid $\left(Z_{\text {sol }}\right)$ states

$$
\begin{equation*}
\frac{Z_{l i q}}{Z_{\text {sol }}}=\exp \left(-\frac{\Delta E}{T}+\Delta S\right) . \tag{15}
\end{equation*}
$$

Assuming the internal energy $E_{v i b}$ of a cluster due to excitation of the vibrations of the cluster to be a smooth function of the temperature, we represent the total internal energy of a cluster in the form

$$
E=E_{v i b}+\Delta E w_{l i q},
$$

where $w_{\text {liq }}=Z_{\text {liq }} /\left(Z_{\text {sol }}+Z_{\text {liq }}\right)$ is the probability of finding a cluster in the liquid state. Hence we obtain for the specific heat $C=\partial E / \partial T$ of a cluster near a phase transition, by analogy to equation (8),

$$
\begin{gather*}
C=C_{0}+\left(\frac{\Delta E}{2 T_{m}}\right)^{2} \exp \left[-\alpha\left(T-T_{m}\right)^{2}\right], \\
\alpha=\left(\frac{\Delta E}{2 T_{m}^{2}}\right)^{2}, \tag{16}
\end{gather*}
$$

where the specific heat $C_{0}$ is related with the vibrations of the cluster. For the cluster parameters employed, we obtain for the maximum specific heat $\left(C_{V}\right)_{\text {max }}=1.1 \times 10^{6}$ and $\alpha=5.5 \times 10^{6} \mathrm{~K}^{-2}$, i.e., the width $\Delta T$ of the transition region is $\sim 10^{-3} \mathrm{~K}$. As one can see, in this region the specific heat due to the configurational excitation of a cluster is two orders of magnitude greater than the contribution due to vibrations in a cluster.

The fundamental difference between the excitation of the configurations of a cluster at a structural phase transition and accompanying melting lies in the character of this excitation. In the case of a structural phase transition, the configurational excitation corresponds to a change in the positions for one or several atoms, while all atoms participate in a vibrational excitation. On melting the number of voids formed is comparable to the number of atoms in a cluster, so that this transition is stronger and changes the thermodynamic parameters of the cluster.

## 4. CONCLUSIONS

The method used for clusters with a pair interatomic interaction, where the interaction between nearest neighbors makes an appreciable contribution to the energy of a cluster, makes it possible to determine the thermodynamic parameters of a cluster taking account of the phase transition between structures. The effect of a phase transition is strongest for a cluster with 923 atoms, in which the shells are filled for the icosahedral
structure and unfilled for the fcc structure, for two reasons. First, the energy gap between the ground and first excited states is larger in an icosahedral cluster with filled shells than in an fcc cluster with an unfilled shell. Second, the statistical weights for the ground and first excited states of an fcc cluster are appreciably larger than for an icosahedral cluster. On account of this difference between the structures, the phase transition is reflected in the thermodynamic parameters of this cluster much more strongly than for clusters with other sizes. A phase transition between structures leads to a resonant temperature dependence of the specific heat of a cluster, and a phase transition between the solid and liquid has a much stronger effect on the properties of the cluster.

The contribution of a configurational excitation to the specific heat and entropy of a solid cluster is small compared with the contribution of the vibrations of the atoms in a cluster, even in the presence of a phase transition between the structures. For this reason, a configurational excitation has only a negligible effect on the thermodynamic parameters of a solid cluster. Conversely, the configurational part of the excitation in the liquid state of a cluster is has a large effect.
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#### Abstract

Experimental and theoretical investigations are made of the generation of vertical Bloch lines in a magnetic iron garnet film exposed to pulsed optical radiation. High-speed photography and anisotropic darkfield microscopy are used to study characteristic features of the generation of Bloch lines and domain structure relaxation processes after the local action of a laser pulse. Optimum optical irradiation parameters to ensure the controlled generation of Bloch lines are established. A theoretical model is developed which links the generation of Bloch lines to the migration of domain walls induced by local changes in the distribution of the degaussing fields caused by a reduction in magnetization with temperature at the optical radiation focusing point. The experimental results indicate that the controlled formation of magnetic structures smaller than or of the order of $0.1 \mu \mathrm{~m}$ by local optical irradiation is quite feasible. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

The miniaturization of magnetic memory devices, reduction in "bit size", and increase in data storage density have created a need to search for new physical mechanisms and methods of writing and reading out information in a magnetic medium and require a detailed understanding of the magnetization behavior on scales of the order of tens and hundreds of nanometers [1]. Among the various approaches to the detection, modification, and study of the magnetic structure of matter on the submicron level, optical methods are of particular interest. This is because of the interest shown in fundamental aspects of the interaction of matter with electromagnetic radiation and because of the practical requirements for the development of new generations of devices with optical and thermomagnetic data recording.

In this context new physical effects described for the first time in [2], involving the generation and migration of vertical Bloch lines in the domain wall in an iron garnet film under the action of focused laser radiation are of particular interest. The Bloch lines are stable magnetic vortices separating sections of the domain wall of opposite polarity [3]. The characteristic sizes of these vertical Bloch lines are tenths and hundredths of micron.

The essence of these effects is that, as its energy increases, the action of a single laser pulse (having a duration of $\simeq 10 \mathrm{~ns}$ and focused to the center of a stripe domain in a region around $3-4 \mu \mathrm{~m}$ in diameter) induces (1) the displacement of vertical Bloch lines in the domain wall; (2) the generation of a pair of vertical Bloch lines at walls initially free from these lines;
(3) an irreversible change in the shape of the domain wall and the overall domain structure.

Unlike conventional thermomagnetic recording technology (in which a magnetic domain is recorded and its size is generally determined by the effective diameter of the focused laser beam or an artificially created potential relief [4, 5]), the effects observed in [2] show that it is possible to create a stable structure inside the domain wall (having dimensions of $\leqslant 0.1 \mu \mathrm{~m}$ ) as a result of the action of a laser beam focused in a region of a few micron.

The present paper is a further development of [2] and is devoted to determining the optical irradiation parameters and refining the physical mechanism responsible for the controlled formation of Bloch lines and also gives a more detailed description of the original experimental method developed for this purpose.

## 2. EXPERIMENTAL METHOD

We used a sample of iron garnet film grown on a $\langle 111\rangle$-oriented substrate having the composition $(\mathrm{BiTm})_{3}(\mathrm{FeGa})_{5} \mathrm{O}_{12}$. The sample had the following parameters: saturation magnetization $4 \pi M_{s}=173 \mathrm{G}$, collapse field $H_{\text {col }}=126 \mathrm{Oe}$, period of equilibrium stripe structure $8.5 \mu \mathrm{~m}$, film thickness $7.5 \mu \mathrm{~m}$, and quality factor $Q=3.8$.

The experiment was carried out using a combination of high-speed photography and polarized anisotropic dark-field observation (PADO).

High-speed photography allows us to study the fast dynamic transformations of the domain structures in real time [6, 7]. In order to visualize the magnetization structure, at fixed times after the beginning of a partic-


Fig. 1. Schematic of experimental apparatus for high-speed photography and anisotropic dark-field illumination: (1, 14) LGI-21 pulsed nitrogen lasers; $(2,15)$ quartz lenses; $(3,16)$ quartz cells containing rhodamine and oxazine dyes, respectively; $(4,6)$ crystal polarizers; $(5,17,18)$ mirrors; $(7,19)$ focusing objectives; $(8)$ sample; $(9,10)$ polarizing microscope; $(11)$ image converter with image intensifier; (12) video camera with CCD matrix; (13) computer. The inset shows a schematic of one-sided dark-field illumination; $(A)$ incident beam; $(B)$ sample; $(C)$ diffracted beam; $(D)$ direct beam; $(E)$ objective.
ular dynamic process initiated by some external action, the sample is illuminated by a short pulse of polarized light. The duration of the illuminating pulse is selected to be much shorter than the characteristic time of the process being studied. The magnetooptic image thus obtained is the "instantaneous" distribution of the magnetization perturbed by the external action. By varying the time delay between the beginning of the action and the illuminating pulse, we can study the evolution of this perturbation.

In order to monitor the internal structure of the domain wall and visualize the vertical Bloch lines whose size lies below the spatial resolution limit of standard "light-field" magnetooptic microscopy, we used anisotropic dark-field observation. In this method the illuminating beam in the microscope is incident on the sample at a certain angle and bypasses the objective, while the image is only formed by light scattered at the domain wall as a result of magnetooptic diffraction and carries information on small-scale inhomogeneities of the magnetization (see inset to Fig. 1) [8, 9]. The plane of incidence of the light is perpendicular to the plane of the domain wall. In this case the wall resembles a light band against a dark background and local changes in the brightness of the domain wall image are treated as sites where vertical Bloch lines are localized (see Fig. 2, the contrast of the image is inverted, and the Bloch lines are indicated by arrows).

The apparatus is shown schematically in Fig. 1. The source of optical radiation modifying the domain wall structure is an LGI-21 nitrogen laser (1) having the wavelength $\lambda \simeq 337 \mathrm{~nm}$ and pulse duration $\tau \simeq 10 \mathrm{~ns}$. The laser radiation is focused by a quartz lens 2 into a cell 3 containing a rhodamine 6G solution and is reemitted at $\lambda \simeq 540 \mathrm{~nm}$. The instant of emission and its intensity are monitored by an avalanche photodiode.

The dye radiation is passed through a system of polarizers 4,6 and focused by an objective 7 having a numerical aperture of 0.2 onto a sample 8 . The diameter of the focused beam is around $4 \mu \mathrm{~m}$. The diameter of the focused beam can be reduced or increased by placing additional lenses ahead of the objective. The focused beam is positioned on the sample by means of the precision movement mechanisms of the objective. The light pulse reemitted by the dye and incident on the sample ("writing" pulse) has a maximum energy $W_{\max } \sim 10^{-6} \mathrm{~J}$ (with an instability of around $15 \%$ ). The amplitude (energy) of the light pulse is varied continuously by changing the relative angular position of the system of polarizers 4, 6 (see Fig. 1).

In order to visualize the structural changes in the magnetization caused by the action of the writing laser pulse 1 , optical illumination is again used provided by a second LGI-21 pulsed laser (14) whose radiation (after wavelength conversion by the oxazine dye) is split into two channels by a semitransmitting mirror 18 (see Fig. 1). One channel is fed to the optic axis which coincides the with the axis of the first LGI-21 laser and is used for direct (light-field) illumination of the sample and to record the domain structure in the geometry of the magnetooptic Faraday effect. The radiation in the second channel is directed onto the sample at an angle in order to achieve one-sided dark-field illumination. This arrangement of the optical system means that both light-field and dark-field geometries can be used to observe the same section of the sample and to visualize magnetic structures on different spatial scales. By using high-speed photography and changing the time delay between the writing pulse and the illuminating pulse, we can study the dynamic processes in the domain structure and the change in the internal structure of the domain wall.

These domain structures are observed using a polarizing microscope 9,10 and recorded using an image converter 11 with an image intensifier and a video camera 12 with a CCD matrix connected to a computer 13 .

Before the beginning of the experiment the sample was demagnetized from the single-domain state in the presence of a static magnetic field (directed in the plane of the magnetic film) to produce an equilibrium array of stripe domains whose walls were free from vertical Bloch lines.

The experiments were carried out as follows. The video camera connected to the computer produced an initial image of the domain walls on the monitor screen obtained by one-sided dark-field illumination. A single writing laser pulse of given energy was then generated and the dynamic transformations in the domain structure or the internal structure of the domain wall were then identified by means of light-field or dark-field observations.

## 3. EXPERIMENTAL RESULTS

### 3.1 Influence of Optical Radiation Parameters on the Generation of Bloch Lines

Under the experimental conditions [2] the generation of Bloch lines did not exhibit regular behavior. For constant irradiation parameters, not every laser pulse resulted in the formation of vertical Bloch lines. In the present study we establish some dependences which link the reproducibility of the results with the degree of focusing of the optical radiation, the relative position of the focusing region and the domain walls, and the energy of the focused radiation.
3.1.1. Influence of the degree of focusing of optical radiation localized at the center of a stripe domain on the probability of creating vertical Bloch lines. The action of a $4 \mu \mathrm{~m}$ diameter laser beam having a pulse energy $W \simeq 0.2 W_{\max }$ focused at the center of a domain induces the generation of a pair of vertical Bloch lines at walls initially free from these lines. Figure 2 shows typical dark-field images obtained after a single pulse (the beam focusing point is indicated by $\otimes$ ). We can see that regions of modified contrast corresponding to pairs of Bloch lines form at the walls. In terms of their form in the one-sided dark field and the dynamic response to the field pulses in the plane of the magnetic film and the bias field, these lines are identical to those generated in domain walls by the "traditional" method, as a result of the migration of the walls at above-critical velocity [3].

Convergence of the generated pairs (for example, using field pulses directed in the plane of the magnetic film along the wall) leads to their annihilation from which it follows that the pairs are untwisted [3]. After a single laser pulse a maximum of four vertical Bloch lines are generated (two pairs). Their number and position on the domain wall relative to the laser beam focusing point cannot be predicted.


Fig. 2. Typical images of Bloch lines generated in domain walls after the action of a writing laser pulse. The $\otimes$ symbol indicates the beam focusing site and the vertical Bloch lines are indicated by arrows. The photographs were obtained in a one-sided dark field and the contrast is inverted.

The probability of pairs of vertical Bloch lines being created increases as the amplitude (energy) of the optical pulses increases, although above a certain level any further increase in energy results in the formation of magnetic film defects while the generation of lines remains irregular as before.

As the degree of focusing of the beam increases, or the spot size decreases to $2-2.5 \mu \mathrm{~m}$, the energy range in which vertical Bloch lines are generated but irreversible structural changes do not yet occur [2], is significantly reduced. Defect formation is observed even at comparatively low optical pulse energies ( $W<0.2 W_{\max }$ ) and no reproducible generation of vertical Bloch lines can be achieved.

An increase in the diameter of the focused spot to $4.5-5 \mu \mathrm{~m}$ leads to changes in the generation of vertical Bloch lines. As the diameter increases, the light spot begins to cover the adjacent domain walls and as a result of the action of a single laser pulse Bloch lines form predominantly at adjacent walls rather than at the walls closest to the beam site (see Fig. 3d). In this geometry the generation of vertical Bloch lines is also irregular and takes place with a probability of less than one.
3.1.2. Influence of the position of the optical beam relative to the domain walls on the generation of vertical Bloch lines. Figure 4 shows a histogram of the probability of vertical Bloch lines being generated under the action of an optical pulse for various positions of the beam relative to the domain wall. The movement of the beam is perpendicular to the domain wall and the origin of the $x$ axis on the figure corresponds to the center of the domain wall. In these experiments the diameter of the beam at the focus is around $3 \mu \mathrm{~m}$ and the pulse power $W=0.2 W_{\max }$. We can see that Bloch lines are created when the center of the beam is


Fig. 3. Generation of Bloch lines as a result of the action of a laser beam focused in a region $4.5 \mu \mathrm{~m}$ in diameter. The photographs show: the initial image of the domain structure (a), instantaneous dynamic configurations of the domain structure 100 ns (b) and 300 ns (c) after the application of a writing laser pulse, and the resulting pairs of vertical Bloch lines (d). The symbol $\otimes$ indicates the laser beam focusing site. Photographs (a) and (d) were obtained in a one-sided dark field with inverted contrast.
displaced by $1.5-2 \mu \mathrm{~m}$ relative to the center of the domain wall and in a certain position the probability of generating vertical Bloch lines reaches one. This was determined over $50-75$ realizations. Figure 51 shows typical photographs illustrating the relative position of the domain wall and the laser beam for the reliable generation of Bloch lines and also the resultant pair of these lines. Note that the laser beam is slightly displaced from the center of the domain toward the domain wall but does not cover it.
3.1.3. Influence of laser beam power on the generation of vertical Bloch lines. We considered the probability of generating Bloch lines as a function of the laser pulse power for a fixed position of the beam near the point at which vertical Bloch lines are reliably generated, which was determined above. At powers $W<0.13 W_{\max }$ we observe no change in the internal structure of the wall. From $W \simeq 0.15 W_{\max }$ we observe some generation of Bloch lines and at $W>0.16 W_{\max }$ the generation probability increases substantially (see


Fig. 4. Histogram showing the probability of Bloch line generation and the domain wall velocity $v$ at the kink for various positions $R$ of the center of the focused laser beam relative to the domain wall. Laser pulse energy $W=$ $0.2 W_{\text {max }}$.
histogram in Fig. 6). At the same time, Fig. 6 shows that the generation probability is only exactly one for a single value of $W$. This is because the line generation effect depends strongly on the position of the beam relative to the domain wall (Fig. 4 shows that systematic displacements of the beam center at intervals of approximately $0.15 \mu \mathrm{~m}$ initially causes the line generation probability to increase from 0.1 to 1 and then drop to 0.4 ). In these experiments, the only possible method of continuously varying the pulse energy involves changing the relative angular position of the polarizers (see Fig. 1). Even with the optical system carefully aligned, rotation of the polarizer leads to unavoidable displacement of the center of the focused beam on the sample and departure from the optimum conditions for the generation of vertical Bloch lines. For points on the histogram (Fig. 6) with $W>0.16 W_{\max }$ and a probability of line generation less then one, systematic fine correction of the beam position using precision positioners allows us to observe the generation of a Bloch line pair with a probability of one.

### 3.2. Dynamic Processes in the Domain Structure and the Domain Wall after a Laser Pulse

The high-speed photographic method used in the present study allows us to investigate in real time the characteristics of Bloch line generation and the dynamic processes taking place in the domain structure and the domain wall after the action of a laser pulse.

Figure 5 shows typical series of photographs demonstrating the processes in the domain wall and the generation of a pair of vertical Bloch lines at this wall as a result of the action of a laser pulse under conditions where these lines are generated with a probability of one (the focused beam is displaced toward one of the domain walls relative to the center of the domain, see Section 3.1.2). Figures 5a-5f show "instantaneous" domain structure configurations obtained using a direct


Fig. 5. Instantaneous dynamic configurations of the domain structure at various times after the application of a writing laser pulse. The symbol $\otimes$ shows the laser focusing point. The images were obtained: before the pulse ( $\mathrm{a}, \mathrm{g}$ ), with delays of $100 \mathrm{~ns}(\mathrm{~b}, \mathrm{~h})$, $300 \mathrm{~ns}(\mathrm{c}, \mathrm{i}), 700 \mathrm{~ns}(\mathrm{~d}, \mathrm{j})$, and $1000 \mathrm{~ns}(\mathrm{e}, \mathrm{k})$ relative to the pulse application time, and after the end of the dynamic processes ( $\mathrm{f}, \mathrm{l}$ ). The Bloch lines are indicated by arrows. Photographs (a-f) were obtained using a direct light-field illumination geometry with crossed polarizers while ( $\mathrm{g}-\mathrm{l}$ ) were obtained using the dark field method (the image contrast is inverted).
light-field illumination geometry with crossed polarizers. The photographs show that at the focusing point of the optical pulse indicated by a cross, there is a dark region and the domain wall nearest to the beam is displaced, forming a kink. (When the beam is localized at the center of the domain, a similar pattern is observed with both walls deflected symmetrically, see [2].) The kink grows for the first 200 ns after the action of the laser pulse. It then relaxes slowly to the initial state over $1500-2000 \mathrm{~ns}$ and at the same time the dark region disappears. Photographs $5 \mathrm{~g}-51$ show the same section of the sample and the same process observed by the darkfield method which allows us to visualize the Bloch lines. In this case, the kink in the domain wall looks like a local change in the brightness of the wall image, which makes it difficult to observe the exact site and the instant at which a pair of Bloch lines is generated. However, Fig. 5 shows that the Bloch lines are displaced from their postulated generation site (in the immediate vicinity of the site of localization of the optical beam) toward a steady-state position. On the photographs the Bloch lines become noticeable at the edges of the domain-wall kink approximately 300 ns after the application of the laser pulse. The Bloch lines then continue to migrate at gradually decreasing velocity and reach their final position 1500-2000 ns after the action of the writing pulse. At the initial stages of their motion, the velocity of the Bloch lines is approximately $30 \mathrm{~m} / \mathrm{s}$.

By recording the kink in the domain wall at various times after the application of the laser pulse, we can construct a graph of the wall displacement as a function of time and determine its velocity. Typical time dependences of the domain wall displacement at the center of the kink are plotted in Fig. 7. The graphs correspond to beam focusing regimes at the center of the domain (1) and near the domain wall (2). The curves clearly show


Fig. 6. Histogram showing the probability of Bloch line generation and the domain wall velocity $v$ at the kink as a function of laser pulse energy $W$ for a fixed position of the beam relative to the domain wall.


Fig. 7. Time dependence of the domain wall displacement at the center of the kink when the laser beam is focused at the center of the domain (1) and near the domain wall (2) at laser pulse energy $W=0.2 W_{\max }$.


Fig. 8. Change in the domain wall propagation regime as the laser beam is gradually displaced perpendicular to the walls. The displacement of the beam is shown schematically in the insets above the photographs. Dynamic images of the walls were obtained by high-speed photography with an 80 ns delay after the laser pulse.
sections of initial linear displacement of the wall, a quasi-stable position, and finally slow relaxation to the initial position. On comparing curves $l$ and 2, we note that when the beam is focused near the domain wall, the wall migrates further (being displaced over a larger distance) whereas the overall character of the wall motion and its velocity at the initial stage are the same in both cases.

Time dependences of the domain wall displacement for various pulse energies were used to plot curves of its velocity as a function of energy $W$. The velocity was
determined at the initial linear section of the movement. Figure 6 shows a typical dependence for the case where the beam is localized near the wall. (When the laser beam is positioned symmetrically relative to the domain wall, its velocity graph is the same as that shown in Fig. 6 to within measurement error). For a given energy $W$ we determined the wall velocity as a function of the position of the focused spot relative to the wall (see Fig. 4). The histograms in Figs. 4 and 6 show the probabilities of the generation of vertical Bloch lines corresponding to the experimental points.

Figure 4 shows that depending on the localization of the beam center relative to the domain wall, its velocity has positive or negative values. This corresponds to different types of distortion of the particular wall after the application of the laser pulse and a change in the direction of motion depending on the coordinate of the focused beam. In this case the origin coincides with the static position of the wall. Motion of the domain wall to the left (with the beam positioned to the right of the wall) corresponds to a positive velocity while motion to the left corresponds to negative velocity. The solid curve in Fig. 4 obtained by a least-squares fit to an approximately Gaussian function reflects the fundamental trends of the wall velocity. Figure 8 shows typical dynamic configurations of domain walls which illustrate how their motion changes as the laser beam is gradually displaced perpendicular to the wall (the displacement of the beam is shown schematically in the insets above the photographs). Figure 8a shows the center of the focused beam positioned exactly at the domain wall which in this case is displaced negligibly. As the beam moves to the right so that its center is located in the domain and its edge covers the domain wall, the wall is displaced, being "drawn" into the overheated region (Fig. 8b). In this case, the velocity of the domain wall is low (Fig. $4, R=0.9-1.3 \mu \mathrm{~m}$ ). As soon as the left edge of the beam goes beyond the domain wall (Fig. 8c), the direction of displacement of the wall changes and the velocity reaches maximum values (Fig. 4, $R=1.5-2.0 \mu \mathrm{~m}$ ). Figure 8d shows the shape of the kink in the domain walls when the laser beam is approximately equidistant from the walls. In this case, the domain wall velocity remains constant to within measurement error (Fig. 4, $R=2.0-2.2 \mu \mathrm{~m}$ ). As the focused spot is shifted further, the displacement of the left wall decreases and changes sign (Figs. 8e and 8f). The corresponding change in the wall velocity and the reversal of its direction is shown in Fig. $4, R=2.5-3.5 \mu \mathrm{~m}$. Figure 8 f shows a typical wave-shaped kink in the domain wall which corresponds to the regime when the edge of the laser beam only begins to cover the wall region.

A study of the domain wall dynamics after the application of a radiation pulse focused in regions of different diameter (see Section 3.1.1) shows that if the focusing region begins to cover the domain walls, these are drawn into the exposed region, as in Figs. 3b and 3c. Figure 3 shows the motion of the next pair of domain
walls toward the beam focusing region. As we have already noted, in this experimental geometry vertical Bloch lines may be generated not at the walls closest to the focused beam but at neighboring ones (see Fig. 3).

## 4. DISCUSSION OF THE RESULTS

The illustrations shows that the local action of optical radiation on an iron garnet film leads to some displacement of parts of the domain wall and (under certain conditions) results in the generation of Bloch lines at these walls. According to the hypothesis put forward in [2], the motion of the walls is caused by the local perturbation of the degaussing field of the sample. The dark area visible in Figs. 3 b and 3 c ,. $5 \mathrm{~b}-5 \mathrm{f}$, and 8 occurs in a part of the sample with reduced Faraday rotation caused by a local reduction in the saturation magnetization of the film (and possibly a transition to the paramagnetic phase) as a result of the laser heating. A local change in the magnetization during heating and subsequent cooling significantly changes the distribution of the degaussing fields in this region, which induces displacement of the nearest domain wall. A graph of the domain wall displacement as a function of time (Fig. 7) confirms the thermal hypothesis on the nature of this motion: the initial stage of the motion corresponds to rapid heating of the magnetic film which is followed by cooling and spreading of the hot spot accompanied by slow relaxation of the domain wall to its initial position. Calculations of the domain wall configuration of a stripe domain in the presence of a cylindrical local nonmagnetic region showed good qualitative agreement with the proposed physical model and the experimental results (see below) [10].

The graphs plotted in Figs. 4 and 6 can be used to analyze characteristic features of Bloch line generation as a function of the nature of the domain wall motion and its velocity. It can be seen that in all optical irradiation regimes leading to the generation of Bloch lines, this generation is associated with motion of domain walls. In [2] Logginov et al. put forward the hypothesis that the domain wall velocity after optical irradiation may exceed the critical value at which, according to [3], loops of horizontal Bloch lines are generated and broken to form a pair of vertical Bloch lines. In our dynamic experiments, the domain wall velocity at which vertical Bloch lines are created is $10-12 \mathrm{~m} / \mathrm{s}$. Bearing in mind that the domain wall motion after laser irradiation takes place under variable temperature conditions, this value completely correlates with the critical wall velocity of approximately $30 \mathrm{~m} / \mathrm{s}$ measured for a given sample during domain wall motion in a uniform pulsed bias field at $20^{\circ} \mathrm{C}$. Note that the reproducible generation of Bloch lines not only requires domain wall motion at a certain critical velocity but the diameter of the focused laser beam and its position relative to the domain wall must also be optimized. This may be because in the hypothesis involving the breaking of horizontal Bloch lines to create vertical ones [3] the
formation of a horizontal Bloch line and its migration from one surface of the magnetic film to the other occupies a finite time. The measurements showed (see Fig. 7) that when the beam is focused near the domain wall, the motion of the wall takes longer than when the beam is positioned symmetrically. This may well be responsible for better reproducibility in the breaking of horizontal Bloch lines and the generation of vertical ones. There is also the possibility that thermostatic stresses may be generated at the laser pulse irradiation site and the elastic wave may influence the generation and breaking of a horizontal Bloch line depending on the distance between the domain wall and the center of the laser focusing [11].

Observations of the generation of vertical Bloch lines (Fig. 5) showed that a pair of Bloch lines may migrate along the domain wall at a velocity of around $30 \mathrm{~m} / \mathrm{s}$ (see Section 3.2) which is typical of the motion of vertical Bloch lines under the influence of a field applied in the plane of the sample [12]. The mechanism for the motion of the vertical Bloch lines shown in Fig. 5 may resemble ballistic aftermotion accompanied by dissipation of the energy stored in the horizontal Bloch line.

Figure 5 also reveals a change in the dark-field contrast of the domain wall near its kink. According to a model for the formation of the domain-wall image under conditions of anisotropic dark-field illumination [13], the change in the contrast of the wall may be caused by a change in the angle between the plane of the domain wall and the light incidence plane or by distortion of the wall profile over the sample thickness. In the first case, the brightness of the image decreases monotonically from a certain value $I_{0}$ to zero as the angle between the light incidence plane and the plane of the domain wall decreases from $90^{\circ}$ to $0^{\circ}$, respectively. As a result of distortion of the vertical profile of the wall, the brightness of its image may be higher or lower than $I_{0}$ and changes substantially at short distances along the wall. The change in the contrast of the dark-field image of the domain wall in Fig. 5 indicates some complex deviation of its profile from the normal to the plane of the magnetic film near the laser focusing region. Further confirmation of this assumption is provided by the visible blurring of the wall at the kink which can be seen from the instantaneous dynamic photographs obtained by high-speed photography using a Faraday geometry with crossed polarizers.

The hypothesis on the thermal nature of the domain wall displacement after the action of a writing pulse [2] was checked by calculating the domain wall configuration in the presence of a nonmagnetic region [10].

In order to construct a model of the domain wall motion, for simplicity we confine ourselves to an isolated stripe domain stabilized by a bias field. We shall assume that under the action of an optical beam focused in a small region inside the domain, the domain is heated resulting in the formation of a nonmagnetic


Fig. 9. Calculated configuration of domain wall profile in the presence of a local cylindrical nonmagnetic region (a) and instantaneous dynamic image of the stripe domain obtained experimentally 100 ns after application of the laser pulse (b).
cylindrical region. This region generates an additional magnetostatic field which distorts the domain walls. In order to calculate the quasi-equilibrium domain profile under conditions where a nonmagnetic region exists, we calculate the magnetostatic energy and then determine the domain configuration for which this energy will have a minimum.

The functional of the magnetostatic energy has a complex structure determined by the distribution of the magnetization vector in a self-consistent magnetic field which is a function of the magnetization distribution. The quasi-equilibrium distribution of the magnetization vector minimizes the functional of the total energy. This functional problem can only be solved approximately, for example, by using the method of Ritz trial functions. As a first approximation we take the magnetization distribution determined by varying the bias field consistent with the influence of a nonuniform field on the nonmagnetic cylindrical region at the center of the domain. In this case, the distortion of the domain wall shape of the stripe domain will be determined by the following transcendental equation:

$$
\begin{gather*}
\frac{H_{0}}{4 \pi M_{s}}=\frac{2\left(r_{0} / h\right)^{2}}{\left[8(x / h)^{2}+(w / h)^{2}\right]^{3 / 2}} \\
+\frac{1}{\pi}\left\{2 \arctan \frac{h}{w}-\frac{w}{h} \ln \left[1+\left(\frac{h}{w}\right)^{2}\right]\right\} \tag{1}
\end{gather*}
$$

where $H_{0}$ is the bias field which stabilizes an isolated stripe domain, $M_{s}$ is the saturation magnetization, $h$ is the thickness of the magnetic film, $w$ is the domain width at a certain point on the $x$ axis directed along the stripe domain and having its origin at the center of the nonmagnetic cylindrical region, and $r_{0}$ is the radius of the nonmagnetic region. Formula (1) gives the implicit dependence of the stripe-domain width $w$ on the $x$ coordinate.

Figure 9a shows the profile of the stripe domain obtained in accordance with (1). Figure 9b illustrates the experimentally observed expansion of the stripe domain after the action of the laser radiation, which
leads to the generation of Bloch lines. The central region in the figure can be identified as the nonmagnetic region formed as a result of the local laser heating. The figures reveal qualitative agreement between theory and experiment which indicates that the thermal mechanism for domain wall motion as a result of laser irradiation is valid.

Further confirmation of the key role played by the thermally induced change in the degaussing fields during the domain wall motion is provided by the experimentally observed change in the displacement behavior of the domain walls as a function of the relative position of the focused spot and the domain wall (see Fig. 8 and also Figs. 3 and 5). Quite clearly the configuration of the additional degaussing field changes substantially for different positions of the nonmagnetic region (Figs. 8a-8c), which leads to different types of domain wall displacement.

## 5. CONCLUSIONS

We have made an experimental investigation of the generation of Bloch lines by local optical irradiation which changes the magnetization state of an iron garnet magnetic film. We determined the influence of the optical radiation parameters (intensity, diameter of focused beam, and its position relative to the domain wall) on the generation of vertical Bloch lines. We established the optimum irradiation parameters to achieve the controlled generation of Bloch lines. Using a combination of high-speed photography and anisotropic dark-field observation, we studied the characteristics of Bloch line generation and the dynamic processes taking place in the domain structure and the domain wall after the action of the laser pulse. We observed that near the laser focusing zone the shape of the domain wall undergoes a reversible local distortion which depends on its position relative to the laser beam. Vertical Bloch lines are generated on the moving section of the domain wall when this is displaced at above-critical velocity. However, this condition is not sufficient for the reproducible generation of vertical Bloch lines. The diameter of the focused beam and its position relative to the domain wall must also be optimized.

We analyzed a theoretical model of Bloch line generation which relates the motion of the domain walls to the local heating of the magnetic film and a change in the distribution of the degaussing fields as the magnetization decreases at the laser focusing site. The actual mechanism for the generation of vertical Bloch lines is determined by the generation and breaking of loops of horizontal Bloch lines as the domain walls migrate at above-critical velocity. Calculations of the domain wall configuration in the presence of a local cylindrical nonmagnetic region give good qualitative agreement between theory and experiment.

The controlled generation of vertical Bloch lines by local optical irradiation can be considered as the basis
for a new approach to the recording of information in superdense magnetic memory devices with optical access. The approaches developed so far are based on reducing the wavelength of the recording laser radiation, using special high-aperture optics, and also various buffer structures and substrates which artificially limit the size of the recorded bit. Unlike these techniques, the effect of Bloch line generation described here demonstrates the fundamental possibility of achieved controlled and reproducible optical recording of a submicron magnetic information bit (in the form of vertical Bloch lines) using a laser beam focused in a substantially larger region. In this case, the bit size is determined by its physical nature as a low-dimension formation inside the domain wall and not by the characteristic scale of the recording instrument or the buffer structures.
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#### Abstract

Parametric excitation of magnetoelastic waves was investigated in the easy-plane antiferromagnet $\alpha-\mathrm{Fe}_{2} \mathrm{O}_{3}$ by parallel and perpendicular microwave pumping over a wide range of frequencies, magnetic fields, and temperatures, and the parametric resonance thresholds were measured. The frequencies of the natural magnetoelastic vibrations of the sample were investigated as a function of the magnetic field and temperature. The results of the measurements were used to calculate the parameters of the magnetoelastic wave spectrum and the rate of relaxation of the excited quasi-phonons. Possible mechanisms for quasi-phonon damping were analyzed. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

One of the fundamental problems in the experimental physics of dielectrics is the study of the spectra and relaxation rate of elementary elastic and magnetic excitations, i.e., phonons and magnons. Phonons are usually excited and recorded using transducers attached to the sample, while the most powerful means of investigating the relaxation rate of electron and nuclear magnons is by their parametric excitation under microwave pumping (see the reviews [1-3]). As a result of the strong magnetoelastic interaction in easy-plane antiferromagnets, parametric phonons can also be excited by a microwave magnetic field. This method opens up the possibility of studying phonon relaxation in a sample which is not loaded acoustically with transducers.

Increasing the microwave magnetic field $h \cos \omega_{p} t$ above a threshold value $h_{c}$ induces parametric instability in the sample involving the decay of a pump quantum into a pair of phonons having equal and oppositely directed wave vectors ( $k$ and $-k$ ) and the frequency sum $\omega_{p}$. We shall only consider the case of degenerate pumping, when waves are generated in one branch of the spectrum at the half frequency $\left(\omega=\omega_{p} / 2\right)$. The main advantages of the parametric resonance method are that a narrow wave packet ( $\Delta k \ll k$ ) is excited and the relaxation rates $\gamma_{k}$ of the parametric waves can be determined from the threshold field $h_{c}$ at which instability develops. For degenerate pumping we have

$$
\begin{equation*}
h_{c}=\min \left(\gamma_{k} / V\right) . \tag{1}
\end{equation*}
$$

Here $V=(\partial \omega / \partial H) / 2$ is the coefficient of wave coupling with the microwave field which is determined by the effective magnetic moment of the excited wave. $\omega=$
$\omega(k, H)$ is the dispersion law for the excited waves, and $H$ is the static magnetic field.

## 2. PARAMETRIC PHONONS IN ANTIFERROMAGNETS

A distinguishing feature of easy-plane antiferromagnets is the existence of a low-activation, quasi-ferromagnetic $(f)$, branch of the spin wave spectrum and the so-called exchange amplification of magnetoelastic interactions (see, for example, the review [4]). The magnetoelastic interaction leads to strong mixing of initially pure quasi-ferromagnetic and elastic modes as a result of which the vibrations of the new quasiphonon branch acquire a magnetic moment and consequently a nonzero coupling coefficient with the microwave magnetic pump field $V$. The spectra of the coupled quasi-magnon and quasi-phonon branches of the vibrations have the form

$$
\begin{gather*}
\omega_{1 k}=\left[g^{2} H\left(H+H_{D}\right)+g\left(H_{\Delta 2}\right)^{2}+v^{2} k^{2}\right]^{1 / 2},  \tag{2a}\\
\omega_{p h}=c\left[1-\left(g H_{\Delta 1} / \omega_{f k}\right)^{2}\right]^{1 / 2} k=\tilde{c} k . \tag{2b}
\end{gather*}
$$

Here $H_{D}$ is the Dzyaloshinskii field, $g$ is the gyromagnetic constant, $H_{\Delta 1}$ is the magnetoelastic interaction constant, $g H_{\Delta 2}$ is the magnetostrictive gap in the spin wave spectrum, $v$ is the spin wave velocity, and $c$ is the nonrenormalized velocity of sound. Usually, in the frequency range studied by us, $\omega_{p h} / 2 \pi \sim 10^{9} \mathrm{~Hz}$ the term $v^{2} k^{2}$ in (2b) can be neglected, i.e., we can assume that the renormalized velocity of sound $\tilde{c}=\tilde{c}(H, k)$ does not depend on the wave vector. However, hematite is the highest-temperature antiferromagnet, with record values of the exchange field and the spin wave veloc-
ity. As a result the term $v^{2} k^{2}$ is already significant for $k \sim 10^{4} \mathrm{~cm}^{-1}$ which makes all the formulas and the treatment of the experimental results extremely complex.

The two methods of parametric excitation (two pump geometries) differ as a function of the relative orientation of the static $\mathbf{H}$ and microwave $\mathbf{h}(t)$ magnetic fields in the basal plane of the crystal: perpendicular pumping $\mathbf{H} \perp \mathbf{h}$ and parallel pumping $\mathbf{H} \| \mathbf{h}$. These two methods differ fundamentally in terms of the mechanism for coupling the microwave field with the excited phonons. In the case of perpendicular pumping, the alternating field linearly excites uniform vibrations of the quasiferromagnetic branch of the spectrum at the line wing. As a result of the nonlinear magnetoelastic interaction, these vibrations generate phonons in a threshold process. In the case of parallel pumping the microwave field energy is transferred to the magnetic (and then to the elastic) subsystem both as a result of the linear excitation of uniform vibrations at the line wing of the antiferromagnetic branch and by modulating the spectrum of quasi-ferromagnons and quasi-phonons. In other words, the coupling coefficients $V_{\perp}$ and $V_{\|}$are formed by different interactions of the pump field with the magnetic and magnetoelastic subsystems of the crystal. This is why it is interesting to study the parametric excitation of phonons for both perpendicular and parallel relative orientations of the magnetic fields.

Under conditions of perpendicular pumping parametric excitation of phonons in $\mathrm{CoCO}_{3}$ (at frequency $\omega_{p} / 2 \pi=50 \mathrm{GHz}$ ) was first observed by BorovikRomanov, Zhotikov, and Kreines [5] and in $\mathrm{FeBO}_{3}$ (at $\omega_{p} / 2 \pi=10 \mathrm{GHz}$ ) by Wettling, Jantz, and Patton [6]. It was established that transverse phonons having the frequency $\omega_{p h}=\omega_{p} / 2$ are excited by a threshold process in both antiferromagnets when $\mathbf{h} \perp \mathbf{H}$ (i.e., the case of degenerate pumping is achieved) although the dependences of the threshold field on the experimental parameters were not studied in detail by these authors. Later Kotyuzhanskiĭ and Prozorova [7] measured the temperature and field dependences for the threshold field $h_{\perp}$ in $\mathrm{FeBO}_{3}$ at $\omega_{p} / 2 \pi=35 \mathrm{GHz}$ and estimated the relaxation rate of phonons excited parametrically by transverse pumping.

Parallel pumping of phonons in antiferromagnets has been observed in $\mathrm{FeBO}_{3}, \mathrm{CoCO}_{3}$, and $\alpha-\mathrm{Fe}_{2} \mathrm{O}_{3}$ single crystals at frequencies $\omega_{p} / 2 \pi=(600-1400) \mathrm{MHz}$ [8-11]. The most detailed study was made of iron borate in which transverse phonons at frequency $\omega_{p h}=$ $\omega_{p} / 2$ are excited by parallel pumping, detailed measurements were made of the threshold field $h_{c}$, and of the linear and nonlinear phonon relaxation rates, and the relationship between the amplitude of the threshold field and the phonon relaxation rate was determined experimentally.

The present paper is devoted to a detailed study of the parametric excitation processes and the rate of phonon relaxation in hematite single crystals over wide
ranges of experimental parameters for various pumping geometries.

## 3. SAMPLES AND EXPERIMENTAL METHOD

Hematite crystals possess rhombohedral symmetry $\left(D_{3 d}^{6}\right)$ with the plane of easy magnetization and the growth plane coinciding with the basal plane of the crystal. The temperature of magnetic ordering in the easy-plane phase is $T_{N}=960 \mathrm{~K}$. DzyaloshinskiǔMoriya interaction leads to spin canting which results in the appearance of a weak ferromagnetic moment lying in the basal plane. When the temperature falls below the Morin point $T_{M} \approx 260 \mathrm{~K}$, the hematite undergoes an orientational phase transition to the easy-axis antiferromagnetic phase.

Measurements of the parametric phonon resonance threshold were made for two single crystals of antiferromagnetic $\alpha-\mathrm{FeO}_{3}$. The samples comprising 0.35 and 0.39 mm thick plates with clearly visible growth steps, were grown by V.N. Seleznev at Simferopol University. The linear dimensions of the samples in the basal plane were $2-6 \mathrm{~mm}$.

The parametric phonon excitation was investigated using a decimeter-range spectrometer [3]. The resonant absorbing cell was an open copper resonator in the form of a cylindrical spiral 0.5 cm in diameter with loaded $Q$ factor $Q \sim 500$. The sample was attached to a Teflon holder using a Teflon tape so that the resonator axis and therefore the field $\mathbf{h}$ lay in the plane of easy magnetization of the sample. The resonator together with the sample was placed in a copper container with a heating coil wound on it. The entire structure was placed in a cryostat filled with nitrogen gas. The electromagnet was rotated so that the static field $\mathbf{H}$ was always parallel to the plane of easy magnetization. In order to excite the natural vibration mode of the sample we used an additional coil consisting of several turns of copper wire wound coaxially with the resonator. The diameter of the modulation coil was 2 cm .

The measurements were made in static magnetic fields $H=0-2 \mathrm{kOe}$ at temperatures $T=250-480 \mathrm{~K}$ in the range of pump frequencies $\omega_{p} / 2 \pi=0.5-2 \mathrm{GHz}$.

The parametric phonon excitation was recorded in a pulsed microwave generation regime from the appearance of characteristic distortion of the pulse profile after passing through the resonator. We used pulses having durations of $50-300 \mu \mathrm{~s}$ at repetition frequency 50 Hz . The relative accuracy of the measurements of the threshold field $h_{c}$ at fixed pump frequency was 5\% and the absolute measurement accuracy was $25 \%$.

## 4. EXPERIMENTAL RESULTS OF MEASUREMENTS OF THE PARAMETRIC INSTABILITY THRESHOLDS

Parametric phonon excitation was observed for any geometry of the static and magnetic microwave fields lying in the basal plane of the crystal. Figures 1 and 2


Fig. 1. Dependences of the threshold parallel ( $\bigcirc$ ) and perpendicular ( $\bullet$ ) pump fields on the magnetic field at $T=$ $20^{\circ} \mathrm{C}, \omega_{p} / 2 \pi=1364 \mathrm{MHz}$.
show typical dependences of the threshold fields on the magnetic field for various frequencies, temperatures, and pump geometries. It is easy to see that these dependences are nonmonotonic: numerous dips are observed, these being particularly strong for $\mathbf{h} \perp \mathbf{H}$ and low pump frequencies. Similar threshold minima were observed earlier as a result of phonon pumping in iron borate $[8,10]$ and were attributed to the excitation of a standing magnetoelastic wave at frequency $\omega_{p} / 2$ over the thickness of the plate. Under perpendicular pumping conditions these dips (resonances) were considerably greater because, in addition to parametric phonons at frequency $\omega_{p h}=\omega_{p} / 2$, sound at frequency $\omega_{p h}=\omega_{p}$ is also excited linearly. It will be shown subsequently that as the frequency and temperature increase, and also as the amplitude of the static magnetic field decreases, the range of the parametric phonons decreases, with the result that the boundaries of the sample have a weaker influence on the parametric instability threshold and the dips on the threshold curve gradually disappear. We also note that in hematite the threshold fields $h_{c \perp}$ and $h_{c\| \|}$ have approximately the same dependence on the magnetic field unlike $\mathrm{FeBO}_{3}$ and $\mathrm{CoCO}_{3}$ for which the dependences $h_{c \perp}(H)$ and $h_{c| |}(H)$ differ substantially [10].

Figure 3 shows a typical dependence of the instability threshold on the magnetic field geometry. The perpendicular pumping condition corresponds to $\phi=0^{\circ}$. It can be seen that in hematite the highest threshold is obtained for parallel pumping whereas for $\mathrm{FeBO}_{3}$ the converse is true, $h_{c \perp}>h_{c \|}[10]$.

Figure 4 shows the temperature behavior of $h_{c \perp}$ and $h_{c| |}$ for fixed values of the pump frequency and the magnetic field. Both fields have the same dependence on $T$ : an almost linear increase in $h_{c}(T)$ is observed except for


Fig. 2. Dependences of the threshold parallel ( $O$ ) and perpendicular $(\bullet)$ pump fields on $H$ at $T=197^{\circ} \mathrm{C}, \omega_{p} / 2 \pi=584 \mathrm{MHz}$.
a narrow region of temperature near the Morin point where the pump threshold increases steeply. At temperatures below $T_{M}$ no parametric phonon excitation was observed.

Figure 5 shows dependences of the thresholds on the microwave pump frequency. It is easy to see that the threshold fields $h_{c \perp}$ and $h_{c\| \|}$ have different frequency dependences and in the range $\omega_{p} / 2 \pi>750 \mathrm{MHz}$ the field $h_{c \|}$ is almost proportional to frequency. At $\omega_{p} / 2 \pi \leq$ 750 MHz the threshold fields $h_{c \perp}$ and $h_{c \|}$ are almost equal and then increase with decreasing frequency.


Fig. 3. Angular dependence of the parametric instability threshold at $T=172.5^{\circ} \mathrm{C}, H=361 \mathrm{Oe}, \omega_{p} / 2 \pi=1363 \mathrm{MHz}$; $\phi=0$ corresponds to the perpendicular pumping condition.

Note that in $\mathrm{FeBO}_{3}$ the threshold field $h_{c| |}$ did not depend on the pump frequency at all [9].

## 5. MEASUREMENT OF THE MAGNETOELASTIC PARAMETERS OF HEMATITE

In order to calculate the phonon relaxation rate from the threshold amplitude of the paramagnetic resonance, we need to know the magnetic, elastic, and magnetoelastic parameters of hematite. Numerous studies have been devoted to such measurements (see, for example, [4, 12-15]). Particular attention has been paid to studying the spin wave and antiferromagnetic resonance spectra, and also the velocity of sound which for convenience of analyzing the experimental results we write in the form

$$
\begin{equation*}
\tilde{c}=c\left[1-\Delta_{1} /\left(H+H^{2} / H_{D}+\Delta_{2}+K\right)\right]^{1 / 2} \tag{3}
\end{equation*}
$$

Here the parameters $\Delta_{1}=\left(H_{\Delta 1}\right)^{2} / H_{D}$ and $\Delta_{2}=\left(H_{\Delta 2}\right)^{2} / H_{D}$ describe the magnetoelastic interaction, and the term $K=(v k)^{2} / g^{2} H_{D}$ gives the dependence of the velocity of sound on the wave vector (at low frequencies $\omega_{p h}$ this term can be neglected). The Dzyaloshinskiĭ field for hematite at room temperature is $H_{D}=22 \mathrm{kOe}$ [13] and the spin wave velocity along the $C_{3}$ axis is $v=24 \times 10^{5} \mathrm{~cm} / \mathrm{s}$ [12]. Measurements of the velocity of sound and the antiferromagnetic resonance frequency show that the parameter $\Delta_{1} \approx 400-500$ Oe obtained by various authors for different hematite samples is the same within measurement error while the value of the constant $\Delta_{2}$ varies from one sample to another and at room temperature is $\Delta_{2} \simeq 500-1000 \mathrm{Oe}$. Since $\Delta_{2}$ is caused by spontaneous magnetostriction, the value of $\Delta_{2} \simeq 500 \mathrm{Oe}$ is evidently observed in samples having the fewest defects. The corresponding gap in the spin wave spectrum is 9.3 GHz .

Estimates of the parameter $K$ show that in our experiments this is $K=15-500$ Oe, i.e., in most cases this term cannot be neglected compared with $H$ and $\Delta$. From the formulas (2) we express $K$ in terms of the parameters which can be measured experimentally:

$$
\begin{align*}
K= & \frac{(v k)^{2}}{g^{2} H_{D}}=\frac{1}{2}\left\{\Delta_{1}-\Delta_{2}-H+\frac{1}{H_{D}}\left(\frac{\omega_{p h}}{g}\right)^{2}\left(\frac{v}{c}\right)^{2}\right. \\
+ & {\left[\left(\Delta_{1}-\Delta_{2}-H+\frac{1}{H_{D}}\left(\frac{\omega_{p h}}{g}\right)^{2}\left(\frac{v}{c}\right)^{2}\right)\right.}  \tag{4}\\
& \left.\left.+\frac{4}{H_{D}}\left(\frac{\omega_{p h}}{g}\right)^{2}\left(\frac{v}{c}\right)^{2}\left(H+\Delta_{2}\right)\right]^{0.5}\right\} .
\end{align*}
$$

A fairly accurate method of measuring the magnetoelastic parameters involves measuring the frequency of the natural vibrations of the sample. Calculations [14] show that for an acoustic resonator in the form of a disk in which the field $\mathbf{H}$ is directed along the binary


Fig. 4. Temperature dependences of the threshold parallel (O) and perpendicular $(\bullet)$ pump fields at $H=425 \mathrm{Oe}, \omega_{p} / 2 \pi=$ 1370 MHz .


Fig. 5. Dependences of the threshold parallel ( $O$ ) and perpendicular $(\bullet)$ pump fields on the frequency of the exciting microwave field at $T=20^{\circ} \mathrm{C}, H=425 \mathrm{Oe}$.
crystallographic axis $X$, the frequency of the natural vibrations of the $\alpha-\mathrm{Fe}_{2} \mathrm{O}_{3}$ sample is given by

$$
\begin{equation*}
F=F_{0}\left[1-\frac{\Delta_{2}-\Delta_{1}}{H+H^{2} / H_{D}+\Delta_{2}-\Delta_{1}}\right]^{1 / 2} . \tag{5}
\end{equation*}
$$

Results of measurements of $F$ for fields $H>100$ Oe are given in [14] and these are accurately described by formula (5). The value of $\left(\Delta_{2}-\Delta_{1}\right) \approx 100$ Oe obtained in these measurements at $T=293 \mathrm{~K}$ agrees with the best values of $\Delta_{2}$.


Fig. 6. Dependences of the frequency of the natural elastic vibrations of the sample on the magnetic field at $T=20^{\circ} \mathrm{C}$ (○) and $T=189^{\circ} \mathrm{C}(\triangle)$. The solid curves give the calculations using formula (5) for the following values of the parameters: $F_{0}=590.32 \mathrm{kHz}, \delta_{1}=85.75 \mathrm{Oe}, \delta_{2}=110.29 \mathrm{Oe}$ at $T=$ $20^{\circ} \mathrm{C} ; F_{0}=582.08 \mathrm{kHz}, \delta_{1}=45.75 \mathrm{Oe}, \delta_{2}=56.53 \mathrm{Oe}$ at $T=189^{\circ} \mathrm{C}$.


Fig. 7. Temperature dependences of the magnetoelastic parameters $\delta_{1}(\triangle)$ and $\delta_{2}(\bigcirc)$. The straight lines gives the calculations using the empirical formula (7).

Since the parameters of the phonon spectrum differ for different samples, in order to calculate the phonon relaxation rate we need to measure the values of the magnetoelastic parameters in the same crystal as that used to measure the pump thresholds. We measured these parameters using both the formulas (3) and (5) given above to some extent.

The first method used by us to measure the magnetoelastic parameters was based on the suppression of parametric phonon instability by low-frequency modulation of their spectrum [8]. When studying the influence of the field $H_{m} \cos \omega_{m} t$ on the pump thresholds, we observed that when the modulation frequency was equal to the natural vibration frequency of the sample, the dependence $h_{c}\left(\omega_{m}\right)$ had a sharp peak. This effect occurs because when the modulation frequency is the same as the frequency $F$ of the natural elastic vibrations of the sample, these elastic vibrations are excited. The elastic vibrations of the crystal create an effective modulating magnetic field which actually intensifies the influence of the field $H_{m}$ on the magnon and phonon spectrum and hence on the parametric instability threshold. By measuring the position of this peak as a function of the magnetic field, we obtained the field dependence of the natural vibration frequency of the sample. These measurements were made over a wide range of temperature. The results of measurements of $F$ for two temperatures are plotted in Fig. 6. According to the calculations [14], these dependences for a disk should be described by expression (5). However, in our sample the frequency $F$ was accurately described by the formula

$$
\begin{equation*}
F=F_{0}\left[1-\delta_{1} /\left(H+H^{2} / H_{D}+\delta_{2}\right)\right]^{1 / 2} \tag{6}
\end{equation*}
$$

which is similar to (5) but the values of $\delta_{1}=85.75$ Oe and $\delta_{2}=110.29 \mathrm{Oe}$ (at $T=20^{\circ} \mathrm{C}$ ) differ, although they are close to the value of $\left(\Delta_{2}-\Delta_{1}\right) \approx 100$ Oe obtained in [14]. The fact that $\delta_{1} \neq \delta_{2}$ is clearly attributable to the irregular shape of our sample and to the random direction of the magnetic field relative to the second-order crystallographic axes.

Temperature dependences of the parameters $\delta_{1}$ and $\delta_{2}$ are plotted in Fig. 7. We can see that over the entire temperature range the parameters $\delta_{1}$ and $\delta_{2}$ are reasonably well described by linear functions of temperature and their ratio remains constant at $\delta_{1} / \delta_{2}=1.29 \pm 0.02$. The empirical expressions for the temperature dependences of $\delta_{i}$ have the form

$$
\begin{equation*}
\delta_{i} \approx \delta_{i 0}[1-(T-293) / 330] . \tag{7}
\end{equation*}
$$

Here $T$ is the temperature and $\delta_{i 0}$ is the value of the parameter at $T=293 \mathrm{~K}$. Since $\delta_{i}$ are linear combinations of the magnetoelastic constants $\Delta_{2}$ and $\Delta_{1}$ and all these constants decrease smoothly with increasing $T$, we can postulate that the behavior of $\Delta_{2}$ and $\Delta_{1}$ will be described by the same function of temperature. We used formula (7) to calculate $\Delta_{2}$ and $\Delta_{1}$ in our calculations of the temperature dependence of the phonon relaxation rate.

The second method used by us to determine the magnetoelastic constants was based on observing the size effect of the parametric waves over the crystal thickness. If the magnetic field is varied at fixed phonon frequency, the velocity of sound and the magnetoelastic wavelength $\lambda$ vary. For particular values of $H$ the con-
dition $d=n(\lambda / 2)$ is satisfied, i.e., an integer number of half-waves fall within the sample thickness ( $n$ is an integer). For these values of the field the pump threshold has minima. The spacing $\Delta H$ between these minima is determined by the field dependence of the velocity of sound (3). Using formulas (2) and (3) and assuming $n \gg 1$, we obtain the following expression:

$$
\begin{gather*}
\Delta H \approx 2 \pi c\left(H+\Delta_{2}+K\right)^{1 / 2} \\
\times\left(H+\Delta_{2}-\Delta_{1}+K\right)^{3 / 2} /\left(\Delta_{1} \omega_{p h} d\right) . \tag{8}
\end{gather*}
$$

In expression (8) the parameter $K$ is a function of the magnetic field and the pump frequency. However, at the lower edge of our frequency range its value is small, $K \approx$ 20 Oe , and in addition, in fields of $500<H<1100 \mathrm{Oe}$ the value of $K$ only varies by $20 \%$ so that its field dependence at low frequencies can be neglected in (8). Unfortunately, at low frequencies the phonon wavelength increases so that the condition $n \gg 1$ is satisfied less accurately. Experimental results of detailed measurements of the spacing between the threshold minima for parallel pumping are plotted in Fig. 8. Since the number of experimental points is small, an analysis of these results by the least squares method with two independent parameters gives a large error. Thus, we used the result obtained previously $\left(\Delta_{2}-\Delta_{1}\right) \approx 100 \mathrm{Oe}$, retaining a single fitting parameter $\Delta_{2}$ in formula (8). The solid curve in Fig. 8 was calculated by the least squares method using formula (8) into which we substituted the value $K=25 \mathrm{Oe}$ averaged over the range of fields. The magnetoelastic constants for our sample are $\Delta_{1}=480 \mathrm{Oe}, \Delta_{2}=580 \mathrm{Oe}$, which agrees with the values obtained previously for higher-quality single crystals. The corresponding magnetostrictive gap in the spin wave spectrum is $g H_{\Delta 2} / 2 \pi \simeq$ 10 GHz . This estimate is indirectly confirmed by our attempts to observe the antiferromagnetic resonance signal at 9.37 GHz . In weak fields intensive absorption of microwave power began to occur, but this did not reach a maximum even at $H=0$, which indicates that the antiferromagnetic resonance frequency is close to 9.37 GHz at $H=0$ although, quite obviously, the antiferromagnetic resonance frequency is slightly higher than the oscillator frequency, i.e., of the order of 10 GHz .

## 6. CALCULATIONS OF PHONON RELAXATION. DISCUSSION OF RESULTS

Using formulas (1)-(3), we obtain the following expression for the phonon relaxation parameter $\eta=\gamma_{k} / 2 \pi$ :

$$
=\frac{\eta}{8\left(H+\frac{H^{2}}{H_{D}}+\Delta_{2}+K\right)\left(H+\frac{H^{2}}{H_{D}}+\Delta_{2}-\Delta_{1}+K\right)}
$$



Fig. 8. Spacing between neighboring minima of the threshold field $h_{c \|}$ as a function of the static magnetic field $H$ for $\omega_{p} / 2 \pi=574.6 \mathrm{MHz}, T=20^{\circ} \mathrm{C}$. The solid curve gives the calculations using formula (8) for the following values of the parameters: $c=4.1 \times 10^{5} \mathrm{~cm} / \mathrm{s}$ [15], $\Delta_{1}=480 \mathrm{Oe}, \Delta_{2}=580 \mathrm{Oe}$, $d=0.39 \mathrm{~mm}, K=25 \mathrm{Oe}$.


Fig. 9. Dependences of the phonon relaxation rate on the magnetic field at $T=20^{\circ} \mathrm{C}$ and various pump frequencies: $(\triangle) \omega_{p} / 2 \pi=1761 \mathrm{MHz}$, ( $\left.\square\right) \omega_{p} / 2 \pi=1364 \mathrm{MHz},(\mathrm{O}) \omega_{p} / 2 \pi=$ 1081 MHz . The solid curve gives the calculations using formula (11).

Here $v_{p}=\omega_{p} / 2 \pi$ is the microwave pump frequency and the parameter $K$ is given by expression (4). Note that this formula is usually reduced to a simplified form, i.e., it is assumed that $\Delta_{2}=\Delta_{1}$ and the terms $H^{2} / H_{D}$ and $K$ are neglected. Formula (9) was checked experimentally for the case $\mathbf{h} \| \mathbf{H}$ in [8] (the coefficient of phonon coupling with the threshold field was measured under parallel pumping conditions). No such investigations were made for the case of perpendicular pumping. In addition, under perpendicular pumping, before-threshold excitation of phonons occurs at frequency $\omega_{p h}=\omega_{p}$


Fig. 10. Dependences of the phonon relaxation rate on the magnetic field at $T=197^{\circ} \mathrm{C}, \omega_{p} / 2 \pi=584 \mathrm{MHz}$. The solid curve was obtained using formula (11).
which may influence the parametric excitation threshold particularly when a standing wave of these phonons forms over the sample thickness. Thus, for our calculations of the phonon relaxation rate we only used the threshold value of the parallel pump field.

Figure 9 gives field dependences of the phonon relaxation rate at three pump frequencies. Quite clearly, these have approximately the same dependence on $H$ : the relaxation rate increases with decreasing $H$ in fields of less than 400 Oe and then tends toward a constant value with increasing field. It can be seen from Fig. 10 that a similar dependence is observed at high temperature.

Figure 11 shows the temperature dependence of the phonon relaxation rate. Over almost the entire range of temperature $\eta(T)$ is described by the function $\eta \propto T^{3 / 2}$. The only exception is a narrow range of temperature near the orientational phase transition temperature. The relaxation mechanisms making the major contribution to $\eta$ will be discussed below.

Figure 12 gives the phonon relaxation parameter as a function of the pump frequency. For $\omega_{p} / 2 \pi>750 \mathrm{MHz}$ a monotonic, almost linear increase in relaxation rate is observed. When $\omega_{p} / 2 \pi<750 \mathrm{MHz}$ the phonon relaxation rate departs from this dependence and becomes almost constant at $\eta \approx 0.15 \mathrm{MHz}$. The change in the phonon relaxation behavior at this point can be seen most clearly in Fig. 5 from the frequency dependence of the parallel pumping threshold. The value $\eta \approx 0.15 \mathrm{MHz}$ corresponds to the phonon mean free path $l \approx 1.6 \mathrm{~mm}$. This value is four times the sample thickness $d=$ 0.39 mm . We can postulate that after several reflections from the crystal boundary, the parametric phonons cease to be coupled with the pump field, i.e., at low frequencies phonon scattering at the crystal boundaries begins to have a strong influence on the parametric instability threshold. This influence of the sample boundaries on the pump threshold can also be seen clearly from the large number


Fig. 11. Temperature dependence of the phonon relaxation rate at $H=425 \mathrm{Oe}, \omega_{p} / 2 \pi=1370 \mathrm{MHz}$. The solid curve gives the dependence $\eta \propto T^{3 / 2}$.
of dips on the threshold curves at low frequencies (see, for example, Fig. 2). We recall that this jaggedness of the threshold curves diminishes as the pump frequency increases and the amplitude of the magnetic field decreases. This is clearly caused by an increase in the phonon relaxation rate and a decrease in the velocity of sound in weak fields, which has the result that many parametric phonons no longer reach the sample boundary and the influence of the finite dimensions of the sample on the threshold becomes weaker. It would be interesting to measure the threshold in larger samples for which the ten-


Fig. 12. Dependence of the phonon relaxation rate on frequency at $T=20^{\circ} \mathrm{C}, H=425 \mathrm{Oe}$. The solid curve gives the calculations using formula (11).
dency of $\eta$ to become constant would most likely not be observed at these frequencies. Unfortunately, no parametric excitation occurred at all in the large hematite crystals grown in other laboratories which were available to us. (The quality of these crystals was apparently poorer and the threshold pump amplitude was very high.) Hence, as yet we cannot categorically confirm that the kink on the experimental curve is attributable to the influence of the crystal boundaries.

It is interesting to note that although the frequency dependences of the pump thresholds in hematite and $\mathrm{FeBO}_{3}$ (see [9]) differ substantially, this is not associated with differences in the phonon relaxation behavior but arises because the parameter $K$ in the threshold formula (9) plays an important role for hematite, whereas it is negligible for iron borate. As a result, the frequency dependences of the phonon damping in these two materials were very similar: the phonon relaxation is approximately proportional to their frequency, i.e., the phonon $Q$ factor is almost independent of frequency, except that in $\mathrm{FeBO}_{3}$ it was twice as high.

An analysis of possible mechanisms for the damping of sound in hematite must take into account that the field and temperature dependence of the relaxation parameter are almost the same for all phonons in the frequency range $\omega_{p h} / 2 \pi>380-950 \mathrm{MHz}$. Assuming that several factors make major contributions to the relaxation, in this case all these contributions must have the same (similar) dependences on all the experimental parameters $T, H$, and $\omega_{p h}$. This evidently implies that there is a single fundamental relaxation mechanism whose influence on the phonon scattering is significantly greater than all the other contributions to $\eta$. Consequently, the main contribution to the phonon relaxation in hematite is approximately proportional to $\omega_{p h}$, increases with increasing temperature as $T^{3 / 2}$, increases rapidly with decreasing $H$ in fields $H<400 \mathrm{Oe}$, and is almost independent of $H$ in strong fields.

The most well-known mechanism for the relaxation of sound in high-quality nonmagnetic dielectric single crystals at high temperatures is the Akhiezer mechanism, involving the damping of sound at thermal phonons (see, for example, the review [16]). When $\omega_{p h} \tau \ll 1$, where $\tau$ is the thermal phonon lifetime, the elastic wave does not interact with an individual thermal phonon but with an overall ensemble of thermal phonons. This elastic wave may be considered as a field which modulates the frequency and therefore the distribution function of the thermal phonons. Redistribution of phonons over the spectrum is accompanied by phonon-phonon collisions which lead to relaxation of the elastic wave energy. This contribution to the relaxation of the elastic wave has the form [16]

$$
\begin{equation*}
\gamma_{A} \approx G^{2} \sigma T \omega_{p h}^{2} / \rho \tilde{c}^{2} \bar{c}^{2} . \tag{10}
\end{equation*}
$$

Here $G$ is the Gruneisen constant, $\sigma$ is the thermal conductivity, $\rho$ is the density, and $\bar{c}$ is the mean velocity of the thermal phonons which, unlike $\tilde{c}$, is almost inde-
pendent of the magnetic field. Having in mind that (a) the thermal conductivity of dielectrics at high temperature is approximately described by the dependence $\sigma \propto T^{-1}$, (b) the Gruneisen constant at $T \sim T_{D}$ is almost independent of temperature (the Debye temperature for hematite is $T_{D} \approx 400 \mathrm{~K}$ [17]), and (c) the velocity of the sound excited by us depends on the magnetic field, frequency, and temperature in accordance with formulas (3) and (4), we obtain the following dependence for the Akhiezer mechanism in hematite

$$
\begin{equation*}
\gamma_{A} \propto f(T) \omega_{p h}^{2} / \tilde{c}^{2}\left(H, T, \omega_{p h}\right) . \tag{11}
\end{equation*}
$$

Here $f(T)$ is a weak function of temperature. The solid curves in Figs. 9, 10, and 12 give the dependences of the relaxation rate $\gamma_{A}$ on the magnetic field and frequency corresponding to expression (11). Quite clearly, expression (11) describes the frequency and field functional dependences of the relaxation parameter reasonably well. However, the temperature dependence (11) differs significantly from the experimental one. As $T$ increases, the value of $\tilde{c}$ increases slightly for a fixed field $H=425$ Oe which should lead to an approximately $25 \%$ reduction in relaxation in the temperature range under study. However, an increase in relaxation by a factor of $\sim 2.3$ is observed experimentally which may be obtained by assuming that $f(T) \propto T^{3 / 2}$. In addition, an estimate of the absolute value of the phonon relaxation parameter in hematite using formula (10) gives $\eta_{A} \sim 10 \mathrm{kHz}$ at $\omega_{p h} / 2 \pi=500 \mathrm{MHz}, T=300 \mathrm{~K}$ whereas the experimental value of the relaxation under the same conditions is $\eta \approx 250 \mathrm{kHz}$. Thus, both formula (10) and formula (11), which allows for the role of magnetoelastic interaction in the renormalization of the velocity of sound, describe by no means all the facets of the phonon damping behavior in hematite.

The influence of the magnon system on the sound damping efficiency in antiferromagnets with easyplane anisotropy was examined in the greatest detail in [18]. It was shown that although the effective anharmonicity may exceed the elastic by two orders of magnitude in the long-wavelength part of the spectrum, it makes only a negligible contribution to the interaction of sound with thermal phonons, i.e., to the Akhiezer mechanism. On the other hand, a substantial increase is observed in the efficiency of the phonon-phonon interaction of sound with long-wavelength quasi-phonons having the wave vector $k \sim\left(\omega_{f 0} / c\right)$, where $\omega_{f 0}$ is the antiferromagnetic resonance frequency. The corresponding sound relaxation parameter has the form [18]

$$
\begin{equation*}
\gamma_{p h}=\frac{\beta}{2^{5}} \omega_{p h} \frac{\theta^{6} T \theta_{N}}{\omega_{f 0}^{5}\left(m c^{2}\right)^{3}}, \tag{12}
\end{equation*}
$$

where $\beta \sim 1$ is a numerical coefficient which depends on the direction and polarization of the acoustic wave, $\theta$ is the magnetoelastic interaction energy, $\theta_{N}$ is the Neel temperature, and $m$ is the unit-cell mass. At first glance, this formula predicts an increase with temperature $\gamma_{p h} \propto T$ but taking into account the temperature
dependences of $\theta$ and $\omega_{f 0}$ we find that as $T$ increases from 260 to 470 K , the parameter $\gamma_{p h}$ decreases by more than an order of magnitude. In addition, expression (12) does not give the required dependence of the relaxation rate on the frequency and magnetic field (in strong fields it follows from (12) that $\gamma_{p h} \propto H^{-5 / 2}$ ) whereas an estimate of the relaxation parameter at room temperature gives an absolute value $\eta_{p h} \sim 1-10 \mathrm{kHz}$, which does not exceed the contribution of the Akhiezer mechanism. Thus, the sound damping mechanisms considered in [18] intensified by magnetoelastic interactions also cannot explain our experimental results.

In [10] we suggested another phonon relaxation mechanism. The physical meaning of this mechanism is that [19] as a result of the interaction of coupled vibrations, not only do their frequencies change but also the relaxation parameters become renormalized. For instance, if one branch of these vibrations (magnons) was initially damped, as a result of interacting with it, a second branch of coupled vibrations receives an additional contribution to the relaxation. This influence of magnon relaxation on the damping time of vibrations coupled with them was first observed in studies of nuclear spin waves in antiferromagnetic $\mathrm{CsMnF}_{3}$ [19]. A similar contribution of the magnon branch to the phonon damping has the form

$$
\begin{equation*}
\gamma_{k}^{(p h)}=\left(d \omega_{p h} / d \omega_{f k}\right) \gamma_{f k}^{(m)} \tag{13}
\end{equation*}
$$

Using the experimental results on the relaxation of magnons in $\mathrm{FeBO}_{3}$ we were able to describe the main contribution to phonon relaxation at high temperatures using a model in which the width of the magnon branch is "renormalized" to the coupled phonon branch. This conclusion from [8] was later confirmed in studies of the $Q$ factor of the natural elastic vibrations of an $\mathrm{FeBO}_{3}$ single crystal [20]. This mechanism may well be responsible for the phonon damping in hematite. In order to estimate this contribution to the phonon relaxation, we require experimental data on the relaxation of magnons coupled to them. Unfortunately, at present we do not have any such results on magnon relaxation in hematite. However, we can put forward the following reasoning.

Using expressions (2) and (13), we obtain for fixed $H$ and $T$

$$
\gamma_{k}^{(p h)} \propto \omega_{p h} \gamma_{f k}^{(m)}
$$

Under the same conditions, the experiment gives a dependence close to $\gamma_{k} \propto \omega_{p h}$. Thus, in order to describe the experimental results, we impose the constraint that at fixed magnon frequency, their rate of relaxation in hematite should not depend on the wave vector. This behavior of the damping parameter of magnons with $k \sim 10^{4} \mathrm{~cm}^{-1}$ at high temperatures is predicted by the theory of magnon-phonon relaxation [21] and has also been observed in various low-temperature antiferromagnets $[3,19]$ where it has usually been attributed to inhomogeneous broadening of the spin wave spectrum. By renormalizing these relaxation parameters to the phonon branch we obtain the dependence $\gamma_{k} \propto \omega_{p h}$.
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#### Abstract

An analysis is made of ballistic electron transport in three-dimensional microconstrictions of elliptic cross section located in an arbitrarily oriented magnetic field. The model of a parabolic confinement potential is used to obtain and analyze the dependence of hybrid frequencies on the magnitude and direction of the magnetic field. An expansion of the conductance as a Fourier series is obtained and used to study Aharonov-Bohm and Shubnikov-de Haas oscillations as a function of the field and the stepped quantization structure of the conductance. A possible explanation is given for the experimentally observed effect of conductance quantization at fairly high temperatures. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Ballistic electron transport in three-dimensional microconstrictions (point contacts) has recently attracted growing interest $[1-9]$ following the experimental observation of conductance quantization effects in these systems, even at room temperature. The properties of three-dimensional (3D) microconstrictions differ substantially from those of the two-dimensional (2D) microconstrictions $[10,11]$ in which conductance quantization was first observed. The character of the conductance quantization in 3D microconstrictions depends strongly on the profile of the cross-section and also on the length of the contact [7]. In particular, in a symmetric constriction (circular cross section) the height of the conductance quantization step measured in conductance quantum units $G_{0}=2 e^{2} / h$, is proportional to the degree of degeneracy of the transverse energy levels [7]. An applied magnetic field $\mathbf{B}$ changes the transport regime of the constriction. This is because the field changes the electron confinement and may enhance (for an elliptic cross section) or induce (for a circular cross section) effective anisotropy of the constriction cross section. In [7] the generalized Buttiker-Landauer formula was used to study the conductance (mainly by numerical methods) of a 3D microconstriction for cases of longitudinal and transverse magnetic fields and also in the particular case of a tilted magnetic field [the field lies in the $y z$ plane, i.e., $\mathbf{B}=\left(0, B_{y}, B_{z}\right)$. The numerical results show that changes in the cross-sectional profile, magnitude, and direction of the field $\mathbf{B}$ lead to changes in the electron transport regime. Graphs of the conductance $G$ as a function of the field $\mathbf{B}$ plotted in [7] show that Aha-ronov-Bohm and Shubnikov-de Haas oscillations may occur in a longitudinal magnetic field. The nature of these oscillations depends strongly on the magnitude of
the magnetic field. It was noted in [7] that the length of the microconstriction also strongly influences the transport regime. In particular, the results of a numerical analysis indicate that the conductance quantization effect (stepped structure) and the Aharonov-Bohm oscillations may disappear in short microconstrictions.

We note that a convenient model of the geometric confinement potential which can allow for the role of the microconstriction shape and the influence of the magnitude and direction of the magnetic field is the "soft wall" potential. This potential was used in $[10,11]$ for 2D constrictions and in [7] for 3D constrictions. This potential characterizes the cross-sectional profile of the constriction and its length. This factor is extremely important because in the ballistic regime the geometry of the microconstriction is a source of resistance.

Near the constriction bottleneck, the arbitrary smooth geometric-confinement potential in second order with respect to the coordinates $(x, y, z)$ is expressed in the form

$$
\begin{equation*}
V(x, y, z)=V_{0}+\frac{1}{2} m^{*}\left(\omega_{x}^{2} x^{2}+\omega_{y}^{2} y^{2}-\omega_{z}^{2} z^{2}\right) . \tag{1}
\end{equation*}
$$

Here $V_{0}$ is the potential at the saddle point of the constriction, $m^{*}$ is the effective electron mass, and $z$ is the coordinate along the constriction axis. The frequency $\omega_{z}$ is determined by the microconstriction length $l: \omega_{z}=$ $\hbar / m^{*} l^{2}$. The microconstriction cross section is approximated to within second-order terms by an ellipse having the semiaxes

$$
a=\frac{1}{2} \sqrt{\frac{\hbar}{m^{*} \omega_{x}}}, \quad b=\frac{1}{2} \sqrt{\frac{\hbar}{m^{*} \omega_{y}}} .
$$

The Hamiltonian of the one-electron states in an applied static, uniform magnetic field $\mathbf{B}=\left(B_{x}, B_{y}, B_{z}\right)$ has the form

$$
\begin{equation*}
H=\frac{1}{2 m^{*}}\left(\mathbf{p}-\frac{e}{c} \mathbf{A}\right)^{2}+V(x, y, z) \tag{2}
\end{equation*}
$$

where $\mathbf{A}$ is the vector potential of the field $\mathbf{B}$. For $\mathbf{A}$ we select the following gauge:

$$
\begin{equation*}
\mathbf{A}=\left(\frac{1}{2} B_{y} z-B_{z} y\right) \mathbf{i}+\left(B_{x} y-\frac{1}{2} B_{y} x\right) \mathbf{k} \tag{3}
\end{equation*}
$$

By rotating the axes in phase space, we can reduce the quadratic Hamiltonian (2) to the diagonal form. This Hamiltonian then has the same form as that in the absence of the magnetic field but with different frequencies of the effective potential:

$$
\begin{equation*}
H=\frac{1}{2 m^{*}} \mathbf{P}^{2}+\frac{m^{*}}{2}\left(\omega_{1}^{2} Q_{1}^{2}+\omega_{2}^{2} Q_{2}^{2}-\Omega^{2} Q_{3}^{2}\right) \tag{4}
\end{equation*}
$$

where $\mathbf{P}$ and $Q$ are the new phase variables. The new characteristic frequencies $\omega_{1}, \omega_{2}$, and $\Omega$ are functions of the magnitude and direction of the magnetic field $\mathbf{B}$.

The probability of propagating from a mode having the quantum numbers $(m, n)$ to the ( $m^{\prime}, n^{\prime}$ ) mode is determined by the generalized Buttiker formula [12] and has the form

$$
\begin{equation*}
T_{m, n ; m^{\prime}, n^{\prime}}=\delta_{m n^{\prime}} \delta_{n n^{\prime}}\left[1+\exp \left(-2 \pi \varepsilon_{m n}\right)\right]^{-1} \tag{5}
\end{equation*}
$$

where $\varepsilon_{m n}=\left(E-V_{0}-E_{m n}\right) / \hbar \Omega$, the quantum numbers of the oscillators are $m$ and $n=0,1,2, \ldots$, the energy of the electron motion in the plane $Q_{1} Q_{2}$ is $E_{m n}=\hbar \omega_{1}(m+$ $1 / 2)+\hbar \omega_{2}(n+1 / 2)$, and $E$ is the total electron energy.

Effects of electron tunneling through the effective potential

$$
V_{\mathrm{eff}}(z)=V_{0}+E_{m n}-m^{*} \Omega^{2} z^{2} / 2
$$

lead to smearing of the threshold energy $V_{\text {eff }}(0)$ which then has the result that the probability of propagating through channels with $E<V_{\text {eff }}(0)$ becomes nonzero [7]. A comparison between the factor in brackets in (5) and the Fermi distribution $f_{0}(E)$ shows that the value of $\hbar \Omega / 2 \pi$ plays the same role as the temperature in the Fermi distribution, i.e., smears the threshold electron energy.

The conductance of a 3D constriction for $T \neq 0$ is given by

$$
\begin{equation*}
G(T)=\int_{0}^{\infty} d E\left(-\frac{\partial f_{0}}{\partial E}\right) G(T=0) \tag{6}
\end{equation*}
$$

where $G(T=0)$ is given by the Landauer expression:

$$
\begin{equation*}
\frac{G(T=0)}{G_{0}}=\sum_{m, n=0}^{\infty}\left[1+\exp \left(-2 \pi \varepsilon_{m n}\right)\right]^{-1} \tag{7}
\end{equation*}
$$

On the basis of the above reasoning on the smearing of the threshold energy, the upper limit in the sums (7) over $m$ and $n$ is infinity.

Since (7) contains a double sum over the quantum numbers $m, n$ and (6) has an integral over energy, it is difficult to use these expressions directly to analyze the conductance of a 3D constriction (unlike the case of a nanowire of constant cross section where no smearing of the threshold energy occurs in (7) and the sums are easily calculated). This is evidently why in [7] further investigation of the conductance using (6) and (7) was made by numerical methods. Moreover, the general case when $\mathbf{B}=\left(B_{x}, B_{y}, B_{z}\right)$ was not considered at all in [7].

We make another important observation. Formula (7) is similar to the magnetic response of a degenerate gas of two-dimensional oscillators having the temperature $T=\hbar \Omega / 2 \pi$ and the chemical potential $\mu=E-V_{0}$. The magnetic response of this type of gas was studied in [13] where the corresponding series were summed over a single index and (6) and (7) were reduced to a one-dimensional Fourier series.

The present article is constructed as follows. In Section 2, for the general case of an arbitrary magnetic field $\mathbf{B}=\left(B_{x}, B_{y}, B_{z}\right)$ we determine the frequencies $\omega_{1}$, $\omega_{2}$, and $\Omega$ in terms of the roots of a cubic equation and we construct the dependences of these frequencies on the magnitude and direction of the field. In Section 3 we obtain an expansion of the conductance of a 3D constriction as a one-dimensional Fourier series, by isolating the monotonic and oscillating components of the conductance, i.e., we obtain for the conductance an analog of the Landau formula for the magnetic response of a degenerate gas. In Section 4 we study the oscillating component of the conductance and demonstrate analytically that Aharonov-Bohm and Shubnikov-de Haas oscillations exist in a longitudinal field. In this section we also investigate the case of a transverse field and study the stepped structure of the conductance as a function of the orientation of the field.

## 2. DIAGONALIZATION OF THE HAMILTONIAN

We shall analyze the Hamiltonian (2) with the potential (1) and the magnetic field $\mathbf{B}=\left(B_{x}, B_{y}, B_{z}\right)$ arbitrarily oriented relative to the axes $x, y, z$, where the $z$ axis is directed along the microconstriction, and the $x$ and $y$ axes are directed along the minor and major axes of the elliptic cross section of the constriction, respectively. In phase space ( $p_{x}, p_{y}, p_{z}, x, y, z$ ) the Hamiltonian (2)
defines a quadratic form with the sixth-order symmetric matrix

$$
\begin{gather*}
M=\frac{1}{2 m^{*}} \\
\times\left\|\begin{array}{cccccc}
1 & 0 & 0 & 0 & 2 B_{3} & -B_{2} \\
0 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & B_{2} & -2 B_{1} & 0 \\
0 & 0 & B_{2} & k_{1}^{2} & -2 B_{1} B_{2} & 0 \\
2 B_{3} & 0 & -2 B_{1} & -2 B_{1} B_{2} & k_{2}^{2} & -2 B_{2} B_{3} \\
-B_{2} & 0 & 0 & 0 & -B_{2} B_{3} & k_{3}^{2}
\end{array}\right\| . \tag{8}
\end{gather*}
$$

Here the following notation is introduced

$$
\begin{gather*}
B_{1}=\frac{e}{2 c} B_{x}, \quad B_{2}=\frac{e}{2 c} B_{y}, \quad B_{3}=\frac{e}{2 c} B_{z}, \\
k_{1}^{2}=m^{* 2} \omega_{x}^{2}+B_{2}^{2},  \tag{9}\\
k_{2}^{2}=m^{* 2} \omega_{y}^{2}+4 B_{1}^{2}+4 B_{3}^{2}, \\
k_{3}^{2}=-m^{* 2} \omega_{z}^{2}+B_{2}^{2} .
\end{gather*}
$$

The canonical form (4) of the Hamiltonian (2) is determined by the eignevalues of the matrix $I M$, where $I$ is the symplectic unit [14]:

$$
I=\left\|\begin{array}{cc}
0 & -E  \tag{10}\\
E & 0
\end{array}\right\|, \quad E=\left\|\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right\|
$$

The eignevalues $\lambda$ of the matrix $M$ are obtained from the following sixth-order equation

$$
\begin{align*}
& \left(\lambda^{2}+\omega_{x}^{2}\right)\left(\lambda^{2}+\omega_{y}^{2}\right)\left(\lambda^{2}-\omega_{z}^{2}\right)+\lambda^{2}\left(\lambda^{2}+\omega_{x}^{2}\right) \omega_{c x}^{2}  \tag{11}\\
& \quad+\lambda^{2}\left(\lambda^{2}+\omega_{y}^{2}\right) \omega_{c y}^{2}+\lambda^{2}\left(\lambda^{2}-\omega_{z}^{2}\right) \omega_{c z}^{2}=0
\end{align*}
$$

where $\omega_{c j}=e B_{j} / m^{*} c, j=x, y, z$.
To be specific, we assume that $\omega_{x} \geq \omega_{y}$ and we investigate the cubic equation obtained for $\xi=\lambda^{2}$. We denote by $P(\xi)$ the third-degree polynomial of $\xi$ on the righthand side of (11). Then it is quite clear that

$$
\begin{gathered}
P(-\infty)=-\infty, \quad P\left(-\omega_{x}^{2}\right)>0 \\
P(0)<0, \quad P\left(\omega_{z}^{2}\right)>0
\end{gathered}
$$

Thus the equation $P(\xi)=0$ has three different roots:

$$
\xi_{1} \in\left(-\infty,-\omega_{x}^{2}\right), \quad \xi_{2} \in\left(-\omega_{x}^{2}, 0\right), \quad \xi_{3} \in\left(0, \omega_{z}^{2}\right)
$$

Consequently by means of a symplectic transformation of phase space, the Hamiltonian (2) is reduced to the canonical form (4) in which $\omega_{1,2}^{2}=-\xi_{1,2}, \Omega^{2}=\xi_{3}$ [14]. Note that by making the substitution $\omega_{z}^{2} \longrightarrow-\omega_{z}^{2}$ the
equation $P(\xi)=0$ yields a cubic equation for the effective frequencies of a particle in a three-dimensional parabolic quantum well in a magnetic field [15]. The hybrid frequencies $\omega_{j}$ and $\Omega$ were determined in [7] in the extremely specific case where the field $\mathbf{B}$ lies in one of the coordinate planes. Graphs of the hybrid frequencies $\omega_{j}$ as a function of the magnitude and direction of the field $\mathbf{B}$ (the direction is defined by the angles $\theta$ and $\varphi$ of orientation of the field relative to the coordinates $(x, y, z)$ related to the microconstriction) are plotted in Fig. 1 where one of the angles is fixed $\left(\varphi=\varphi_{0}\right.$ or $\left.\theta=\theta_{0}\right)$. It can be seen that the frequencies $\omega_{j}$ depend on the magnitude and direction of the field so that the conductance of the microconstriction will also depend on these.

## 3. EXPANSION OF THE CONDUCTANCE AS A FOURIER SERIES

We shall first consider the conductance of a microconstriction at zero temperature. We shall use expression (7) and introduce the notation $\beta=2 \pi / \hbar \Omega$ and $E-V_{0}=\varepsilon$. We then have

$$
\begin{equation*}
\frac{G(T=0)}{G_{0}}=\sum_{m, n=0}^{\infty}\left[1+\exp \left(-\beta\left(\varepsilon-E_{m n}\right)\right)\right]^{-1} \tag{12}
\end{equation*}
$$

As we show in the Appendix, the following formula holds

$$
\begin{equation*}
\frac{1}{1+e^{x}}=\frac{1}{2 \pi i} \int_{\alpha-i \infty}^{\alpha+i \infty} \frac{\pi}{\sin \pi p} e^{-p x} d p, \quad 0<\alpha<1 \tag{13}
\end{equation*}
$$

Assuming in (13) $x=\beta\left(E_{m n}-\varepsilon\right)$, we obtain

$$
\begin{gather*}
\frac{G(T=0)}{G_{0}}=\frac{1}{2 i} \\
\times \int_{\alpha-i \infty}^{\alpha+i \infty} \frac{d \xi}{\sin \pi \xi} \sum_{m, n=0}^{\infty} \exp \left[-\xi\left(E_{m n}-\varepsilon\right) \beta\right] \tag{14}
\end{gather*}
$$

Using the relationship

$$
\begin{gather*}
\sum_{m, n=0}^{\infty} \exp \left\{-\zeta\left[\hbar \omega_{1}\left(m+\frac{1}{2}\right)+\hbar \omega_{2}\left(n+\frac{1}{2}\right)\right]\right\}  \tag{15}\\
=\left[4 \sinh \left(\frac{\hbar \omega_{1} \zeta}{2}\right) \sinh \left(\frac{\hbar \omega_{2} \zeta}{2}\right)\right]^{-1}
\end{gather*}
$$

and introducing $\zeta=\beta \xi$, we obtain from (14) and (15)

$$
\begin{gather*}
\frac{G(T=0)}{G_{0}}=\frac{1}{8 i \beta} \\
\times \int_{\alpha-i \infty}^{\alpha+i \infty} \frac{e^{\varepsilon \zeta} d \zeta}{\sin (\pi \zeta / \beta) \sinh \left(\hbar \omega_{1} \zeta / 2\right) \sinh \left(\hbar \omega_{2} \zeta / 2\right)} \tag{16}
\end{gather*}
$$



Fig. 1. Dependences of the frequencies $\omega_{1}, \omega_{2}$, and $\Omega$ on the magnitude $B$ and direction $\left(\theta\right.$ and $\varphi$ ) of the magnetic field: $\omega_{x}=$ $1.61 \times 10^{13} \mathrm{~s}^{-1}, \omega_{y}=0.61 \times 10^{13} \mathrm{~s}^{-1}, \omega_{x} / \omega_{z}=20, \varphi_{0}, \theta_{0}=\pi / 5.578$.

The integral in (16) can be calculated using the contour closed in the left half-plane. Summing the residues inside the contour, we obtain

$$
\begin{gathered}
\frac{G(T=0)}{G_{0}}=\frac{\pi}{4 \beta} \\
\times \sum_{i} \operatorname{res}\left[\frac{e^{\varepsilon z}}{\sin (\pi z / \beta) \sinh \left(\hbar \omega_{1} z / 2\right) \sinh \left(\hbar \omega_{2} z / 2\right)}, z_{k}\right]
\end{gathered}
$$

The function in the integrand in (16) has a third-order pole at zero and for incommensurable frequencies it has simple poles at the points $z_{i}=\left\{2 \pi n i / \hbar \omega_{1}, 2 \pi m i / \hbar \omega_{2}, k \beta\right\}$, $n, m=0, \pm 1, \pm 2, \ldots, k=-1,-2, \ldots$

After simple but fairly cumbersome calculations we find

$$
\frac{G(T=0)}{G_{0}}=\frac{1}{6 \omega_{1} \omega_{2}}\left[\frac{3\left(E-V_{0}\right)^{2}}{\hbar^{2}}+\frac{\Omega^{2}-\omega_{1}^{2}-\omega_{2}^{2}}{4}\right]
$$

$$
\begin{gather*}
+\sum_{k=1}^{\infty}(-1)^{k} \frac{\exp \left[-2 \pi k\left(E-V_{0}\right) / \hbar \Omega\right]}{4 \sinh \left(\pi k \omega_{1} / \Omega\right) \sinh \left(\pi k \omega_{2} / \Omega\right)} \\
+\frac{\Omega}{2} \sum_{n=1}^{\infty}(-1)^{n+1}\left[\frac{1}{\omega_{1}} \frac{\cos \left[2 \pi n\left(E-V_{0}\right) / \hbar \omega_{1}\right]}{\sin \left(\pi n \omega_{2} / \omega_{1}\right) \sinh \left(\pi n \Omega / \omega_{1}\right)}\right.  \tag{18}\\
\left.+\frac{1}{\omega_{2}} \frac{\cos \left[2 \pi n\left(E-V_{0}\right) / \hbar \omega_{2}\right]}{\sin \left(\pi n \omega_{1} / \omega_{2}\right) \sinh \left(\pi n \Omega / \omega_{2}\right)}\right] .
\end{gather*}
$$

Expression (18) becomes meaningless for commensurable values of the hybrid frequencies (in this case, some of the poles lying on the imaginary axis have a multiplicity greater than one). However, since a real number with a probability of one is irrational, we shall subsequently assume that the frequencies $\omega_{1}$ and $\omega_{2}$ are incommensurable. Note that even for incommensurable frequencies the question of the convergence of the Fourier series in (18) should be studied separately since the factors $\sin \left(\pi n \omega_{2} / \omega_{1}\right)$ and $\sin \left(\pi n \omega_{1} / \omega_{2}\right)$ in the denominator may be small. This problem is similar to the problem of small denominators in celestial mechanics [13].

Using an approach based on the Kolmogoroff-Arnol'd-Moser theory [13] we can show that the series in (18) converge uniformly if the Diophantine condition of incommensurability is satisfied for the frequencies (this condition is satisfied with a probability of one).

In order to find the temperature dependence of the microconstriction conductance we use formulas (6) and (18). After simple calculations we obtain

$$
\begin{equation*}
\frac{G(T)}{G_{0}}=G^{m o n}+G^{o s c} \tag{19}
\end{equation*}
$$

Here we have

$$
\begin{gathered}
G^{m o n}=\frac{1}{6 \omega_{1} \omega_{2}}\left[\left(\frac{\Omega^{2}-\omega_{1}^{2}-\omega_{2}^{2}}{4}+\frac{3 V_{0}^{2}}{\hbar^{2}}\right)\right. \\
\left.\times\left[1+\exp \left(-\frac{\mu}{T}\right)\right]^{-1}-\frac{6 V_{0} T}{\hbar^{2}} F_{0}\left(\frac{\mu}{T}\right)+\frac{6 T^{2}}{\hbar^{2}} F_{1}\left(\frac{\mu}{T}\right)\right] \\
+\sum_{k=1}^{\infty}(-1)^{k} \frac{\exp \left[-2 \pi k\left(\mu-V_{0}\right) / \hbar \Omega\right]}{4 \sinh \left(\pi k \omega_{1} / \Omega\right) \sinh \left(\pi k \omega_{2} / \Omega\right)} \\
\times\left(1+\frac{2}{3} \frac{\pi^{4} k^{2} T^{2}}{\hbar^{2} \Omega^{2}}\right) \\
G^{o s c}=\frac{\pi^{2} \Omega T}{\hbar \omega_{1}^{2}} \sum_{n=1}^{\infty}(-1)^{n+1}
\end{gathered}
$$

$$
\times\left[\frac{n \cos \left[2 \pi n\left(\mu-V_{0}\right) / \hbar \omega_{1}\right]}{\sinh \left(2 \pi^{2} n T / \hbar \omega_{1}\right) \sin \left(\pi n \omega_{2} / \omega_{1}\right) \sinh \left(\pi n \Omega / \omega_{1}\right)}\right.
$$

$$
\left.+\frac{\omega_{1}^{2}}{\omega_{2}^{2}} \frac{n \cos \left[2 \pi n\left(\mu-V_{0}\right) / \hbar \omega_{2}\right]}{\sinh \left(2 \pi^{2} n T / \hbar \omega_{2}\right) \sin \left(\pi n \omega_{1} / \omega_{2}\right) \sinh \left(\pi n \Omega / \omega_{2}\right)}\right],
$$

where $F_{0}$ and $F_{1}$ are Fermi integrals.
Formula (19) gives an expansion of the constriction conductance as a Fourier series. The Fourier series in (19) gives the oscillating component of the conductance and the first term gives the monotonic component of the conductance. This formula is in a certain sense an analog of the Landau formula for the magnetic response of an electron gas, which describes the de Haas-van Alphen effect. Graphs constructed using formula (19) for various angles $\varphi$ and $\theta$ are plotted in Figs. 2 and 3 .

Unlike the starting formulas (6) and (7) used for the numerical analysis in [7], formula (19) is suitable for an analytic investigation of the conductance. In particular, it can be seen from this formula that the role of the effective length of the constriction in the magnetic field (defined in terms of the frequency $\Omega$ ) is exactly the same as the role of temperature. As the effective length of the constriction decreases (with increasing $\Omega$ ), the degrees of quantization become more strongly smeared and may ultimately disappear completely.

It follows from (19) that the oscillating component of the conductance $G^{\text {osc }}$ has maxima at points where $\mu-V_{0}=\hbar \omega_{1,2}(n+1 / 2)$. These maxima are attributable to crossing of levels $E_{m n}$ with the energy $\mu-V_{0}$ and are a manifestation of the analog of the Shubnikov-de Haas effect in the conductance.

## 4. ANALYTIC INVESTIGATION OF THE CONDUCTANCE CURVE

It follows from (18) and (19) that the monotonic component of the conductance $G^{\text {mon }}$ has an almost parabolic profile (for $T \neq 0$ ). The oscillating component consists of almost three triangular peaks smoothed as a result of the temperature and the finite length of the constriction. Summation of these two curves gives the stepped structure of the curve $G(\mu)$. It is interesting to note that the smoothing of $G^{\text {osc }}$ for $T \neq 0$ is determined by the product of two factors, $\sinh \left(2 \pi^{2} n T / \hbar \omega_{j}\right) \sinh \left(\pi n \Omega / \omega_{j}\right)$, each influencing the profile of the oscillations. However, if the length of the constriction is fairly large, an increase in the first factor with temperature may be compensated by the smallness of the second factor to such an extent that quantization of the conductance may also be observed at fairly high temperatures. Thus, formula (19) can apparently explain why quantization of the conductance may well be observed in 3D constrictions even at fairly high temperatures, as was reported in $[5,6,8]$.


Fig. 2. Dependences of the conductance on the chemical potential $\mu=E$ and on the direction of the magnetic field defined by the polar $\varphi$ and azimuthal $\theta$ angles: $\omega_{x}=1.61 \times$ $10^{13} \mathrm{~s}^{-1}, \omega_{y}=0.61 \times 10^{13} \mathrm{~s}^{-1}, \omega_{x} / \omega_{z}=20, B=25 \mathrm{~T}, V_{0}=$ $0.6 \times 10^{-13} \mathrm{erg}, \varphi_{0}, \theta_{0}=\pi / 5.578, T=0.5 \mathrm{~K}$.

### 4.1. Longitudinal Field

In this case, the hybrid frequencies $\omega_{j}$ have the form [7]

$$
\begin{gather*}
\omega_{1,2}=\frac{1}{2}\left[\sqrt{\omega_{c}^{2}+\left(\omega_{x}+\omega_{y}\right)^{2}} \pm \sqrt{\omega_{c}^{2}+\left(\omega_{x}-\omega_{y}\right)^{2}}\right],  \tag{20}\\
\Omega=\omega_{z} .
\end{gather*}
$$

In the simplest case when the cross-section is symmetric and the magnetic field is weak, $\omega_{c} \ll \omega_{x}=\omega_{y}=\omega_{0}$,


Fig. 3. Dependences of the conductance on the magnitude $B$ and direction of the magnetic field defined by the polar $\varphi$ and azimuthal $\theta$ angles: $\omega_{x}=1.61 \times 10^{13} \mathrm{~s}^{-1}, \omega_{y}=1 \times 10^{13} \mathrm{~s}^{-1}$, $\omega_{x} / \omega_{z}=20, \mu=1.05 \times 10^{-13} \mathrm{erg}, V_{0}=0.5 \times 10^{-13} \mathrm{erg}, \varphi_{0}$, $\theta_{0}=\pi / 5.578, T=0.5 \mathrm{~K}$.
these frequencies can be represented to within terms of the order $O\left(\omega_{c} / \omega_{0}\right)$ in the form $\omega_{1,2} \sim \omega_{0} \pm \omega_{c} / 2$. We introduce the effective cross-section radius using the formula

$$
\begin{equation*}
\mu-V_{0}=\frac{m * \omega_{1} \omega_{2} R_{\mathrm{eff}}^{2}}{2} \tag{21}
\end{equation*}
$$

The magnetic field flux across a cross-section having this radius is given by $\Phi=\pi B R_{\text {eff }}^{2}$. In consequence we
find $\mu-V_{0}=\left(\hbar \omega_{1} \omega_{2} / \omega_{c}\right) \Phi / \Phi_{0}$, where $\Phi_{0}=2 \pi \hbar c / e$ is the magnetic flux quantum. Hence

$$
\begin{equation*}
\frac{\mu-V_{0}}{\hbar \omega_{1,2}}=\frac{m^{*} \omega_{0} R_{e f f}^{2}}{2 \hbar} \mp \frac{\Phi}{2 \Phi_{0}} \tag{22}
\end{equation*}
$$

Substituting (22) into (19) and discarding terms of higher order of smallness in $\omega_{c} / \omega_{0}$ : (bearing in mind that $\omega_{1} / \omega_{2} \simeq 1+\omega_{c} / \omega_{0}, \omega_{2} / \omega_{1} \simeq 1-\omega_{c} / \omega_{0}$ ), we obtain the following expression for the oscillating component of the conductance of a 3D constriction

$$
\frac{G^{o s c}}{G_{0}} \simeq \frac{2 \pi^{2} \Omega T}{\hbar \omega_{0}^{2}}
$$

$\times \sum_{n=1}^{\infty} \frac{n \sin \left(m \omega_{0} R_{e f f}^{2} \pi n / \hbar\right) \sin \left(\pi n \Phi / \Phi_{0}\right)}{\sin \left(\pi n \omega_{c} / \omega_{0}\right) \sinh \left(2 \pi^{2} n T / \hbar \omega_{0}\right) \sinh \left(\pi n \Omega / \omega_{0}\right)}$.
It can be seen from (23) that in this case, the conductance undergoes Aharonov-Bohm oscillations. Neglecting the weak dependence of the Fourier coefficients on the magnetic field (the oscillations are almost periodic), the period will be equal to two flux quanta (Fig. 4a).

For the case of a strong field $\left(\omega_{c} \gg \omega_{0}\right)$ and a symmetric structure, (20) yields the estimate $\omega_{1} \simeq \omega_{c}, \omega_{2}=$ $\omega_{0}^{2} / \omega_{c} \ll \omega_{1}$. In this case, the second term in the oscillating component (19) becomes appreciably smaller than the first because of the high value of $\sinh \left(2 \pi^{2} n T / \hbar \omega_{2}\right)$ and can be neglected. The main contribution to $G^{o s c}$ is then made by the first term with the numerator $\propto \cos \left[2 \pi n\left(\mu-V_{0}\right) / \hbar \omega_{c}\right]$. This term gives Shubnikov-de Haas oscillations in the conductance at high frequency, periodic in terms of the inverse magnetic field $\Delta(1 / B)=$ $e \hbar / m^{*} c\left(\mu-V_{0}\right)$. In order to demonstrate the existence


Fig. 4. Dependences of the conductance on the magnetic flux $\Phi / \Phi_{0}$ for (a) weak and (b) strong longitudinally oriented magnetic fields: $\omega_{x}=0.161 \times 10^{13} \mathrm{~s}^{-1}, \omega_{y}=0.161 \times 10^{13} \mathrm{~s}^{-1}$, $\omega_{x} / \omega_{z}=20, \mu=6.2 \times 10^{-13} \mathrm{erg}, V_{0}=0.5 \times 10^{-13} \mathrm{erg}, T=0.6 \mathrm{~K}$.
of Aharonov-Bohm oscillations in the region of strong $\left(\omega_{c} \gg \omega_{0}\right)$ magnetic fields, we introduce the number of flux quanta $\eta=\Phi / \Phi_{0}$ in the formula for the oscillating component of the conductance (19). We then obtain

$$
\begin{gather*}
\frac{G^{o s c}}{G_{0}}=\frac{\pi^{2} \Omega T}{\hbar \omega_{1}^{2}} \sum_{n=1}^{\infty}(-1)^{n+1} n \\
\times\left\{\frac{\cos \left(2 \pi n \eta \omega_{2} / \omega_{c}\right)}{\sin \left(\pi n \omega_{2} / \omega_{1}\right) \sinh \left(2 \pi^{2} n T / \hbar \omega_{1}\right) \sinh \left(\pi n \Omega / \omega_{1}\right)}+\frac{\omega_{1}^{2}}{\omega_{2}^{2}} \frac{\cos \left(2 \pi n \eta \omega_{1} / \omega_{c}\right)}{\sinh \left(\pi n \omega_{1} / \omega_{2}\right) \sinh \left(2 \pi^{2} n T / \hbar \omega_{2}\right) \sinh \left(\pi n \Omega / \omega_{2}\right)}\right\} . \tag{24}
\end{gather*}
$$

The hyperbolic sines in the denominators in this formula only give broadening of the oscillation peaks, so we shall subsequently confine our analysis to the behavior of two functions:

$$
\begin{align*}
& f(\eta)=\frac{\cos \left(2 \pi n \eta \omega_{2} / \omega_{c}\right)}{\sin \left(\pi n \omega_{2} / \omega_{1}\right)}  \tag{25}\\
& g(\eta)=\frac{\cos \left(2 \pi n \eta \omega_{1} / \omega_{c}\right)}{\sin \left(\pi n \omega_{1} / \omega_{2}\right)} .
\end{align*}
$$

We shall subsequently show that these factors give oscillations of each term in the series in (24). We equate to zero the derivative of these factors with respect to the
number of flux quanta $\eta$ and find equations for the extremum points of the functions $f(\eta)$ and $g(\eta)$, bearing in mind that the frequencies are incommensurable, $\sin \left(\pi n \omega_{1} / \omega_{2}\right) \neq 0$ and $\sin \left(\pi n \omega_{2} / \omega_{1}\right) \neq 0$, and then

$$
\begin{gather*}
\sin \left(2 \pi n \eta \omega_{1} / \omega_{c}\right) \sin \left(\pi n \omega_{1} / \omega_{2}\right) \\
=\left(-\omega_{c} / \eta \omega_{2}\right) \cos \left(2 \pi n \eta \omega_{2} / \omega_{c}\right) \cos \left(\pi n \omega_{2} / \omega_{1}\right) \\
\sin \left(2 \pi n \eta \omega_{2} / \omega_{c}\right) \sin \left(\pi n \omega_{2} / \omega_{1}\right)  \tag{26}\\
=\left(-\omega_{c} / \eta \omega_{1}\right) \cos \left(2 \pi n \eta \omega_{1} / \omega_{c}\right) \cos \left(\pi n \omega_{1} / \omega_{2}\right)
\end{gather*}
$$

We shall assume that $\omega_{c} / \eta \omega_{1}=\hbar \omega_{2} / \mu-V_{0}$ and $\omega_{c} / \eta \omega_{2}=\hbar \omega_{1} / \mu-V_{0}$, from which it follows that
$\sin \left(2 \pi n \eta \omega_{1,2} / \omega_{c}\right) \ll 1$ in formula (26). We then have the estimate for the extremum points:

$$
\begin{gather*}
\sin \left(2 \pi n \eta \omega_{2} / \omega_{c}\right) \approx 0 \\
\sin \left(2 \pi n \eta+2 \pi n \eta \omega_{2} / \omega_{c}\right) \approx 0 \tag{27}
\end{gather*}
$$

These relations (27) were derived assuming that $\omega_{1}=$ $\omega_{2}+\omega_{c}$ and that the frequencies $\omega_{1}$ and $\omega_{2}$ are incommensurable. The first of the relations (27) gives at the extremum points

$$
\begin{equation*}
\frac{\mu-V_{0}}{\hbar \omega_{1}}=N, \quad N=1,2, \ldots \tag{28}
\end{equation*}
$$

Since in regions of strong fields $\omega_{1} \approx \omega_{c}$, these extrema correspond to Shubnikov-de Haas oscillations in the conductance. These oscillations are attributed to the second term in braces (24).

We shall analyze the second of the relations (27) near the extrema of the Shubnikov-de Haas oscillations, $\omega_{2} \eta / \omega_{c}=N$. From this it follows that for integer values of $\eta$ extrema also exist, corresponding to oscillations of the small first term in the oscillating component (24). The distance between the neighboring maxima in this case is equal to the flux quantum $(\Delta \eta=1)$. These oscillations also occur far from the extrema of the Shubnikov-de Haas oscillations but their periodicity with respect to the flux is destroyed. Hence, the first series in (24) gives Aharonov-Bohm oscillations in the conductance. We note that, as follows from (24), the amplitude of these oscillations is $\omega_{1}^{2} / \omega_{2}^{2}$ times smaller than the amplitude of the Shubnikov-de Haas oscillations so that as the field increases, the amplitudes of the Aharonov-Bohm oscillations decreases as $B^{2}$ and for fairly strong fields these oscillations are completely smeared by temperature. The Aharonov-Bohm oscillations are thus superposed on the Shubnikov-de Haas oscillations and yield the fine structure of the maxima (Fig. 4b).

### 4.2. Transverse Field

For the case of a transverse field we find $\omega_{2}=\omega_{0}$ so that the second series in the general expression (19) for the conductance gives no oscillations with respect to the magnetic field. If the magnetic field $\mathbf{B}$ is weak $\left(\omega_{c} \ll \omega_{0}\right)$ then, as was shown in [7], the frequencies $\omega_{1}$ and $\Omega$ satisfy the equalities

$$
\begin{align*}
& \omega_{1}=\omega_{0}+O\left(\frac{\omega_{c}^{2}}{\omega_{0}^{2}+\omega_{z}^{2}}\right)  \tag{29}\\
& \Omega=\omega_{z}+O\left(\frac{\omega_{c}^{2}}{\omega_{0}^{2}+\omega_{z}^{2}}\right)
\end{align*}
$$

Since $\omega_{1} \approx \omega_{0}$, the oscillations with respect to the field of the first series in (19) are very small and are
smeared by temperature. In a strong magnetic field we find $\omega_{1} \simeq \omega_{c}, \Omega \simeq \omega_{z} \omega_{0} / \omega_{c}$ [7] so that no AharonovBohm oscillations occur in this case and the Shubni-kov-de Haas oscillations are weak (their amplitudes are $\omega_{0}^{2} / \omega_{c}^{2}$ times smaller than those in a longitudinal field) and are also smeared by temperature. Note that as the field increases, the value of $\Omega$ decreases and consequently the effective length $l_{\text {eff }}=\sqrt{\hbar / m^{*} \Omega}$ of the constriction is increased [7]. It follows from (19) that as the field increases, the factors $\sinh \left(\pi n \Omega / \omega_{j}\right), j=1,2, \ldots$, decrease and consequently the smoothing of the oscillating component of the conductance in (19) caused by the finite length of the constriction also decreases. Thus, a strong transverse magnetic field improves the stepped structure of the conductance quantization curve $G(\mu) / G_{0}$.

Note that in a weak field the curve $G(\mu) / G_{0}$ is very similar to that in the absence of a field when the frequencies $\omega_{x}$ and $\omega_{y}$ are similar but different. This is because, as we noted in the Introduction, when $\omega_{x}=$ $\omega_{y}=\omega_{0}$, the height of the conductance quantization steps is proportional to the degree of degeneracy of the levels but a weak magnetic field leads to some effective asymmetry of the constriction and removes this degeneracy (the step height becomes equal to the conductance quantum).

### 4.3. Effects Caused by a Change in the Direction of the Field

It can be seen from the graphs plotted in Fig. 1 that the frequencies $\omega_{1}, \omega_{2}$, and $\Omega$ depend on the orientation of the field $\mathbf{B}$ relative to the axes of symmetry of the microconstriction (the angles $\theta$ and $\varphi$ ). It is clear from the reasoning put forward above that when the angles $\theta$ and $\varphi$ change (for constant $|\mathbf{B}|$ ), the nature of the electron transport regime in the constriction changes.

Figures 2 and 3 show the dependences $G(\varphi) / G_{0}$ and $G(\theta) / G_{0}$ which reveal the stepped structure of the conductance.

For weak magnetic fields $\left(\omega_{c}^{2} \ll \omega_{x}^{2}, \omega_{y}^{2}, \omega_{z}^{2}\right)$ the frequencies $\omega_{1,2}$ and $\Omega$ show a clear dependence on the angles $\theta$ and $\varphi$. For this, in equation (11) we set $\xi_{1,2}=$ $-\omega_{x, y}^{2}+\varepsilon_{1,2}$ and $\xi_{3}=\omega_{z}^{2}+\varepsilon_{3}$. Using the known relationship between the coefficients and the roots of the cubic equation and neglecting small terms of the order $\varepsilon_{j}^{2}$ and $\varepsilon_{j}^{3}$, we obtain a system of linear equations to find $\varepsilon_{j}$. Note that terms of the order $\varepsilon_{j}^{2}$ cannot be neglected if $\omega_{x} \approx \omega_{y}$.

The system of equations to find $\varepsilon_{j}$ has the form

$$
\begin{gather*}
\varepsilon_{1}+\varepsilon_{2}+\varepsilon_{3}=\omega_{c}^{2} \\
\varepsilon_{1} \omega_{z}^{2} \omega_{y}^{2}+\varepsilon_{2} \omega_{z}^{2} \omega_{x}^{2}-\varepsilon_{3} \omega_{x}^{2} \omega_{y}^{2}=0  \tag{30}\\
\left(\omega_{z}^{2}-\omega_{y}^{2}\right) \varepsilon_{1}+\left(\omega_{z}^{2}-\omega_{x}^{2}\right) \varepsilon_{2}-\left(\omega_{x}^{2}-\omega_{y}^{2}\right) \varepsilon_{3}=a
\end{gather*}
$$

where $a=\omega_{c x}^{2} \omega_{x}^{2}+\omega_{c y}^{2} \omega_{y}^{2}-\omega_{c z}^{2} \omega_{z}^{2}$. The solution of this system is $\varepsilon=\Delta_{j} / \Delta, j=1,2,3$, where

$$
\begin{gather*}
\Delta=-\left(\omega_{x}^{2}+\omega_{y}^{2}\right) \omega_{z}^{4}-\left(\omega_{x}^{2}+\omega_{z}^{2}\right) \omega_{y}^{4}-\left(\omega_{y}^{2}+\omega_{z}^{2}\right) \omega_{x}^{4} \\
\Delta_{1}=-\omega_{x}^{2}\left(\omega_{y}^{2}+\omega_{z}^{2}\right)\left(\omega_{c}^{2} \omega_{x}^{2}+a\right) \\
\Delta_{2}=\omega_{y}^{2}\left(\omega_{x}^{2}+\omega_{z}^{2}\right)\left(\omega_{c}^{2} \omega_{y}^{2}+a\right)  \tag{31}\\
\Delta_{3}=\omega_{z}^{2}\left(\omega_{x}^{2}-\omega_{y}^{2}\right)\left(\omega_{c}^{2} \omega_{z}^{2}+a\right)
\end{gather*}
$$

The above reasoning yields the estimate

$$
\begin{gather*}
\omega_{1}=\sqrt{\left\lvert\, \omega_{x}^{2}-\frac{\Delta_{1}}{2 \Delta}\right.}, \\
\omega_{2}=\sqrt{\left|\omega_{y}^{2}-\frac{\Delta_{2}}{2 \Delta}\right|},  \tag{32}\\
\Omega=\sqrt{\left\lvert\, \omega_{z}^{2}-\frac{\Delta_{3}}{2 \Delta}\right.} .
\end{gather*}
$$

Note that $\Delta$ does not depend on the angles $\theta$ and $\varphi$ but the dependence on the angles in $\Delta_{j}$ is determined by the value of $a$ which depends on the angles according to the formula

$$
\begin{gather*}
a=\left(\omega_{x}^{2} \cos ^{2} \varphi \sin ^{2} \theta\right. \\
\left.+\omega_{y}^{2} \sin ^{2} \varphi \sin ^{2} \theta-\omega_{z}^{2} \cos ^{2} \theta\right) \omega_{c}^{2} . \tag{33}
\end{gather*}
$$

For a strong field ( $\omega_{x}^{2}, \omega_{y}^{2}, \omega_{z}^{2} \ll \omega_{c}^{2}$ ) equation (11) can be conveniently written in the form

$$
\begin{equation*}
\xi^{3}+a \xi^{2}+b \xi=\varepsilon \tag{34}
\end{equation*}
$$

where

$$
\begin{gather*}
a=\omega_{c}^{2}+\omega_{x}^{2}+\omega_{y}^{2}-\omega_{z}^{2}, \quad \varepsilon=\omega_{x}^{2} \omega_{y}^{2} \omega_{z}^{2} \\
b=\omega_{x}^{2} \omega_{y}^{2}-\omega_{y}^{2} \omega_{z}^{2}-\omega_{x}^{2} \omega_{z}^{2}  \tag{35}\\
+\omega_{c x}^{2} \omega_{x}^{2}+\omega_{c y}^{2} \omega_{y}^{2}-\omega_{c z}^{2} \omega_{z}^{2}
\end{gather*}
$$

and $a \gg b \gg \varepsilon$. A solution of equation (34) may be found by asymptotic methods using a Burman-Lagrange series. We then have

$$
\begin{gather*}
\omega_{1}=\sqrt{a-\frac{b}{a}}+O(\varepsilon), \quad \omega_{2}=\sqrt{\frac{|b|}{a}}+O(\varepsilon)  \tag{36}\\
\Omega=\sqrt{\frac{\varepsilon}{|b|}}+O\left(\varepsilon^{2}\right)
\end{gather*}
$$

In formula (36) only $b$ depends on the angles:

$$
\begin{gather*}
b=\omega_{x}^{2} \omega_{y}^{2}-\omega_{x}^{2} \omega_{z}^{2}-\omega_{y}^{2} \omega_{z}^{2}+\left(\omega_{x}^{2} \cos ^{2} \varphi \sin ^{2} \theta\right. \\
\left.+\omega_{y}^{2} \sin ^{2} \varphi \sin ^{2} \theta-\omega_{z}^{2} \cos ^{2} \theta\right) \omega_{c}^{2} \tag{37}
\end{gather*}
$$

Note that the numerical solutions of equation (11) show good agreement with (32) for weak fields and with (36) for strong fields.

## 5. CONCLUSIONS

An analytic investigation of the conductance of a microconstriction located in an arbitrarily directed magnetic field reported in the present paper has explained various transport regimes of the microconstriction. For any orientation of the field the dependence $G(\mu)$ has a stepped structure. The height of each step is equal to the conductance quantum. The temperature and finite length of the microconstriction lead to smearing of the step thresholds. In this case, as follows from (19) the value of $\hbar \Omega / 2 \pi$ plays exactly the same role as the temperature.

In fairly long constrictions (low frequency $\Omega$ ) the factors characterizing the smearing of the step thresholds as a result of temperature and the finite length of the constriction may be compensated. This effect may give rise to a stepped structure of the conductance even at relatively high temperatures. The stepped structure of the conductance curve $G(\mu)$ is produced by the summation of the almost parabolic monotonic component $G^{\text {mon }}(\mu)$ and the oscillating component of the conductance $G^{o s c}(\mu)$ consisting of almost triangular peaks.

In an arbitrarily oriented magnetic field the hybrid frequencies $\omega_{1}, \omega_{2}$, and $\Omega$ depend on the angles of orientation of the field $\mathbf{B}$ relative to the axes of symmetry of the system. The explicit form of these dependences is determined in Section 4 for cases of weak and strong fields. These dependences lead to a conductance quantization effect (Fig. 3).

For a longitudinal magnetic field the dependence of the conductance on the field exhibits oscillating behavior. In this case, the transport regimes for weak and strong magnetic fields differ. In a weak field AharonovBohm oscillations occur with a period equal to two flux quanta. These oscillations are clearly manifested in long constrictions (Fig. 4a). Aharonov-Bohm oscillations also occur in a strong field but their period is equal to a single flux quantum. Shubnikov-de Haas oscillations are also observed in a strong field and are periodic in terms of the reciprocal field $\Delta(1 / B)=e \hbar / m^{*} c\left(\mu-V_{0}\right)$. The Shubnikov-de Haas oscillations have an amplitude $\omega_{1}^{2} / \omega_{2}^{2}$ times larger than the Aharonov-Bohm oscillations. As the field increases, the amplitude of the Aha-ronov-Bohm oscillations decreases as $B^{2}$ and in fairly strong fields they are completely smeared by temperature. In strong fields the Aharonov-Bohm oscillations are superposed on the Shubnikov-de Haas oscillations and
produce a fine structure at the maxima of these oscillations (Fig. 4b).

In a weak transverse field, the oscillations over the magnetic field are very small and are easily smeared by temperature and scattering, which is determined by the effective length of the microconstriction. In a strong transverse field no Aharonov-Bohm oscillations occur and the Shubnikov-de Haas oscillations are weak since their amplitude is $\omega_{1}^{2} / \omega_{2}^{2}$ times smaller than that in a longitudinal field. In this case, as the field increases the effective length of the microconstriction increases and consequently the stepped structure of the curve $G(\mu)$ deteriorates.
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## APPENDIX

We shall analyze the Fourier transform of the function $\varphi(t)=f(t) e^{x t}$ :

$$
\begin{equation*}
\varphi(t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} d \xi \int_{-\infty}^{\infty} \varphi(\eta) e^{i \xi(t-\eta)} d \eta \tag{A.1}
\end{equation*}
$$

We substitute (A.1) in the form

$$
\begin{equation*}
f(t) e^{x t}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} d \xi e^{i \xi t} \int_{-\infty}^{\infty} f(\eta) e^{(x-i \xi) \eta} d \eta \tag{A.2}
\end{equation*}
$$

We introduce $p=x-i \xi$ and then

$$
\begin{equation*}
f(t) e^{x t}=\frac{1}{2 \pi} \int_{-\infty}^{\infty} d \xi^{i \xi t} \int_{-\infty}^{\infty} f(\eta) e^{p \eta} d \eta \tag{A.3}
\end{equation*}
$$

We introduce the notation

$$
\begin{equation*}
\int_{-\infty}^{\infty} f(\eta) e^{p \eta} d \eta=F(p) \tag{A.4}
\end{equation*}
$$

We then have

$$
\begin{gather*}
f(t)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} d \xi e^{-t(x-i \xi)} F(p) \\
=\frac{1}{2 \pi i} \int_{x-i \infty}^{x+i \infty} d p e^{-p t} F(p) \tag{A.5}
\end{gather*}
$$

It follows from (A.5) that

$$
f(t)=\frac{1}{2 \pi i} \int_{x-i \infty}^{x+i \infty} e^{-p t} F(p) d p
$$

where the function $F(p)$ is determined by formula (A.4). Expression (A.6) is an analog of the Mellin transformation. Using the relation [16]

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{e^{p x} d x}{1+e^{x}}=\frac{\pi}{\sin \pi p}, \quad 0<\operatorname{Re} p<1 \tag{A.7}
\end{equation*}
$$

and formulas (A.4) and (A.6), we obtain formula (13) from Section 3:

$$
\begin{equation*}
\frac{1}{1+e^{x}}=\frac{1}{2 \pi i} \int_{\alpha-i \infty}^{\alpha+i \infty} \frac{\pi}{\sin \pi p} e^{-p x} d p \tag{A.8}
\end{equation*}
$$

where $\alpha=\operatorname{Re} p$.
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#### Abstract

Quantum oscillations of de Haas-van Alphen and Shubnikov-de Haas and semiclassical angular oscillations of the magnetoresistance have been observed in the quasi-two-dimensional organic metal $\alpha-(\mathrm{BETS})_{2} \mathrm{TlHg}(\mathrm{SeCN})_{4}$. The quantum oscillations are connected with the cylindrical part of the Fermi surface. The angular oscillations are associated with the carrier motion on both the cylindrical part and quasi-planar sheets of the Fermi surface. The values of the Dingle temperature, $T_{D} \approx 2-3 \mathrm{~K}$, and the effective mass, $m^{*} \approx$ $1.03 m_{0}$, have been defined. The possibility of the weakening of multibody interactions has been shown in this compound. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Charge-transfer salts with alpha-type crystal structure $\alpha-(\mathrm{ET})_{2} \mathrm{MHg}(\mathrm{XCN})_{4}$, where $(\mathrm{ET})=($ (BEDT-TTF $)$ (bis(ethyleneditio)-tetrathiofulvalene) and $\mathrm{M}=\mathrm{K}, \mathrm{Tl}$, $\mathrm{Rb}, \mathrm{NH}_{4}, \mathrm{X}=\mathrm{S}, \mathrm{Se}$, are among the most popular objects in the physics of organic conductors. Their studies have provided important results in the fermiology of lowdimensional metals. There are some reasons for this. The specific shape of the Fermi surface (FS) in these compounds was shown to include both a cylindrical part characteristic of quasi-two-dimensional electron systems and corrugated planar sheets characteristic of quasi-one-dimensional electron systems [1]. Alphametals with $\mathrm{M}=\mathrm{K}, \mathrm{Tl}, \mathrm{Rb}$ and $\mathrm{X}=\mathrm{S}$ undergo the Peierls-type phase transition at $T_{p} \leq 10 \mathrm{~K}$ associated with the nesting of the one-dimensional part of the FS [2-4]. Such a transition leads to considerable reconstruction of FS [5]. The other known metals of this family retain their high-temperature structure down to the lowest temperatures [6, 7]. Only one of them, $(\mathrm{ET})_{2} \mathrm{NH}_{4} \mathrm{Hg}(\mathrm{SCN})_{4}$, undergoes a superconducting (SC) transition [8]. The reasons for the presence or absence of phase transformations in these isostructural alpha-type metals are not yet clear. All these compounds can be investigated by different techniques of fermiology, such as Shubnikov-de Haas (SdH) quantum oscillations of magnetoresistance, de Haas-van Alphen ( dHvA ) quantum oscillations of magnetization,

[^5]and semiclassical angle-dependent magnetoresistance oscillations (AMRO) in high magnetic fields [1]. These effects are easily observed both in the alpha salts that undergo phase transitions and those that maintain their electron structures at low temperatures. Therefore, one can study in detail the effect of slight changes in the chemical compositions of organic conductors upon radical changes in their electron structure. Such investigations are a necessary condition for directed chemical syntheses.

It was shown earlier $[6,7]$ that the substitution of $S$ atoms by Se ones in the anions of $(\mathrm{ET})_{2} \mathrm{TlHg}(\mathrm{SCN})_{4}$ and $(\mathrm{ET})_{2} \mathrm{KHg}(\mathrm{SCN})_{4}$ giving $(\mathrm{ET})_{2} \mathrm{TlHg}(\mathrm{SeCN})_{4}$ (hereinafter, ET-Tl-Se) and $(\mathrm{ET})_{2} \mathrm{KHg}(\mathrm{SeCN})_{4}$ (hereinafter, ET-K-Se) results in the suppression of the phase transitions. The complex with Tl shows such an effect even upon substituting half of the sulphur atoms in the anion by selenium ones [9]. One observes an increase of the effective mass in selenium complexes as compared to sulphur analogs and a significant role of multibody interactions [7, 10].

Recently, the family of metallic alpha salts has been essentially widened by substituting the ET molecule by BETS, which includes four central selenium atoms instead of the four sulphur ones in ET [11]. In ET-metals, the overlapping of sulphur orbitals provides metallic conductivity in ET layers. Therefore, one could expect that the substitution of a portion of sulphur atoms would result in significant changes in conducting properties of metals synthesized on the base of BETS
as compared with ET analogs. Indeed, on cooling the new organic metals, $\alpha$-(BETS $)_{2} \mathrm{KHg}(\mathrm{SCN})_{4}$ (hereinafter, BETS-K-S) and $\alpha-(\mathrm{BETS})_{2} \mathrm{NH}_{4} \mathrm{Hg}(\mathrm{SCN})_{4}$ (hereinafter, BETS-NH-S) do not demonstrate the phase transitions characteristic of the ET analogs [12]. Besides, the parameters of electronic structures of new metals change significantly as compared to the ET analogs; namely, the effective mass decreases, the width of the conductivity band increases, and the Coulomb repulsion becomes weaker [12].

The present paper reports the study of magnetic field properties of the new metallic alpha-phase compound, $(\mathrm{BETS})_{2} \mathrm{TlHg}(\mathrm{SeCN})_{4}$ (hereinafter, $\mathrm{BETS}-\mathrm{Tl}-\mathrm{Se}$ ), isostructural to $\alpha-(\mathrm{ET})_{2} \mathrm{MHg}(\mathrm{XCN})_{4}$ [13]. This compound was found to show quantum oscillations (dHvA and SdH ) and semiclassical angle-dependent magnetoresistance oscillations. The studies enabled us to determine the shape and size of the FS, evaluate the parameters of the electronic structure, and analyze the low-temperature state in comparison with ET-Tl-Se and other alpha salts.

## 2. EXPERIMENTAL PROCEDURE

The BETS-Tl-Se samples grow as parallelepipeds with an average size of $1 \times 0.5 \times 0.05 \mathrm{~mm}^{3}$. The procedure of chemical synthesis of the samples and their crystal structure are described in detail in [13]. Conducting layers of BETS parallel to the $a c$-plane alternate along the $\mathbf{b}$ direction with the anion layers. The longest size of samples corresponds to the a direction and the shortest one corresponds to the $\mathbf{b}^{*}$ direction. The averaged conductivity of the samples in the conducting plane amounts to $\approx 50 \Omega^{-1} \mathrm{~cm}^{-1}$ at room temperature.

DHvA oscillations were observed by a contilever torquemeter in magnetic fields up to 14.4 T [14]. The temperature could be lowered to 0.45 K . The magnetic field orientation was varied by rotating the sample with respect to the field direction in the $a b^{*}$-plane.

The magnetoresistance was measured by a standard four-probe technique using 330 Hz ac applied mainly perpendicularly to the plane of the highest conductivity $a c$. This direction provides the best conditions for the observation of AMRO [1]. The maximal magnetic field value was 14 T in AMRO experiments, and the minimal temperature was 1.45 K . The sample orientations were changed by using a two-axes-rotation insert with which the sample could be rotated with respect to the field direction in different planes perpendicular to the $a c$-plane. This portion of the SdH experiments was carried out using magnetic fields up to 20 T with the temperature reduced to 1.3 K , and at the current direction along $\mathbf{a}$.

## 3. RESULTS

All the BETS-Tl-Se samples showed a metal-like dependence of resistance on temperature with no peculiarities. The residual resistance ratio at 1.4 K is about 200. In the magnetic field perpendicular to the conducting plane and at the current direction along $\mathbf{b}^{*}$, the resistance grows almost without saturation and increases approximately five times at 14 T [13]. At the current direction along a (Fig. 1), the magnetoresistance is more than two times less and saturation is present.

In magnetic fields higher than $10 \mathrm{~T}, \mathrm{SdH}$ and dHvA quantum oscillations are observed (Figs. 1, 2). At the field direction perpendicular to the conducting plane, quantum oscillations contain only the fundamental frequency $F \approx 640 \mathrm{~T}$. The angular dependence of this frequency from the dHvA experiment is depicted in Fig. 3 and is described by the relationship

$$
\begin{equation*}
F(\theta) \approx 640[\mathrm{~T}] / \cos \theta \tag{1}
\end{equation*}
$$

where $\theta$ is the angle between $\mathbf{b}^{*}$ and the field direction. In magnetic fields tilted from the $\mathbf{b}^{*}$ direction, one observes the beat of the fundamental frequency (Figs. 1, 2). The beat is absent only at the angles close to $\theta=0$ and $\theta=$ $\pm 20^{\circ}$. The angular dependence of the beat frequency in the rotation plane $a b^{*}$ from the dHvA and SdH experiments is presented in Fig. 4. It can be described by the expression:

$$
\begin{equation*}
F_{\text {beat }}=\Delta F \approx 30[\mathrm{~T}] / \cos \theta \tag{2}
\end{equation*}
$$

( $F_{\text {beat }}$ is the difference between frequencies on the FFT spectrum: see inserts in Figs. 1 and 2).

The angular dependence of the dHvA oscillation amplitude is presented in Fig. 5. At field directions corresponding to $\theta= \pm 45^{\circ}$, the oscillation amplitude vanishes. Most probably, this vanishing is due to so-called "spin zeros" associated with the spin reduction factor $R_{S}$ from the Lifshitz-Kosevich (LK) formula [15]

$$
\begin{equation*}
R_{S}=\cos (\pi r \mu g / 2) \tag{3}
\end{equation*}
$$

where $r=1,2,3, \ldots$ is the harmonic index, $\mu=m^{*} / m_{0}$ is the relative effective mass ( $m_{0}$ is the mass of the free electron), and $g$ is the $g$-factor. Factor $R_{S}$ vanishes under condition $\mu g=2 n+1$, where $n=0,1,2, \ldots$

The effective mass of the samples under study (which does not always coincide with $m^{*}$ from (3)) was estimated from the changes in the amplitudes of dHvA oscillations with temperature. Such changes are described by the temperature reduction factor $R_{T}$ in the LK formula for the oscillation amplitude [10]:

$$
\begin{equation*}
R_{T}=\frac{\alpha r \mu T}{H} \frac{1}{\sinh (\alpha r \mu T / H)} \tag{4}
\end{equation*}
$$

where $\alpha=2 \pi^{2} k_{B} m_{0} / e h \approx 14.7 \mathrm{~T} / \mathrm{K}$. The dHvA results for the effective mass at different field directions are


Fig. 1. Magnetoresistance showing Shubnikov-de Haas oscillations; $T=13 \mathrm{~K}, \theta \approx 5^{\circ}$, I \| a. Insert: FFT of these oscillations.
$R$, arb. units


Fig. 2. Magnetization with de Haas-van Alphen oscillations; $T=0.45 \mathrm{~K}, \theta=-50^{\circ}$. Insert: FFT of these oscillations.
shown in Fig. 6. The angular dependence of the mass is quite well fitted by the expression:

$$
\begin{equation*}
m^{*} \approx 1.03 m_{0} / \cos \theta, \tag{5}
\end{equation*}
$$

i.e., the value of the effective mass in the conducting plane constitutes $m^{*}(0)=1.03 m_{0}$.

The Dingle temperature was evaluated from the field dependencies of the dHvA oscillation amplitude


Fig. 3. Angular dependence of the fundamental frequency of dHvA oscillations. The solid line corresponds to (1).


Fig. 5. Angular dependence of the dHvA oscillation amplitude.


Fig. 7. Angular dependencies of the magnetoresistance; $H=$ $14 \mathrm{~T}, T=1.45 \mathrm{~K}, \mathbf{I} \| \mathbf{b}^{*}$. The solid line corresponds to the rotation plane $b^{*} c$; the dashed line corresponds to the rotation plane close to $b^{*} a$.


Fig. 4. Angular dependence of the beat frequency of dHvA and SdH oscillations. The solid line corresponds to (2).


Fig. 6. Angular dependence of the effective mass. The solid line corresponds to (5).


Fig. 8. AMRO maxima positions in the $\tan \theta$ scale plotted in polar coordinates. The polar angle corresponds to the azimuthal angle in the $a c$-plane. Arrows show the directions of the reciprocal lattice. Insert: the FS cross section reconstructed from these data.
using the expression for the Dingle reduction factor $R_{D}$ [15]:

$$
R_{D}=\exp \left(-\alpha r \mu T_{D} / H\right) .
$$

To minimize the undesirable effect of the beat on the field dependence of the amplitude, the Dingle plots were made for $\theta=0^{\circ}$, at which no beating was observed. Such an evaluation yields $T \approx 2-3 \mathrm{~K}$.

The angular dependencies of the magnetoresistance were measured using the two-axes-rotation insert in the following way. At first, at the initial position of the sample rotator $\mathbf{b}^{*} \perp \mathbf{H}$, a screw for manual $\varphi$-rotation ( $\varphi$ is an azimuthal angle lying in the $a c$-plane) around the $\mathbf{b}^{*}$ axis was connected with the rotator, and a definite plane of $\theta$-rotation was set. An angular coordinate $\theta$ of this rotation was measured from the c axis. After that, the screw was disconnected and the sample was rotated with a stepper motor around the axis perpendicular to the field direction. The angular coordinate of the recorded magnetoresistance corresponded to the angle $\theta$ between $\mathbf{H}$ and the $\mathbf{b}^{*}$ axis. The measurements were done for a set of $\varphi$ in the range $0^{\circ}-180^{\circ}$ with a $4^{\circ}$ step. Examples of recorded dependencies for $\varphi=0^{\circ}$ and $\varphi=$ $88^{\circ}$ are presented in Fig. 7. Angular magnetoresistance oscillations (AMRO) are well pronounced. The results of the AMRO observations at all rotations are summarized in Fig. 8 and Fig. 9 by plotting the minima and maxima of the magnetoresistance, respectively, in polar coordinates where the angle $\varphi$ acts as a polar angle and the length of a radius-vector of every point corresponds to the tangent of angle $\theta$, at which the extremum of AMRO was observed. Arrows indicate the directions corresponding to vectors of the reciprocal lattice. In Fig. 9, only positive values of $\tan \theta \sin \varphi$ are taken in to account.

## 4. DISCUSSION

On decreasing the temperature from 295 K to 1.45 K , the resistance of the samples falls monotonically without any anomaly [13]. No sign of a SC transition, as observed in $(E T)_{2} \mathrm{NH}_{4} \mathrm{Hg}(\mathrm{SCN})_{4}$ [8], or of a Peierlstype transition, realized in a series of other alpha-salts [2-4], could be detected. The field dependence of the resistance in BETS-TI-Se appears as a regular curve with almost no saturation [13]. Thus, both the new alpha-phase metal and its ET analog [10] have no phase transitions within the $1.45-295 \mathrm{~K}$ temperature range. The residual resistance ratio in BETS-Tl-Se, RRR $\approx$ 200, the value of the classical magnetoresistance at $\mathbf{H} \| \mathbf{b}^{*}$ and $H=14 \mathrm{~T}$, is almost an order of magnitude higher than the same averaged values of the ET analog [6, 10]. Such a difference is unlikely caused by the increase of the relaxation time in the new metal, since the Dingle temperature is two to three times higher than in the ET salt. The amplitude of the SdH oscillations is significantly lower in the new metal than that in the ET salt


Fig. 9. AMRO minima positions in the $\tan \theta$ scale plotted in polar coordinates. The polar angle corresponds to the azimuthal one in the $a c$-plane. Arrows show directions of the reciprocal lattice.
and is in accordance with the higher values of the Dingle temperatures [10]. The large value of classical magnetoresistance seems to be most probably caused by an essentially higher contribution of carriers associated with the quasi-one-dimensional FS sheets in the BETS salt as compared with the ET one. The current direction along open Fermi sheets $\mathbf{I} \| \mathbf{b}^{*}$ provides the best conditions for the maximal value of this contribution. The weak saturation of the magnetoresistance, which is characteristic of open orbits, supports this supposition. Indeed, changing the current direction to $\mathbf{I} \|$ a decreases the value of the magetoresistance almost 2.5 times, and noticeable saturation can also be observed (Fig. 1).

Quantum oscillations SdH and dHvA demonstrate, in the samples under study, the only fundamental frequency $F \approx 640 \mathrm{~T}$ at $\mathbf{H} \| \mathbf{b}^{*}$. This value is close to that found in the quantum oscillations of the ET analog [10]. As expected for quasi-two-dimensional metals, the behavior of the angular dependence of the fundamental frequency is described by the relationship (1) and corresponds to the cylindrical shape of FS with the axis along the $\mathbf{b}^{*}$ direction.

AMRO presented in Fig. 7 are characteristic features of many low-dimensional organic metals [1]. They may be associated with carrier motion on the cylindrical part of FS if this cylinder is slightly corrugated along the $\mathbf{b}^{*}$ axis [16]. In this case, the maxima of AMRO are periodic in $\tan \theta$ and their positions are described by the relationship [17]:

$$
\begin{equation*}
\tan \theta_{n}(\varphi)=\frac{\pi(n-1 / 4) \pm\left(\mathbf{k}_{\|}^{\max }(\varphi) \cdot \mathbf{u}\right)}{k_{H}^{\max }(\varphi) d}, \tag{6}
\end{equation*}
$$

where $\mathbf{k}_{\|}^{\max }(\varphi)$ is the in-plane ac Fermi wave vector component whose projection $\mathbf{k}_{H}^{\max }$ to the field rotation plane defined by an angle $\varphi$ is maximal; $\mathbf{u}$ is the inplane $a c$ component of the electron hopping vector; $d$ is an interlayer distance; and $n= \pm 1, \pm 2, \ldots$ is an integer. The sign " $\pm$ " corresponds to positive or negative values of the angle $\theta_{n}$. Knowing the value of the period of
AMRO $\Delta\left(\tan \theta_{n}\right)$, one could determine the value $\mathbf{k}_{H}^{\max }$
at a fixed azimuthal angle $\varphi$, and, knowing a set of $\mathbf{k}_{H}^{\max }$ at different angles $\varphi$, one could determine in detail the shape of the FS cross section in the conducting plane [17]. If all the values of $\tan \theta_{n}$ are drawn in the polar coordinate system with the azimuthal angle $\varphi$ as a polar one, they form a set of concentric closed curves. At fixed angles $\varphi$, the distances between the curves are equidistant and equal to the period of AMRO in this rotation plane. Figure 8 shows the maxima of AMRO in polar coordinates. They form a set of closed curves. The period of AMRO varies from $\Delta \approx 0.9$ at the sample rotating in the $a b^{*}$-plane to $\Delta \approx 1.2$ at the sample rotating in the $c b^{*}$-plane. According to [17], the reconstruction of the FS yields the cross section of the cylindrical FS in the conducting plane as a figure resembling an ellipse with half-axes $k_{F c} \approx 1.2 \times 10^{7} \mathrm{~cm}^{-1}$ and $k_{F a} \approx 1.6 \times$ $10^{7} \mathrm{~cm}^{-1}$ (see insert in Fig. 8). The area of such an ellipse, $S \sim \pi k_{F a} k_{F c}$, is in a good agreement with the frequency of quantum oscillations.

The second possible mechanism for the appearance of AMRO in low-dimensional metals is the motion of carriers along the planar FS sheets characteristic of quasi-one-dimensional electron systems. In this case, the FS sheets must be corrugated in two directions [18]. Now the minima of magnetoresistance oscillations are periodic in $\tan \theta$ and follow the relationship [19]:

$$
\begin{equation*}
\tan \theta_{n}(\varphi) \cos \varphi=\cot \beta+n K_{1} / K_{2} \sin \beta \tag{7}
\end{equation*}
$$

where $\varphi$ is the azimuthal angle counted from the direction parallel to the FS plane; $K_{1}$ and $K_{2}$ are the lengths of the translation vectors of the reciprocal lattice that lie in the FS plane; $\beta$ is the angle between them; and $n=0$, $\pm 1, \pm 2, \ldots$ is an integer. In polar coordinates (where the angle $\varphi$ acts as a polar angle), all values of $\tan \theta_{n}$ form a set of straight lines parallel to the one-dimensional axis of the crystal under study. The distance between these straight lines constitutes $K_{1} / K_{2} \sin \beta$. Figure 9 depicts the minima of AMRO in polar coordinates. A set of straight lines parallel to $\mathbf{K}_{a}$ is well pronounced. In this case, the vectors $\mathbf{K}_{b}$ and $\mathbf{K}_{c}$ of the reciprocal lattice act as vectors $\mathbf{K}_{1}$ and $\mathbf{K}_{2}$, respectively. The distance between the straight lines constitutes $0.45 \approx K_{b} / K_{c} \sin \beta$, which is in good agreement with the parameters of the
crystal lattice [13]. Therefore, the results presented in Fig. 9 indicate open FS sheets perpendicular to the $\mathbf{K}_{a}$ direction.

It should be noted that these results appear as the first simultaneous observation of quasi-one-dimensional and quasi-two-dimensional AMRO in the alphatype crystals. For example, only AMRO associated with the cylindrical FS sheet were observed in ET-TlSe [10]. The observation of quasi-one-dimensional AMRO in BETS-Tl-Se is most probably associated with a larger degree of corrugation of the open FS sheets along the c direction. In the isostructural BETS-K-S and BETS-NH-S salts, the increase of corrugation in this direction was predicted theoretically [20]; therefore, this assumption seems to be right. Such an enhancement of corrugation may be one of the reasons for the suppression of the Peierls-type transition in the alphaBETS salts. (The simultaneous presence of AMRO associated with closed and open FS parts results in the appearance of "wrong" points in Figs. 8 and 9. For example, a minimum with no physical origin always exists between two maxima of magnetoresistance associated with the cylindrical FS.) Thus, it is shown experimentally that FS in BETS-Tl-Se consists of a quasi-one-dimensional part (two corrugated planes parallel to the $K_{c} K_{b}$-plane) and a quasi-two-dimensional part (corrugated cylinder with the axis along $\left.\mathbf{b}^{*}\right)$.

The corrugation of the cylindrical part of the FS may be reflected in the beating behavior of the quantum oscillations, since the corrugated cylinder contains at least two close extremal cross sections. In this case, at the magnetic field direction approaching the directions described by (6), the frequency of the beat tends to zero [1] and the amplitude of oscillations with the fundamental frequency sharply increases [16, 17]. The BETS-Tl-Se samples show the beat of the fundamental frequency (Figs. 1, 2); however, its behavior differs from that described above. The observed beat disappear at field directions corresponding to $\theta=0^{\circ}$ and $\theta= \pm 20^{\circ}$; however: (1) the angular dependence of magnetoresistance shows no AMRO with the maxima at these angles (see Fig. 7); and (2) at angles approaching $\theta=0^{\circ}$ and $\theta= \pm 20^{\circ}$, the frequency of the beat remains almost unchanged (Fig. 4) and the oscillation amplitude in the nodes increases in such way that the nodes fully disappear at these angles. Therefore, the observed beat cannot be explained by the corrugation of the FS cylinder. Another explanation could be crystal imperfections (twinning, bicrystal), but the X-ray analysis of the crystal structure does not support this possibility. The magnetic interaction seems hardly to be the reason for the beat [15], since the amplitude and the dHvA oscillation frequency are rather small. Thus, the reason for the beat observed has not yet been clarified and requires further investigations.

The angular dependence of the effective mass follows (5) as expected for a cylindrical FS. The value of
the effective mass in the conducting plane $m^{*}=1.03 m_{0}$ is two times lower than that in the ET salt and is close to the value of the effective mass observed in BETS-K-S and BETS-NH-S [12]. The decrease of the effective mass seems to be characteristic of all alpha-phase metals with the BETS cation. The angular dependence of the dHvA oscillation amplitude exhibits "spin zeros" at $\theta \approx \pm 45^{\circ}$. Using the condition for the "spin zeros" $\mu g=$ $2 n+1$ and the angular dependence of the effective mass as $\mu(\theta)=\mu(0) / \cos \theta$ and assuming $n=1$, one could estimate the value of the spin-splitting factor [15]:

$$
\begin{equation*}
S=\frac{\mu g}{2}=\frac{g_{S} m_{c}(1+\alpha)}{2 m_{0}\left(1+\alpha^{\prime}\right)} \approx 1.05, \tag{8}
\end{equation*}
$$

where $g_{S}$ is the $g$-factor taken from the ESR measurements and approximately equal to 2 for most organic metals [1], $m_{c}$ is a band mass, $\alpha$ is a correction constant to the band mass which includes electron-electron coupling, and $\alpha^{\prime}$ is a correction constant to the $g$-factor which includes electron-electron coupling. If electronelectron coupling is neglected, (8) yields: $m_{c} \approx 1.05 m_{0}$. (Taking into account that only the "spin zero" at $\theta \approx \pm 45^{\circ}$ is observed, the choice of the value $\mathrm{n}=1$ needs explanation. If we assume $n=2$, then the value of the band mass $m_{c} \approx 0.6 m_{0}$ is too small in comparison, for example, with the theoretically calculated band mass for BETS-K-S and (BETS) $)_{2} \mathrm{TlHg}(\mathrm{SeCN})_{4}, m_{c} \sim 0.6 m_{0}$ [12]. If we assume $n=2$, then the value of the band mass $m^{*} \approx 1.8 m_{0}$ is too large in comparison with the effective mass $m^{*} \approx 1.03 m_{0}$ mentioned above.) Thus, the band mass coincides with the effective mass determined from the temperature dependencies of the quantum oscillations amplitude. The band mass $m_{c}$ is generally renormalized not only by the electron-electron but also by the electron-phonon coupling:

$$
\begin{equation*}
m^{*}=m_{c}(1+\alpha)(1+\lambda), \tag{9}
\end{equation*}
$$

where $\lambda$ is the electron-photon coupling correction constant. This would be in agreement with the experimental data if we suppose the full absence of multibody interactions $\left(\alpha=\alpha^{\prime}=\lambda=0\right)$ in BETS-Tl-Se. This could explain the absence of any phase transitions in this compound. Considering that such transitions were observed neither in BETS-K-S nor in BETS-NH-S and that the value of the effective mass in these compounds is also close to $m_{0}$ [12], one could suggest the weakening of multibody interactions in these salts as well, and, therefore, the absence of the SC transition in BETS-NH-S is easily explained. In this case, one should suggest that all $\alpha$-BETS metals are not promising for realization to the SC state.

However, the above conclusions have a few objections: (1) The band mass evaluated from theoretical calculations differs almost two times from the effective mass determined experimentally in BETS-K-S and BETS-NH-S [12], in contrast to the experimental results for BETS-Tl-Se; (2) The contribution of elec-
tron-electron coupling may be sufficiently large in organic low-dimensional metals due to a low carrier concentration [21]. Therefore, the problem of multibody interactions in $\alpha$-BETS metals requires new, detailed experiments.

## 5. SUMMARY

The SdH and dHvA quantum oscillations and AMRO have been studied in the new organic metal $(\mathrm{BETS})_{2} \mathrm{TlHg}(\mathrm{SeCN})_{4}$. The AMRO associated with the carrier motion both on cylindrical and quasi-planar parts of the FS were for the first time simultaneously observed in alpha-type metals. The detailed study of AMRO enabled us to determine the shape and size of the FS. The quantum oscillations show the only fundamental frequency, $F(0) \approx 640 \mathrm{~T}$, connected with the carrier motion on the cylindrical part of the FS. The beat of the fundamental frequency is observed. The beat behavior cannot be explained by effects which are presently known. The evaluation of the parameters of carriers associated with the cylindrical FS, namely, the Dingle temperature $T_{D} \approx 2-3 \mathrm{~K}$ and the effective mass in the conducting plane $m^{*} \sim 1.03 m_{0}$ was carried out. The angular dependence of the dHvA oscillation amplitude showed "spin zeros." The analysis of the positions of "spin zeros" considering the values of the effective mass allowed one to suggest the weakening of multibody interactions in the $\alpha-(\mathrm{BETS})_{2} \mathrm{TlHg}(\mathrm{SeCN})_{4}$.
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#### Abstract

An analysis is made of characteristics of the superconducting state ( $s$ - and $d$-pairing) using a simple, exactly solvable model of the pseudogap state produced by fluctuations of the short-range order (such as antiferromagnetic) based on a Fermi surface model with "hot" sections. It is shown that the superconducting gap averaged over these fluctuations is nonzero at temperatures higher than the mean-field superconducting transition temperature $T_{c}$ over the entire sample. At temperatures $T>T_{c}$ superconductivity evidently exists in isolated sections ("drops"). Studies are made of the spectral density and the density of states in which superconducting characteristics exist in the range $T>T_{c}$ however, in this sense the temperature $T=T_{c}$ itself is no different in any way. These anomalies show qualitative agreement with various experiments using underdoped high-temperature superconducting cuprates. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Among the numerous anomalies in the electronic properties of high-temperature superconductors particular interest is being directed toward the pseudogap state observed mainly at below-optimum carrier concentrations [1, 2]. These anomalies appear in many experiments such as optical conductivity measurements, NMR, inelastic neutron scattering, angleresolved photoemission spectroscopy (ARPES), and so on (see the review [1]). Particularly clear evidence of the existence of this state is observed in ARPES experiments [1,3] which demonstrate essentially anisotropic changes in the spectral density of the carriers over a wide range of temperature in the normal and superconducting phases of these systems. The maximum of these anomalies is observed near the point $(\pi, 0)$ in the Brillouin zone, while they are almost completely absent in the direction of the zone diagonal [near the point $(\pi, \pi)$. Qualitatively these anomalies can be considered as the complete "destruction" of the Fermi surface near the point ( $\pi, 0$ ), with Fermi-liquid behavior conserved in the direction of the diagonal. In this sense it is usual to talk of the " $d$-symmetry" of the pseudogap matching the symmetry of the superconducting gap in these compounds $[1-3]$. However, the fact that pseudogap anomalies are observed up to temperatures $T \sim T^{*}$, appreciably higher than $T_{c}$, may indicate that the nature of these anomalies is completely different and is not directly related to superconducting pairing. This conclusion is also supported by the fact that the pseudogap state is mainly observed for nonoptimum compositions close to the antiferromagnetic phase of high-temperature superconducting cuprates.

In the theoretical context, attempts to construct models of the pseudogap state of high-temperature
superconductors follow two main approaches. One is based on the very popular model of the formation of Cooper pairs above the superconducting transition temperature [2, 4-7]. The other assumes that the pseudogap state is caused by fluctuations of the antiferromagnetic short-range order (see, for example, [8-12]).

Most theoretical studies have been made of the pseudogap state in the normal phase a $T>T_{c}$. In a recent study [13] Posazhennikova and Sadovskii proposed a very simple, exactly solvable model of the pseudogap state, based on the concept that the Fermi surface has "hot" (planar) sections, and this model was used to construct a Ginzburg-Landau expansion for various types of Cooper pairing and to study the qualitative effects of the pseudogap (caused by fluctuations of the antiferromagnetic short-range order) on the fundamental properties of superconductors near $T_{c}$. The present paper is devoted to the further development of this simplified model and analyzes the characteristic features of the superconducting state over the entire temperature range $T<T_{c}$.

## 2. MODEL OF THE PSEUDOGAP STATE

We shall analyze an extremely simplified model of the pseudogap state [13] based on a pattern of welldeveloped fluctuations of the short-range antiferromagnetic order, similar to the model of "hot spots" on the Fermi surface [11]. ${ }^{1}$ We shall assume that the Fermi surface of a two-dimensional electron system has the form shown in Fig. 1. This type of Fermi surface has in fact been observed in ARPES experiments on high-

[^6]

Fig. 1. Fermi surface of a two-dimensional system. The hot sections, of width $\sim \xi^{-1}$, are shown by the heavy lines.
temperature superconducting cuprates (see, for example, the very recent studies $[14,15])$. We shall assume that the fluctuations of the short-range order are static and Gaussian, determining their correlation function in the following form (see [8]):

$$
\begin{equation*}
S(\mathbf{q})=\frac{1}{\pi^{2}} \frac{\xi^{-1}}{\left(q_{x}-Q_{x}\right)^{2}+\xi^{-2}} \frac{\xi^{-1}}{\left(q_{y}-Q_{y}\right)^{2}+\xi^{-2}} \tag{1}
\end{equation*}
$$

where $\xi$ is the correlation length of the fluctuations and the scattering vector is taken in the form $Q_{x}= \pm 2 k_{F}$, $Q_{y}=0$ or $Q_{y}= \pm 2 k_{F}, Q_{x}=0$. We postulate that only electrons from the planar ("hot") parts of the Fermi surface shown in Fig. 1 interact with these fluctuations and this scattering is in fact one-dimensional. The effective electron interaction with these fluctuations will be described by $(2 \pi)^{2} W^{2} S(\mathbf{q})$ where the parameter $W$ has the dimensions of energy and determines the energy scale (width) of the pseudogap. ${ }^{2}$ The choice of scattering vector $\mathbf{Q}=\left( \pm 2 k_{F}, 0\right)$ or $\mathbf{Q}=\left(0, \pm 2 k_{F}\right)$ implies a pattern of incommensurate fluctuations (it is possible to generalize to the commensurate case [13] but we do not consider this here). In the limit $\xi \longrightarrow \infty$, this model can have an exact solution using methods proposed for the one-dimensional case in [16]. For finite $\xi$ we can construct an "almost" exact solution $[11,12]$ using a generalization of the one-dimensional approach developed in $[17,18]$. In the present study we only consider the simplest variant of the model with $\xi \longrightarrow \infty$, when the effective interaction with the fluctuations (1) has the very simple form: ${ }^{3}$

$$
\begin{equation*}
(2 \pi)^{2} W^{2}\left\{\delta\left(q_{x} \pm 2 p_{F}\right) \delta\left(q_{y}\right)+\delta\left(q_{y} \pm 2 p_{F}\right) \delta\left(q_{x}\right)\right\} \tag{2}
\end{equation*}
$$

In this case we can easily sum all the perturbation theory series for an electron scattered at these fluctuations

[^7][16] and for the single-electron Green's function we obtain [13]
\[

$$
\begin{equation*}
G\left(\epsilon_{n}, p\right)=\int_{0}^{\infty} d D \mathscr{P}(D) \frac{i \epsilon_{n}+\xi_{p}}{\left(i \epsilon_{n}\right)^{2}-\xi_{p}^{2}-D(\phi)^{2}} \tag{3}
\end{equation*}
$$

\]

where $\xi_{p}=v_{F}\left(|\mathbf{p}|-p_{F}\right)\left(v_{F}\right.$ is the velocity at the Fermi surface $), \epsilon_{n}=(2 n+1) \pi T$, and the fluctuating dielectric gap $D(\phi))$ is only nonzero in the hot sections:

$$
D(\phi)= \begin{cases}D, & 0 \leq \phi \leq \alpha, \quad \frac{\pi}{2}-\alpha \leq \phi \leq \frac{\pi}{2}  \tag{4}\\ 0, & \alpha \leq \phi \leq \frac{\pi}{2}-\alpha\end{cases}
$$

where $\alpha=\arctan \left(p_{y}^{0} / p_{F}\right)$ and $\phi$ is the polar angle determining the direction of the vector $\mathbf{p}$ in the plane $p_{x} p_{y}$. For other values of $\phi$ the value of $D(\phi)$ is obviously determined by analogy with (4) from symmetry concepts.

The amplitude of the dielectric gap $D$ is random and obeys a Rayleigh distribution [17] (its phase is then also random and uniformly distributed on the interval $(0,2 \pi))$ :

$$
\begin{equation*}
\mathscr{P}(D)=\frac{2 D}{W^{2}} \exp \left(-\frac{D^{2}}{W^{2}}\right) \tag{5}
\end{equation*}
$$

Thus, at the hot sections the Green's function has the form of a "normal" Gor'kov Green's function averaged over the fluctuations of the dielectric gap $D$ distributed in accordance with (5). The "anomalous" Gor'kov functions at these "dielectrified" sections are zero (because of the random phases of the dielectric gap $D$ ), which corresponds to the absence of any long-range order but their pair averages are nonzero and make some contribution to the two-particle Green's function $[13,16]$. By varying the parameter $\alpha$ in (4) in the range $0 \leq \alpha \leq \pi / 4$, we can change the size of the hot sections on the Fermi surface for which the nesting conditions $\xi_{p-Q}=-\xi_{p}$ is satisfied. In particular $\alpha=\pi / 4$ corresponds to a square Fermi surface. Outside the hot sections [the second inequality in (4)] the Green's function (3) is simply the same as the Green's function of the free electrons.

Results of calculations of the electron density of states and the spectral density corresponding to (3) are presented in [13] and demonstrate the formation of a pseudogap (having the characteristic width $\sim 2 W$ ) and non-Fermi-liquid behavior at the hot sections. In the model having a finite correlation length $\xi$ the Green's function for these sections is represented as a continuous fraction [19] (see similar results in [11, 12, 17, 18]). In this case, the spectral density demonstrates increasingly smeared behavior (compared with the case $\xi \longrightarrow \infty$ ) with decreasing $\xi$, which was described in detail in $[11,12$, 18]. In [19] this model was used to calculate the optical conductivity of a two-dimensional system in the pseudogap state.

## 3. SUPERCONDUCTIVITY IN THE PSEUDOGAP STATE

We shall now analyze superconductivity using this model. We shall assume that superconducting pairing is caused by an attractive potential which has the following very simple form [13]:

$$
\begin{equation*}
V\left(\mathbf{p}, \mathbf{p}^{\prime}\right)=V\left(\phi, \phi^{\prime}\right)=-V e(\phi) e\left(\phi^{\prime}\right) \tag{6}
\end{equation*}
$$

Here $\phi$ is the angle which, as before, determines the direction of the electron momentum $\mathbf{p}$ in the plane and for $e(\phi)$ we take the simplest model dependence:

$$
e(\phi)= \begin{cases}1 & (s \text {-pairing })  \tag{7}\\ \sqrt{2} \cos (2 \phi) \quad(d \text {-pairing }) .\end{cases}
$$

The attraction constant $V$ is usually assumed to be nonzero in a certain layer of width $2 \omega_{c}$ near the Fermi level ( $\omega_{c}$ is the characteristic quantum frequency responsible for the attraction of electrons). In this case, the superconducting gap has the form

$$
\begin{equation*}
\Delta(\mathbf{p}) \equiv \Delta(\phi)=\Delta e(\phi) \tag{8}
\end{equation*}
$$

We shall first consider superconductivity in a system in which there is a fixed dielectric gap $D$ at the "hot" sections of the Fermi surface. The problem of superconductivity in a system with a partially dielectrified spectrum at various parts of the Fermi surface has been addressed in various studies (see, for example [20, 21]) and was analyzed by Bilbro and McMillan [22] using a model very close to our case, from which we can use some of the results directly or simply generalize them.

In particular, for $s$-pairing the equation for the superconducting gap $\Delta$ in this model has the form

$$
\begin{align*}
1= & \lambda \int_{0}^{\omega_{c}} d \xi\left\{\tilde{\alpha} \frac{\tanh \frac{\sqrt{\xi^{2}+D^{2}+\Delta^{2}(D)}}{2 T}}{\sqrt{\xi^{2}+D^{2}+\Delta^{2}(D)}}\right. \\
& \left.+(1-\tilde{\alpha}) \frac{\tanh \frac{\sqrt{\xi^{2}+\Delta^{2}(D)}}{2 T}}{\sqrt{\xi^{2}+\Delta^{2}(D)}}\right\}, \tag{9}
\end{align*}
$$

where $\lambda=V N_{0}(0)$ is the dimensionless pair-interaction constant $\left[N_{0}(0)\right.$ is the density of states of free electrons at the Fermi level] and the parameter $\tilde{\alpha}=4 \alpha / \pi$ determines the fraction of hot (planar) sections on the Fermi surface.

In equation (9) the first term on the right-hand side corresponds to the contribution of hot (dielectrified) sections for which the electron spectrum has the form [22] $E_{p}=\sqrt{\xi_{p}^{2}+D^{2}+\Delta^{2}}$ and the second term gives the contribution of the "cold" (metal) sections where the
spectrum has the usual form in BCS theory: $E_{p}=$ $\sqrt{\xi_{p}^{2}+\Delta^{2}}$. Equation (9) determines the superconducting gap $\Delta(D)$ for a fixed dielectric gap $D$ which is nonzero at the "hot" sections.

For $d$-pairing the similar equation has the form

$$
\begin{gather*}
1=\lambda \frac{4}{\pi} \int_{0}^{\omega_{c}} d \xi \\
\times\left\{\int_{0}^{\alpha} d \phi e^{2}(\phi) \frac{\tanh \frac{\sqrt{\xi^{2}+D^{2}+\Delta^{2}(D) e^{2}(\phi)}}{2 T}}{\sqrt{\xi^{2}+D^{2}+\Delta^{2}(D) e^{2}(\phi)}}\right.  \tag{10}\\
\left.+\int_{\alpha}^{\pi / 4} d \phi e^{2}(\phi) \frac{\tanh \frac{\sqrt{\xi^{2}+\Delta^{2}(D) e^{2}(\phi)}}{2 T}}{\sqrt{\xi^{2}+\Delta^{2}(D) e^{2}(\phi)}}\right\} .
\end{gather*}
$$

It can be seen from these equations that $\Delta(D)$ decreases with increasing $D$ and $\Delta(0)$ is the same as the usual gap $\Delta_{0}$ in the absence of any dielectrification at the planar sections which appears at the temperature $T=T_{c 0}$ determined by

$$
\begin{equation*}
1=\lambda \int_{0}^{\omega_{c}} \frac{d \xi}{\xi} \tanh \frac{\xi}{2 T_{c 0}} \tag{11}
\end{equation*}
$$

both for $s$ - and $d$-pairing.
For $D \longrightarrow \infty$ the first terms in (9) and (10) vanish since the corresponding equations for $\Delta_{\infty}=\Delta(D \longrightarrow \infty)$ have the form

$$
\begin{gather*}
1=\lambda \int_{0}^{\omega_{c}} \frac{d \xi(1-\tilde{\alpha})}{\sqrt{\xi^{2}+\Delta_{\infty}^{2}}} \tanh \frac{\sqrt{\xi^{2}+\Delta_{\infty}^{2}}}{2 T}  \tag{12}\\
\quad(s \text {-pairing }) \\
1=\lambda \frac{4}{\pi} \int_{0}^{\omega_{c}} d \xi \int_{\alpha}^{\pi / 4} \frac{d \phi e^{2}(\phi)}{\sqrt{\xi^{2}+\Delta_{\infty}^{2} e^{2}(\phi)}} \operatorname{td-\text {pairing})}  \tag{13}\\
\quad \tanh \frac{\sqrt{\xi^{2}+\Delta_{\infty}^{2} e^{2}(\phi)}}{2 T}
\end{gather*}
$$

Equation (12) agrees with the equation for the gap $D=0$ with the renormalized coupling constant $\tilde{\lambda}=\lambda(1-\tilde{\alpha})$ so that for $s$-pairing

$$
\begin{equation*}
\Delta_{\infty}=\Delta_{0}(\tilde{\lambda}=\lambda(1-\tilde{\alpha})) \tag{14}
\end{equation*}
$$

and thus a nonzero gap for $D \longrightarrow \infty$ appears when $T<T_{c \infty}$,

$$
\begin{equation*}
T_{c \infty}=T_{c 0}(\tilde{\lambda}=\lambda(1-\tilde{\alpha})) . \tag{15}
\end{equation*}
$$

For the case of $d$-pairing we obtain from equation (13)

$$
\begin{equation*}
T_{c \infty}=T_{c 0}\left(\tilde{\lambda}=\lambda\left(1-\alpha_{d}\right)\right) \tag{16}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{d}=\tilde{\alpha}+\frac{\sin (\pi \tilde{\alpha})}{\pi} \tag{17}
\end{equation*}
$$

is the effective fraction of planar sections for $d$-pairing. Hence, for $T<T_{c \infty}$ the gap is nonzero for any values of $D$ and decreases from $\Delta_{0}$ to $\Delta_{\infty}$ with increasing $D$. When $T_{c \infty}<T<T_{c 0}$, the gap is only nonzero when $D<D_{\max }$. The corresponding dependences of $\Delta$ on $D$ are easily obtained by solving equations (9) and (10) numerically.

In our model of the pseudogap state the dielectric gap $D$ is not fixed but is a random quantity with a distribution given by (5). The equations obtained above must be averaged over all these fluctuations. Then we can directly calculate the exact superconducting gap $\langle\Delta\rangle$ averaged over the fluctuations of $D$ :

$$
\begin{gather*}
\langle\Delta\rangle=\int_{0}^{\infty} d D \mathscr{P}(D) \Delta(D) \\
=\frac{2}{W^{2}} \int_{0}^{\infty} d D D \exp \left(-\frac{D^{2}}{W^{2}}\right) \Delta(D) . \tag{18}
\end{gather*}
$$

The dependences $\Delta(D)$ described above have the result that the average gap (18) is nonzero as far as $T=T_{c 0}$, i.e., as far as the superconducting transition temperature in the absence of pseudogap anomalies. However, the superconducting transition temperature $T_{c}$ in a superconductor with a pseudogap is clearly lower than $T_{c 0}$ [13]. This paradoxical behavior of $\langle\Delta\rangle$ evidently implies that local regions with $\Delta \neq 0$ (superconducting drops) induced by fluctuations of $D$ appear over the entire temperature range $T_{c}<T<T_{c 0}$ and a superconducting state coherent over the entire sample is only established in the region $T<T_{c}$. Quite clearly, this qualitative picture can only be completely substantiated by analyzing a more realistic model where the fluctuations of the antiferromagnetic short-range order have a finite length $\xi .{ }^{4}$ However, the simplicity of the $\xi \longrightarrow \infty$ model considered here means that an exact solution can be obtained immediately for $\langle\Delta\rangle$.

In order to determine the superconducting transition temperature $T_{c}$ in the entire sample we shall use the standard procedure of the mean-field approximation (see, for example, a similar procedure applied to a superconductor with impurities [24]) which is under the assumption of self-averaging of the superconducting gap over the fluctuations of $D$ (i.e., $\Delta$ is independent

[^8]of the fluctuations of $D$ ). The equations for the meanfield gap $\Delta_{m f}$ then have the form
\[

$$
\begin{gather*}
1=\lambda \int_{0}^{\omega_{c}} d \xi\left\{\tilde{\alpha} \frac{2}{W^{2}} \int_{0}^{\infty} d D D \exp \left(-\frac{D^{2}}{W^{2}}\right)\right.  \tag{19}\\
\left.\times \frac{\tanh \frac{\sqrt{\xi^{2}+D^{2}+\Delta_{m f}^{2}}}{2 T}}{\sqrt{\xi^{2}+D^{2}+\Delta_{m f}^{2}}}+(1-\tilde{\alpha}) \frac{\tanh \frac{\sqrt{\xi^{2}+\Delta_{m f}^{2}}}{2 T}}{\sqrt{\xi^{2}+\Delta_{m f}^{2}}}\right\}
\end{gather*}
$$
\]

for $s$-pairing and

$$
\left.\begin{array}{r}
1=\lambda \frac{4}{\pi} \int_{0}^{\omega_{c}} \mathrm{~d} \xi\left\{\int_{0}^{\infty} d D D \exp \left(-\frac{D^{2}}{W^{2}}\right)\right. \\
\times \int_{0}^{\alpha} d \phi e^{2}(\phi) \frac{\tanh \frac{\sqrt{\xi^{2}+D^{2}+\Delta_{m f}^{2} e^{2}(\phi)}}{2 T}}{\sqrt{\xi^{2}+D^{2}+\Delta_{m f}^{2} e^{2}(\phi)}}  \tag{20}\\
+\int_{\alpha}^{\pi / 4} d \phi e^{2}(\phi) \frac{\tanh \frac{\sqrt{\xi^{2}+\Delta_{m f}^{2} e^{2}(\phi)}}{2 T}}{\sqrt{\xi^{2}+\Delta_{m f}^{2} e^{2}(\phi)}}
\end{array}\right\}
$$

for $d$-pairing.
From equations (19) and (20) we can easily derive the corresponding equations for $T_{c}$. For example, for $s$-pairing we have

$$
\begin{gather*}
1=\lambda\left\{\tilde{\alpha} \frac{2}{W^{2}} \int_{0}^{\infty} d D D \exp \left(-\frac{D^{2}}{W^{2}}\right)\right. \\
\left.\times \int_{0}^{\omega_{c}} \frac{d \xi}{\sqrt{\xi^{2}+D^{2}}} \tanh \frac{\sqrt{\xi^{2}+D^{2}}}{2 T_{c}}+(1-\tilde{\alpha}) \int_{0}^{\omega_{c}} \frac{d \xi}{\xi} \tanh \frac{\xi}{2 T_{c}}\right\} \tag{21}
\end{gather*}
$$

For $d$-pairing $\tilde{\alpha}$ in (21) must be replaced by $\alpha_{d}$ from (17). These equations for $T_{c}$ are the same as those obtained in the microscopic derivation of the Gin-zburg-Landau expansion using this model in [13] where they were studied in detail. In general we always have $T_{c \infty}<T_{c}<T_{c 0}$.

The temperature dependences of the average gap $\langle\Delta\rangle$ and the mean-field gap $\Delta_{m f}$ obtained by means of a numerical solution of the equations from our model for the case of $s$-pairing are plotted in Fig. 2. ${ }^{5}$ The gap $\Delta_{m f}$ vanishes when $T=T_{c}<T_{c 0}$, while $\langle\Delta\rangle$ is nonzero as far as $T=T_{c 0}$, and the corresponding "tails" in the temperature dependence of $\langle\Delta\rangle$ in the range $T_{c}<T<T_{c 0}$ are, in our view, consistent with the existence of superconducting "drops" in this region in the absence of superconductivity over the entire sample, as was described above. We note that the temperature dependences $\langle\Delta(T)\rangle$ presented in Fig. 2 are similar to those for the gap in underdoped high-temperature superconducting cuprates extracted from ARPES experiments [3, 25] and from measurements of the specific heat [26] assuming that the observed temperature $T_{c}$ in these samples corresponds to our mean-field $T_{c}$ whereas drops with $\langle\Delta\rangle \neq 0$ exist in the range $T>T_{c}$ as far as $T_{c 0}$ which is substantially higher than $T_{c}$. This interpretation of the data would imply that in the absence of a pseudogap the underdoped cuprates would have a significantly higher superconducting transition temperature.

Although, in our opinion, superconductivity is not present over the entire sample when $T_{c}<T<T_{c 0}$, the existence of a nonzero average gap $\langle\Delta\rangle$ in this region leads to the appearance of various anomalies in the observable quantities, such as the tunneling density of states and the spectral density measured in ARPES experiments, as we shall see subsequently.

## 4. SPECTRAL DENSITY AND DENSITY OF STATES

The delayed electron Green's function near the hot section of the Fermi surface in the superconducting state has the form

$$
\begin{gather*}
G^{R}\left(E, \xi_{p}\right)=\int_{0}^{\infty} d D \mathscr{P}(D)  \tag{22}\\
\times \frac{E+\xi_{p}}{(E+i 0)^{2}-\xi_{p}^{2}-D^{2}-\Delta^{2}(D) e^{2}(\phi)} .
\end{gather*}
$$

The corresponding spectral density is:

$$
\begin{align*}
& A\left(E, \xi_{p}\right)=-\frac{1}{\pi} \operatorname{Im} G^{R}\left(E, \xi_{p}\right) \\
= & \frac{2}{W^{2}} \int_{0}^{\infty} d D D \exp \left(-\frac{D^{2}}{W^{2}}\right)\left(E+\xi_{p}\right)  \tag{23}\\
\times & \delta\left(\xi_{p}^{2}+D^{2}+\Delta^{2}(D) e^{2}(\phi)-E^{2}\right)
\end{align*}
$$

[^9]

Fig. 2. Temperature dependences of the superconducting gaps $\Delta_{m f}$ (dotted curves), $\langle\Delta\rangle$ (solid curves), and $\Delta_{0}$ (dashed curve) for $s$-pairing: (1) $\lambda=0.4, \tilde{\alpha}=2 / 3, \omega_{c} / W=3\left(T_{c} / T_{c 0}=\right.$ $0.42)$, (2) $\lambda=0.4, \tilde{\alpha}=0.2, \omega_{c} / W=1\left(T_{c} / T_{c 0}=0.71\right)$.

Using the mean-field procedure, in which we assume that $\Delta=\Delta_{m f}$ does not depend on $D$, we obtain

$$
\begin{align*}
& A_{m f}\left(E, \xi_{p}\right)=\frac{|E|+\xi_{p} \operatorname{sgn} E}{W^{2}} \\
& \times \exp \left(\frac{\xi_{p}^{2}+\Delta_{m f}^{2} e^{2}(\phi)-E^{2}}{W^{2}}\right)  \tag{24}\\
& \quad \times \theta\left(E^{2}-\xi_{p}^{2}-\Delta_{m f}^{2} e^{2}(\phi)\right)
\end{align*}
$$

In this approximation a gap appears in the spectral density at the Fermi surface $\left(\xi_{p}=0\right)$ when $|E|<\Delta_{m f}$, and disappears when $T \longrightarrow T_{c}\left(\Delta_{m f} \longrightarrow 0\right)$. In fact we have seen that the gap $\Delta$ depends strongly on the dielectric gap $D$ [see (9) and (10)] so that from (23) we have

$$
\begin{align*}
& A\left(E, \xi_{p}\right)=\sum_{i} \frac{|E|+\xi_{p} \operatorname{sgn} E}{W^{2}} \exp \left(-\frac{D_{i}^{2}}{W^{2}}\right)  \tag{25}\\
& \quad \times\left.\left|1+\frac{d \Delta^{2}(D)}{d D^{2}}\right|_{D=D_{i}} e^{2}(\phi)\right|^{-1}
\end{align*}
$$

where $D_{i}$ are the positive roots of the equation $D^{2}+\xi_{p}^{2}+$ $\Delta^{2}(D) e^{2}(\phi)-E^{2}=0$. The energy dependences of the spectral density for $\xi_{p}=0$, i.e., for the electron momentum at the Fermi surface (we shall subsequently confine our analysis to this case) are plotted in Figs. 3 and 4 for $s$ - and $d$-pairing respectively.


Fig. 3. Spectral density at the Fermi surface for $s$-pairing and $T / T_{c 0}=$ (1) 0.8 , (2) 0.4 , (3) 0.1 : (a) $\lambda=0.4, \tilde{\alpha}=0.2$, $\omega_{c} / W=1\left(T_{c} / T_{c 0}=0.71, T / T_{c 0}=0.54\right)$; dotted curve-meanfield spectral density $A_{m f}(E)$ for $T / T_{c 0}=0.4$; (b) $\lambda=0.4$, $\tilde{\alpha}=2 / 3, \omega_{c} / W=3\left(T_{c} / T_{c 0}=0.42, T_{c \infty} / T_{c 0}=7 \times 10^{-3}\right)$; the dotted curve gives the mean-field spectral density $A_{m f}(E)$ for $T / T_{c 0}=0.1$.

For $T_{c \infty}<T<T_{c 0}$ a discontinuity is observed in the spectral density at $E=D_{\max }$ caused by a discontinuity in the derivative $d \Delta^{2}(D) / d D^{2}$ at $D=D_{\max }$ (i.e., the maximum value of $D$ at which the gap $\Delta(D)$ is nonzero). Effects involving the finite correlation length $\xi$ of the fluctuations inevitably smooth this discontinuity, although the characteristic dip after the principal spectral density peak is conserved. A similar dip was observed in the ARPES experiments [1, 3] although this has not yet been fully interpreted.



Fig. 4. Spectral density at the Fermi surface in the direction $\phi=0$ for $d$-pairing when $T / T_{c 0}=$ (1) 0.8 , (2) 0.6 , (3) 0.1 :
(a) $\lambda=0.4, \tilde{\alpha}=0.2, \omega_{c} / W=1\left(T_{c} / T_{c 0}=0.42, T_{c \infty} / T_{c 0}=0.2\right)$; (b) $\lambda=0.4, \tilde{\alpha}=2 / 3, \omega_{c} / W=5\left(T_{c} / T_{c 0}=0.48, T_{c \infty} / T_{c 0} \sim 10^{-18}\right)$. The dotted curves give the mean-field spectral density $A_{m f}(E)$ for $T / T_{c 0}=0.1$.

For the case of $s$-pairing the value of $D^{2}+\Delta^{2}(D)$ increases with increasing $D$ so that the equation $D^{2}+$ $\Delta^{2}(D)-E^{2}=0$ only has roots for $|E|>\Delta_{0}$. Thus, the gap in the spectral density is observed when $|E|<\Delta_{0}$ so that the width of this gap is determined by the value of $\Delta_{0}$ and not $\Delta_{m f}$. In addition, the gap in the spectral density appears when $T=T_{c 0}$ and the behavior of the spectral density at the point $T=T_{c}$ does not exhibit qualitative changes.

For $d$-pairing when the pseudogap width $W$ is fairly small and the fraction of planar sections $\alpha_{d}$ is small, the value of $D^{2}+\Delta^{2}(D) e^{2}(\phi)$ also increases with increasing $D$ and the width of the gap in the spectral density becomes equal to $\Delta_{0} e(\phi)$ as in the case of $s$-pairing. However, as the pseudogap width $W$ and the fraction of planar sections increase, $D^{2}+\Delta^{2}(D) e^{2}(\phi)$ decreases with increasing $D$ for fairly small $D$ with the result that the width of the gap in the spectral density becomes smaller than $\Delta_{0}$ and for $E=\Delta_{0}$ a discontinuity appears in the spectral density (the discontinuity at $E=D_{\text {max }}$ is also retained).

We shall now analyze the tunneling density of states $N(E)$. For $s$-pairing we have

$$
\begin{align*}
& \frac{N(E)}{N_{0}(0)}=\frac{2}{W^{2}} \int_{0}^{\infty} d D D \exp \left(-\frac{D^{2}}{W^{2}}\right) \\
& \times\left\{\tilde{\alpha} \frac{|E|}{\sqrt{E^{2}-D^{2}-\Delta^{2}(D)}} \theta\left(E^{2}-D^{2}-\Delta^{2}(D)\right)\right.  \tag{26}\\
& \left.+(1-\tilde{\alpha}) \frac{|E|}{\sqrt{E^{2}-\Delta^{2}(D)}} \theta\left(E^{2}-\Delta^{2}(D)\right)\right\}
\end{align*}
$$

Under the assumption of self-averaging the gap $\Delta$ is equal to $\Delta_{m f}$ and does not depend on the fluctuations of $D$, and then

$$
\begin{gather*}
\frac{N_{m f}(E)}{N_{0}(0)}=\left\{\tilde{\alpha} \frac{2}{W^{2}} \int_{0}^{\sqrt{E^{2}-\Delta_{m f}^{2}}} d D D \exp \left(-\frac{D^{2}}{W^{2}}\right)\right. \\
\left.\times \frac{|E|}{\sqrt{E^{2}-D^{2}-\Delta_{m f}^{2}}}+(1-\tilde{\alpha}) \frac{|E|}{\sqrt{E^{2}-\Delta_{m f}^{2}}}\right\}  \tag{27}\\
\times \theta\left(E^{2}-\Delta_{m f}^{2}\right)
\end{gather*}
$$

In this approximation when $|E|<\Delta_{m f}$ a gap appears in the density of states and disappears when $T \longrightarrow T_{c}\left(\Delta_{m f} \longrightarrow 0\right)$ but in this case a singularity remains (as discussed in [13]) in the form of a pseudogap caused by the antiferromagnetic fluctuations:

$$
\begin{gather*}
\frac{N(E)}{N_{0}(0)}=\tilde{\alpha} \frac{2}{W^{2}} \int_{0}^{E} d D D \exp \left(-\frac{D^{2}}{W^{2}}\right)  \tag{28}\\
\quad \times \frac{|E|}{\sqrt{E^{2}-D^{2}}}+(1-\tilde{\alpha})
\end{gather*}
$$

In fact $\Delta(D)$ in (26) depends strongly on $D$ in accordance with (9). It can be seen from (26) and the corresponding dependence $\Delta(D)$ that when $T<T_{c \infty}$ a gap is observed in the density of states for $E<\Delta_{\infty}$ but when
$T>T_{c \infty}$, no gap is observed but some contribution to the pseudogap associated with the superconducting pairing still remains. For $T_{c}<T<T_{c 0}$ the gap function $\Delta(D)$ is nonzero when $D<D_{\max }$ so that differences from the pseudogap behavior caused only by antiferromagnetic fluctuations are observed in the density of states when $T_{c}<T<T_{c 0}$ and the antiferromagnetic pseudogap (28) is only retained when $T>T_{c 0}$.

Figure 5 shows the behavior of the density of states in the $s$-case at various temperatures. A kink on the density of states is observed at $|E|=\Delta_{0}$ and when $T>T_{c \infty}$ a second kink is observed for $|E|=\Delta_{\max }>\Delta_{0}$ although this kink is only appreciable at high temperatures $T \sim T_{c 0}$. The density of states only undergoes qualitative changes at $T=T_{c 0}$, and there are no particular features at the mean-field temperature $T_{c}$.

For $d$-pairing the expression for the density of states has the form

$$
\begin{align*}
& \frac{N(E)}{N_{0}(0)}=\frac{4}{\pi} \frac{2}{W^{2}} \int_{0}^{\infty} d D D \exp \left(-\frac{D^{2}}{W^{2}}\right) \\
\times & \left\{\int_{0}^{\alpha} d \phi \frac{|E|}{\sqrt{E^{2}-D^{2}-\Delta^{2}(D) e^{2}(\phi)}}\right.  \tag{29}\\
& \times \theta\left(E^{2}-\Delta^{2}(D) e^{2}(\phi)-D^{2}\right) \\
+\int_{\alpha}^{\pi / 4} d \phi & \left.\frac{|E|}{\sqrt{E^{2}-\Delta^{2}(D) e^{2}(\phi)}} \theta\left(E^{2}-\Delta^{2}(D) e^{2}(\phi)\right)\right\}
\end{align*}
$$

Under the assumption of self-averaging the gap $\Delta$ is equal to $\Delta_{m f}$ and does not depend on $D$. The width of the superconducting pseudogap in the density of states is then of the order $\Delta_{m f}$, the corresponding contribution disappears when $T \longrightarrow T_{c}$, and only the pseudogap associated with the antiferromagnetic fluctuations (28) remains. In reality in (29) $\Delta$ depends on $D$ and is determined by equation (10).

The behavior of the density of states in the $d$ case is shown in Fig. 6. As in the case of $s$-pairing a substantial difference is observed between the exact density of states and that obtained in the mean-field approximation as a result of fluctuations of the superconducting gap (superconducting drops) caused by antiferromagnetic fluctuations of the short-range order. The exact density of states does not in fact sense the superconducting transition in the entire system which takes place at $T=T_{c}$. In this case, the characteristic width of the superconducting gap (pseudogap) in the density of states is of the order $\Delta_{0}$ and not $\Delta_{m f}$ as follows from the mean-field approximation. The corresponding contributions become observable at $T=T_{c 0}>T_{c}$.


Fig. 5. Spectral density for $s$-pairing: (a) $\lambda=0.4, \tilde{\alpha}=0.2$, $\omega_{c} / W=1\left(T_{c} / T_{c 0}=0.71, T_{c} / T_{c 0}=0.54\right), T / T_{c 0}=0.8(1)$, 0.71 (2), 0.54 (3), 0.4 (4); dotted curve is mean-field density of states $N_{m f}(E)$ for $T_{c} / T_{c 0}=0.4$; inset shows density of states for $T_{c} / T_{c 0}=0.4$; (b) $\lambda=0.4, \tilde{\alpha}=2 / 3, \omega_{c} / W=3\left(T_{c} / T_{c 0}=0.42\right.$, $\left.T_{c \infty} / T_{c 0}=7 \times 10^{-3}\right), T / T_{c 0}=0.8(1), 0.42(2), 0.2(3), 0.05(4)$; dotted curve is mean-field density of states $N_{m f}(E)$ for $T_{c} / T_{c 0}=$ 0.2 , dashed curve displays pseudogap behavior of density of states for $T>T_{c 0}$.

## 5. CONCLUSIONS

In this study we have continued our investigation of characteristic features of the superconducting state using a highly simplified model of the pseudogap in a two-dimensional electron system which can have an exact solution [13]. The main simplifying assumption of our model (in addition to the condition of static fluctuations) involves using the limit $\xi \longrightarrow \infty$ for the corre-


Fig. 6. Spectral density for $d$-pairing: (a) $\lambda=0.4, \tilde{\alpha}=0.2$, $\omega_{c} / W=1\left(T_{c} / T_{c 0}=042, T_{c} / T_{c 0}=0.2\right), T / T_{c 0}=0.8(1), 0.42$ (2), 0.2 (3); dotted curve is mean-field density of states $N_{m f}(E)$ for $T / T_{c 0}=0.2$; inset shows density of states for $T / T_{c 0}=0.2$; (b) $\lambda=0.4, \tilde{\alpha}=2 / 3, \omega_{c} / W=5\left(T_{c} / T_{c 0}=0.48, T_{c \infty} / T_{c 0} \sim 10^{-18}\right)$, $T / T_{c 0}=0.8$ (1), 0.48 (2), 0.1 (3); dotted curve is mean-field density of states $N_{m f}(E)$ for $T / T_{c 0}=0.1$, dashed curve displays pseudogap behavior of density of states for $T>T_{c 0}$.
lation length of the antiferromagnetic fluctuations of the short-range order, which allows us to obtain fundamental equations in a fairly clear form. In particular, in this limit we can easily find an exact expression for the average superconducting gap (18). In principle, this model of a pseudogap state can be generalized to finite correlation lengths [11, 12, 19] although it is unclear how far an analysis of superconductivity outside the
scope of the mean-field approach can be carried out as part of this generalization, as we did above for the case $\xi \longrightarrow \infty$. It is qualitatively clear that finite $\xi$ leads to some smearing of characteristics such as kinks and discontinuities, which were obtained in the $\xi \longrightarrow \infty$ model in the dependences of $T_{c}$ and other characteristics of the superconducting state on $\xi$.

The results obtained above indicate that the pseudogap state induced by antiferromagnetic fluctuations of the short-range order (or similar fluctuations of charge density waves) not only leads to important characteristics of the normal state $[11,12,19]$ but also gives fairly unusual properties of the superconducting state caused by the partial dielectrification of the electron spectrum (non-Fermi-liquid behavior) at the hot sections of the Fermi surface. These characteristics correlate with various anomalies observed in the superconducting state of underdoped high-temperature superconducting cuprates. Naturally a more serious comparison with the experiment can only be made using a more realistic approach which particularly allows for the effects of finite correlation length $\xi$ which in real systems are relatively small. At low temperatures it is also important to allow for the fluctuation dynamics.
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#### Abstract

A new variational method is developed to calculate the ground-state energy of a fermion system with strong short-range order. As well as intrasite correlations, the Gutzwiller trial wave function explicitly contains nearest-neighbor correlations. The Kikuchi pseudo-ensemble method was used to calculate the total energy of the fermion system. The calculations were made for the paramagnetic and antiferromagnetic phases of the half-filled Hubbard model. It is shown that for two- and three-dimensional lattices the short-range order in the paramagnetic phase strongly influences the ground-state energy whereas in the antiferromagnetic phase it is insignificant. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Strong short-range order is one of the most important problems in the theory of strongly correlated fermions. The main difficulty encountered here involves constructing a ground state with strong short-range order and determining its energy. The fundamental aspects of the problem of short-range order may be studied using the base model of strongly correlated fermions, i.e., the Hubbard model [1-3]. The simplest variant of this model, where there is one nondegenerate band and spin $1 / 2$ fermions can only hop to the nearest lattice site, can be formulated in the form of the following Hamiltonian:

$$
\begin{equation*}
H=t \sum_{\langle i j\rangle, \sigma}\left(a_{i \sigma}^{+} a_{j \sigma}+\text { h.c. }\right)+U \sum_{i} n_{i \uparrow} n_{i \downarrow}, \tag{1}
\end{equation*}
$$

where $a_{i \sigma}^{+}\left(a_{i \sigma}\right)$ is the creation (annihilation) operator of a fermion of spin $\sigma=\uparrow, \downarrow$ at the $i$ th lattice site. The angular brackets denote summation only over nearest neighbors, $n_{i \sigma}=a_{i \sigma}^{+} a_{i \sigma}$.

Several exact solutions of the Hamiltonian (1) are known: a homogeneous one-dimensional (1D) chain [4] and several special cases (see, for example [5, 6]). In the limit of an infinite-dimensional lattice $(D=\infty)$ substantial simplifications of the problem are encountered and a Gutzwiller solution for the ground state of the system becomes almost exact [2, 7]. However, for lattices of intermediate dimensions, particularly $2 D$ and $3 D$ which are of important practical value, no exact solutions exist. Thus, numerous studies have been devoted to the analytic and numerical investigation of this problem [8-13]. In particular, the Gutzwiller trial wave function, which is exact for $D=\infty$ was used in a numerical variational Monte Carlo method [10, 11] and in an analytical procedure involving expansion in pow-
ers of $1 / D+1 / D^{2}$ in dynamic mean-field theory $[8,12$, 13]. In this latter case, it was necessary to make the typical assumption for perturbation theory methods that the structure of the wave function at finite-dimensional lattices does not differ significantly from the structure in the limit of an infinite-dimensional lattice, i.e., these solutions are in fact only valid for weak short-range order. For this reason they cannot be used in many cases of practical interest where the short-range order is known to be strong: Kondo systems, $\mathrm{CuO}_{2}$ planes in high-temperature superconductors, and so on [8]. Hence, the main difficulty involved in studying finite-dimensional lattices is the need to allow for strong small-radius spatial correlations. In the phenomenological theory of an almost antiferromagnetic Fermi liquid, it was shown [14] that in many strongly correlated compounds the short-range order has a significant influence on the static and dynamic characteristics of the material. Thus, there is a need to develop a microscopic theory of systems with strong short-range order.

In the present paper a variational microscopic method is developed to calculate the ground-state energy of systems of fermions with strong short-range order and the ground state of the Hubbard Hamiltonian (1) is calculated for various lattices for a half-filled initial band in the paramagnetic and antiferromagnetic phases.

## 2. TRIAL WAVE FUNCTION

The Gutzwiller trial wave function can be expressed in the form [15]

$$
\begin{equation*}
|\psi\rangle=g_{0}^{\hat{X}}\left|\varphi_{0}\right\rangle, \tag{2}
\end{equation*}
$$

where $\hat{X}=\sum_{i} n_{i \uparrow} n_{i \downarrow}, g_{0}$ is a real parameter lying in the range $[0,1]$ for $U>0,\left|\varphi_{0}\right\rangle$ is the initial $N$-particle
wave function of the uncorrelated electrons which can be constructed using Bloch functions

$$
\begin{equation*}
\left.\prod_{\mathbf{k}<\mathbf{k}_{F \uparrow} \uparrow} a_{\mathbf{k} \uparrow}^{+} \prod_{\mathbf{k}<\mathbf{k}_{F \downarrow}} a_{\mathbf{k} \downarrow}^{+} \downarrow 0\right\rangle \tag{3}
\end{equation*}
$$

where $\mathbf{k}$ is the fermion wave vector and $\mathbf{k}_{F \sigma}$ is the Fermi wave vector for fermions of spin $\sigma$. It is assumed that the number of particles in the system is large but finite.

The meaning of the trial wave function (2) is that the amplitude of the fermion configurations decreases as a function of the number of doubly occupied sites in the configuration [2]. It should be noted that the $N$-particle trial function (2) remains antisymmetric. Moreover, since the operator on the right-hand side of expression (2) is translationally invariant, this trial wave function retains the translational symmetry of the initial wave function. In order to allow for small-radius spatial correlations in the trial wave function, we generalize the wave function (2) as [16]

$$
\begin{equation*}
|\psi\rangle=\prod_{\lambda} g_{\lambda}^{\hat{P}_{\lambda}}\left|\varphi_{0}\right\rangle \tag{4}
\end{equation*}
$$

where, in addition to the cofactor from expression (2), the product may contain a set of projection operators $\hat{P}_{\lambda}$ on all possible configurations of the state of the lattice site a the pair of neighboring sites. The real parameters $g_{i}$ lie in the range $[0, \infty]$ which means that the amplitudes of the various configurations of the site pair can either decrease or increase.

We construct the trial wave function of the paramagnetic phase of the half-filled band. We have four projection operators isolating the particular state of the lattice sites:

$$
\begin{gather*}
\hat{X}_{1}=\sum_{i}\left(1-n_{i \uparrow}\right)\left(1-n_{i \downarrow}\right), \\
\hat{X}_{2}=\sum_{i} n_{i \uparrow}\left(1-n_{i \downarrow}\right),  \tag{5}\\
\hat{X}_{3}=\sum_{i}\left(1-n_{i \uparrow}\right) n_{i \downarrow} \\
\hat{X}_{4}=\sum_{i} n_{i \uparrow} n_{i \downarrow}
\end{gather*}
$$

and ten projection operators on states of the pairs of nearest sites, for example

$$
\begin{gathered}
\hat{Y}_{1}=\sum_{\langle i j\rangle}\left(1-n_{i \uparrow}\right)\left(1-n_{i \downarrow}\right)\left(1-n_{j \uparrow}\right)\left(1-n_{j \downarrow}\right), \\
\hat{Y}_{2}=\sum_{\langle i j\rangle} n_{i \uparrow} n_{i \downarrow} n_{j \uparrow} n_{j \downarrow}
\end{gathered}
$$

Table 1

| Operator | Configuration |  | Degree of <br> degeneracy |
| :---: | :---: | :---: | :---: |
|  | site $i$ | site $j$ |  |
| $\hat{Y}_{1}$ |  |  | 1 |
| $\hat{Y}_{2}$ | $\uparrow \downarrow$ | $\uparrow \downarrow$ | 1 |
| $\hat{Y}_{3}$ | $\uparrow \downarrow$ |  | 2 |
| $\hat{Y}_{4}$ | $\uparrow$ |  | 2 |
| $\hat{Y}_{5}$ | $\downarrow$ |  | 2 |
| $\hat{Y}_{6}$ | $\uparrow$ | $\uparrow$ | 1 |
| $\hat{Y}_{7}$ | $\uparrow$ | $\downarrow$ | 2 |
| $\hat{Y}_{8}$ | $\uparrow \downarrow$ | $\uparrow$ | 2 |
| $\hat{Y}_{9}$ | $\uparrow \downarrow$ | $\downarrow$ | 2 |
| $\hat{Y}_{10}$ | $\downarrow$ | $\downarrow$ | 1 |

and so on (see Table 1).
We shall subsequently confine our analysis to lattices for which the total number of pairs of nearest neighbors is $z L / 2$, where $z$ is the number of nearest neighbors of the site and $L$ is the total number of lattice sites. We determine the normalized eigenvalues of the operators (5) and (6) as

$$
\begin{gather*}
x_{\lambda}|\Phi\rangle=L^{-1} \hat{X}_{\lambda}|\Phi\rangle  \tag{7}\\
y_{\lambda}|\Phi\rangle=(z L / 2)^{-1} \hat{Y}_{\lambda}|\Phi\rangle .
\end{gather*}
$$

The eigenvalues are then coupled normalization conditions [17]

$$
\begin{equation*}
\sum_{\lambda} x_{\lambda}=1, \quad \sum_{\lambda} \beta_{\lambda} y_{\lambda}=1 \tag{8}
\end{equation*}
$$

where $\beta_{\lambda}$ is the degree of degeneracy, and self-consistency conditions [17]

$$
\begin{align*}
& y_{1}+y_{3}+y_{4}+y_{5}=x_{1} \\
& y_{2}+y_{3}+y_{8}+y_{9}=x_{4} \\
& y_{4}+y_{6}+y_{7}+y_{8}=x_{2}  \tag{9}\\
& y_{5}+y_{7}+y_{9}+y_{10}=x_{3}
\end{align*}
$$

Since the concentrations of fermions of each spin are assumed to be fixed, as in the Gutzwiller approximation there is only one independent parameter $x_{\lambda}$. Seven parameters $y_{\lambda}$ are independent. For a half-filled band in the paramagnetic phase when the total spin of the system is zero, additional constraints appear:

$$
\begin{equation*}
y_{1}=y_{2}, \quad y_{6}=y_{10}, \quad y_{4}=y_{5}=y_{8}=y_{9} \tag{10}
\end{equation*}
$$

and after introducing these, the number of independent parameters $y_{\lambda}$ was reduced to three. We shall take $x=$ $x_{1}=x_{4}, y_{3}, y_{4}$, and $y_{7}$ as independent parameters. Then, taking into account the additional degeneracy formed as a result of the conditions (10), we obtain the final form of the trial wave function for the half-filled paramagnetic phase

$$
\begin{equation*}
|\psi\rangle=g_{0}^{\hat{X}} g_{3}^{\beta_{3} \hat{Y}_{3}} g_{4}^{4 \beta_{4} \hat{Y}_{4}} g_{7}^{\beta_{7} \hat{Y}_{7}}\left|\varphi_{0}\right\rangle=\hat{F}\left|\varphi_{0}\right\rangle . \tag{11}
\end{equation*}
$$

We note the main properties of the trial wave function (11). The operator $\hat{F}$ is polynomial in $n_{i \sigma}$ so that the trial wave function is antisymmetric with respect to permutations. In addition, the operator $\hat{F}$ is invariant with respect to operations which transform the lattice into itself, translations, rotations, and reflections. Hence, all these symmetries are transferred from the initial wave function to the trial one. Finally, this trial wave function can control the structure of the short-range order.

## 3. GROUND STATE OF THE PARAMAGNETIC PHASE

We first need to calculate the norm of the trial wave function (11). Following $[15,18]$ we express this as

$$
\begin{gather*}
\langle\psi \mid \psi\rangle=\sum_{\left\{x, y_{3}, y_{4}, y_{7}\right\}} W_{\left\{x, y_{3}, y_{4}, y_{7}\right\}} g_{0}^{2 L x} g_{3}^{2 z L y_{3}} g_{4}^{8 L y_{4}} g_{7}^{2 z L y_{7}}  \tag{12}\\
=\sum_{\left\{x, y_{3}, y_{4}, y_{7}\right\}} R_{\left\{x, y_{3}, y_{4}, y_{7}\right\}} .
\end{gather*}
$$

Here we have omitted the constant factor which is not important for the following calculations. Summation is performed over all sets $\left\{x, y_{3}, y_{4}, y_{7}\right\}$. The same set of independent variables can correspond to a certain number of configurations. The quantity $W_{\left\{x, y_{3}, y_{4}, y_{7}\right\}}$ is the number of configurations corresponding to the fixed set $\left\{x, y_{3}, y_{4}, y_{7}\right\}$ or the weight of this set. We shall calculate this using the Kikuchi pseudo-ensemble method [17, 19, 20]. Note that this method is exact for Bethe lattices [17]. For lattices having closed paths it only gives an approximate solution. According to the Kikuchi hypothesis, the weight of the set can be expressed in terms of the product:

$$
\begin{equation*}
W=\Gamma Q . \tag{13}
\end{equation*}
$$

Here, for simplicity the subscripts are dropped. The quantity

$$
Q=\frac{(z L / 2)!}{\prod_{\lambda}\left[\left(z y_{\lambda} L / 2\right)!\right]^{\beta_{\lambda}}}
$$

is the number of permutations of ten elements corresponding to the pair configurations $Y_{\lambda}$ along $z L / 2$ bonds, and

$$
\begin{equation*}
\Gamma=\frac{L!\prod_{\lambda}\left(x_{\lambda} z L\right)!}{(z L)!\prod_{\lambda}\left(x_{\lambda} L\right)!} \tag{15}
\end{equation*}
$$

is the fraction of regular permutations in the pseudoensemble. In expressions (14) and (15) the dependent parameters $x_{\lambda}$ and $y_{\lambda}$ should be expressed in terms of the independent ones as

$$
\begin{gather*}
x_{2}=x_{3}=1 / 2-x, \\
y_{1}=y_{2}=x-y_{3}-2 y_{4},  \tag{16}\\
y_{6}=y_{10}=1 / 2-x-y_{7}-2 y_{4} .
\end{gather*}
$$

In the thermodynamic limit $L \longrightarrow \infty$, as usual [2, 17-20], we can confine our summation to those terms of the series which are close to the maximum, i.e., for which the condition $\left\{x, y_{3}, y_{4}, y_{7}\right\} \longrightarrow\left\{x, y_{3}, y_{4}, y_{7}\right\}_{\text {max }}$ is satisfied. The remaining terms are exponentially small. Since the function $R$ is positive, it is convenient to seek the maximum of its logarithm instead of the function itself. We now transform all the factorials appearing in $R$ using the asymptotic Stirling formula. We then take the logarithm of this expression and only retain the principal terms in $L$. It can be shown that this procedure is equivalent to the substitution $(z L / 2)!\longrightarrow$ $(L!)^{z / 2}$ used in [17, 19, 20]. After direct calculations we obtain

$$
\begin{align*}
& L^{-1} \ln W=2(z-1)[x \ln x+(1 / 2-x) \ln (1 / 2-x)]  \tag{17}\\
& -z\left(y_{2} \ln y_{2}+y_{3} \ln y_{3}+4 y_{4} \ln y_{4}+y_{6} \ln y_{6}+y_{7} \ln y_{7}\right)
\end{align*}
$$

where $y_{2}$ and $y_{6}$ are expressed in terms of (16). The region of determination of the function $L^{-1} \ln R$ is bounded by conditions (8) and (9). For nonzero finite parameters $g_{i}$, its gradient at the boundaries is directed into this region so that the global maximum of the function $L^{-1} \ln R$ is its internal maximum. In this case, the necessary conditions for the maximum will be $\partial(\ln R) / \partial \eta_{\lambda}=0$, where $\eta_{\lambda}=x, y_{3}, y_{4}, y_{7}$. Using these, we can express the parameters $g_{i}$ in terms of $x, y_{3}, y_{4}, y_{7}$ :

$$
\begin{gather*}
g_{0}=\left(\frac{1 / 2-x}{x}\right)^{z-1}\left(\frac{x-y_{3}-2 y_{4}}{1 / 2-x-y_{7}-2 y_{4}}\right)^{z / 2}, \\
g_{3}^{2}=\frac{y_{3}}{x-y_{3}-2 y_{4}}, \\
g_{4}^{4}=\frac{4 y_{4}^{2}}{\left(1 / 2-x-y_{7}-2 y_{4}\right)\left(x-y_{3}-2 y_{4}\right)},  \tag{18}\\
g_{7}^{2}=\frac{y_{7}}{1 / 2-x-y_{7}-2 y_{4}} .
\end{gather*}
$$

Attention should be drawn to the fact that the function $L^{-1} \ln R$ is strictly upward convex in terms of the variables $y_{3}, y_{4}$, and $y_{7}$ for fixed $x$. This means that in practice we seek the maximum of the function of one implicitly defined variable rather than four variables.

In order to calculate the ground-state energy of the Hamiltonian (1), we need to calculate the first-order density matrix for the trial function obtained in Section 2:

$$
\begin{equation*}
\rho_{1}=L^{-1} \frac{\langle\psi| \sum_{\langle i i\rangle, \sigma}\left(a_{i \sigma}^{+} a_{j \sigma}+\text { h.c. }\right)|\psi\rangle}{\langle\psi \mid \psi\rangle} . \tag{19}
\end{equation*}
$$

Here we encounter a significant complication compared with the Gutzwiller method because when a fermion hops from site $i$ to site $j$, not only the configuration of the $i-j$ pair changes but also that of the adjacent $i-k$ and $j-l$ pairs of lattice sites (Fig. 1). We take a certain lattice-fragment configuration consisting of an $i-j$ bond and its adjacent bonds (Fig. 1) and we calculate the function $W$ of the remaining lattice using expressions (13)-(15). Then, the fraction of the configurations containing the given fragment may be expressed in the form

$$
\begin{equation*}
\frac{W^{\prime}}{W}=y_{(i j)} \prod_{k}\left(\frac{y_{(k i)}}{x_{(i)}}\right) \prod_{l}\left(\frac{y_{(j l)}}{x_{(j)}}\right), \tag{20}
\end{equation*}
$$

where $y_{(\alpha \beta)}$ implies the value of $y_{\lambda}$ corresponding to the bond configuration $\alpha \beta$. Now the contribution to the density matrix made by the transition from configuration 1 to configuration 2 will have the form

$$
\frac{\prod_{\alpha} g_{\alpha}}{\prod_{\beta} g_{\beta}} \frac{W^{\prime}(1)}{W},
$$

where the first cofactor is the ratio of the amplitude of configuration 1 to the amplitude of configuration 2, i.e., $g_{\alpha}$ corresponds to those bonds in configuration 2 which were absent in configuration 1 (or the converse for $g_{\beta}$ ). If configurations 1 and 2 differ by several like bonds, the parameters $g_{\alpha}$ and $g_{\beta}$ are written in (21) in the appropriate powers. The procedure is broadly similar to the Gutzwiller method [2] where expression (21) only contained a single parameter $g_{0}$.

Using expressions (20) and (21), we can perform direct summation of all the configurations and calculate the density matrix (19):

$$
\begin{gather*}
\rho_{1}=4\left(2 y_{4}\left(a_{1} a_{2}\right)^{z-1}\right.  \tag{22}\\
\left.+\frac{y_{3} g_{7}}{g_{0} g_{3}} a_{1}^{2(z-1)}+\frac{y_{7} g_{0} g_{3}}{g_{7}} a_{2}^{2 z-1}\right),
\end{gather*}
$$



Fig. 1. Fragment of $z=4$ lattice. When a fermion hops from site $i$ to site $j$, the configurations of neighboring pairs also change.
where

$$
\begin{aligned}
& a_{1}=\frac{y_{2} g_{4}+y_{3} g_{4} / g_{3}+y_{4}\left(g_{7}+1\right) / g_{4}}{x}, \\
& a_{2}=\frac{y_{6} g_{4}+y_{7} g_{4} / g_{7}+y_{4}\left(g_{3}+1\right) / g_{4}}{1 / 2-x} .
\end{aligned}
$$

Here and subsequently we use $y_{2}$ and $y_{6}$ instead of expressions (16) to shorten the notation. As in the Gutzwiller method, the density matrix has three terms, the first describing fermion motion in the Hubbard subband, the second and third describing transitions between the subbands. We eliminate the parameter $g_{i}$ from formula (22) using (18) and after direct transformations we obtain

$$
\begin{gather*}
\rho_{1}=8\left(y_{4}+\sqrt{y_{3} y_{7}}\right) \\
\times\left[\frac{y_{4}}{x(1 / 2-x)}\left(\sqrt{y_{2}}+\sqrt{y_{3}}+\sqrt{y_{6}}+\sqrt{y_{7}}\right)^{2}\right]^{z-1} . \tag{23}
\end{gather*}
$$

Finally, the complete energy of the fermion system can be conveniently represented in the Gutzwiller form [2]:

$$
\begin{equation*}
E=\frac{1}{L} \frac{\langle\psi| H|\psi\rangle}{\langle\psi \mid \psi\rangle}=q \varepsilon_{0}+x U, \tag{24}
\end{equation*}
$$

where $q=\rho_{1} / \rho_{1}^{0}, \rho_{1}^{0}$ is the density matrix of the uncorrelated electrons, i.e., for $U=0$, and $\varepsilon_{0}$ is the average energy of the uncorrelated electrons. We now determine the ground-state energy by minimizing the function (24) in terms of the four variables: $x, y_{3}, y_{4}, y_{7}$. The search for the global minimum was performed numerically (using a refined Nelder-Mead simplex algorithm) and presented no difficulties because expression (24) is a smooth differentiable function without any singularities inside the region of determination.

Figure 2a gives results of calculations of the groundstate energy of the paramagnetic phase for a linear homogeneous chain ( $z=2$ ) with the dispersion law $\varepsilon_{\mathbf{k}}=$ $-2 \cos k_{x}$, Fig. 2b gives results for a planar square lattice $(z=4), \varepsilon_{\mathbf{k}}=-2\left(\cos k_{x}+\cos k_{y}\right)$, and Fig. 2c gives results for a simple cubic lattice $(z=6), \varepsilon_{\mathbf{k}}=-2\left(\cos k_{x}+\cos k_{y}+\right.$ $\cos k_{z}$ ). Figure 3 shows the detailed structure of the ground state for a planar square lattice. Figure 4 gives


Fig. 2. Ground-state energies of fermions in the paramagnetic phases: (a) for a one-dimensional chain: Gutzwiller solution [2] (1), present study (2), exact solution [4] (3); and also for (b) planar square and (c) simple cubic lattices: Gutzwiller solution (1), VMC method [10] (2), present study (3). The inset shows an enlarged fragment of the graph near $U_{G}$.
the symmetric and antisymmetric correlation functions of a pair of nearest sites for various lattices:

$$
\begin{align*}
& G_{s}=\left\langle n_{\left.\uparrow n_{\uparrow}\right\rangle^{\prime}+\left\langle n_{\downarrow} n_{\downarrow}\right\rangle^{\prime}=2\left(y_{2}+2 y_{4}+y_{6}\right),}^{G_{a}}=\left\langle n_{\uparrow} n_{\downarrow}\right\rangle^{\prime}+\left\langle n_{\downarrow} n_{\uparrow}\right\rangle^{\prime}=2\left(y_{2}+2 y_{4}+y_{7}\right) .\right. \tag{25}
\end{align*}
$$

The prime in (25) denotes averaging over nearest neighbors.

In order to study the limit $D=\infty$ in the paramagnetic phase, we calculated the ground-state energy for hypercubic lattices $z=50,100,200,400,1000$. As the dimensions of the lattice increased, the ground-state energy tended toward the Gutzwiller solution which is exact for $D=\infty$. For $z=1000$, both solutions agreed to within $0.1 \%$ for $U$ in the range $\left[0, U_{C} / 2\right]$ and to within $1 \%$ in the range $\left[U_{C} / 2,2.8 U_{C}\right.$ ], where $U_{C}=8 \varepsilon_{0}$ is the critical value of $U$ in the Gutzwiller theory.

## 4. ANTIFERROMAGNETIC PHASE

In order to ensure that the trial wave function for the antiferromagnetic phase corresponded to the required translational properties, we need to select the initial wave function so that it possessed these properties. Thus, as usual $[11,21]$ we take the wave function $\left|\varphi_{0}^{A F M}\right\rangle$ of an antiferromagnetic metal (in HubbardFock theory) $[11,21]$ as the initial wave function. The
energy spectrum of the initial wave function and the magnetic moment of the sublattices then have the form [21]

$$
\begin{align*}
\varepsilon_{\mathbf{k}}^{A F M} & =\frac{\varepsilon_{\mathbf{k}}}{\sqrt{1+\left(\delta / \varepsilon_{\mathbf{k}}\right)^{2}}},  \tag{26}\\
m & =\int \frac{\delta d \mathbf{k}}{\sqrt{\varepsilon_{\mathbf{k}}^{2}+\delta^{2}}},
\end{align*}
$$

where $\varepsilon_{\mathbf{k}}$ is the energy spectrum of the uncorrelated fermions in the paramagnetic phase, $\delta$ is the antiferromagnetic order parameter, and integration is performed over the reduced Brillouin zone [21], $m=\left(\left\langle n_{\uparrow}\right\rangle_{A}+\left\langle n_{\downarrow}\right\rangle_{B}-\right.$ $\left.\left\langle n_{\downarrow}\right\rangle_{A}-\left\langle n_{\uparrow}\right\rangle_{B}\right) / 2$. In this last expression averaging is performed over sites in sublattices $A$ and $B$.

In the antiferromagnetic phase the degeneracy of the operators $\hat{Y}_{\lambda}$ is partially lifted and their number increases (Table 2). The following expressions hold for the eigenvalues of the operators $\hat{X}_{\lambda}$ :

$$
\begin{align*}
& x_{2}^{\prime}=x_{2}^{A}=x_{3}^{B}=1 / 2+m / 2-x,  \tag{27}\\
& x_{3}^{\prime}=x_{3}^{A}=x_{2}^{B}=1 / 2-m / 2-x .
\end{align*}
$$

Then the normalization conditions (8) still hold. For a half-filled band we have additional constraints similar to (10):

$$
\begin{gather*}
y_{1}=y_{2}, \quad y_{6}=y_{10}, \\
y_{4}=y_{4 A}=y_{5 B}=y_{8 B}=y_{9 A},  \tag{28}\\
y_{5}=y_{4 B}=y_{5 A}=y_{8 A}=y_{9 B} .
\end{gather*}
$$

The self-consistency conditions for the antiferromagnetic phase are written as

$$
\begin{gather*}
x_{1}=y_{1}+y_{3}+y_{4}+y_{5}, \\
x_{4}=y_{2}+y_{3}+y_{4}+y_{5},  \tag{29}\\
x_{2}^{\prime}=2 y_{4}+y_{5}+y_{6}, \\
x_{3}^{\prime}=2 y_{5}+y_{5}+y_{6} .
\end{gather*}
$$

We use expressions (28) and (29) to isolate the independent parameters in the antiferromagnetic phase of which there are six. We take the following as independent parameters: $x=x_{1}=x_{4}, y_{3}, y_{4}, y_{5}, y_{6}$, and $m$ and express the dependent parameters in terms of them:

$$
\begin{gather*}
y_{2}=x-y_{3}-y_{4}-y_{5}, \\
y_{7}=\frac{1}{2}+\frac{1}{2} m-x-y_{6}-2 y_{4},  \tag{30}\\
y_{11}=\frac{1}{2}-\frac{1}{2} m-x-y_{6}-2 y_{5} .
\end{gather*}
$$

We now express the trial wave function of the antiferromagnetic phase in the form

$$
\begin{equation*}
\left|\psi^{A F M}\right\rangle=g_{0}^{\hat{X}} g_{3}^{\beta_{3} \hat{Y}_{3}} g_{4}^{2 \beta_{4} \hat{Y}_{4}} g_{5}^{2 \beta_{5} \hat{Y}_{5}} g_{7}^{\beta_{7} \hat{Y}_{6}} g_{m}^{\hat{M}_{m}}\left|\varphi_{0}^{A F M}\right\rangle, \tag{31}
\end{equation*}
$$

where

$$
\hat{M}=\frac{1}{2}\left[\sum_{i}^{A}\left(n_{i \uparrow}-n_{i \downarrow}\right)+\sum_{i}^{B}\left(n_{i \downarrow}-n_{i \uparrow}\right)\right]
$$

is an operator corresponding to the parameter $m$.
The calculations of the ground-state energy are similar to those for the paramagnetic phase. By calculating the function $L^{-1} \ln R$ we obtain the following expression for the weight of the set of independent variables:

$$
\begin{gather*}
L^{-1} \ln W=(z-1)\left[2 x \ln \left(x+x_{2}^{\prime} \ln x_{2}^{\prime}+x_{3}^{\prime} \ln x_{3}^{\prime}\right)\right] \\
-\frac{z}{2}\left(2 y_{2} \ln y_{2}+2 y_{3} \ln y_{3}+4 y_{4} \ln y_{4}+4 y_{5} \ln \left(y_{5}\right)\right.  \tag{32}\\
\left.+2 y_{6} \ln y_{6}+y_{7} \ln y_{7}+y_{11} \ln y_{11}\right) .
\end{gather*}
$$

Here and subsequently $x_{2}^{\prime}, x_{3}^{\prime}, y_{2}, y_{7}$, and $y_{11}$ are used as abbreviated notation for expressions (27) and (30).


Fig. 3. Detailed structure of the ground state for a simple square lattice.


Fig. 4. Symmetric $G_{s}$ (dashed curves) and antisymmetric $G_{a}$ (solid curves) correlation functions (25) for a $1 D$ chain (1), planar square (2) and simple cubic (3) lattices.

Differentiating the function $L^{-1} \ln R$ with respect to the independent parameters yields the conditions

$$
\begin{align*}
& g_{0}=\left(\frac{\sqrt{x_{2}^{\prime} x_{3}^{\prime}}}{x}\right)^{z-1}\left(\frac{y_{2}}{\sqrt{y_{7} y_{11}}}\right)^{z / 2}, \\
& g_{3}^{2}=\frac{y_{3}}{y_{2}}, \quad g_{4}^{2}=\frac{y_{4}}{y_{7} y_{2}},  \tag{33}\\
& g_{5}^{2}=\frac{y_{5}}{y_{2} y_{11}}, \quad g_{6}^{2}=\frac{y_{6}}{y_{7} y_{11}}, \\
& g_{m}^{2}=\left(\frac{x_{3}^{\prime}}{x_{2}^{\prime}}\right)^{(z-1) / 2}\left(\frac{y_{7}}{y_{11}}\right)^{z / 4} .
\end{align*}
$$

We calculate the density matrix (19) for the antiferromagnetic trial wave function $\left|\psi^{A F M}\right\rangle$. We eliminate the parameters $g_{i}$ using the substitution (33) and express the density matrix only in terms of independent parameters. Then, $\rho_{1}$ can be represented as a sum of two terms: $\rho_{1}=\rho_{\text {band }}+\rho_{\text {intere }}$, where the first term is responsible for fermion motion in the Hubbard subbands and

Table 2

| Operator | Configuration |  | Degree of <br> degeneracy |
| :---: | :---: | :---: | :---: |
|  | sublattice site <br> $B$ |  |  |
| $\hat{Y}_{1}$ |  |  | 1 |
| $\hat{Y}_{2}$ | $\uparrow \downarrow$ | $\uparrow \downarrow$ | 1 |
| $\hat{Y}_{3}$ | $\uparrow \downarrow$ |  | 2 |
| $\hat{Y}_{4 A}$ | $\uparrow$ |  | 1 |
| $\hat{Y}_{4 B}$ |  | $\uparrow$ | 1 |
| $\hat{Y}_{5 A}$ | $\downarrow$ |  | 1 |
| $\hat{Y}_{5 B}$ |  | $\downarrow$ | 1 |
| $\hat{Y}_{6}$ | $\uparrow$ | $\uparrow$ | 1 |
| $\hat{Y}_{7 A}$ | $\uparrow$ | $\downarrow$ | 1 |
| $\hat{Y}_{7 B}$ | $\downarrow$ | $\uparrow$ | 1 |
| $\hat{Y}_{8 A}$ | $\uparrow \downarrow$ | $\uparrow$ | 1 |
| $\hat{Y}_{8 B}$ | $\uparrow$ | $\uparrow \downarrow$ | 1 |
| $\hat{Y}_{9 A}$ | $\uparrow \downarrow$ | $\downarrow$ | 1 |
| $\hat{Y}_{9 B}$ | $\downarrow$ | $\uparrow \downarrow$ | 1 |
| $\hat{Y}_{10}$ | $\downarrow$ | $\downarrow$ | 1 |

the second is responsible for transitions between subbands. After direct calculations similar to those for the paramagnetic phase we obtain

$$
\begin{gathered}
\begin{aligned}
& \rho_{\text {band }}= 4 \frac{L_{1} L_{2} \sqrt{y_{4} y_{5}}}{x^{z-1}}\left[\left(\frac{y_{7}}{y_{11}}\right)^{z / 4} \frac{1}{\left(x_{2}^{\prime}\right)^{z-1} g_{m}^{2}}\right. \\
&\left.+\left(\frac{y_{11}}{y_{7}}\right)^{z / 4} \frac{g_{m}^{2}}{\left(x_{3}^{\prime}\right)^{z-1}}\right] \\
& \rho_{\text {inter }}= 2 \frac{\sqrt{y_{3}}}{x^{z-1}} \\
& \times\left[\frac{y_{7}^{(2-z) / 4} y_{11}^{z / 4} L_{1}^{2} g_{m}^{2}+y_{11}^{(2-z) / 4} y_{7}^{z / 4} L_{2}^{2} g_{m}^{-2}}{\left(x_{2}^{\prime} x_{3}^{\prime}\right)^{(z-1) / 2}}\right. \\
&++\frac{y_{7}^{(z+2) / 4} L_{1}^{2}}{y_{11}^{z / 4} g_{m}^{2}}\left(\frac{x_{3}^{\prime}}{\left(x_{2}^{\prime}\right)^{3}}\right)^{(z-1) / 2} \\
&+\left.\frac{y_{11}^{(z+2) / 4} L_{2}^{2} g_{m}^{2}}{y_{7}^{z / 4}}\left(\frac{x_{2}^{\prime}}{\left(x_{3}^{\prime}\right)^{3}}\right)^{(z-1) / 2}\right]
\end{aligned}
\end{gathered}
$$

where the following notation is introduced

$$
\begin{aligned}
& L_{1}=\left(\sqrt{y_{2} y_{4}}+\sqrt{y_{3} y_{4}}+\sqrt{y_{5} y_{6}}+\sqrt{y_{4} y_{7}}\right)^{z-1} \\
& L_{2}=\left(\sqrt{y_{2} y_{5}}+\sqrt{y_{3} y_{5}}+\sqrt{y_{4} y_{6}}+\sqrt{y_{5} y_{11}}\right)^{z-1}
\end{aligned}
$$

The total fermion energy in the antiferromagnetic phase can also be reduced to the Gutzwiller form:

$$
\begin{equation*}
E=\frac{1}{L} \frac{\left\langle\psi^{A F M}\right| H\left|\psi^{A F M}\right\rangle}{\left\langle\psi^{A F M} \mid \psi^{A F M}\right\rangle}=q \varepsilon_{0}^{A F M}(m)+x U \tag{35}
\end{equation*}
$$

The average energy of an uncorrelated fermion $\varepsilon_{0}^{A F M}(m)$ is calculated from the energy spectrum (26) and is a function of $m$. This dependence is implicitly given by the expressions (26). For this reason the value of the density matrix for the uncorrelated fermions $\rho_{1}^{0}(m)$ which appears in the band constriction factor $q=\rho_{1} / \rho_{1}^{0}(m)$ also depends on $m$ and should be determined as the value of $\rho_{1}$ for $U=0$ and some fixed $m$. The ground-state energy is calculated by minimizing the total energy (35) with respect to the variables $x, y_{3}$, $y_{4}, y_{5}, y_{6}$, and $m$. The function (35), despite being somewhat cumbersome, is a smooth differentiable function without any singularities inside the region of determination defined by expressions (27)-(30). Figure 5 gives results of calculations of the ground-state energy for a homogeneous chain. For planar and simple cubic lattices the ground-state energy almost agrees with the results of numerical calculations using the variational Monte Carlo (VMC) method.

## 5. DISCUSSIONS AND CONCLUSIONS

It is useful to compare the results of calculations of the ground-state energy made in the present study with the results obtained by the VMC method $[10,11]$ (see Figs. 2 and 5). In the VMC method the calculations are based on the Gutzwiller trial function (2), i.e., nonlocal correlations are virtually neglected. In the present study the ground-state energy is obtained for a trial function which explicitly includes nearest-neighbor correlations. The larger-radius correlations in our model obey the superpositional hypothesis [17]. Thus, the difference between the ground-state energies obtained by these two methods is attributed to the short-range correlations between the fermions in the ground state. For a onedimensional chain (Fig. 2a) the difference in the ground-state energies is negligible and the results of the VMC method are not shown in the figure. For planar square and simple cubic lattices in the paramagnetic phase (Figs. 2b and 2c) it can be seen that near $U_{C}$ the ground-state energy of the trial wave function (11) is substantially lower (two or three times) than that obtained by the VMC method, i.e., in the paramagnetic phase the short-range order substantially reduces the ground-state energy. The large difference between our results for the paramagnetic phase and the expansion
$1 / D+1 / D^{2}[12,13]$ also indicates that the nearest correlations for $2 D$ and even for $3 D$ lattices are fairly strong, i.e., perturbation theory methods are hardly suitable here. In the antiferromagnetic phase the influence of the short-range order is weak, and the groundstate energies obtained by the VMC method and the method described above are almost the same. The difference is within $1 \%$. It can be said that the antiferromagnetic order impedes the establishment of shortrange order.

We obtained the ground-state energy of the fermion system in analytic form and only used numerical calculations to minimize it. Consequently our proposed method possesses no indeterminacy, which is a characteristic of cluster methods such as Monte Carlo methods, on going to the limit of a large number of particles. It should also be noted that the Kikuchi pseudo-ensemble method can be used to study correlations, not only of a pair of sites, but also higher-order ones such as triple and so on [17, 20]. Closed paths on the lattice can then be included in the analysis [17, 20] and a real lattice can gradually be approached.

It can be seen from Fig. 4 that an exchange-correlation hole forms as $U$ increases. For $U=0$ no antisymmetric fermion spin correlations are observed ( $G_{a}=$ 0.5 ) but fermion correlations of the same spin do exist ( $G_{s}<0.5$ ), i.e., an exchange hole exists for the noninteracting fermions. It should be stressed that in this method an exchange hole at $U=0$ occurs naturally when the energy is minimized with respect to the parameters $y_{\lambda}$. As the dimensions of the lattice increase the exchange-correlation hole around the electron gradually disappears and our solution tends to the Gutzwiller solution. Note that the correlation functions (25) do not uniquely describe the ground state of the Fermi system: this requires a complete set of independent parameters (see Fig. 3).

In the limit $|t| U \ll 1$ the functions $G_{s}$ and $G_{a}$ tend to a certain constant value. This behavior occurs because for large $U$ the half-filled Hubbard model is the same as the Heisenberg model for spin $1 / 2$ which contains only one parameter $J\left(=4 t^{2} / U\right)$. If, before calculating the correlation functions the Heisenberg model is reduced to the dimensionless form ( $H=\sum_{\langle i j\rangle} \mathbf{S}_{i} \mathbf{S}_{j}$ ), it becomes obvious that $G_{s}$ and $G_{a}$ must be constant when $|t| / U \ll 1$. We also note that unlike the well-known Hubbard III solution, the antiferromagnetic fermion correlations in this limit do not disappear, even in the absence of longrange order, which is consistent with the results of studying the ground state in the Heisenberg model [22].

A detailed analysis of the spectrum of elementary excitations and thermodynamic properties is outside the scope of the present study. Nevertheless, on the basis of the conclusions reached in [23], we can postulate that for the paramagnetic phase the effective electron mass will be renormalized by the factor $q^{-1}$ and in the antiferromagnetic phase the quasiparticle spectrum


Fig. 5. Ground-state energy of fermions in the antiferromagnetic phase for a one-dimensional chain: (1) Gutzwiller solution [2], (2) present study, and (3) exact solution [4].
will be renormalized by this factor and simultaneously deformed as the sublattice moment $m$ increases as a result of a change in the initial spectrum (26).

To conclude, we shall briefly discuss the behavior of the metal-insulator transition at $T=0 \mathrm{~K}$. In the paramagnetic phase the ground-state energy as a function of $U$ has no singularities whatsoever. As $U$ increases, the quasiparticle band narrows continuously. Similar results were obtained in the dynamic mean-field theory $[8,12$, 13] and by the VMC method [10, 11]. However, this scenario is at variance with the Hubbard III solutions where the ground-state energy has a singular point. Unfortunately, it is fairly difficult to study the change in the state of the paramagnetic phase experimentally, since for large $U$ these changes are frequently masked by first-order paramagnetic metal-antiferromagnetic insulator transitions, as occurs in a $\left(\mathrm{V}_{1-x} \mathrm{Ti}_{x}\right)_{2} \mathrm{O}_{3}$ solid solution at $T=0 \mathrm{~K}$. It follows from the Lieb theorem on the ground state of the half-filled Hamiltonian (1) that a first-order transition is generally impossible at $T=0 \mathrm{~K}$ [24]. In other words, these transitions are not a property of the Hubbard model. Recently examples of strongly correlated compounds of $d$-metals have appeared where the quasiparticle band in the paramagnetic phase is extremely narrow (for example, $\mathrm{LiV}_{2} \mathrm{O}_{4}$ [25]). This supports the scenario proposed above. In real materials at finite temperatures a metal-insulator transition may take place in the paramagnetic phase as a result of the loss of coherence in the quasiparticle band. Thus, the quasiparticle lifetime should be $\tau \gg \hbar / q \varepsilon_{0}$. It can be seen that as the band becomes narrower, this condition becomes increasingly stringent.

In the calculations made in the present study, the energy of the antiferromagnetic phase was lower than the energy of the paramagnetic phase in all cases. However, in a narrow region $U<t$ the energy difference between the two phases is small and the numerical results are not completely reliable. Thus, it is desirable to make an analytic analysis of the ground-state energy
in the paramagnetic and antiferromagnetic phases near the point $U=0$.
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#### Abstract

A study is made of self-similar solutions of an entire family of one-dimensional integrable dynamic systems of the nonlinear Schrödinger equation type. This family is reduced to one of three canonical forms corresponding to a Toda chain, a Volterra chain, or to the Landau-Lifshitz model, which can also be reduced to three self-similar systems coupled by Miura transformations with the fourth Painleve equation. A commutative representation is constructed for this equation. A relationship is established between the poles of the rational solutions of the fourth Painleve equation and the steady-state distribution of the electric charges in a parabolic potential. A self-similar solution is constructed for the spin dynamics. An exact solution is obtained for the nonlinear Schrödinger equation with variable dispersion (optical soliton). © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Self-similar solutions are useful for studying various physical applications of integrable systems. This derives from the fact that the asymptotic form of any solution is self-similar. Since integrable systems are being studied, self-similar solutions can be constructed merely by using their asymptotic form. This is a particular form of the Painleve test.

In the present study we establish a relationship between the self-similar solutions of a family of nonlinear Schrödinger equations and the fourth Painleve equation.

Despite being studied for many years (see, for example [1]), the problem of self-similar solutions is far from complete. In particular, the question of the necessary set of parameters has not yet been comprehensively studied. The aim of the present study is to construct equations for self-similar solutions of an entire family of nonlinear Schrödinger equations and also to obtain some interesting particular solutions.

We shall analyze integrable generalizations of the nonlinear Schrödinger equation written in the form of the Lagrange variational problem

$$
\begin{gather*}
\delta \iint\left(L_{0}+V\left(p, q, q_{x}\right)\right) d x d t=0,  \tag{1}\\
L_{0}=i q p_{t}+p_{x} q_{x} .
\end{gather*}
$$

We are mainly interested in the case (see [2])

$$
\begin{gathered}
V=\varepsilon p^{2} z^{2}+\alpha p z^{2}+\beta z^{2}+\gamma p^{2} z+\delta p^{2}, \\
z=q_{x},
\end{gathered}
$$

when the potential $V\left(p, q, q_{x}\right)$ does not depend on $q$. In this case, the pair of equations for $p, z=q_{x}$ corresponding to (1)

$$
\begin{equation*}
i p_{t}=\left(V_{z}+p_{x}\right)_{x}, \quad i z_{t}=\left(V_{p}-z_{x}\right)_{x}, \tag{3}
\end{equation*}
$$

has three zeroth-order conservation laws (see [3])

$$
\begin{equation*}
p_{t}+j_{x}=0 \tag{4}
\end{equation*}
$$

with densities $\rho$ equal to $p, z$, and $p z$, respectively. This property is characteristic and isolates the system (3) among systems having the general form

$$
\begin{align*}
i u_{t}-u_{x x} & =F\left(u, v, u_{x}, v_{x}\right), \\
i v_{t}+v_{x x} & =G\left(u, v, u_{x}, v_{x}\right) . \tag{5}
\end{align*}
$$

This study is constructed as follows. In Section 2 we show that by means of translation and dilation transformations, any Lagrangian of the type (1) can be reduced to one of the canonical forms coupled by Miura transformations. Equations for the self-similar solutions will be obtained for each of these forms.

In Section 3 we consider various representations of the fourth Painleve equation and in particular a commutative representation of this equation.

We establish that if electrical charges are positioned at points in a complex plane corresponding to the position of the poles of any rational solution of the fourth Painleve equation, where the magnitude of these charges should be equal to the residue at this pole, this charge configuration is in equilibrium in a parabolic potential.

We also show that self-similar solutions of the nonlinear Schrödinger equation corresponding to the well-
known collapsing solution (see, for example [4]) exhibit $\mathbb{Z}_{3}$ symmetry like the solution of the fourth Painleve equation.

Section 4 is devoted to a study of the Landau-Lifshitz model. We construct a parametrization of the spin vector in terms of solutions of the auxiliary spectral problem and we obtain a polynomial solution for the spin dynamics in the self-similar regime.

We also obtain a particular self-similar solution for the nonlinear Schrödinger equation with variable dispersion, i.e., an optical soliton.

## 2. CANONICAL FORMS

AND SELF-SIMILAR FORMULATION
Here we give the explicit form of the transformation of the Lagrangian (1) to one of the canonical forms.

### 2.1. Landau-Lifshitz Model $\epsilon \neq 0$.

By Using the Translations

$$
\begin{gathered}
P=p-\frac{\alpha}{2 \epsilon}, \quad Q=q-\frac{\gamma}{2 \epsilon} x-\frac{\alpha \delta}{\epsilon} t \\
X=x+\frac{\alpha \gamma}{\epsilon} t
\end{gathered}
$$

the Lagrangian (1) is reduced to the form

$$
\begin{equation*}
L=L_{0}+\epsilon p^{2} z^{2}+\left(\delta-\frac{\gamma^{2}}{4 \epsilon}\right) p^{2}+\left(\beta-\frac{\alpha^{2}}{4 \epsilon}\right) z^{2} \tag{6}
\end{equation*}
$$

Using the dilations $p \longrightarrow-p / \epsilon$ and $t \longrightarrow-t / \epsilon$ and changing the notation of the constants, we obtain

$$
\begin{equation*}
L_{1}=L_{0}-p^{2} z^{2}+v_{1}^{2} p^{2}+v_{2}^{2} q_{x}^{2} \tag{7}
\end{equation*}
$$

Of particular interest is the isotropic Landau-Lifshitz model $(\beta=0, \delta=0)$, i.e.,

$$
\begin{equation*}
L=L_{0}-p^{2} z^{2} \tag{8}
\end{equation*}
$$

### 2.2. Volterra Model $(\epsilon=0, \alpha \neq 0, \gamma=0)$.

The Lagrangian (1) is Reduced to the Form

$$
\begin{equation*}
L_{2}=L_{0}+p z^{2}+p^{2} z \tag{9}
\end{equation*}
$$

by means of the translations

$$
\begin{gather*}
P=p-\frac{\beta}{\alpha}, \quad Q=q-\frac{\delta}{\gamma} x-\frac{\delta^{2} \alpha}{\gamma^{2}} t-\frac{2 \beta \delta}{\alpha} t  \tag{10}\\
X=x+2\left(\frac{\alpha \delta}{\gamma}+\frac{\gamma \beta}{\alpha}\right) t
\end{gather*}
$$

and the dilations

$$
p \longrightarrow \frac{p}{\gamma}, \quad q \longrightarrow \frac{q}{\alpha}
$$

$$
\text { 2.3. Toda Model }(\epsilon=0, \alpha \neq 0, \gamma \neq 0) \text {. }
$$

The Lagrangian (1) is Reduced to the Form

$$
\begin{equation*}
L_{3}=L_{0}+p z^{2}+p^{2} \tag{11}
\end{equation*}
$$

by using the sequence of transformations

$$
\begin{gather*}
P=p-\frac{\beta}{\alpha}, \quad Q=q-2 \frac{\beta \delta}{\alpha} t  \tag{12}\\
p \longrightarrow \frac{p}{\delta}, \quad q \longrightarrow \frac{q}{\alpha} \tag{13}
\end{gather*}
$$

We note that $p \longleftrightarrow q_{x} \rightleftarrows \alpha \longleftrightarrow \gamma$. The other cases correspond to the linear problem.

In order to avoid confusion, we rewrite the equations (3) corresponding to the Lagrangians $L_{1}, L_{2}$, and $L_{3}$ using the notation

$$
\begin{gather*}
i \hat{p}_{t}=\left[2\left(v_{2}^{2}-\hat{p}^{2}\right) \hat{z}+\hat{p}_{x}\right]_{x} \\
i \hat{z}_{t}=\left[2\left(v_{1}^{2}-\hat{z}^{2}\right) \hat{p}-\hat{z}_{x}\right]_{x}  \tag{14}\\
i a_{t}=\left[2 a b+a^{2}+2 \mu a+a_{x}\right]_{x}  \tag{15}\\
i b_{t}=\left[2 a b+b^{2}+2 \mu b-b_{x}\right]_{x} \\
i z_{t}=\left(2 p+z^{2}-z_{x}\right)_{x}, \quad i p_{t}=\left(2 z p+p_{x}\right)_{x} \tag{16}
\end{gather*}
$$

The coupling between these equations is given by the formulas

$$
\begin{gather*}
p=a_{x}+a b, \quad z=a+b+\mu  \tag{17}\\
a=\frac{\hat{p}_{x}}{v_{2}+\hat{p}}+\left(\hat{p}-v_{2}\right)\left(v_{1}-\hat{z}\right)  \tag{18}\\
b=-\left(\hat{p}+v_{2}\right)\left(\hat{z}+v_{1}\right)
\end{gather*}
$$

In particular, formula (18) couples the solutions of the equations (15) for $\mu=2 v_{1} v_{2}$ with the solutions (14). We also note that the right-hand side $\rho$ of these transformation formulas is the density of the zeroth-order conservation law (4):

$$
\rho=c_{1} p z+c_{2} p+c_{3} z+c_{4}+\partial_{x} \varphi(p, z)
$$

whose form does not depend on the specific choice of equation (3).

The self-similar solutions of the system of equations (3) are determined by the simplest choice of selfsimilar formulation:

$$
\begin{gather*}
p=k^{m}(t) P^{\prime}(\xi), \quad z=k^{n}(t) Q^{\prime}(\xi) \\
\xi=x k(t), \quad k^{\prime}=2 k^{3} \tag{19}
\end{gather*}
$$

where the primes denote differentiation with respect to the corresponding arguments. In this case, the condi-
tion of generalized homogeneity is imposed on the potential $V(p, z)$

$$
\begin{equation*}
V\left(k^{m} p, k^{n} z\right)=k^{m+n+1} V(p, z), \tag{20}
\end{equation*}
$$

which allows separation of the variables $\xi$ and $t$ in the equations (3). For the self-similar solutions (3) we thus obtain the determining system of ordinary differential equations

$$
\begin{align*}
& 2 i\left(m_{1} P+c_{1}+\xi P^{\prime}\right)-P^{\prime \prime}=V_{z}\left(P^{\prime}, Q^{\prime}\right), \\
& 2 i\left(n_{1} Q+c_{2}+\xi Q^{\prime}\right)+Q^{\prime \prime}=V_{p}\left(P^{\prime}, Q^{\prime}\right), \tag{21}
\end{align*}
$$

where $m_{1}=m-1, n_{1}=n-1$, and $c_{1}$ and $c_{2}$ are integration constants. The choice of factors $m$ and $n$ in (21) is determined by the condition (20). These determining equations can lower the order and have the first integral

$$
\begin{gather*}
2 i\left[\xi P^{\prime} Q^{\prime}+(m+n-1) R+c\right]  \tag{22}\\
=Q^{\prime} P^{\prime \prime}-P^{\prime} Q^{\prime \prime}+\left(z V_{z}+p V_{p}-V\right)\left(P^{\prime}, Q^{\prime}\right),
\end{gather*}
$$

where $R^{\prime}=P^{\prime} Q^{\prime}$. The existence of this integral is associated with the additional conservation law (4) having the density $\rho=p z$ and the right-hand side of (22) contains the corresponding flux $j$.

In particular, for the Lagrangian $L_{2}$ with $V=p z^{2}+$ $p^{2} z$ condition (20) is satisfied for $m=n=1$ and the determining system for the self-similar solutions is written in the following form:

$$
\begin{align*}
& 2 i \xi a+c_{1}-a^{\prime}=2 a b+a^{2}, \\
& 2 i \xi b+c_{2}+b^{\prime}=2 a b+b^{2}, \tag{23}
\end{align*}
$$

where $a=P^{\prime}$ and $b=Q^{\prime}$. It is easy to confirm that eliminating either of the unknown functions $a$ or $b$ yields the fourth Painleve equation (see [5]):

$$
\begin{equation*}
y y_{\eta \eta}=\frac{1}{2} y_{\eta}^{2}+\frac{3}{2} y^{4}+4 \eta y^{3}+2\left(\eta^{2}-\alpha\right) y^{2}+\beta . \tag{24}
\end{equation*}
$$

In fact, if $y=y(\eta, \boldsymbol{\alpha}, \boldsymbol{\beta})$ satisfies equation (24), $a$ and $b$ have the following form:

$$
\begin{gather*}
a=\kappa y\left(\kappa \xi,-1+i\left(\frac{c_{2}}{2}-c_{1}\right), \frac{1}{2} c_{2}^{2}\right), \\
b=\kappa y\left(\kappa \xi, 1+i\left(\frac{c_{1}}{2}-c_{2}\right), \frac{1}{2} c_{1}^{2}\right),  \tag{25}\\
\kappa^{2}=-i .
\end{gather*}
$$

Quite clearly, the transformation formulas (17) and (18) and the scaling transformations allow us to express the self-similar solutions of the entire class of equations (3) and (2) in terms of the solutions (24) in some way or another. It is less obvious that any integrable generalization of the nonlinear Schrödinger equation (see [2]) reduces to these Lagrange equations.

## 3. FOURTH PAINLEVE EQUATION AND COULOMB GAS

The fourth Painleve transcendent is closely related to two auxiliary linear problems which may be expressed in the form

$$
\begin{equation*}
\Psi_{x x}=U(x, \lambda) \Psi \tag{26}
\end{equation*}
$$

Here the potential $U(x, \lambda)$ is a quadratic or linear function of the spectral parameter $\lambda$, respectively.

In the quadratic case the spectral dependence (58) reduces to (26) with the following parametrization $U(x, \lambda)$ :

$$
\begin{equation*}
4 U(x, \lambda)=(z-\lambda)^{2}+2 z_{x}-4 p . \tag{27}
\end{equation*}
$$

We show that the equations

$$
\begin{gather*}
\psi_{x x}+(z-\lambda) \psi_{x}+p \psi, \\
\lambda \psi_{\lambda}=(\lambda+x+z) \psi_{x}-p \psi \tag{28}
\end{gather*}
$$

form a Lax pair for the fourth Painleve equation. In fact, substituting

$$
\begin{gathered}
\psi_{\lambda}=A \psi_{x}+B \psi \longrightarrow \psi_{x \lambda} \\
=\left[A_{x}+B+(\lambda-z) A\right] \psi_{x}+\left[B_{x}-p A\right] \psi
\end{gathered}
$$

into

$$
\psi_{x x \lambda}+(z-\lambda) \psi_{x \lambda}+p \psi_{\lambda}=\psi_{x}
$$

yields the equations

$$
\begin{gather*}
-A_{x x x}+4 U A_{x}+2 U_{x} A=\lambda-z, \\
2 B_{x}=1+\left(z A-\lambda A-A_{x}\right)_{x} . \tag{29}
\end{gather*}
$$

The first of these equations for the case $\lambda A=\lambda+y(x)$ gives

$$
\begin{gather*}
2 y y_{x x}-y_{x}^{2}=3 y^{4}-4 x y^{3}+\left(x^{2}+2 c_{1}\right) y^{2}+c_{2},  \tag{30}\\
y=z+x,
\end{gather*}
$$

which apart from trivial dilations of $y$ and $x$ is the same as equation (24) for the fourth Painleve equation.

Note that in this particular case $\lambda A=\lambda+y(x)$ the equations (29) may be rewritten in the form

$$
\begin{gathered}
z_{x}=2 p+z^{2}+z x+c_{1} \\
\left(p_{x}+2 p z+p x\right)_{x}+p=0
\end{gathered}
$$

and $z$ can be eliminated rather than $p$. This gives

$$
\begin{gather*}
Y_{x x}^{2}+4 Y_{x}\left(Y_{x}^{2}+\tilde{c}_{1} Y_{x}+\tilde{c}_{2}\right)=\left(Y-x Y_{x}\right)^{2},  \tag{31}\\
Y_{x}=p,
\end{gather*}
$$

where $\tilde{c}_{1}=c_{1}+1$.
Formulas (61) and (28) clearly define the self-similar solutions (62).

In addition to equations (28) describing isomonodromic deformations coupled with the fourth Painleve
equation, an important role in the theory of this equation is played by the linear Schrödinger equation

$$
\begin{equation*}
\psi_{x x}=(u(x)-\lambda) \psi \tag{32}
\end{equation*}
$$

which corresponds to a linear potential $U(x, \lambda)$ with respect to $\lambda$ in (26). The discrete symmetries (24) then correspond to Darboux transformations for the Schrödinger equation and the fourth Painleve equation itself is replaced by an equivalent system of first-order equations [6]

$$
\begin{align*}
& g_{1}^{\prime}=g_{1}\left(g_{3}-g_{2}\right)+\alpha_{1}, \\
& g_{2}^{\prime}=g_{2}\left(g_{1}-g_{3}\right)+\alpha_{2},  \tag{33}\\
& g_{3}^{\prime}=g_{3}\left(g_{2}-g_{1}\right)+\alpha_{3},
\end{align*}
$$

with the additional first integral

$$
\begin{equation*}
g_{1}+g_{2}+g_{3}=x \gamma, \quad \gamma=\alpha_{1}+\alpha_{2}+\alpha_{3} . \tag{34}
\end{equation*}
$$

Taking into account the first integral, we can easily check [see (23)] that each function $g_{j} \equiv j, j=1,2,3$ satisfies equation (24):

$$
\begin{gather*}
2 y y_{x x}-y_{x}^{2}=y^{2}\left(3 y^{2}-4 \gamma x y+\gamma^{2} x^{2}+2 c_{j}\right)-\alpha_{j}^{2}  \tag{35}\\
c_{j}=\alpha_{j+2}-\alpha_{j+1}
\end{gather*}
$$

Expressing $g_{2}$ in terms of $g_{1}$, we obtain one of the Backlund transformations for (24):

$$
2 \tilde{y}=\frac{\alpha_{1}-y^{\prime}}{y}-y+\gamma x
$$

The function $\tilde{y}$ satisfies equation (24) because of (35) but with modified parameters $\alpha, \beta$.

One of the applications of (33) is an elegant formula which refines the relationship between equations (30) and (31). We introduce the notation

$$
\begin{gathered}
Y=g_{1} g_{2} g_{3}+\alpha_{1} g_{2}-\alpha_{2} g_{1} \longrightarrow Y^{\prime}=\gamma h \\
h=g_{1} g_{2}
\end{gathered}
$$

Using the first integral $x \gamma=g_{1}+g_{2}+g_{3}$ and the formulas

$$
\begin{gathered}
\frac{h^{\prime}}{h}=g_{2}\left(\frac{\alpha_{1}}{h}-1\right)+g_{1}\left(\frac{\alpha_{2}}{h}+1\right) \\
\frac{Y}{h}-x \gamma=g_{2}\left(\frac{\alpha_{1}}{h}-1\right)-g_{1}\left(\frac{\alpha_{2}}{h}+1\right), \\
\gamma h=Y^{\prime}
\end{gathered}
$$

we can express $g_{1}$ and $g_{2}$ in terms of $Y$ and its derivatives. As a result we obtain a second-order nonlinear ordinary differential equation

$$
\begin{equation*}
Y_{x x}^{2}=\gamma^{2}\left(Y-x Y_{x}\right)^{2}+4 \gamma^{-1} Y_{x}\left(\alpha_{1}-Y_{x}\right)\left(\alpha_{2}+Y_{x}\right) \tag{36}
\end{equation*}
$$

It is useful to note that in the limit $\gamma \longrightarrow 0$ the functions $h_{i}=g_{i} g_{i+1}+\mu_{i+1}, i \in \mathbb{Z}_{3}$ satisfy the equation for elliptic functions

$$
\frac{1}{2} h^{\prime \prime}+\frac{\partial}{\partial h}\left(h-\mu_{1}\right)\left(h-\mu_{2}\right)\left(h-\mu_{3}\right)=0
$$

where $\alpha_{n}=\mu_{n}-\mu_{n+1}$. The obvious relationship between this equation and (36) is used in the theory of asymptotic integration of the fourth Painleve equation.

The representation (33) significantly simplifies the construction of known families of particular solutions of equation (24). In particular, the canonical reduction $g_{3}=\alpha_{3}=0$ to lower the order of the system (33) yields a single-parameter family of solutions of (24) expressed in terms of Hermite functions. In fact, for $g_{3} \equiv 0$ we find $g_{1}=\gamma x-g_{2}$, and thus $g_{2}$ satisfies the Riccati equation

$$
g_{2}^{\prime}=\gamma x g_{2}-g_{2}^{2}+\alpha_{2}
$$

Substituting $g_{2}(x)=\lambda y^{\prime}(\lambda x) / y(\lambda x)$ reduces the last equation to the Hermite equation

$$
\begin{equation*}
y^{\prime \prime}-2 x y^{\prime}-2 \frac{\alpha_{2}}{\gamma} y=0 \tag{37}
\end{equation*}
$$

Finally, as we can easily confirm by differentiating, the transformation

$$
\begin{gather*}
\hat{g}_{1}=g_{1}, \quad \hat{g}_{2}=g_{2}-\frac{\alpha_{1}}{g_{1}}, \\
\hat{g}_{3}=g_{3}+\frac{\alpha_{1}}{g_{1}} ; \quad \hat{\alpha}_{1}=-\alpha_{1},  \tag{38}\\
\hat{\alpha}_{2}=\alpha_{2}+\alpha_{1}, \quad \hat{\alpha}_{3}=\alpha_{3}+\alpha_{1}
\end{gather*}
$$

converts the solution (33) back into a solution.

### 3.1. Rational Solutions

It is well-known [7] that equation (24) has rational solutions for special values of the parameters $\alpha, \beta$. It is known [8] that for rational solutions (33) the following relations hold

$$
\begin{gather*}
\alpha_{j}=\frac{\gamma}{3} \gamma_{j}, \quad \gamma_{j} \in \mathbb{Z}  \tag{39}\\
\gamma_{1}+\gamma_{2}+\gamma_{3}=3, \quad \gamma_{1} \equiv \gamma_{2} \equiv \gamma_{3} \quad(\bmod 3)
\end{gather*}
$$

Formulas (39) imply that $\boldsymbol{\alpha}=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$ are positioned either at the center or at the vertices of the corresponding triangles. This corresponds to the case

$$
\gamma_{1} \equiv \gamma_{2} \equiv \gamma_{3} \equiv 0 \quad(\bmod 3)
$$

and in particular, for $\alpha_{3}=0$ we find [see (37)]:

$$
\begin{gathered}
\boldsymbol{\alpha}=((m+1) \gamma,-m \gamma, 0) \longrightarrow g_{1}=\gamma x-\left(\log P_{m}\right)_{x}, \\
g_{2}=\left(\log P_{m}\right)_{x}, \quad g_{3}=0,
\end{gathered}
$$

where $P_{m}$ is an $m$ th degree polynomial such that

$$
P_{m}^{\prime \prime}=\gamma x P_{m}^{\prime}-m \gamma P_{m} .
$$

For the following it is important to have in mind the uniqueness [8] of the rational solution (33) for given $\boldsymbol{\alpha}$. In particular, from this uniqueness and the invariance of (33) relative to the involution $g_{j}(x) \mapsto-g_{j}(-x)$, it follows that the rational solutions correspond to odd functions $g_{j}(x)$.

For the general position, replacing $g_{j}, j \in \mathbb{Z}_{3}$ in (33) with $Q_{j}, j \in \mathbb{Z}_{3}$ using the formulas

$$
g_{j}=\frac{1}{3} \gamma x+\partial_{x} \log \left(Q_{j+1} / Q_{j-1}\right),
$$

we arrive at the following equations for the polynomials $Q_{j}$ :

$$
\begin{gather*}
\left(Q_{j}^{\prime \prime}-x Q_{j}^{\prime}+m_{j} Q_{j}\right) Q_{j+1} \\
+\left(Q_{j+1}^{\prime \prime}+x Q_{j+1}^{\prime}-m_{j+1} Q_{j+1}\right) Q_{j}=2 Q_{j}^{\prime} Q_{j+1}^{\prime},  \tag{40}\\
\gamma=3
\end{gather*}
$$

Here the normalization $\gamma=3$ does not significantly restrict the generality and $m_{j}$ denotes the degrees of the polynomials $Q_{j}$. On account of the periodic closure $Q_{j}$, $j \in \mathbb{Z}_{3}$ it follows from (40) that

$$
\begin{aligned}
& Q_{1}^{\prime \prime} Q_{2} Q_{3}+Q_{1} Q_{2}^{\prime \prime} Q_{3}+Q_{1} Q_{2} Q_{3}^{\prime \prime} \\
= & Q_{1}^{\prime} Q_{2}^{\prime} Q_{3}+Q_{2}^{\prime} Q_{3}^{\prime} Q_{1}+Q_{3}^{\prime} Q_{1}^{\prime} Q_{2},
\end{aligned}
$$

which then gives in the principal order with respect to $x$

$$
\begin{gather*}
\left(m_{1}-m_{2}\right)^{2}+\left(m_{2}-m_{3}\right)^{2}+\left(m_{3}-m_{1}\right)^{2}  \tag{41}\\
=2\left(m_{1}+m_{2}+m_{3}\right) .
\end{gather*}
$$

Quite clearly, the equations (33) should follow from (40) and a comparison of the parameters of these equations yields

$$
\begin{aligned}
\alpha_{j} & =\frac{\gamma}{3}\left(1+m_{j+1}+m_{j-1}-2 m_{j}\right) \\
& \longrightarrow \gamma_{j+1}-\gamma_{j}=3\left(m_{j}-m_{j+1}\right) .
\end{aligned}
$$

In particular, the relations (39) follow from this. The formulas given above together with (41) can be used to find $m_{1}, m_{2}$, and $m_{3}$ for given $\boldsymbol{\alpha}=\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right)$ :

$$
\begin{gather*}
m_{j}=\frac{1}{3}\left(\gamma_{j}-1\right)\left(\gamma_{j}-2\right)+\frac{1}{9}\left(\gamma_{j}-\gamma_{j+1}\right)\left(\gamma_{j-1}-\gamma_{j}\right), \\
\gamma_{j}=\frac{3}{\gamma} \alpha_{j} . \tag{42}
\end{gather*}
$$

We note another useful formula

$$
m_{1}+m_{2}+m_{3}=1-\frac{1}{3}\left(\gamma_{1} \gamma_{2}+\gamma_{2} \gamma_{3}+\gamma_{3} \gamma_{1}\right)
$$

which is equivalent to (41).

The transform (39) with the mapping (42) generally goes beyond the set of nonnegative integers $m_{j}$. We can confirm that this contradiction is removed by the additional constraint

$$
\begin{equation*}
\gamma_{1} \equiv \gamma_{2} \equiv \gamma_{3} \not \equiv 0 \quad(\bmod 3), \tag{43}
\end{equation*}
$$

which isolates the centers of the triangles (39). This constraint evidently also guarantees that the coefficients of the polynomials $Q_{j}$ determined from (40) are integers. We give several examples:

$$
\begin{gather*}
\boldsymbol{\alpha}=(-1,2,2), \quad \mathbf{Q}=(x, 1,1), \\
\boldsymbol{\alpha}=(-1,5,-1), \quad \mathbf{Q}=\left(x^{2}-1,1, x^{2}+1\right), \\
\boldsymbol{\alpha}=(1,4,-2), \quad \mathbf{Q}=\left(x, 1, x^{2}+1\right),  \tag{44}\\
\boldsymbol{\alpha}=(5,-4,2), \quad \mathbf{Q}=\left(x, x^{4}+2 x^{2}-1, x^{2}+1\right)
\end{gather*}
$$

As we have already noted the rational solutions (33) correspond to odd functions $g_{j}$. The polynomials $Q_{j}$ corresponding to these solutions are even functions of $x$ if their degrees $m_{j}$ are even and are odd functions in the opposite case. It can be shown that the polynomials $Q_{j}$ determined from (40) and (43) cannot have common zeros.

We note that all possible solutions (40) for which one of $m_{j}=0$ are given above. In this case, $Q_{j}=1$ and the other two polynomials are Hermite polynomials on account of (40).

### 3.2. Coulomb Gas

The generally accepted definition of the fourth Painleve equation corresponds to the case $\gamma=-2$ in (30). We shall use the property of the fourth Painleve equation that any singularity of the solution in the finite part of the complex plane has the form

$$
\begin{equation*}
w \sim \frac{c}{\xi-\xi_{0}}-\xi_{0}, \quad c^{2}=1 . \tag{45}
\end{equation*}
$$

It is also well known that the asymptotic behavior of the functions $g_{i}$ at infinity is defined as

$$
\begin{equation*}
g_{i} \longrightarrow-\frac{2}{3} \xi, \quad \xi \longrightarrow \infty, \tag{46}
\end{equation*}
$$

or

$$
\begin{equation*}
g_{1} \longrightarrow-2 \xi, \quad g_{2}, g_{3} \longrightarrow 0, \quad \xi \longrightarrow \infty . \tag{47}
\end{equation*}
$$

We shall seek rational solutions of the fourth Painleve equation in the form

$$
\begin{equation*}
w=-\delta \xi+\sum_{i} \frac{c_{i}}{\xi-\xi_{i}}, \tag{48}
\end{equation*}
$$

where $\delta=2 / 3$ corresponds to the case of "centers" (46), (39) and $\delta=0$ or $\delta=2$ leads to the "angles" of a triangle. Substituting (48) into (45), we obtain

$$
\begin{equation*}
(\delta-1) \xi_{i}=\sum_{j \neq i} \frac{c_{j}}{\xi_{i}-\xi_{j}}, \quad c_{i}= \pm 1 . \tag{49}
\end{equation*}
$$

Equation (49) describes an electron gas with Coulomb interaction with a parabolic potential and also the statistics of the eigenvalues of a random Hermitian matrix since (49) can be obtained by varying the following functional:

$$
\begin{equation*}
U=\sum_{i} \frac{1}{2}(1-\delta) c_{i} \xi_{i}^{2}+\sum_{i \neq j} c_{i} c_{j} \log \left(\xi_{i}-\xi_{j}\right) . \tag{50}
\end{equation*}
$$

The particular case when all charges are $c_{i}=1$ (or all $c_{i}=-1$ ) yields the well-known solution of the fourth Painleve equation

$$
\begin{equation*}
w=-2 \xi+\frac{H_{n}^{\prime}(\xi)}{H_{n}(\xi)}, \tag{51}
\end{equation*}
$$

where $H_{n}(\xi)$ are Hermite polynomials (see [9]). Hence, the roots of the Hermite polynomials $H_{n}$ describe the static distribution of like charges in the potential (50).

Interestingly, in the case of two unlike charges, no solution (48) exists, i.e., an electron is annihilated at a hole. At the same time the solution $\mathbf{Q}(1,4,2)$ [see (44)] determines three solutions of equation (49) for $\delta=2 / 3$ of which two are trivial (they correspond to roots of the Hermite polynomials) and one corresponds to a system of two positive and one negative charges:

$$
\begin{equation*}
\xi_{1,2} \pm i, \quad \xi_{3}=0, \quad c_{1,2}=1, \quad c_{3}=-1 \tag{52}
\end{equation*}
$$

In general we have three solutions of the system (49) where all positive charges are positioned at the roots of the polynomial $Q_{j+1}$ and all negative charges are positioned at the roots of the polynomial $Q_{j-1}$; thus the number of charges is $N_{ \pm}=\operatorname{deg} Q_{j \pm 1}$.

## 4. LANDAU-LIFSHITZ MODEL

In a certain sense, the most general of the integrable equations considered by us is the anisotropic LandauLifshitz model

$$
\begin{equation*}
\mathbf{S}_{t}=\mathbf{S} \times\left(\mathbf{S}_{x x}+\hat{J} \mathbf{S}\right), \quad S_{1}^{2}+S_{2}^{2}+S_{3}^{2}=1 \tag{53}
\end{equation*}
$$

where $\hat{J}$ is a symmetric matrix. By parametrizing the vector $\mathbf{S}$

$$
\begin{gather*}
\mathbf{S}=\left(S_{1}, S_{2}, S_{3}\right) \\
=\left(p\left(q^{2}-1\right)+q, \quad i p\left(q^{2}+1\right)+i q, 2 p q+1\right) \tag{5}
\end{gather*}
$$

this vector equation is reduced to the Lagrange form (1):

$$
\begin{align*}
L= & i q p_{t}+p_{x} q_{x}-q_{x}^{2} p^{2}-p^{2} r(q) \\
& -\frac{1}{2} p r^{\prime}(q)-\frac{1}{12} r^{\prime \prime}(q), \tag{55}
\end{align*}
$$

where

$$
\begin{equation*}
4 r(q)=-\left(\frac{\partial \mathbf{S}}{\partial p} \hat{J} \frac{\partial \mathbf{S}}{\partial p}\right) . \tag{56}
\end{equation*}
$$

For the case of a diagonal matrix $\widehat{J}$ we have

$$
\begin{gather*}
4 r(q)=\left(J_{2}-J_{1}\right) q^{4}  \tag{57}\\
+2\left(J_{1}+J_{2}-2 J_{3}\right) q^{2}+J_{2}-J_{1} .
\end{gather*}
$$

It should be noted that having replaced the Lagrangian $L_{1}$ from (7) by (55), where $r(q)$ is an arbitrary fourthdegree polynomial with respect to the variable $q$, it could be confirmed that any integrable generalization of the nonlinear Schrödinger equation reduces to (1) or (55) (see, for example, $[2,3]$ ).

In addition to (54), we can use other parametrizations of a complex sphere, such as the stereographic projection. The most interesting for us is the known relationship between the parametrization problem and the spectral problem

$$
\begin{equation*}
\psi_{x x}+(z(x)-\lambda) \psi_{x}+p(x) \psi=0 . \tag{58}
\end{equation*}
$$

Specifically, if $\mathbf{S}=\mathbf{S}(x)$ is a curve on the sphere $(\mathbf{S}, \mathbf{S})=$ $S_{1}^{2}+S_{2}^{2}+S_{3}^{2}=1$, then

$$
\begin{gather*}
(\mathbf{S}, \mathbf{S})=1 \longrightarrow \mathbf{S}_{x}=k \mathbf{N}, \\
\mathbf{N}_{x}=-k \mathbf{S}+\chi \mathbf{B}, \quad \mathbf{B}_{x}=-\chi \mathbf{N}, \tag{59}
\end{gather*}
$$

where $\mathbf{B}=\mathbf{S} \times \mathbf{N}$ is the binormal. These Frenet equations are closely linked to (58) and having determined the coefficients $p, z$ from the formulas

$$
\begin{equation*}
k^{2}=4 p, \quad i \chi+z+(\log k)_{x}=\lambda, \tag{60}
\end{equation*}
$$

we can confirm that the pair of solutions $\psi_{j}(x), j=1,2$, of equation (58) can be used to reconstruct the curve $\mathbf{S}(x)$ for given curvature and twist:

$$
\begin{align*}
w(x) S_{3}= & \left(\psi_{1} \psi_{2}\right)_{x}, \quad w(x)\left(S_{1}+i S_{2}\right)=i\left(\psi_{2}^{2}\right)_{x},  \tag{61}\\
& w(x)\left(S_{1}-i S_{2}\right)=i\left(\psi_{1}^{2}\right)_{x} .
\end{align*}
$$

Here $w=w(x)$ denotes the Vronskian

$$
w=\psi_{1, x} \psi_{2}-\psi_{2, x} \psi_{1}
$$

of these solutions.

$$
\text { 4.1. Case } J=0
$$

We shall now show that the equations (16) define the temporal dynamics of curvature and twist for the isotropic Landau-Lifshitz model:

$$
\begin{equation*}
\mathbf{S}_{t}=\mathbf{S} \times \mathbf{S}_{x x}, \quad S_{1}^{2}+S_{2}^{2}+S_{3}^{2}=1 \tag{62}
\end{equation*}
$$

In fact, by differentiating the Frenet equations (59) with respect to $t$, we obtain the following equations for the curvature $k$ and twist $\chi$ :

$$
k_{t}+2 k_{x} \chi+k \chi_{x}=0, \quad x_{t}=\left(\frac{k_{x x}}{k^{2}}+\frac{1}{2} k^{2}-\chi^{2}\right)_{x} .
$$

Substituting (60) then converts these equations into (16):

$$
\begin{gather*}
i \psi_{t}=(z+\lambda) \psi_{x}-p \psi \\
i w_{t}+w_{x x}+2 p w=2 \lambda w_{x}, \quad w_{x}=(\lambda-z) w . \tag{63}
\end{gather*}
$$

Using the Miura transformations (18) we can obtain an equation directly for the projection of the spin on the $z$ axis for the model (62):

$$
\begin{gather*}
\left(\partial_{\xi}+\frac{w^{\prime}+\gamma}{w}\right) S_{3}=-(w+2 \xi)  \tag{64}\\
\gamma=c_{1}-c_{2}+2
\end{gather*}
$$

where $w=w(\xi, \alpha, \beta)$ is an arbitrary solution of the fourth Painleve equation with the parameters

$$
\begin{equation*}
a=\frac{1}{2}\left(c_{1}+c_{2}\right), \quad b=-\frac{1}{2}\left(c_{1}-c_{2}+2\right)^{2} . \tag{65}
\end{equation*}
$$

Equation (64) has the particular solution $\sigma= \pm 1$ if

$$
\begin{gather*}
w^{\prime}+\gamma=\mp w(w+2 \xi) \longleftrightarrow w=-\xi \pm \frac{\psi_{v}^{\prime}}{\psi_{v}}  \tag{66}\\
\psi^{\prime \prime}+\left(2 v+1-\xi^{2}\right) \psi=0, \\
\mp(\gamma-1)=2 v+1,
\end{gather*}
$$

and if $v=0,1,2, \ldots$, we again obtain a set of rational solutions of the fourth Painleve equation (51).

Since $\sigma= \pm 1+C \psi e^{ \pm \xi^{2}}$, the particular solution (64) has the form

$$
\begin{equation*}
S_{3}= \pm 1+C H_{n}(\xi) \tag{67}
\end{equation*}
$$

Using the $\mathbb{Z}_{3}$ symmetry of the fourth Painleve equation, we can rewrite equation (64) in terms of the functions $g_{i}$ [see (33)], immediately obtaining three self-similar solutions of the Landau-Lifshitz model (62)

$$
\begin{equation*}
\left(\partial_{\xi}+g_{i}-g_{i+1}\right) S_{3}^{i}=g_{i}+g_{i+1} \tag{68}
\end{equation*}
$$

For the relationship between the Heisenberg model and the fourth Painleve equation see also [10].

## 5. NONLINEAR SCHRÖDINGER EQUATION MODEL

It is interesting to consider various (including nonintegrable ones) generalizations of the nonlinear Schrödinger equation. For instance, the nonlinear Schrödinger equation with time-dependent coefficients has the form

$$
\begin{equation*}
i q_{t}+f(t) q_{x x}+g(t)|q|^{2} q=0 \tag{69}
\end{equation*}
$$

Changing the notation of the time

$$
\begin{equation*}
t \longrightarrow \int^{t} f\left(t^{\prime}\right) d t^{\prime} \tag{70}
\end{equation*}
$$

and the coupling constant $g(t)$

$$
\begin{equation*}
g(t) \longrightarrow \frac{g(t)}{f(t)}, \tag{71}
\end{equation*}
$$

we rewrite the equation in the form

$$
\begin{equation*}
i q_{x}+q_{x x}+g(t)|q|^{2} q=0 \tag{72}
\end{equation*}
$$

This can have a self-similar solution $g(t)$ of the type

$$
\begin{equation*}
g(t)=\alpha(4 t)^{(m-1) / 2} \tag{73}
\end{equation*}
$$

where $m \in R$ and the constant $\alpha$ can be set as $\pm 1$ (the choice of sign is important). The self-similar solution (to within the scaling transformations and $t>0$ ) has the form

$$
\begin{gather*}
q=|q| e^{i \Theta(\eta, t)}, \quad|q|^{2}=4 k(t)^{m+1} Y^{\prime}(\eta) \\
\eta=k(t) x, \quad k(t)=\frac{1}{2 t^{1 / 2}} \tag{74}
\end{gather*}
$$

where

$$
\begin{gather*}
\Theta(\eta, t)=\theta(\eta)+\theta_{0} \log t, \quad \theta_{0} \in R,  \tag{75}\\
\theta(\eta)=\frac{\eta^{2}}{2}+m \int \frac{Y}{Y} d \eta, \tag{76}
\end{gather*}
$$

and $Y$ satisfies the following equation:

$$
\begin{gather*}
2 Y^{\prime \prime} Y^{\prime}-Y^{\prime 2}+4 \eta^{2} Y^{\prime 2}-4 m^{2} Y^{2} \\
+16 \alpha Y^{3}-16 \theta_{0} Y^{\prime 2}=0 . \tag{77}
\end{gather*}
$$

The Painleve test for this equation yields the conclusion that the solutions (77) have no mobile singular points for $m^{2}=1$. In this case, equation (77) is integrated as far as a second-order equation [using the integrating factor $Y^{\prime \prime} / Y^{\prime}$, see (31)]

$$
\begin{gather*}
Y_{\eta \eta}^{2}+624\left(\eta Y_{\eta}-Y\right) \\
+2 \alpha Y_{\eta}\left(2 Y_{\eta}-\alpha \theta_{0}\right)^{2}+2 \alpha \mu^{2} Y_{\eta}=0, \tag{78}
\end{gather*}
$$

where $\mu^{2}$ is the integration constant. A self-similar solution of the nonlinear Schrödinger was first obtained in [1] for the case $\theta_{0}=0$. In general, the properties of these
solutions of the nonlinear Schrödinger equation may be obtained as in [1]. The solution $Y$ may be written in the form

$$
\begin{gather*}
-\alpha Y=\frac{1}{2} W(W-\eta)^{2} \\
+\frac{1}{8 W}\left[W_{\eta}^{2}-2 W_{\eta}-\mu^{2}+1\right]+\frac{1}{2} \theta_{0}(W-\eta) \tag{79}
\end{gather*}
$$

where $W$ satisfies the equation

$$
\begin{gather*}
W W_{\eta \eta}=\frac{1}{2} W_{\eta}^{2}-6 W^{4}+8 \eta W^{3}  \tag{80}\\
-2\left(\eta^{2}-\theta_{0}\right) W^{2}-\frac{1}{2}(\mu-1)^{2}
\end{gather*}
$$

which is the same as the fourth Painleve equation (apart from the change of variables). Equation (79) may be considered as an algebraic quadrature (78) which is quadratic with respect to $Y_{\eta \eta}$.

We note that

$$
\begin{equation*}
-2 \alpha Y_{\eta}=(W-\eta)^{2}+\frac{\left(W_{\eta}+\mu-1\right)^{2}}{4 W^{2}} \tag{81}
\end{equation*}
$$

Thus, for $\alpha=-1$ and real $\mu$ and $W$ the condition $Y_{\eta} \geq 0$ is automatically satisfied. However, for $\alpha=1$ and real $\mu$ and $W$ we find that $Y_{\eta} \leq 0$, i.e., there are no self-similar solutions. We shall discuss the case $\alpha=-1$.

We can express $W$ in terms of $Y$ :

$$
\begin{equation*}
W=\frac{-\mu Y_{\eta \eta}+\left(2 Y_{\eta}+\theta_{0}\right)\left(2 Y+\eta \theta_{0}\right)+\eta \mu^{2}}{\left(2 Y_{\eta}+\theta_{0}\right)^{2}+\mu^{2}} \tag{82}
\end{equation*}
$$

On the basis of the Bureau derivation [11, p. 210] equation (78) can be solved by an algebraically different method, i.e., $Y$ can be expressed in terms of a different function $\hat{W}$ :

$$
\begin{align*}
2 Y= & h \eta+\frac{\hat{W}_{\eta}^{2}}{2 \hat{W}}-2 \hat{W}^{3}-4 \eta \hat{W}^{2}  \tag{83}\\
& +2\left(\eta^{2}-a\right) \hat{W}+\frac{b}{4 \hat{W}}
\end{align*}
$$

where $\hat{W}$ satisfies the equation

$$
\begin{gather*}
\hat{W} \hat{W}_{\eta \eta}=\frac{1}{2} \hat{W}_{\eta}^{2}-6 \hat{W}^{4}+8 \eta \hat{W}^{3} \\
-2\left(\eta^{2}-a-\sigma^{2}\right) \hat{W}^{2}+\frac{b}{4} \tag{84}
\end{gather*}
$$

where

$$
\sigma^{4}=-1
$$

and the constants $a, b$, and $h$ are determined as follows:

$$
\begin{gather*}
4 a^{3}+3\left(3 \mu^{2}-\theta_{0}^{2}\right) a+\theta_{0}\left(9 \mu^{2}+\theta_{0}^{2}\right)=0  \tag{85}\\
3 b=-2 a^{2}-2\left(3 \mu^{2}-\theta_{0}^{2}\right)  \tag{86}\\
h=\frac{2}{3}\left(a-2 \theta_{0}\right) \tag{87}
\end{gather*}
$$

The roots of the algebraic equation at $a$ have the form

$$
\begin{gather*}
a_{1}=-\theta_{0}  \tag{88}\\
a_{2,3}=\frac{1}{2} \theta_{0} \pm \frac{3}{2} i \mu \tag{89}
\end{gather*}
$$

Then

$$
\begin{gather*}
b_{1}=-2 \mu^{2}  \tag{90}\\
b_{2,3}=\frac{1}{2}\left(\theta_{0} \mp i \mu\right)^{2},  \tag{91}\\
h_{1}=-2 \theta_{0}  \tag{92}\\
h_{2,3}=-\theta_{0} \pm i \mu \tag{93}
\end{gather*}
$$

and thus the function $\hat{W}$ may be expressed in terms of $Y$.
For the case $a_{1}=-\theta_{0}$ we obtain

$$
\begin{equation*}
\hat{W}_{1}=\frac{1}{2} \eta-\frac{1}{2} \frac{Y}{Y_{\eta}}-\frac{\sigma^{2}}{4} \frac{Y_{\eta \eta}}{Y_{\eta}} \tag{94}
\end{equation*}
$$

and in the case $a_{2,3}=\theta_{0} / 2 \pm 3 i \mu / 2$

$$
\begin{equation*}
\hat{W}_{2,3}=\frac{\eta Y_{\eta}-Y}{2 Y_{\eta}+\theta_{0} \pm i \mu}-\frac{\sigma^{2}}{2} \frac{Y_{\eta \eta}}{2 Y_{\eta}+\theta_{0} \pm i \mu} \tag{95}
\end{equation*}
$$

The values of $\hat{W}$ are related by

$$
\begin{equation*}
\frac{\zeta_{2} W_{2}}{W_{2}-W_{1}}=\frac{\zeta_{3} W_{3}}{W_{3}-W_{1}}=\frac{\zeta_{3} W_{3}-\zeta_{2} W_{2}}{W_{3}-W_{2}} \tag{96}
\end{equation*}
$$

where

$$
\begin{equation*}
\zeta_{2,3}=\frac{1}{2}\left(\theta_{0} \pm i \mu\right) \tag{97}
\end{equation*}
$$

The Backlund transformations for the nonlinear Schrödinger equation are reduced to the corresponding transformations for the self-similar solutions $Y$. We can obtain a new self-similar solution $\tilde{Y}$ which satisfies (78) for $\mu \longrightarrow 2-\mu$ and has the form

$$
\begin{gather*}
\tilde{Y}=Y \\
+\frac{1}{2} \frac{(\mu-1)\left[\left(2 Y_{\eta}+\theta_{0}\right)^{2}+\mu^{2}\right]}{\left[-\mu Y_{\eta \eta}+\left(2 Y_{\eta}+\theta_{0}\right)\left(2 Y+\eta \theta_{0}\right)+\eta \mu^{2}\right]} \tag{98}
\end{gather*}
$$

## 6. NONLINEAR SCHRÖDINGER EQUATION WITH VARIABLE DISPERSION. EXACT SOLUTION

We shall analyze the nonlinear Schrödinger equation with variable dispersion $d(z)$

$$
\begin{equation*}
i \psi_{z}+d(z) \psi_{x x}+g\left(\psi^{*} \psi\right) \psi=0, \tag{99}
\end{equation*}
$$

which can be obtained by varying the following Lagrangian:

$$
\begin{equation*}
L=\int d z \int d t\left[i \psi^{*} \Psi_{z}-d(z) \Psi_{x}^{*} \Psi_{x}+\frac{g}{2}\left(\psi^{*} \psi\right)^{2}\right] . \tag{100}
\end{equation*}
$$

Using the canonical transformation $\left(\psi, \psi^{*}\right) \longrightarrow(\rho, \phi)$ (where $\psi=\rho^{1 / 2} e^{i \phi}$ ) the Lagrangian (100) becomes

$$
\begin{equation*}
L=\int d z \int d t\left[-\rho \phi_{z}-d \rho \phi_{t}^{2}-d \frac{\rho_{t}^{2}}{4 \rho}+\frac{g}{2} \rho^{2}\right] \tag{101}
\end{equation*}
$$

The equation of continuity

$$
\begin{equation*}
p_{z}+2 d \partial_{t} \rho \phi_{t}=0 \tag{102}
\end{equation*}
$$

can be integrated, having selected the self-similar form $\rho$ :

$$
\begin{gather*}
\rho=\lambda(z) f(\xi) \\
\phi=-\frac{\lambda^{\prime}}{4 d \lambda} t^{2}+\phi_{0}(z), \quad \xi=\lambda t \tag{103}
\end{gather*}
$$

The Lagrangian (101) with this choice of self-similar substitution is transformed to give

$$
\begin{align*}
L= & \int \frac{d z}{\lambda(z)} \int d \xi\left[-f \lambda \partial_{z} \phi_{0}(z)-\frac{d \lambda^{3}}{4} \frac{f_{\xi}^{2}}{f}+\frac{g}{2} \lambda^{2} f^{2}\right.  \tag{104}\\
& \left.+\left\{\frac{1}{\lambda}\left(\frac{\lambda^{\prime}}{4 d \lambda}\right)^{\prime}-d \lambda\left(\frac{\lambda^{\prime}}{2 d \lambda}\right)^{2}\right\} f \xi^{2}\right]
\end{align*}
$$

By varying the Lagrangian (104) with respect to $f$ and $\phi_{0}$, we can obtain equations for the self-similar solutions. If the following conditions are satisfied

$$
\begin{equation*}
\lambda d=\alpha, \quad\left(d^{\prime}\right)^{2}=\epsilon d^{2}+4 \alpha^{3} \gamma \tag{105}
\end{equation*}
$$

the equation for the "density" $f$ has the form

$$
\begin{equation*}
\frac{\alpha}{2}\left[\frac{f^{\prime \prime}}{f}-\frac{f^{\prime \prime 2}}{f^{2}}\right]+\gamma \xi^{2}+g f=0 \tag{106}
\end{equation*}
$$

If $\alpha \gamma>0$, we obtain a periodic solution for $d(z)$ but $f \longrightarrow \infty$ for $\xi \longrightarrow \infty$; if $\alpha \gamma<0, \epsilon>0$, (106) may be rewritten in the form

$$
\begin{gather*}
d=\sqrt{-\frac{4 \alpha^{3} \gamma}{\epsilon}} \cosh (z \sqrt{\epsilon})  \tag{107}\\
y^{\prime \prime}+\frac{\gamma}{\alpha} \xi^{2} y+\frac{g}{\alpha} y^{3}+E y=0, \quad y^{2}=f
\end{gather*}
$$

We shall say that in this case an exact self-similar solution of equation (99) is obtained since the solutions of
equation (107) for $y$ are finite for $\xi \longrightarrow \infty$, have no singular points, and possess known asymptotic forms (the Schrödinger oscillator equation with cubic nonlinearity). From this point of view, no exact solutions exist for the case of periodic dispersion. The periodic case is interesting because equation (99) describes the propagation of a signal in optical fibers consisting of extended sections of different dispersion. A variational solution of an equation of the type (99) was constructed in [12]. The conclusion that no exact solutions of (99) exist in the periodic case does not necessarily imply that no variational solutions exist, but may indicate that they are unstable.

The major part of this work has been devoted to the study of self-similar solutions of one-dimensional integrable dynamic systems. A general Lagrangian approach can nevertheless also be applied to nonintegrable systems. Quite clearly, various symmetries such as the Miura and Backlund transformations are absent. However, in this case equations for the self-similar solutions are easily derived by a dynamic method, i.e., with all possible parameters being conserved. It would be interesting to analyze self-similar solutions of dynamic systems in the two-dimensional case.

## ACKNOWLEDGMENTS

This work was supported in part by the Russian Foundation for Basic Research (grant no. 98-01-01161) and the Program "Scientific Schools of the Russian Federation" (grant no. 96-15-96093).

## REFERENCES

1. M. Boiti and F. Pempinelli, Nuovo Cimento B 59, 40 (1980).
2. V. G. Marikhin and A. B. Shabat, Teor. Mat. Fiz. 118, 217 (1999).
3. A. V. Mikhaĭlov and A. B. Shabat, Teor. Mat. Fiz. 62, 163 (1985).
4. Yu. N. Ovchinnikov, Pis'ma Zh. Éksp. Teor. Fiz. 69, 387 (1999) [JETP Lett. 69, 418 (1999)].
5. V. I. Gromak, Diff. Eqns. 23, 506 (1987).
6. A. P. Veselov and A. B. Shabat, Funct. Anal. Appl. 27, 1 (1993).
7. N. A. Lukashevich, Diff. Eqns. 3, 395 (1967).
8. V. E. Adler, Physica D 73, 335 (1994).
9. P. Estévez and P. Clarkson, E-print archives, solvint/9904002.
10. F. W. Nijhoff, G. R. W. Quispel, J. van der Linden, and H. W. Capel, Physica A 119, 101 (1983); G. R. W. Quispel and H. W. Capel, Phys. Lett. A 88, 371 (1982); Physica A 117, 76 (1983).
11. F. J. Bureau, Annali di Matematica (IV) 91, 163 (1972).
12. S. Turitsyn, Phys. Rev. E 58, R1256 (1998).

Translation was provided by AIP

# Adiabatic Invariance and Separatrix: Single Separatrix CrossingII 

B. V. Chirikov* and V. V. Vecheslavov**<br>Budker Institute of Nuclear Physics, Siberian Division, Russian Academy of Sciences, Novosibirsk, 630090 Russia<br>*e-mail: chirikov@inp.nsk.su<br>**e-mail: vecheslavov@inp.nsk.su<br>Submitted June 22, 1999


#### Abstract

Detailed numerical experiments on the dynamics and statistics of a single crossing of the separatrix of a nonlinear resonance with a time-varying amplitude are described. The results are compared with a simple approximate theory first developed by Timofeev and further improved and generalized by Tennyson and coworkers. The main attention is paid to a new, ballistic, regime of separatrix crossing in which the violation of adiabaticity is maximal. Some unsolved problems and open questions are also discussed. © 2000 MAIK "Nauka/Interperiodica".


## 1. INTRODUCTION

Any conservation law, if only approximate, is of great importance in physics. One of those is the adiabatic invariance that is the conservation of the action variables ( $J$ ) under a slow parametric perturbation. In the simplest case of a single arbitrarily large variation of the latter, the corresponding change in $J$ is well known to be exponentially small in an appropriate adiabatic parameter $(\epsilon \longrightarrow 0)$ provided the perturbation is an analytic function of time or of any other dynamical variable.

However, in the theory of dynamical systems, a much more interesting and important case is a stationary variation of the perturbation (e.g., periodic, quasiperiodic, or even chaotic). In this case, the adiabaticity is violated for sufficiently long length of time, no matter how slow the adiabatic perturbation is. Generic mechanism of such a nonadiabaticity are resonances, both driving and coupling ones, which always determine the long-term dynamics of Hamiltonian oscillator systems. This was first discovered and explained in 1928 by Andronov, Leontovich, and Mandelshtam [1]. Remarkably, it was sufficient, for this purpose, to carefully examine the well-known Mathieu equation and its solutions from the standpoint of physics. Indeed, the instability zones ("stop bands") exist for special but arbitrarily small values of the parameter $\epsilon$, where the adiabaticity is completely destroyed in a sufficiently long length of time. This leads to an additional condition for the adiabatic invariance: the perturbation must be not only slow but also nonresonant.

At a separatrix, an asymptotic trajectory with infinite period of motion, both conditions are violated (see, e.g., $[2,3])$. This is exactly the place where the dynam-

[^10]ical chaos is born, the ultimate origin of chaos. In a Hamiltonian system, the separatrix is typically associated with nonlinear resonances. The violation of adiabaticity results in the formation of a narrow chaotic layer around the unperturbed separatrix. The set of all resonances is everywhere dense in phase space and forms the so-called "Arnold web." For the number of freedoms $N>2$ (in a conservative system), a united chaotic component of motion is formed along which a chaotic (but nonergodic!) trajectory is covering the whole energy surface. This very intricate process was termed "Arnold diffusion," which is an universal instability of multidimensional nonlinear oscillations [3-5]. However, the rate of this diffusion, as well as the total measure of the web, is typically exponentially small in perturbation parameter $\epsilon$. For large $N$ or for a driving quasiperiodic perturbation with many frequencies, these nonadiabatic effects decay with $\epsilon$ as a power law but only within a finite range $\epsilon_{c r} \leqslant \epsilon \ll 1$ (the so-called fast Arnold diffusion [6]). Asymptotically, as $\epsilon \longrightarrow 0$, the decay is always exponential [7], the crossover value becoming smaller with larger numbers of unperturbed frequencies.

A more serious violation of adiabaticity was found for the crossing of the separatrix by a trajectory. In this case, the change of $J$ is always a power law in $\epsilon$, and, moreover, the measure of the chaotic component does not depend on $\epsilon$ at all and is always large. This is true for the slow resonance crossing $[8,9]$ as well as for the crossing of a single separatrix [9-13]. Interestingly, for the linear oscillator with the frequency value crossing zero, the change of $J$ may be largely independent of $\epsilon$ [14].

In this paper, we present the results of numerical experiments for a single crossing of a single separatrix. The present work was stimulated by an interesting
study of the corresponding quantum adiabaticity [15]. We use the same classical model described in the next section.

## 2. MODEL

The model in [15] we use here is determined by the Hamiltonian

$$
\begin{align*}
& H(x, p, t)=\frac{p^{2}}{2}+A_{0} \sin (\omega t) \cos x  \tag{2.1}\\
= & \frac{p^{2}}{2}+\frac{A_{0}}{2}[\sin (x+\omega t)-\sin (x-\omega t)] .
\end{align*}
$$

The first expression describes a single nonlinear resonance in the pendulum approximation (see, e.g., [3, 5]) with a time-varying amplitude

$$
\begin{equation*}
A(t)=A_{0} \sin (\omega t) \tag{2.2}
\end{equation*}
$$

Alternatively, the model represents the interaction of two stationary resonances (the second expression in (2.1)) as suggested in [16, 17]. In the latter case, the formal resonance overlap parameter [5]

$$
\begin{equation*}
s=\frac{(\Delta p)_{r}}{\omega} \tag{2.3}
\end{equation*}
$$

indefinitely increases as $\omega \longrightarrow 0$. Here, $(\Delta p)_{r}$ is the width of each resonance and $2 \omega$ is the distance between them. The adiabatic limit $\omega \longrightarrow 0$ corresponding to infinite resonance overlap was suggested in [17] as a new paradigm of "pure" chaos. However, this chaos is generally not ergodic.

Below, we keep to the first interpretation of the model as a single pulsating nonlinear resonance.

The dimensionless adiabaticity parameter is defined in the usual way as the ratio of perturbation/oscillation frequencies. Actually, we can introduce two such parameters:

$$
\begin{equation*}
\epsilon=\frac{\omega}{\sqrt{A_{0}}} \text { and } \tilde{\epsilon}=\frac{\omega}{\sqrt{|A(t)|}} \tag{2.4}
\end{equation*}
$$

Here, $\sqrt{A_{0}}$ is a constant frequency of the small resonance oscillation for the maximal amplitude while $\sqrt{A(t)}$ is the current frequency, particularly at the instant of separatrix crossing. Correspondingly, we call $\epsilon$ the global parameter of adiabaticity, and $\tilde{\epsilon}$ the local one.

Two branches of the instant, or "frozen," separatrix at some $t=$ const is defined by the relation

$$
\begin{gather*}
p_{s}(\tilde{x} ; t)= \pm 2 \sqrt{|A(t)|} \sin (\tilde{x} / 2), \\
\tilde{x}=\left\{\begin{array}{l}
x, \quad A(t)>0, \\
x-\pi, \quad A(t)<0 .
\end{array}\right. \tag{2.5}
\end{gather*}
$$

Following previous studies of the separatrix crossing, we restrict ourselves to this frozen approximation in what follows. As we shall see, the latter provides quite good accuracy of rather simple theoretical relations.

In this approximation, the action variable is defined in the standard way as

$$
\begin{equation*}
J=\frac{1}{2 \pi} \oint p(x) d x \tag{2.6}
\end{equation*}
$$

where the integral is taken over the whole period for $x$ rotation (off the resonance) and over a half of that for $x$ oscillation (inside the resonance). This distinction is necessary to avoid the discontinuity of $J$ at the separatrix where the action is given by a simple expression

$$
\begin{equation*}
J=J_{s}(t)=\frac{4}{\pi} \sqrt{|A(t)|} \leq J_{\max }=\frac{4}{\pi} \sqrt{A_{0}} . \tag{2.7}
\end{equation*}
$$

At $\omega t=0(\bmod \pi)$, the action is $J=|p|$ and the conjugated phase is $\theta=x$. Note that, unlike $p$, the action $J \geq 0$ is never negative.

It is convenient to set $A_{0}=1$ and to introduce the dimensionless action by the transformation $J / J_{\text {max }} \longrightarrow J$. The crossing region is then the unit interval, and $J$ is simply related to the crossing time $t=t_{c r}$ by

$$
\begin{equation*}
\left|A\left(t_{c r}\right)\right|=J^{2}, \quad 0 \leq J \leq 1, \tag{2.8}
\end{equation*}
$$

while the adiabaticity parameters become

$$
\begin{equation*}
\epsilon=\omega \text { and } \tilde{\epsilon}=\epsilon / J . \tag{2.9}
\end{equation*}
$$

Numerical integration of the equations of motion for Hamiltonian (2.1) was performed in ( $x, p$ ) variables using the so-called bilateral symplectic algorithm suggested in [18] and based on the symplectic fourth-order Runge-Kutta method in [19]. A typical number of iterations was $\sim 100$ per the minimal motion (oscillation) period $2 \pi$. This provides the conservation of the Hamiltonian in extended phase space [3] better than $10^{-6}$.

As is well known, the variation of $J$ under an adiabatic perturbation consists of one to two qualitatively different parts: (i) the average action, which is nearly constant between the crossings up to exponentially small corrections and which is of primary interest in our problem, and (ii) the rapid oscillations with the motion frequency (see, e.g., Fig. 7c in [20]). The ratio of the two time scales is $\sim \tilde{\epsilon} \ll 1$, which allows the efficient suppression of the second unimportant part of the $J$ variation by simply averaging $J(t)$ over a long time interval $\sim 1 / \epsilon$, the suppression factor being $\sim 1 / \tilde{\epsilon} \gg 1$ (fairly large).

## 3. DYNAMICS OF SEPARATRIX CROSSING: <br> DIFFUSIVE REGIME, $J \geqslant \epsilon^{1 / 3}$

To the best of our knowledge, the first analytical estimates for the change in $J$ due to separatrix crossing have been calculated in [11] followed shortly by a more accurate [12] and, later, by a more general [9] approxi-


Fig. 1. Normalized deviation of numerical data for separatrix crossings from the simple theory (3.1) in model (2.1): 4 crossings $\times 2500$ trajectories; $\epsilon=0.001$. (a) Deviation dependence on J in the whole available interval: $0.2 \leq J<1$ (see text). (b) Same data as a function of the crossing parameter M in the best described interval: $0.7 \leqslant J \leqslant 0.9$; accuracy (3.6) $\sigma \approx 0.01$.
mate (asymptotic in $\epsilon$ ) theory. For model (2.1) under consideration here, these results (see also [21]) can be represented in the form

$$
\begin{equation*}
\Delta J(J, M, \epsilon)=F(J) \Phi(M) . \tag{3.1}
\end{equation*}
$$

Here, $\Delta J=J_{f}-J_{i}$ is the difference between the final and initial averaged values of J .

$$
\begin{equation*}
F(J)=-\frac{\epsilon}{2} \frac{\sqrt{1-J^{4}}}{J^{2}} \operatorname{sgn}(\dot{A}(t)) \tag{3.2}
\end{equation*}
$$

is the dependence on the averaged action (usually, but not necessarily, the initial one), and

$$
\begin{equation*}
\Phi(M)=\ln |2 \sin (\pi M)|, \tag{3.3}
\end{equation*}
$$

where $M$ is the "crossing parameter." It looks like a phase canonically conjugated to the action $J$ [21], but it
is not. A peculiarity of the separatrix crossing is that the conjugated phase $\theta$ cannot even be introduced on the frozen separatrix, because the motion frequency in this approximation is zero, and hence $\theta \equiv$ const. Instead, a different variable, the crossing parameter, is used in the theory $[9,12]$ determined by any of the following approximate relations:

$$
\begin{equation*}
M \approx w_{x} \frac{A_{x}^{3 / 2}}{2 \dot{A}_{x}} \approx w_{p} \frac{A_{p}^{3 / 2}}{4 \dot{A}_{p}} \approx \sin ^{2}\left(\frac{\tilde{x}_{s}}{4}\right) . \tag{3.4}
\end{equation*}
$$

Here,

$$
\begin{equation*}
w_{x}=\frac{\left|\delta H\left(t_{x}\right)\right|}{A_{x}\left(t_{x}\right)}, \quad w_{p}=\frac{\left|\delta H\left(t_{p}\right)\right|}{A_{p}\left(t_{p}\right)} \tag{3.5}
\end{equation*}
$$

are the closest dimensionless approaches of the trajectory to the unstable fixed point $(\tilde{x}=0(\bmod 2 \pi), p=0)$ just before or after separatrix crossing at time $t_{x}$ and $t_{p}$, respectively (for details, see [9, 12]). The absolute values are assumed for all quantities with subscripts. In the latter expression (3.4), the coordinate $\tilde{x}_{s}\left(t_{c r}\right)$ is taken at the instant $t_{c r}$ of separatrix crossing.

The physical meaning of seemingly complicated (3.4) is actually very simple: the main change in J occurs only at the closest approach to the unstable fixed point where the motion is very slow, allowing for the moving separatrix to considerably push or pull the trajectory along. The existing theory cannot distinguish between the three relations (3.4) with respect to their accuracy. However, our numerical experiments revealed that, taken by itself, the third relation ( $M=M_{3}$ ) proved to be most accurate. On the other hand, if we make use of the first two and take the minimal one of them ( $M=M_{\text {min }} \leq 0.5$ ), the accuracy further increases. In this case, it is important to take all the quantities at the corresponding instants $t_{x}$ and $t_{p}$ as indicated in (3.4) and (3.5), and not, e.g., at the crossing time $t_{c r}$. All quantities in (3.4) and (3.5) were computed using the linear interpolation over a single numerical iteration.

A comparison between the numerical results and the simple theory is presented in Fig. 1.

The empirical data (points) represent four separatrix crossings over one period of the adiabatic perturbation $A(t)$ in (2.1) for each of the 2500 trajectories with random initial conditions in the full interval of $\theta=x=(0,2 \pi)$ and of $J=\pi p / 4=(0,1)$ at $t=0$. The normalized deviation from the theory is presented as a function of initial $J=J_{i}$ (prior to a crossing) and of parameter $M$. In both cases, the optimal $M=M_{\text {min }}$ is used. The best accuracy of the theory roughly corresponds to the interval $0.7 \leqslant$ $J \leqslant 0.9$ (Fig. 1a). The latter is separately shown in Fig. 1b. Beyond this interval, the deviation increases at both sides.

For $J \longrightarrow 1$, the change in $J$ becomes very small (3.1), which increases the theoretical errors. More interesting is the opposite limit $(J \longrightarrow 0)$ where the theory becomes singular. It simply means that such a the-
ory is no longer applicable here. This new and interesting region of maximal nonadiabaticity will be considered in Section 4 below. Here we notice only that the absence of any points for $J \leq 0.2$ in Fig. 1a has a very simple explanation: using the best parameter, $M=M_{\text {min }}$ becomes inapplicable in this region, because only one of the two close approaches remains here while the other one is never realized. If, instead, one uses a less accurate parameter $M=M_{3}$, which is always applicable, the deviations exceed 1 , which means that the theory (3.1) has nothing to do with such a small $J$.

The highest accuracy achieved in our numerical experiments $\sigma \approx 0.01$ (see (3.6) and Fig. 1b) is comparable with the minimal theoretical errors $\sim \epsilon \ln \epsilon$ [9]. In a very narrow interval of $M_{\min } \approx 0$, the accuracy becomes somewhat worse but is still surprisingly good for such a simple theoretical relation as (3.1). A few points in this region are clearly seen also in Fig. 1a scattered over a wide interval in $J$.

The high numerical accuracy achieved reveals a complicated structure of the deviations from the theory. Besides irregular scattering of the points, there is a clear regular "splitting" symmetric with respect to zero deviation, which is determined by the sign of $A(t)$. It might be a result of insufficient $J$ averaging (for discussion see [12]). These regular deviations could be excluded by the explicit computation of the first correction to the adiabatic invariant (2.6) as in [10]. However, it would hardly decrease appreciably the deviations, as they are already of the order of the terms omitted in the theory. In any event, we included this "splitting" in the definition of the accuracy of our numerical data in Fig. 1b for all of the four successive separatrix crossings:

$$
\begin{equation*}
\sigma^{2}=\frac{\left\langle\left(\Delta J-\Delta J_{t h}\right)^{2}\right\rangle}{F^{2}} \tag{3.6}
\end{equation*}
$$

Here, $\Delta J$ is the empirical and $\Delta J_{t h}$ is the theoretical (3.1) value of the $J$ change per crossing.

Another way to demonstrate agreement (or disagreement) of the existing theory with the empirical data is to look at the behavior of the transform

$$
\begin{equation*}
\Delta J \longrightarrow(\Delta J)^{+}=-\Delta J \operatorname{sgn}(\dot{A}(t)) \tag{3.7}
\end{equation*}
$$

As far as the relation (3.1) holds true, this new quantity has a strict upper bound

$$
\begin{equation*}
(\Delta J)^{+} \leq|F(J)| \Phi(1 / 2) \tag{3.8}
\end{equation*}
$$

The results are shown in Fig. 2a.
The upper bound of points closely follows the theoretical dependence (3.8) down to $J_{i} \approx 0.2$ (cf. Fig. 1a). Remarkably, for small $J_{i}$, a clear upper bound also exists even though the unknown underlying dynamics is apparently completely different here. In particular, the upper bound in this region does not depend on $J$ and forms a characteristic "plateau." The crossover between the two regions in Fig. 2a is at $J=J_{\text {cro }} \approx 0.1$ and scales


Fig. 2. The set of empirical $\Delta J$ for the ensemble of trajectories as in Fig. 1 in the full range $J_{i}=(0,1)$. (a) Transformed quantity $(\Delta J)^{+},(3.7)$; the solid curve is theory (3.8) shifted upwards by $20 \%$; the horizontal line is empirical upper bound $2(\Delta J)^{+} / \epsilon \approx 150$ in the region where there is as yet no theory; crossover action $J_{\text {cro }} \approx 0.1$. (b) Actual $\Delta J$ with correct signs: the oblique straight line is empirical lower bound $\Delta J \geq-J_{i}$ (see text).
as $J_{\text {cro }} \sim \epsilon^{1 / 3}$ (see (4.5) below). We shall call the wellunderstood behavior for $J \gtrsim J_{\text {cro }}$ the diffusive region and the other domain $J \leqslant J_{\text {cro }}$, to be considered in some detail below, the ballistic region, for reasons explained in the next section.

## 4. STATISTICS OF SEPARATRIX CROSSING: BALLISTIC REGIME, $J \leqq \epsilon^{1 / 3}$

For small $J \leq \epsilon^{1 / 3}$, not only is there the complete absence of any theory, but also constructing the empirical relations seems to us a hard task. Particularly, as is seen in Fig. 2b, the structure in this region is rather complicated.


Fig. 3. Distribution $\rho(M)$ in number of crossings per bin: $\epsilon=0.01 ; J_{\text {cro }}=0.215$. Top to bottom: (i) $M=M_{\min }, J_{i}=$ ( $0.3,1$ ), the diffusive region, 6928 crossings, 100 bins; (ii) same for $M=M_{3}, 7312$ crossings; (iii) $M=M_{3}, J_{i}=$ $(0,0.2)$, the ballistic region, 1634 crossings, 50 bins.

Surprisingly, statistical properties here turned out to be fairly simple. To our knowledge, Mirbach was the first to study this problem numerically in 1998 [22].

Since, in this paper, the properties of the single separatrix crossings are considered, we need a statistical ensemble of trajectories before we turn to statistical numerical experiments. As the motion driven by separatrix crossing is known to be ergodic, or at least very close to that, within the crossing domain, it would be natural to make use of the ergodic ensemble. In this case, the distribution of the crossing parameter $M$ in (3.1), which determines all the statistical properties of the single separatrix crossing, was shown to be homogeneous [9, 23]. Particularly, the two first moments of the $M$-distribution are

$$
\begin{gather*}
\mu_{1}=\langle\Phi(M)\rangle=0, \\
\mu_{2}=\left\langle\Phi^{2}(M)\right\rangle=\frac{\pi^{2}}{12} \tag{4.1}
\end{gather*}
$$

Both numerical values hold in the diffusive region only. Moreover, it is insufficient to fix initial $J_{0}$ even for the full range of $\theta_{0}=(0,2 \pi)$. For homogeneous $M$-distribution, the width of initial distribution $\Delta_{0} J_{0}$ must exceed some critical value given by a simple approximate relation

$$
\begin{equation*}
\frac{\Delta_{0} J_{0}}{J_{0}}>\epsilon \frac{\sqrt{1-J_{0}^{4}}}{J_{0}^{3}} \ln \left(\frac{8}{\epsilon} \frac{J_{0}^{3}}{\sqrt{1-J_{0}^{4}}}\right) \approx \frac{J_{c r o}^{3}}{J_{0}^{3}} \ln \left(8 \frac{J_{0}^{3}}{J_{c r o}^{3}}\right) . \tag{4.2}
\end{equation*}
$$

This relation is obtained from the condition that the initial strip $J_{0}=(0,1)$ is transformed in such a strip near an unstable fixed point (see (3.1)), which provides the full range of parameter $M=(0.1)$. In most of our statistical numerical experiments, we used the full range of $J_{0}=(0,1)$.

In Fig. 3, the $M$-distribution is shown for both definitions of this parameter.

Two upper distributions in the diffusive region are fairly homogeneous within statistical fluctuations. In contrast, the lower one in the ballistic region shows a clear slope, whose mechanism remains unclear.

The statistical properties we studied are characterized by the two first moments of the distribution function in $\Delta J$ (see (3.1)) defined as follows:

$$
\begin{align*}
(\Delta J)_{2}^{2} \equiv\left\langle(\Delta J)^{2}\right\rangle & =F^{2}(J) \mu_{2}=\frac{\epsilon^{2}}{4}\left(\frac{1}{J^{4}}-1\right) \mu_{2}, \\
(\Delta J)_{1} \equiv\langle\Delta J\rangle & =\frac{d}{d J} \frac{\left\langle(\Delta J)^{2}\right\rangle}{2}=-\frac{\mu_{2} \epsilon^{2}}{2 J^{5}} \tag{4.3}
\end{align*}
$$

Both analytical expressions are valid in the diffusive region only. Moreover, the second one cannot be deduced from the existing first-order theory, as $\langle\Delta J\rangle \sim \epsilon^{2}$ is a sec-ond-order effect. Instead, one can use the well-known relation between the two moments (see, e.g., [3]), which generally holds true for a chaotic Hamiltonian system (for discussion, see [2]). This relation, as well as the second-order moment $\langle\Delta J\rangle$, which may seem to be negligible at first glance, are in fact very important for derivation of the correct diffusion equation

$$
\begin{equation*}
\frac{\partial f(J, \tau)}{\partial \tau}=\frac{\partial}{\partial J} \frac{D(J)}{2} \frac{\partial f}{\partial J} . \tag{4.4}
\end{equation*}
$$

Particularly, this equation entails the relaxation to a homogeneous steady state $f(J, \tau) \longrightarrow f_{s}(J)=$ const as it should be for the ergodic system.

In (4.4), $\tau$ is the discrete time measured in the number of separatrix crossings and $D(J)=\left\langle(\Delta J)^{2}\right\rangle$ denotes a "diffusion rate" [21, 23]. Actually, this is not the real diffusion rate which includes the correlation between successive crossings. This may be important in the problem under consideration according to numerical data in [21] (for further discussion, see Section 5 below).

The results of our numerical experiments on the statistical properties for a single separatrix crossing are presented in Fig. 4a. We used the same numerical data as in Fig. 2b, which upon ordering in $J$ were averaged by the standard method of the moving window of width of 500 points, or $\Delta_{w} J \approx 0.05$. The transition from the diffusive to the ballistic regime is surprisingly sharp, especially for $(\Delta J)_{1}$ (lower curve). The crossover value

$$
\begin{equation*}
J=J_{\text {cro }}=\alpha \epsilon^{1 / 3}, \quad \alpha \approx 1.08 \tag{4.5}
\end{equation*}
$$

where empirical factor $\alpha$ was found from the plateau (upper bound) for $(\Delta J)_{2}$ (upper curve). To this end, we substitute $J_{\text {cro }}$ for $J$ in (4.3) to obtain

$$
\begin{equation*}
(\Delta J)_{2} \leq \frac{\sqrt{\mu_{2}}}{2 \alpha^{2}} \epsilon^{1 / 3} \tag{4.6}
\end{equation*}
$$

Remarkably, the empirical data follow with a reasonable accuracy the diffusive theory literally down to the very crossover. This allowed us to numerically discern the very small but important first moment and even to check its agreement with the theory.

Even though there is as yet no theory for the ballistic regime, the underlying physical mechanism of the transition is rather simple and comprehensible [22]. This transition is determined by the kinetics parameter

$$
\begin{equation*}
\kappa \sim \frac{(\Delta J)_{2}}{J} \sim \frac{\epsilon}{J^{3}} \ll 1, \tag{4.7}
\end{equation*}
$$

which is a reduced dynamical scale in $J$. The latter strong inequality is a necessary condition for the diffusion approximation to the exact integro-differential kinetic equation to hold; hence, we get the term diffusive region for $J \geqq J_{\text {cro }} \sim \epsilon^{1 / 3}$. In the opposite limit ( $\kappa \geqq 1$ ), the trajectory jumps over the whole region $\sim J$ in one separatrix crossing. This is usually called the ballistic regime.

Since the action $J \geq 0$ cannot be negative, the change $\Delta J$ is necessarily restricted for any $J$. In the ballistic region, the restriction becomes very strong, as the strict lower bound in Fig. 2b demonstrates. It simply means that $J_{f} \geq 0$, as well as $J_{i}$. Also, there exists the strict upper bound $J \leq 1$, but it corresponds to a very big $\Delta J$ unless $J \longrightarrow 1$ is close to the upper border of separatrix crossing. Near this border is also the second ballistic region, but its width is very small. Again, it is determined by the kinetics parameter (4.7), which now takes the form

$$
\begin{equation*}
\kappa \sim \frac{(\Delta J)_{2}}{J_{1}} \sim \frac{\epsilon}{\sqrt{J_{1}}}, \quad J_{1}=1-J \tag{4.8}
\end{equation*}
$$

whence a new crossover $J_{1}^{(\text {cro })} \sim \epsilon^{2}$.
In the diffusive normalization used in Fig. 4a, the quantities $2(\Delta J)_{1,2} / \epsilon$ do not depend on $\epsilon$ in the diffusive region but do so in the ballistic domain. Instead, one may use a different, ballistic, normalization by introducing a new variable $\tilde{J}=J / \epsilon^{1 / 3}$. The result is presented in Fig. 4b for the two values of $\epsilon$. Instead of (4.3), we now have the relations:

$$
\begin{equation*}
(\Delta \tilde{J})_{2}^{2}=\frac{\mu_{2}}{4}\left(\frac{1}{\tilde{J}^{4}}-\epsilon^{4 / 3}\right), \quad(\Delta J)_{1}=-\frac{\mu_{2}}{2 \tilde{J}^{5}} . \tag{4.9}
\end{equation*}
$$

The second one is independent of $\epsilon$ in the full range of $J$. Some difference between the two lower curves is apparently due to fluctuations, especially for the smaller $\epsilon$. The first relation slightly depends on $\epsilon$, but this is important near the upper border ( $J \approx 1$ ) only. The diffusive theory (4.9) is shown in Fig. 4b for $\epsilon=0.01$ (upper thin curve).

Even though there is as yet no theory for the ballistic region, some statistical properties can be predicted here from a general consideration. One of those is the sur-


Fig. 4. Statistics of $10^{4}$ separatrix crossings; window width $\Delta_{w} J \approx 0.05$. (a) $(\Delta J)_{2}$ (upper thick curve), and ( $\left.\Delta J\right)_{1}$ (lower curve) vs. $J$ for $\epsilon=0.001$; two thin solid curves represent the diffusive theory (4.3); the horizontal line is the empirical upper bound for $2(\Delta J)_{2} / \epsilon \approx 78$. (b) Same data for $\epsilon=$ 0.001 and 0.01 in ballistic normalization: $\tilde{J}=J / \epsilon^{1 / 3}$; empirical upper bound $2(\Delta \tilde{J})_{2} \approx 0.78$.
vival probability $P(\tau)$ for a trajectory to stay in the ballistic region during a time $>\tau$. Namely, this probability is expected to decay exponentially

$$
\begin{equation*}
P(\tau) \approx \exp \left(-\frac{\tau}{\langle\tau\rangle}\right) \tag{4.10}
\end{equation*}
$$

with some average survival time $\langle\tau\rangle \sim 1$. This is because, for large jumps of a trajectory across the whole ballistic region, there is a certain probability $w \sim$ 1 for a trajectory to remain within this region after each separatrix crossing. Moreover, the successive probabilities are expected, for a chaotic motion, to be equal and


Fig. 5. Survival probability $P(\tau)$ in the ballistic region for $\epsilon=0.001$ (circles) and $\epsilon=0.01$ (crosses); $10^{4}$ trajectories homogeneously distributed initially over the ballistic region; the straight line is the fit with $\langle\tau\rangle=4.35, w=0.79$.
statistically independent. This implies the exponential (4.10) with $\langle\tau\rangle=-1 / \ln w$ independent of $\epsilon$. The latter is especially clear in the ballistic normalization (4.9).

The results of numerical experiments are presented in Fig. 5.

Curiously, the diffusion equation (4.4) with constant $D \approx 0.16$ (in ballistic normalization, see Fig. 4b) also leads to the exponential decay (4.10) with the average survival time

$$
\begin{equation*}
\langle\tau\rangle \approx \frac{2}{D k^{2}} \approx 5 \tag{4.11}
\end{equation*}
$$

where $k \approx \pi / 2$ is the parameter of the first (main) eigenfunction of the diffusion equation: $f_{1}(\tilde{J}) \approx \cos (k \tilde{J})$. This is surprisingly close to the empirical value $\langle\tau\rangle \approx 4.4$ (Fig. 5) in spite of the formal inapplicability of the diffusion approximation in the ballistic region!

## 5. DISCUSSION

In the present paper, we reported the results of extensive numerical experiments aimed at the detailed study of the dynamics and statistics of separatrix crossing in the classical model (2.1). Our work was stimulated by an interesting investigation of the quantum behavior of this model [15].

First of all, we carefully checked the agreement of the empirical data with the existing fairly simple firstorder theory $[9,12]$ and found it surprisingly good, close in fact to the formal limiting accuracy of the theory (Fig. 1). In addition, we were able to discern one second-order effect, the behavior of the first moment $\langle\Delta J\rangle(J)$, which is beyond the theory but very important


Fig. 6. The effect of correlation over four successive separatrix crossings. Two thick wiggly curves show statistics of the single crossing as in Fig. 4a. Thin wiggly curves represent the effect of fourfold crossings; both moments are normalized (see text).
for the diffusion equation. Our numerical results confirm the expected relation between the two moments (see (4.3) and (Fig. 4)).

On the other hand, we have found that such a nice agreement crudely breaks down in the ballistic region $J<J_{\text {cro }} \approx \epsilon^{1 / 3}$ (Fig. 4), which is qualitatively different from the complementary diffusive region $J>J_{\text {cro }}$. The new regime of separatrix crossing was first noticed and partly explained in [22]. It is a peculiarity of model (2.1) in which a pulsating separatrix crosses zero. In many other models studied numerically (see, e.g., [10, $11,20,21]$ ), the authors tended to avoid the theoretical singularity at $J \longrightarrow 0$ (3.2). This is more simple, of course, but less interesting. Particularly, the largest violation of adiabaticity $\left(\Delta J \sim \epsilon^{1 / 3}\right)$ is reached only in the ballistic region (Figs. 2 and 4).

Even though the dynamical theory in this region seems to be a hard task and has not yet developed the statistical properties of the motion, here it looks rather simple. Surprisingly, even a simplified diffusion equation, which may not hold in the ballistic region, still allows for some reasonably accurate estimates (Fig. 5).

In the present paper, we consider the dynamics and statistics of a single separatrix crossing only. Of course, this is insufficient for the full-scale statistical description of the separatrix crossing. As is well known (see, e.g., $[20,21]$ ), the correlations in multiple crossings are generally very essential. In conclusion of our discussion, we present in Fig. 6 the commutative effect of four successive crossings over one period of the perturbation.

Both moments are normalized as follows: $(\Delta J)_{1} \longrightarrow$ $(\Delta J)_{1} / \tau ;(\Delta J)_{2}^{2} \longrightarrow(\Delta J)_{2}^{2} / \tau \equiv D(\tau)$ where discrete time
$\tau=4$ is the crossing multiplicity in this case (see (4.3)). In the diffusive region 2, both curves coincide within fluctuations, which means that the correlations, if any, are small over four crossings. This is in agreement with the results in [21] (for a different model). Whether they will rise with $\tau$ and why is an interesting and open question. According to [21], they do so, but it may depend on the method of measuring the diffusion rate. In the ballistic region, the correlation effect is strong from the beginning, especially for the second moment. This is also in agreement with numerical data in [22]. According to data in Fig. 6, the normalized second moment (the "diffusion rate") decreases as $D(\tau) \propto 1 / \sqrt{\tau}$. What is even more important, the size of the ballistic region grows: $J_{\text {cro }}(\tau) \propto \tau^{1 / 8}$. An intriguing question is whether this trend will continue and, if so, for how long.
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[^0]:    ${ }^{1}$ We use the system of units where $\hbar=c=1$.

[^1]:    ${ }^{2}$ Private communication from professor K.T. MacDonald.

[^2]:    ${ }^{3}$ The remaining harmonics make a negligibly small contribution to the total probability.

[^3]:    ${ }^{1}$ We thank I. I. Sobel'man for calling our attention to this fact.

[^4]:    ${ }^{1}$ It should be noted that in [14] the polarizability was defined as a negative quantity. In what follows, we shall define it, as usual, as a positive quantity.

[^5]:    ${ }^{\text {II }}$ This article was submitted by the authors in English.

[^6]:    ${ }^{1}$ We note that our analysis can essentially also be applied to the case of short-range order fluctuations of the charge density wave type and other similar models.

[^7]:    ${ }^{2}$ We can say that we are introducing the effective interaction "constant" with fluctuations of the type $W_{\mathbf{p}}=W\left[\theta\left(p_{x}^{0}-p_{x}\right) \theta\left(p_{x}^{0}+p_{x}\right)+\right.$ $\left.\theta\left(p_{y}^{0}-p_{y}\right) \theta\left(p_{y}^{0}+p_{y}\right)\right]$.
    ${ }^{3}$ We stress that because of the Gaussian nature of the fluctuations the limit $\xi \longrightarrow 0$ does not imply the establishment of any longrange order.

[^8]:    ${ }^{4}$ The qualitative situation here resembles the formation of an inhomogeneous superconducting state induced by strong fluctuations of the local density of states near the Anderson metal-insulator transition [23, 24].

[^9]:    ${ }^{5}$ For $d$-pairing the temperature dependences of $\langle\Delta\rangle$ and $\Delta_{m f}$ are qualitatively similar to the corresponding dependences for $s$-pairing.

[^10]:    ${ }^{\text {I }}$ This article was submitted by the authors in English.

