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Vitaliœ Lazarevich Ginzburg—Winner of the Nobel Prize
At the end of 2003, an event of historical signifi-
cance for all of Russian Science has occurred. Acade-
mician V.L. Ginzburg—an outstanding scientist and
one of the most respected physicists—was awarded the
2003 Nobel Prize in physics “For pioneering contribu-
tions to the theory of superconductors and superfluids.”
Ginzburg shared the prize with his younger colleagues
A.A. Abrikosov and J. Leggett.

The editorial board of Acoustical Physics celebrates
this event not only for formal reasons (because acous-
tics is part of physics) but also in connection with the
fact that Ginzburg earlier carried out long-term studies
concerned with the propagation of electromagnetic and
acoustic waves. One should remember his monographs
Theory of Radio Wave Propagation in Ionosphere
(GITTL, Moscow, 1949) and Propagation of Radio
Waves (co-authored with Ya.L. Al’pert and E.L. Fein-
berg; GITTL, Moscow, 1953), as well as his paper “On
the General Relation between the Absorption and Dis-
persion of Sound Waves,” which was published in 1955
in the first issue of the newly founded journal Akus-
ticheskii Zhurnal (Akust. Zh. 1, 31 (1955) [Sov. Phys.
Acoust. 1, 32 (1955)]).

The author of the present article (O.V. Rudenko)
was lucky enough to attend the Nobel Prize Ceremony
in Stockholm, where Ginzburg received his award. This
occasion made it possible to obtain some original mate-
rials which may animate the official tribute.

Studies related to the detection and investigation of
macroscopic quantum phenomena at low temperatures
had been acknowledged by the Nobel Committee as
1063-7710/04/5003- $26.00 © 20239
great scientific achievements years ago. In 1913, the
Nobel Prize was given to H. Kamerlingh Onnes “for
investigations on the properties of matter at low tem-
peratures which led, inter alia, to the production of liq-
uid helium.” In 1962, the prize was given to the Soviet
physicist L.D. Landau “for pioneering theories for con-
densed matter, especially liquid helium.” In 1972,
J. Bardeen, L. Cooper, and J. Schrieffer were awarded
the Nobel Prize “for their theory of superconductivity,
usually called the BCS-theory.” In 1978, the prize was
given to another Soviet physicist P.L. Kapitsa “for his
basic inventions and discoveries in the area of low-tem-
perature physics.”

The works by V.L. Ginzburg on low-temperature
physics had been widely known for more than 50 years.
In his paper “On the theory of Superconductivity” (co-
authored with L.D. Landau; Zh. Eksp. Teor. Fiz. 20,
1064 (1950)) the order parameter used for describing
the phase transition to the superconducting state is
taken in the form of a complex function, which plays
the role of a certain effective wave function of super-
conducting electrons. In the same paper, the well-
known Ginzburg–Landau nonlinear equation is pro-
posed. This equation is of fundamental significance for
many fields of condensed matter physics and astrophys-
ics. However, it may be of interest to know what exactly
were the main arguments that governed the decision of
the Nobel Committee in Physics to give the prize to
Ginzburg, Abrikosov, and Leggett.

At the Prize Award Ceremony held on December 10,
2003, the chairman of the Nobel Committee, Professor
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Mats Jonson, said that this prize was entirely devoted to
order that occurs not in the common surrounding world
but in the microworld of electrons and atoms. This
world is governed by the laws of quantum physics and
exhibits many unusual phenomena unobservable in the
macroworld. However, in some cases, a special type of
order among electrons and atoms may enhance the
quantum phenomena of the microworld to make them
visible to the unaided eye. The 2003 Nobel Prize was
given to the scientists whose works were of crucial
importance for the understanding of the relations
between order and macroscopic quantum phenomena
called superconductivity and superfluidity.

As early as 1911, the Dutch physicist Kamerlingh
Onnes found that the electrical resistance of mercury
disappears at a temperature of several degrees above
absolute zero. He called this phenomenon supercon-
ductivity. Later, Russian physicist Petr Kapitsa intro-
duced a similar term “superfluidity” to describe the
flow of liquid helium at even lower temperatures, when
the flow occurred without friction or resistance.

From the very beginning, it was evident that super-
conductivity could find wide application in modern
industry. For example, by making coils of supercon-
ducting wires, one could make high-power electromag-
nets operating without an energy loss. Unfortunately,
the first superconductors returned to the state of normal
metal even in weak magnetic fields. Later, supercon-
ductors of other types were discovered. They allowed a
coexistence of superconductivity and magnetism and
retained superconducting properties even in high mag-
netic fields. Superconducting magnets designed owing
to these findings have found application in high-resolu-
tion magnetic imaging devices for medical diagnostics
and in the equipment of large accelerators in elemen-
tary particle physics.

Two winners of the Nobel Prize, Ginzburg ad Abri-
kosov, made a decisive contribution to the understand-
ing of the nature of coexistence of superconductivity
and magnetism. Ginzburg, together with Landau,
developed a theory that described in detail how super-
conductivity disappears when certain critical values of
electric current and magnetic field are reached. Gin-
zburg and Landau introduced a measure of electron
order and called it the order parameter. Governed by
physical intuition, they formulated mathematical equa-
tions whose solution determines the order in a super-
conductor. They achieved a good agreement with the
results of experiments on superconductors available at
that time. The Ginzburg–Landau theory proved to be
rather general and widely applicable, and it is still used
today in many fields of physics.

Soon, experiments with new superconducting mate-
rials were carried out, and these experiments provided
unexpected results. It was Abrikosov who discovered
more complex types of order, which account for the
aforementioned deviations. By performing a compre-
hensive analysis of Ginzburg–Landau equations, he
showed how the spatial distribution of the order param-
eter is formed by vortices and how magnetic field can
penetrate into a superconductor owing to these vortices.
He explained the mechanism of coexistence of super-
conductivity with magnetism in a new class of materi-
als called type-II superconductors. This was break-
through in the studies of new superconducting materi-
als.

An order of an even more complex type takes place
in superfluid helium III, which was discovered in the
early 1970s. This occurred long after Kapitsa’s discov-
ery of superfluidity in helium of a natural origin, in
which the heavy helium IV isotope predominates. The
two helium isotopes are fundamentally different.
Helium IV belongs to the class of particles called
bosons, which can be directly ordered to form a super-
fluid through the so-called Bose–Einstein condensa-
tion. By contrast, helium III is a fermion, like an elec-
tron. Such particles should form pairs before reaching
the superfluid state. It was found that, in liquid helium
III, the atoms form pairs with internal degrees of free-
dom. This occurs partially because of the rotation of the
atoms with respect to each other and partially because
of their magnetic properties or their spin. As a conse-
quence, in this case, the Ginzburg–Landau order
parameter has eighteen components rather than two (as
in superconductors), and the resulting superfluid is
anisotropic: it may have different properties in different
directions.

It was Leggett who managed to explain the relation
between the properties of the new superfluids and the
variety of the types of order allowed by the multicom-
ponent order parameter. His theory made it possible to
interpret the results of experiments with helium III. It
was also used in other fields of science, in various prob-
lems of the physics of liquid crystals, and in cosmology.

These were the arguments considered by the Nobel
Committee when making the decision to award Gin-
zburg, Abrikosov, and Leggett the 2003 Nobel Prize in
physics for their pioneering contributions to the theory
of superconductors and superfluids.

The Prize Award Ceremony was the culmination of
Nobel Week, which lasted from December 6 to Decem-
ber 13 and included many speeches, meetings, and
receptions. The most important events were as follows:
a press conference of the Nobel Prize winners at the
Royal Swedish Academy of Sciences (December 7),
Nobel lecture at Stockholm University (December 8),
TV discussion with the Nobel Prize winners and the
reception by the Russian Ambassador to Sweden
(December 9), Prize Award Ceremony at the Stockholm
Concert Hall and the Nobel banquet at the City Hall
(December 10), reception by the King and Queen at the
royal palace (December 11), lecture and reception at
the Royal Institute of Technology (December 12), a
visit with a lecture to the ancient Uppsala University of
Sweden and a dinner at Stockholm University in honor
of St. Lucia (December 13). The main events were
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
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widely reported in the media. The Nobel Prize Cere-
mony was watched on TV in real time by about a billion
people (a quantity close to that for the final game of a
world football cup). Unfortunately, the Russian TV
channels were more formal towards the triumph of Rus-
sian science: they only reported on the subject in the
news.

Briefly, the biography of V.L. Ginzburg is as fol-
lows. He was born in 1916 in Moscow. In 1938, he
graduated from the Faculty of Physics of Moscow State
University. In 1940, he received the degree of candidate
of science, and two years later, the degree of doctor of
science. Ginzburg was elected a corresponding member
of the Academy of Sciences of the USSR in 1953, and
in 1966 he became a full member of the Academy.
Since 1940, he has worked at the Lebedev Physical
Institute of the Academy of Sciences. In addition, from
1945 to 1968, he worked at the Lobachevski University,
Gorki (Nizhni Novgorod), where he organized the
Department of Radio Wave Propagation at the Radio-
physical Faculty. He headed this department from 1945
to 1962. Since 1968, he has chaired the Department of
Problems of Physics and Astrophysics at the Moscow
Institute of Physics and Technology. Since 1998, he has
also been Editor-in-chief of Uspekhi Fizicheskikh Nauk
(Physics–Uspekhi).
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
Ginzburg received a State Award in 1953 and a
Lenin Prize in 1966. He also received Mandel’shtam
and Lomonosov academic awards in 1947 and 1962,
respectively. He was awarded a Vavilov Gold Medal
and a Lomonosov Large Gold Medal (1995), as well as
many other orders and medals from the government. He
was elected a member of the American National Acad-
emy of Sciences in 1981 and member of the Royal
Society of London in 1987. He is a foreign member of
many other academies and societies and has received
many foreign awards for his scientific achievements.

Personally, Ginzburg wrote: “All this is rather con-
ditional. Even worthless individuals may have formal
achievements. However, scientific results are different,
they are objective. … in superconductivity, superfluid-
ity, ferroelectricity, the Vavilov–Cherenkov effect and
transient radiation, radio astronomy, the origin of cos-
mic rays, scattering of light, and some other fields, my
contributions are significant.” This and subsequent cita-
tions are taken from the book by Ginzburg On Science,
Myself, and Others (Fizmatlit, Moscow, 2003).

One of Ginzburg’s papers included in this book
(“Reminiscences of My Participation in the Atomic
Project”) is devoted to an almost unknown but impor-
tant fact of his biography. In 1947, I.V. Kurchatov (the
supervisor of the Atomic project) invited I.E. Tamm
Ginzburg receives the Nobel Prize (December 10, 2003).
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(the future winner of the 1958 Nobel Prize for the the-
ory of the Vavilov–Cherenkov effect) to participate in
the project. “At that time, I was a five-year-old doctor
of science and the deputy head of the Theoretical
Department of the Lebedev Physical Institute while
Tamm was the head of this department. Naturally,
Tamm asked me to take part in the project … It was
then that the thought occurred to me to use the reaction
6Li + n  t + 4He + 4.6 MeV. After many years,
B.P. Konstantinov told me that he headed the construc-
tion of the plant for the separation of 6Li… When on
August 12, 1953, the first Soviet hydrogen bomb con-
taining 6Li was exploded, Americans detected 6Li in the
atmosphere and were amazed—this I read somewhere.
Thus, post factum, many years after 1953, I understood
that my proposal played an important part in our
Atomic project, while my closer participation in this
project was not allowed. … Presumably, I was not sent
to the object because I was politically suspect. … After
this, I never took part in any secret works but was con-
sidered as “secret” until 1987, i.e., for 32 years … In
this connection, I was not allowed to go abroad … On
the whole, for myself, the participation in the Atomic
project proved to be a positive factor … it may have
even saved my life.”

Among Ginzburg’s works concerned with acoustics,
one of the first was the paper “On the Dispersion of
High-Frequency Sound in Liquids” (Dokl. Akad. Nauk
SSSR 36, 9 (1942)), which was presented by Academi-
cian S.I. Vavilov. This subject was further investigated
by Ginzburg in his paper “On the General Relation
between Absorption and Dispersion of Sound Waves”
(Usp. Fiz. Nauk 56, 446 (1955)) and in the paper pub-
lished in the first issue of Akusticheskii Zhurnal, which
was cited at the beginning of this article. An analysis of
dispersion relations for refraction indices and absorp-
tion coefficients of waves was performed in his paper
co-authored with M.M. Meiman (Zh. Éxp. Teor. Fiz.
46, 243 (1964)). Ginzburg’s interest in acoustics is evi-
denced by his reviews of the book by I.G. Mikhailov
Propagation of Ultrasonic Waves in Liquids (Gos-
tekhizdat, Moscow, 1949; the review appeared in Sov.
Kn., No. 6, 32 (1950)) and the book by L.D. Landau
and E.M. Lifshits Mechanics of Continua (Gostekhiz-
dat, Moscow, 1944; the review appeared in: Usp. Fiz.
Nauk 28, 384 (1946)). Ginzburg also published some
other papers concerned with acoustic problems: “On
Magnetohydrodynamic Waves in Gas” (Zh. Éxp. Teor.
Fiz. 21, 788 (1951)), “On the Second Sound, Convec-
tive Mechanism of Heat Conduction, and Exciton Exci-
tations in Superconductors” (Zh. Éxp. Teor. Fiz. 41,
828 (1961)), and other papers. A number of Ginzburg’s
papers are of general significance for physics of nonlin-
ear waves: “On the Theory of Luxembourg–Gorki
Effect (Izv. Akad. Nauk SSSR, Ser. Fiz. 12, 293
(1948)), “On the Nonlinear Interaction of Radio Waves
Propagating in Plasma” (Zh. Éxp. Teor. Fiz. 35, 1573
(1958)), and “Nonlinear Phenomena in Plasma Placed
in an Alternating Electromagnetic Field” (co-authored
with A.V. Gurevich; Usp. Fiz. Nauk 70, 201 (1960)).

However, it is fundamental physics that has always
been of prime interest for Ginzburg, and his contribu-
tions to this field of science are great. Reflecting upon
science and himself, Ginzburg considered the origin of
his success. His conclusions are unexpected: “I think
that my mathematical abilities are below average. …
My memory, especially for formulas, is poor.” How-
ever, “I have a kind of good nose, an understanding of
physics, a tenacity and a combinatorial and associative
grip. Secondly, I had an aspiration for ‘inventing an
effect,’ for achieving something.” These words show
Ginzburg’s typical attitude based on the strictest
requirements and “true Nobel” criteria toward both
himself and others.

“My only talent that I agree to acknowledge is the
oratorical gift,” writes Ginzburg. This talent clearly
manifested itself in his Nobel lecture given on Decem-
ber 8, 2003, in the Aula Magna hall of the Stockholm
University. The statement he made in 1979 that “even
in English, I usually hold the audience” was fully justi-
fied. The listeners appreciated not only the outstanding
scientific results but also the brilliant personality of the
speaker, whose contribution to the development of
human intellect and modern civilization can scarcely be
exaggerated.

The author of this paper is grateful to M.S. Aksen-
t’eva for supplying the photographs.

O.V. Rudenko

Translated by E. Golyamina
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Experimental Modeling of the Processes of Active–Passive 
Thermoacoustic Tomography
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Abstract—Experiments confirming the major results of the theoretical study of an active–passive mode of
acoustic thermotomography are described. Experimental results are obtained with a setup intended for physical
modeling of the processes of correlation reconstruction of the temperature, absorption, and phase velocity of
sound in the object under investigation in the presence of an additionally introduced “illuminating” acoustic
noise field. A possibility of reconstructing the local values of absorption and inhomogeneity of sound velocity
from analyzing the correlation dependences based on difference and summary delays and also with the help of
a controlled anisotropic acoustic irradiation is demonstrated. © 2004 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Recent studies have demonstrated that the tendency
to increase to the maximum extent the spatial resolution
and information content of images in problems of
acoustic thermotomography offers considerable prom-
ise for the combined utilization of data in the active–
passive mode. The approach uses a detection of the
fields in a correlation tomographic system due to both
the intrinsic thermal radiation of an object under inves-
tigation and the scattering of external acoustic fields by
this object, including the case of the simultaneous utili-
zation of an additional thermal or quasi-random acous-
tic irradiation. This active–passive mode provides an
opportunity to realize a unified approach to the problem
and to statistically estimate both the temperature and
acoustic characteristics of a medium, which will
increase the diagnostic capabilities of the acoustic
methods. It is possible within the framework of this
approach to suggest a new scheme of acoustic correla-
tion thermotomography of a medium that is inhomoge-
neous in temperature; absorption coefficient; ultrasonic
phase velocity; and, possibly, density. It is demon-
strated that, in the case of using an external acoustic
field (of thermal origin or specially generated) and pro-
viding the required value of the accumulation factor,
the proposed method makes it possible not only to esti-
mate the degree of heating and the character of the
blood supply of a tissue [1, 2], but also to perform a sep-
arate reconstruction of the spatial distributions of all
listed acoustic and temperature parameters of an object
under investigation [3].

Here, we present the results of experiments illustrat-
ing the major characteristic features of the process of
active–passive thermotomography. For this purpose,
we developed and manufactured an experimental setup,
which allowed us to perform physical modeling of the
1063-7710/04/5003- $26.00 © 20243
correlation detection and processing of an acoustic field
of a thin refractive-absorbing layer in the presence of
controlled noise irradiation.

CAPABILITIES OF ACTIVE–PASSIVE ACOUSTIC 
TOMOGRAPHY

A theoretical consideration of the capabilities of this
method is given in [3]. Here, we briefly describe the
main relationships obtained in this study and generalize
them to the case of anisotropic background radiation.
The process of correlation measurements that lies at the
basis of thermoacoustic devices is considered [4]. A
simple model of an object in the form of a thin layer
that has an inhomogeneity in absorption and the phase
velocity of sound provides an opportunity to analyze
the correlation properties of thermoacoustic radiation
and scattering and then generalize them to the case of
an arbitrary object. The scheme of experimental mea-
surements (Fig. 1) coincides with the scheme consid-
ered in [3]. Identical flat receiving transducers and a
thin layer under investigation, whose thickness is much
smaller than the average sound wavelength λ in it, are
located in a volume filled with a liquid weakly absorb-
ing sound and bounded by absorbing walls. From the
thermal radiation of the layer, the receivers separate the
plane waves that propagate in the directions perpendic-
ular to the receiver planes. The part of the wall that is
located in the sensitivity zone of a receiver emits a wave
ϕ0 generated by the sources F0 as a result of the fluctu-
ation processes in the wall. In the process of propaga-
tion, this wave is scattered by the layer with a viscosity
b(r) and a phase velocity of sound c(r) that is different
from the velocity c0 in the surrounding liquid. The den-
sity of the layer is assumed to be close to the density of
the surrounding liquid ρ0 = const. The elastic properties
of the layer materials (rubber and a soft plastic film) are
004 MAIK “Nauka/Interperiodica”
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ϕ02 – δϕ2

Fig. 1. Scheme of correlation measurements of the thermoacoustic fields of a thin layer.
such that the layer can be treated as a liquid one. A wave
equation for the potential of the particle velocity ϕ in
the quasi-monochromatic approximation ~exp(–iωt)
has the form

where (1)

and η and ξ are the coefficients of shear and volume
viscosity. A solution to Eq. (1) can be represented in the
form ϕ ≡ ϕ0 – δϕ, where the scattered field (–δϕ) is pro-
duced by the secondary sources arising in the layer in
the case of the incidence of external radiation ϕ0 upon
it. We examine a one-dimensional problem along the x1

axis coinciding with the axis of directivity of receiver 1.
Its solution in the Born approximation has the form

(2)
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-------- ν x'( )ϕ0 x'( ) ik0 x1 x'–( )exp x'd∫

≡ ϕ0 x1( ) δϕb x1( )– iδϕν x1( ).–
The component (–δϕb) is antiphase to the primary field ϕ0.
The imaginary unit before the second integral in Eq. (2)
gives a phase shift of ±π/2 in the component (–iδϕν).

The correlation processing of the signals arriving
from the transducers and phased by the compensation
of difference or summary delays provides an opportu-
nity to reconstruct at each spatial point r the following
unknown characteristics of an object: the viscosity b(r)
proportional to the absorption coefficient, the inhomo-
geneity of the phase velocity of sound ν(r), the intrinsic
temperature T(r), and the temperature of background
radiation Tbg(r). The latter quantity Tbg(r) is understood
as the temperature that an absolute acoustic blackbody
should have when positioned at a given point r and
being in the state of equilibrium with the surrounding
acoustic radiation. The reconstruction is based on the
analysis of relationships between the thermoacoustic
fields radiated directly by an element of a heated
absorbing object and the external field (from other
similar sources) scattered by the same element.

In the case of the mode of phasing by difference
delays, the thin layer is oriented parallel to the bisectrix
of the angle between the planes of receiving transduc-
ers 1 and 2 in Fig. 1. Mutually uncorrelated primary
(background) waves ϕ01 and ϕ02 from the correspond-
ing parts of the basin walls arrive at the layer lying
within the region of intersection of the sensitivity zones
of the receivers. After the scattering of these waves
from the layer, the total field (ϕ01 – δϕ1) and the scat-
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
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tered field (–δϕ1) propagate in the directions symmetric
with respect to the layer and combine with (–δϕ2) and
(ϕ02 – δϕ2). Moreover, the absorbing layer produces its
own thermoacoustic radiation ϕT, which also goes to
both receivers. The cross-coherence function of signals
(i.e., the correlation function in the case of a complex
representation of signals) is

(3)

where the angular brackets mean averaging over real-

izations. In the case of the delay τ =  equal to the dif-
ference of propagation times from the layer to receivers 2
and 1, taking into account the independence of signals,
we obtain

(4)

Mutual orientation of the layer and transducers 1 and 2
provides an in-phase contribution to the quantity
Γ12(τ = ) from all parts of the layer. If the tempera-
ture of the basin walls is the same, i.e., the background
radiation is isotropic, the imaginary part of the phased
function Γ12(τ = ) is mutually compensated and
Eq. (4) transforms to the expression

(5)

Thus, in the case of phasing by difference delays, the
correlated signals at receivers 1 and 2 are the scattered
component of the background field and the intrinsic
thermal radiation.

The intrinsic thermal field ϕ0T generated within an
absorbing object undergoes multiple scattering from
the fluctuations of viscosity (b) and sound velocity (v)
in the same way as the field ϕ0 incident on the object
from outside. Therefore, by analogy with the total field
ϕ ≡ ϕ0 – δϕ, the total intrinsic thermal field ϕT can be
written in the form ϕT ≡ ϕ0T – δϕT, where (–δϕT) is the
scattered component. In this case, we have

(6)

Representation of the scattered fields –δϕ1, –δϕ2, and
−δϕΤ in the form of the Born–Neumann series (their
principal terms are given by Eq. (2)) provides an oppor-
tunity to express Eq. (4) using the acoustic and temper-
ature parameters b, ν, T, and Tbg of the thin layer.
Indeed, the term 〈|ϕ0T|2〉 from Eq. (6) provides the con-
tribution ~bT to the value of ReΓ12( ). The series
terms linear in b and ν, which are present in Eq. (4) in
the term –〈ϕ 01δ 〉, produce the contribution

~(−b ) to the value of ReΓ12( ) and the contribu-
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tion ~ν  to the value of ImΓ12( ), where 〈|ϕ01|2〉 is

proportional to the temperature  of the background

field ϕ01 . The analogous terms of the addend –〈 δϕ2〉
on account of the background field ϕ02 with the temper-

ature  produce the contribution ~(–b ) to

ReΓ12( ) (with the same sign as the contribution of

the field ϕ01) and the contribution ~(−ν ) to

ImΓ12( ) (with a sign opposite to that of the contribu-
tion of ϕ01). Thus, the principal terms in Eq. (4) have the
form

(7)

(8)

where the coefficients A(b) and C(ν) are proportional to
b and ν, respectively. In the case of isotropic back-

ground radiation with the temperature Tbg ≡  = ,
it follows from Eqs. (7) and (8) that

(9)

Thus, the real part of the coherence function that is

phased with the layer (τ = ) consists of the principal
term proportional to the absorption coefficient and the
temperature difference (T – Tbg). Among other terms
with a higher order of smallness with respect to the
components b and ν, the terms ~ν2nTbg produced by
scattering only from the inhomogeneities of sound
velocity are always mutually compensated (∀ n = 1, 2,
3, …) even in the case of anisotropy of background
radiation. This is connected with the fact that the com-
binations of the terms 〈|δϕ1|2〉  – Re〈ϕ 01δ 〉 and
〈|δϕ2|2〉  – Re〈 δϕ2〉  are present in ReΓ12( ). In each
of these combinations, all terms of the Born–Neumann
series, which contain only ν, are compensated in all
orders after phasing. Therefore, in the general case,
ReΓ12( ) consists of the sum of the terms of the type
of ~bm + 1ν2n(T – Tbg) (m, n = 0, 1, 2, …) containing b.

It is important to note the following issues. First, in
the case of phasing by difference delays, only the con-
trast (T – Tbg) is important. This is connected with the
fact that, in the case of an isothermal state, the corre-
lated condition of the intrinsic thermal radiation of the
layer is exactly compensated by the anti-correlated con-
dition of the background radiation scattered from the
same layer. Second, in the case of an isotropic back-
ground field, the inhomogeneity of the sound velocity
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ν(r) cannot be detected with difference delays, since
the terms Im〈ϕ 01δ 〉 and Im〈 δϕ2〉  in Eq. (8) com-
pensate each other, and the largest term ~bν2(T – Tbg)
that is present in ReΓ12( ) and contains ν(r) has the
third order of smallness with respect to inhomogene-
ities.

However the terms of the type of –Im〈ϕ 0δϕ*〉 ,
which have the principal term of the series ~νTbg, can
be reconstructed in the case of the mode of phasing by
summary delays. Additional transducers 3 and 4, trans-
parent to thermoacoustic radiation and sensitive to radi-
ation from both sides, are used to implement it. They
are located on the other side of the layer, opposite to
transducers 1 and 2, respectively (Fig. 1). In this case
the thin layer is oriented perpendicularly to the bisec-
trix of the angle between the planes of receivers 3 and
2 or receivers 4 and 1. The cross-coherence function
Γ32(τ) for the pair (3, 2) has two peaks corresponding to

the delays τ = ± . The value of  is equal to the total
time of propagation of the background field ϕ01 from
receiver 3 to the scattering layer and farther to receiver 2:

(10)

The maximum of Γ32(– ) corresponds to the propa-
gation of the background field in the opposite direction.
In the case of an isotropic background field, we have

Γ32(− ) = .

In the case of phasing by summary delays, the cor-
relation of signals at the receiving transducers arises
only due to the external background field and corre-
sponding scattered component. The intrinsic thermal
radiation ϕT of the absorbing component of the layer is
uncorrelated at the receivers. An inhomogeneity of
sound velocity does not produce its own thermal radia-
tion. Therefore, in Eq. (10), there is nothing to compen-
sate for the wave (–δϕ1) that is scattered by the layer. Its
power is proportional to the power of the primary back-
ground field, i.e., the temperature Tbg(r). In this case,
the principal terms of the Born–Neumann series of the
correlated fields –〈ϕ 01δ 〉 in Eq. (10) produce two

contributions for ReΓ32( ), namely, the linear contri-
bution ~(–bTbg) from the absorption and the quadratic
contribution ~(–ν2)Tbg from the inhomogeneity of phase

velocity, and one contribution for ImΓ32( ), namely,
the linear contribution ~νTbg. Then, we can write

(11)
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ImΓ32 τ ±τ= 32
+( ) C ν( )Tbg;=
Tbg =  at the delay τ = . The coefficient B(ν2) is
proportional to ν2 . Unlike the case of difference delays,
here the terms ~ν2nTbg (n = 1, 2, 3, …) in ReΓ32( )
are not compensated, since the addends of the type of
〈|δϕ1|2〉  are absent in Eq. (10).

Thus, the value of absorption can be reconstructed
even in the conditions of isotropic background radia-
tion in the case of signal phasing by only difference or
only summary delays. At the same time, in the case of
an isotropic background field, the inhomogeneity of
phase velocity can only be reconstructed in the case of
summary delays. However, the implementation of the
scheme of correlation measurements based on sum-
mary delays is sufficiently difficult, since it requires uti-
lization of an antenna array made of sound-transparent
receiving transducers. Therefore, separate reconstruc-
tion of both scattering components b(r) and ν(r) in a
scheme with difference delays in the case of utilization
of anisotropic background radiation seems to be prom-
ising for real tomographic systems. This is connected
with the appearance of a nonzero imaginary part of a
phased coherence function with the principal term pro-
portional to ν(r). Indeed, if the basin walls are heated
nonuniformly in such a way that the background fields

ϕ01 and ϕ02 have different temperatures  ≠ ,

then, according to Eq. (8), ImΓ12( )  ≠ 0. Let us con-
sider the two simplest versions of realization of back-
ground radiation at a fixed intrinsic temperature T of a
thin layer under investigation. In the first version, only

the temperature of the field ϕ01 differs from T, T:  =

T + δT(1) and  = T. In this case, for the coherence

function Γ12 ≡  from Eqs. (7) and (8) it follows that

(12)

In the second version, on the contrary, the temperature

of the field ϕ02 differs from T:  = T and  = T +

δT(2). In this case, we have for Γ12 ≡ :

(13)

Therefore, in the case of anisotropic background radia-
tion, the principal term of the function ReΓ12( ) is
proportional to the absorption coefficient, and the prin-
cipal term of the function ImΓ12( ) is proportional to
the inhomogeneity of sound velocity. These properties
provide an opportunity to reconstruct both b and ν,
while working only with difference delays. The effect
can be amplified and the precision of reconstruction can
be increased by using summary and difference combi-
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nations of Eqs. (12) and (13). The sum  +  coin-
cides with the result of Eqs. (7) and (8) in the case of a

simultaneous irradiation  = T + δT(1) and  = T +
δT(2):

The difference  –  yields

The particular case of δT ≡ δT(1) = δT(2) provides an
opportunity to demonstrate the advantages of the com-

binations  ± :

(14)

(15)

The real part of the summary combination in Eq. (14)
separates the contribution from the absorbing compo-
nent of the layer by doubling it. In this case, the contri-
bution of the inhomogeneity of sound velocity to the
imaginary part is compensated. Conversely, the imagi-
nary part of the difference combination in Eq. (15) sep-
arates and doubles the contribution from the inhomoge-
neity of sound velocity. At the same time, the contribu-
tion of the absorbing component to the real part is
compensated.

The correlation properties of the fields considered
using the example of a thin layer are generalized to the
case of an arbitrary refractive-absorbing object. In the
case of a correlation system of a circular receiving grid,
the signals of each pair (i, k) of transducers form a cor-
responding element of the coherence matrix Γik(τ).
These elements are phased to the fixed point rj of the
object by compensation of the difference (τ = ) or

sum (τ = ) of the times of propagation from this

point to receivers k and i. The values of Γik( ) or

Γik( ) are further summed over all pairs (i, k) with
certain weights, which finally leads to the phased val-
ues of the coherence function (rj) or (rj), respec-

tively. The cross-influence of  and  in the vicinity
of the phasing point is almost absent. The properties of
the functions (r) and (r) are analogous to the

properties of the functions Γ12( ) and Γ32(± ) in the
case of a thin layer.
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The values of Re (r) and Im (r) make it possi-
ble to reconstruct the unknown local values of b(r),
ν(r), T(r), and Tbg(r) for each resolution element of a
region under investigation. In this case, the real part
Re (r) does not contain new information. To recon-
struct separately all indicated parameters, it is neces-
sary to conduct measurements at two different back-
ground temperatures Tbg(r). One distribution of back-
ground radiation corresponds to the natural state of a
system under investigation (a biological tissue), i.e.,
measurements in a purely passive mode. The other dis-
tribution is provided by the introduction of additional
active sources into a tomographic system, which are
excited by random or quasi-random signal generators
and produce a field (irradiation) similar to a thermo-
acoustic field. This is a kind of an active mode of ther-
motomography. In this case, the aforementioned rela-
tionship of Re (r) ~ b(r)[T(r) – Tbg(r)] and

Im (r) ~ ν(r)Tbg(r) at known values of Re (r) and

Im (r) leads to a system of equations with respect to
b(r), ν(r), T(r), and both unknown distributions Tbg(r).
Taking into account only the principal terms in expres-
sions for (r) is quite sufficient because of the small
size of the resolution element. Estimation of the purely
refractive term γ(r) ~ ν2(r) considered in [3] is unnec-
essary, since the term γ(r) is compensated in Re (r).
This simplifies the procedure of reconstruction of
parameters b(r) and ν(r) and increases its accuracy.
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Fig. 2. Scheme of a transducer.



248 BUROV et al.
The possibility of using the artificial anisotropy of
background radiation can be generalized to the case of
an arbitrary object and a complex antenna system. In
the case of a circular array, each of the terms Γik( )
consists of the sum or difference of two terms

 and , which correspond to the
correlation of signals at the same fixed pair of receivers
(i, k) but for two different versions of background irra-
diation in the directions of these receivers. The irradia-
tion (i.e., radiation corresponding to the temperature
different from the equilibrium temperature of the sys-
tem) is produced sequentially by two sources of back-
ground radiation, which are located opposite the ith and
kth receivers on the extensions of the rays issuing from
the respective receiver and passing through the recon-
structed element of the object with its center at the point
rj. The situation is analogous to that considered in
Fig. 1 with the thin layer being replaced by a resolution
element and with the flat receivers being replaced by

point receivers. The first term  is formed by the
direct irradiation of the ith receiver and the simulta-
neous detection of the scattered field (correlated with
the signal at the ith receiver) by the kth receiver. In this
measurement, nonequilibrium irradiation of the kth
receiver from the opposite source is absent, and the
direct field of the source opposite to the ith receiver is
decorrelated at the kth receiver due to a time shift. The

second term  is formed by the analogous
direct irradiation of the kth receiver and the reception of
the scattered field by the ith receiver. The result of com-

bining the values of  and  contrib-

utes to Re (rj) providing an opportunity to recon-
struct the absorption at a given point by taking into
account all pairs (i, k). The difference combination of

 and  contributes to Im (rj) and
reconstructs the velocity inhomogeneity. Since two ver-
sions of background irradiation are determined by the
point rj under reconstruction and the pair (i, k), it is pos-
sible to provide them for all combinations of the param-
eters (rj, i, k) only using the nonstationary mode of
active radiation, when, for example, a background
source rotates in the course of the correlation measure-
ments.

MODELING SETUP

The setup for physical modeling of thermoacoustic
processes that was used for correlation processing of
signals in the modes of both difference and summary
delays is schematically represented in Fig. 1. Flat
receiving transducers (Fig. 2) with sufficiently high
electroacoustic parameters and good noise immunity
were used. Therefore, the major contribution to the
input noise signal was made by the acoustic noise of the
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medium and not by the fluctuation processes associated
with losses in transducers. The sensitive element is a
piezoceramic plate shaped as a disk with a diameter of
30 mm, which has a double-layer matching with the
medium. The plate was positioned in a cylindrical brass
housing dividing its volume into two parts. The cylin-
der end on one side was covered by copper foil and the
space between the foil and the piezoceramics remained
filled with air. This provided one-side sensitivity of the
transducer, which increased the signal-to-noise ratio at
the amplifier output. A polymer film with one-side metal-
lization, which transmitted acoustic signals, was fixed
on the sensitive side of the cylinder. This film with a
thickness of 30 µm had an acoustic impedance value
close to that of water. The space between the film and
the piezoceramics was filled with silicon oil. The elec-
tric leads from the piezoceramics were connected to a
differential transformer input. This design and connec-
tion considerably reduced the pickup noise of amplifi-
ers. Special attention was given to the quality and iden-
tity of transducers in the course of their manufacture.

A pair of transducers with an operating frequency
band of 890 ± 100 kHz, static capacity of ~1150 pF,
impedance at the resonance frequency of 650 Ω , and
sensitivity of 50 µV/Pa was used in the experiment. The
input–output transfer factor for the pair of transducers
at the resonance frequency is equal to 0.96 and at the
boundary frequencies, to 0.59. The active part of the
impedance of the receiving transducers is 400 ± 30 Ω
within the frequency range 680–850 kHz. The imped-
ance grows outside this range and is equal to 500 Ω at
a frequency of 900 kHz and 1500 Ω at 1 MHz, i.e., at
the upper boundary of the frequency range used.

Amplifiers were designed according to a totally
symmetric paraphase circuit and were well protected
against electromagnetic pickup. A high value of signal–
to–internal noise ratio and small external pickup were
provided by the developed and precisely manufactured
scheme of amplifiers using discrete elements and tran-
sistors with a low noise factor value. The input and out-
put of amplifiers had symmetric transformer decou-
plings. Utilization of two parallel amplification chan-
nels operating in antiphase in each amplifier, direct-
current elements of power supply separate for each
amplifier, and precise screening of circuits provided an
opportunity to reduce by many times the parasitic elec-
tric pickup. The resonance frequency of the amplifiers
was equal to 890 kHz with a total frequency band of
about 250 kHz. The gain factor was ~350. The mea-
sured value of the noise factor was 1.5–2 dB. The effec-
tive noise resistance at the short-circuited amplifier
input, which was measured within the operating fre-
quency band and reduced to the input of the first ampli-
fier stage (i.e., to transistor bases and not to the trans-
former input of an amplifier), was equal to ~8 Ω . The
phase identity of the amplifiers was monitored within
the whole operating frequency range. (We observed
deviations within the range of 3°–5°.) The parameters
of the developed transducers and amplifiers provided
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
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an opportunity to conduct correlation measurements
with a storage time of up to 60 s at a low level of corre-
lation peak from external noise at τ = 0. In the case of a
storage time greater than 60 s, the level of this peak
increases, although the setup permits any preset storage
time up to tens of minutes.

The setup was positioned in a basin filled with
water. The basin was a metallic cylindrical tank with a
diameter of 325 mm and a height of 120 mm. The inter-
nal walls and bottom of the basin were covered with
acoustically absorbing rubber. The thickness of the rub-
ber layer was 17 mm on the side walls and 5 mm at the
bottom. As a result, the amplitude coefficient of reflec-
tion from the walls was equal to ~0.2. Positions of all
transducers and a thin layer under investigation were
set and controlled with the help of independently mov-
ing rotation devices, which were fixed to the massive
lid of the basin.

Digitized signals from the amplifiers were further
subjected to correlation processing. It was necessary to
conduct measurements for tens of seconds to obtain a
sufficient statistical data level providing the necessary
accumulation factor [3]. For this purpose, a scheme of
digitizing with a frequency of 2.5 MHz and intermedi-
ate operative processing of signals coming in portions
from two receivers was implemented. Each frame con-
sisted of two digitized signals containing 1024 time
samples each. For processing we used a standard
EZ-KIT Lite card on the basis of an ADSP 21061
(Sharc) signal processor by the Analog Devices com-
pany with a clock rate of 40 MHz and also a specially
manufactured card with a twelve-digit A/D converter
and Altera programmable crystal (by Analog Devices),
which played the role of the controller of data transfer
from the A/D converter to the internal memory of the
Sharc processor. With this scheme, it was possible to
realize a quasi-continuous mode of signal reception:
2.5 seconds of processor operation, during which paral-
lel correlation processing of digitized signals in a frame
was performed, corresponded to one second of data
acquisition. The time spectra of each of two signals in
a current frame were calculated. After that, the spectra
were multiplied. As the next frames were processed, a
summation (averaging over frames) of spectrum prod-
ucts was conducted. Only the averaged product was
stored, which allowed us to save memory. Processing
was concluded by performing the inverse Fourier trans-
formation of the average spectrum product, which
determined the cross-correlation function. It is neces-
sary to note that correlation processing of the real sig-
nals measured in the experiment was performed. A
transition to complex representation of signals was not
performed, since at this stage it was unnecessary for
illustrating the basic properties of the elements of the
correlation matrix. Therefore, in the figures in this
paper, we present (in arbitrary units) the correlation
functions of real signals. Real or imaginary parts of the
coherence function correspond to these correlation
functions (depending on the phase shift of their carrier
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
frequency). A complex representation is more conve-
nient algorithmically in the problems of thermotomog-
raphy for a separate quantitative evaluation of absorp-
tion and phase velocity of sound in an arbitrary object
from the real or imaginary part of the phased coherence
function.

A separate problem in the course of studies was the
selection of the material for a model thin layer. We used
a sheet of rubber with a thickness of 0.45 mm (a medi-
cal rubber bandage) as a thin layer with strong absorp-
tion and, at the same time, a small contrast of phase
velocity of sound. The phase velocity of sound in it
only exceeded the sound velocity in water at ~24°C by
~30 m/s. Absorption in the operating frequency band
was about 19 dB/cm, which led to absorption in the
layer equal to ~0.8 dB. In what follows, we consider
this layer as an absorbing one, since the absorbing com-
ponent in it is much stronger than the refractive compo-
nent. Indeed, at a frequency of about 1 MHz, the contri-
butions of inhomogeneity of absorption (~2 dB/cm)
and inhomogeneity of sound velocity (~10 m/s) to the
scattered field are approximately equal. The second
sample was considered as a refractive layer with a large
contrast of phase velocity. It was an almost nonabsorb-
ing polymer film with a thickness of ~0.15 mm. The
sound velocity in it was higher than the sound velocity
in water by ~350 m/s. Both samples had a surface area
of 60 × 60 mm. Utilization of layers, where one of the
components determining the scattering is most pro-
nounced, was intended to illustrate experimentally the
individual contribution of each component to the coher-
ence function.

The layer was positioned in a small volume with the
dimensions 70 × 70 × 20 mm separated from the
remaining volume of the basin by thin films to heat the
layer up to the preset temperature T and further main-
tain it for several tens of seconds. This heated volume
was then positioned (according to the “matryoshka”
principle) into an intermediate volume with the dimen-
sions 80 × 80 × 30 mm. This structure was rigidly fixed
to a common base providing an opportunity to rotate it
together with the layer as a whole. In the course of the
experiment, the volume where the layer was positioned,
was filled with hot water, and water with a temperature
slightly lower or equal to the temperature of water in
the basin was poured into the second volume. This tech-
nique improves the thermal insulation of water sur-
rounding the layer under study, since convectional heat
transfer is eliminated.

EXPERIMENTAL TECHNIQUE 
AND RESULTS

At the stage of the preliminary adjustment of the
setup, we performed precise angular orientation of the
layer and receiving transducers. For adjustment in the
case of measurements with difference delays, we used
an additional flat piezoceramic transducer positioned
into the sensitivity zone of one of receivers. In the case
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of summary delays, an additional transducer was
unnecessary, since here one of the transducers also
played the role of a radiator.

Initially, condenser type sound-transparent trans-
ducers, which were excited by noise generators, and
later (including the experiments discussed further) just
pieces of thick rubber with the dimensions 70 × 110 ×
17 mm (similar rubber covered the internal walls of the
basin) were used as the sources of irradiation, i.e., non-
equilibrium background radiation. Before measure-
ments, the rubber pieces were either heated up to a tem-
perature of 70–80°C or cooled down to 0–3°C and posi-
tioned during measurements near the basin walls
opposite receiving transducers 1 and 2. The positions of
these rubber pieces are shown in Fig. 1. In such a way,
the background temperature Tbg was changed in com-
parison with the equilibrium room temperature T0 ≈
24°C of water and the other system elements. In the
case of symmetric irradiation, we used two rubber
pieces equally heated or cooled and positioned into the
sensitivity zones of both transducers. To produce asym-
metric irradiation, a piece of rubber was positioned
opposite to one of the transducers, and in this case the
basin wall that had the equilibrium temperature of the
system got into the sensitivity zone of another trans-
ducer.

The first result presented concerns the detection of
the intrinsic acoustic radiation of a thin absorbing layer.
The layer was positioned into the aforementioned
structure with water heated up to T ≈ (70 – 80)°C. The
background room temperature of water Tbg = T0 ≈ 24°C
in the basin almost did not change. The time of correla-
tion storage in the discussed experiments was 10 sec-
onds (if a different time is not indicated additionally).
Mutual positions of the layer and the receiving trans-
ducers corresponded to measurements by receivers 1
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Fig. 3. Cross-coherence function of intrinsic radiation of a
thin heated absorbing layer. The peak corresponds to a dif-
ference delay.
and 2 in Fig. 1 (the layer was oriented parallel to the
bisectrix of the angle between the receiver planes). The
correlation function of the intrinsic radiation of a thin
layer, which corresponds to the real part of the coher-
ence function ReΓ12(τ), is shown in Fig. 3. The maxi-
mum of the function ReΓ12(τ) is reached at the delay
τ =  equal to the difference of times of signal prop-
agation to receivers 2 and 1, which agrees well with
Eq. (9).

In the next experiment, the thin layer was oriented
perpendicularly to the bisectrix of the angle between
the receiver planes, which corresponded to measuring
by the pair of receivers (3, 2) or (4, 1) in Fig. 1. All ele-
ments of the setup had the same room temperature. In
this case, even in the isothermal mode, two peaks of the
cross-coherence function Γ32(τ) are observed, which
correspond to phasing of the layer-reflected signal of
the intrinsic radiation of transducers with the summary
delays τ = ± . According to Eq. (11), these peaks
belong to the function ReΓ32(τ) in the case of a thin
purely absorbing layer (Fig. 4) and the function
ImΓ32(τ) in the case of a weakly absorbing layer of a
refractive type (a figure for it is similar to Fig. 4). The
position of one of the peaks τ =  corresponds to the
propagation time of an acoustic noise signal (which, in
this case of acoustically opaque receiving transducers,
is the result of the summation of intrinsic thermal noise
in a piezoelectric transducer and noise in the input cir-
cuits of an amplifier) from the third transducer to the
second one. The second peak τ = –  corresponds to
the propagation time of the signal of analogous origin
from the second transducer to the third one.

To confirm illustratively Eq. (9), according to which
in the case of difference delays the contribution to the
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Fig. 4. Cross-coherence function of the background field
reflected from a thin absorbing layer in the isothermal case.
The two peaks correspond to summary delays.
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Fig. 5. Cross-coherence function for the radiation of a thin absorbing layer at a background temperature (a, b) higher and (c, d) lower
than the layer temperature. The peak corresponds to a difference delay.
coherence function is produced exactly by the differ-
ence (T – Tbg) of the intrinsic temperature and the back-
ground temperature, we conducted an experiment at
positive and negative temperature contrasts (T – Tbg).
The scheme of the experiment corresponded to Fig. 1
with the use of the pair of transducers (1, 2). The back-
ground irradiation in this case was symmetric and only
its temperature Tbg varied, which in one case was set to
be higher than the intrinsic (room) temperature of the
thin layer T = T0 and in the second case, lower than it.
Figure 5 presents the correlation functions of thermal
radiation of an absorbing layer that correspond to the
function ReΓ12(τ). In the cases Tbg > T (Fig. 5a) and
Tbg < T (Fig. 5c), the background radiation was pro-
duced by heated or cooled pieces of rubber, respec-
tively. The time of correlation storage was 20 s instead
of 10 s, which was the reason for the fact that the rela-

tive noise level in Fig. 5 is ~  times lower than in
Figs. 3, 4, 6, and 7. The results of both experiments
(Figs. 5a, 5c) agree well with Eq. (9). One can clearly
see the oscillation burst of the function ReΓ12(τ) at the
difference delay τ = . Moreover, as it follows from
Eq. (9), the sign of the function ReΓ12( ) phased by
difference delays in the two considered experiments

2

τ12
–

τ12
–
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must be opposite. This fact can be clearly observed in
Figs. 5b and 5d, which show the magnified fragments
of the same correlation functions after sinc-interpola-
tion of these fragments to a thicker grid of time samples
near the value of , which corresponds to the time
sample “–39.” Not only the sign but also the amplitude
of ReΓ12( ) depends on the temperature contrast. In the
case of irradiation with the help of hot rubber, the temper-
ature contrast (T – Tbg) was about –56°ë, and in the case
of cold rubber, about 24°C. The ratio of the absolute
values of these contrasts agrees well with the ratio of the
peak amplitudes of the correlation functions in Fig. 5.

The normalized values of the correlation coefficient
can be obtained by division of the given values of cor-
relation functions by the peak value of the autocorrela-
tion function. For example, in the case of symmetric
background irradiation with a temperature Tbg > T
(Fig. 5a), the peak value of the normalized correlation
function is kcorr ≅  0.015. On the other hand, the theoret-
ically expected value of the correlation coefficient for
an absorbing layer with a thickness l, which has the
amplitude absorption coefficient α, is estimated as

τ12
–

τ12
–

kcorr T Tbg– 1 2α l–( )exp–[ ] /Tbg at α l ! 1.≈
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Fig. 6. Cross-coherence functions in the case of an asymmetric thermal irradiation of a thin absorbing layer in the directions of
(a) only the first and (b) only the second receiver. (c) The sum and (d) difference of these functions.
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Fig. 7. (a) Sum and (b) difference of cross-coherence functions corresponding to an asymmetric irradiation of a thin refractive layer
sequentially from two directions.
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In the case of the experimental parameters under con-
sideration |T – Tbg| ≈ 56°, l = 4.5 × 10–4 m, and an
absorption of 19 dB/cm, we have kcorr ≈ 0.03. Taking
into account the reduction of this value because of the
noise factor of the receiving system and the nonideal
efficiency of transducers, and also in view of the strong
influence of the quality of adjustment of the experimen-
tal setup on the value of the correlation response, we
can speak about a sufficiently good agreement of the
experimental and theoretical values of kcorr.

The next experiments illustrate the capabilities of
thermotomography in the case of asymmetric back-
ground radiation. The intrinsic temperature of a layer in
these experiments remained equal to the room temper-
ature, T = T0 . The asymmetric property of the radiation
was created by thermal irradiation by one heated piece
of rubber. In the first version of irradiation, the heated
rubber was positioned only opposite to receiver 1, so

that the temperature of the field ϕ01 increases:  =

T0 + δT and  = T0 . In the second version, the rubber

was positioned opposite to receiver 2:  = T0 and

 ≈ T0 + δT. Here, δT(2) ≈ δT(1) = δT. Correlation
functions for an absorbing layer in these two versions
of asymmetric irradiation are given in Figs. 6a and 6b.
In the case of a complex representation of signals, the

functions Re (τ) and Re (τ) in Eqs. (12) and
(13), respectively, have an analogous form. In this case,

the functions Im (τ) and Im (τ) are shifted with
respect to them to a quarter-period of the carrier fre-
quency. The sum of correlation functions (Fig. 6c)
almost reproduces the correlation function of Eq. (9)
obtained in the case of symmetric irradiation of the
layer. This sum corresponds to the combination

Re (τ) + Re (τ). The combination Im (τ) –

Im (τ) corresponds to the difference of correlation
functions (Fig. 6d). According to Eq. (14), the summary
combination phased to the layer separates the contribu-
tion of the absorbing component. Indeed, for the layer
under consideration, this sum has a clearly expressed
maximum at τ =  (Fig. 6c). The maximum is dou-
bled in comparison with the versions of one-side irradi-
ation (Figs. 6a and 6b). At the same time, a small ampli-
tude for the difference combination of Eq. (15), which
carries information on the refractive component, is evi-
dence of the almost complete absence of the velocity
contrast in the layer (Fig. 6d).

The correlation functions of the refractive layer at
two versions of asymmetrical irradiation have similar
shapes in Figs. 6a and 6b. In this case, the correlation
functions are antiphase near the value of the phasing
delay τ = . This fact agrees well with Eqs. (12) and

(13): Im ( ) = –Im ( ) at δT(1) = δT(2), and

Tbg
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Tbg
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the absorbing component is absent in the layer. The lat-
ter fact is confirmed by the form of the summary corre-
lation combination, which has no characteristic rises
(Fig. 7a). The difference combination (Fig. 7b) contains
a maximum at τ = . It is doubled in comparison with
one-side irradiation. In analogous experiments with
samples that have both b- and ν-components, the char-
acteristic peaks are present in both summary and differ-
ence combinations. Their values are proportional to the
values of b and ν, respectively. Thus, in the case of sig-
nal phasing by difference delays, an opportunity to
reconstruct not only the values of absorption (such
opportunity exists also in the case of an isotropic back-
ground radiation) but also the inhomogeneity of the
phase velocity of sound is demonstrated. This becomes
practically possible only in the case of anisotropic
background radiation.

It is necessary to specify some technical details of
conducted modeling experiments. Their purpose at this
stage was an illustration of the main theoretical results
but not a quantitative evaluation of the temperature and
acoustic parameters of an object and the surrounding
medium. Therefore, the setup was designed according
to a simplified scheme, which made it possible to com-
pare the results quantitatively only within a single
series of experiments conducted at a fixed setup adjust-
ment. It is possible to improve the setup by increasing
its precision characteristics. Such an improvement that
is not accompanied by fundamental technological diffi-
culties would provide an opportunity to quantitatively
reconstruct the values of all parameters (b, ν, T, Tbg) of
an object under investigation. In the general case of an
object of arbitrary shape, it is necessary to implement a
full scheme of active–passive thermoacoustic tomogra-
phy, where the number of receiving transducers and the
necessary accumulation time are determined by the
required resolution [3].

CONCLUSIONS

Currently, the theory of the processes determining
the capabilities and difficulties of the active–passive
mode of thermoacoustic tomography is clear in its
major aspects. Basic theoretical results have been con-
firmed experimentally. At this stage, understanding of
the physical nature of thermoacoustic processes is suf-
ficient for the further development of thermotomogra-
phy systems, but the main difficulty in implementing
such systems is the low input signal-to-noise ratio. This
difficulty is of a fundamental character. It is common to
all systems of noncoherent tomography, and its elimi-
nation requires antenna systems with a very large num-
ber of transducers and a long averaging time.
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Abstract—The data of several experiments on the long-range propagation of explosion-generated and tonal
sound signals are analyzed. The experiments are performed by the Acoustics Institute in the Mediterranean Sea
with a fully developed sound channel. A substantial difference is observed for the propagation conditions in the
western and eastern parts of the sea. This difference concerns the vertical sound speed profiles, the time struc-
tures of the sound field in the underwater sound channel, the duration of the explosion-generated signal, and the
positions of the convergence zones. The experiment is compared with calculations. The observed difference in
the experimental and calculated positions of the first convergence zone is explained by the imperfection of the
relation used to recalculate the salinity, water temperature, and hydrostatic pressure to the sound speed. In spite
of substantial difference in the propagation conditions on two 600-km paths, the experimental low-frequency
attenuation coefficients on these paths (and on some shorter ones) agree well with each other for the frequency
band of several kilohertz. The data are also close to those published for another 600-km path. All the paths men-
tioned run in different parts of the Mediterranean Sea. The frequency dependence of sound attenuation (absorp-
tion) can be well described by the relation that accounts for the absorption caused by the boron present in the
sea water. © 2004 MAIK “Nauka/Interperiodica”.
The Mediterranean Sea is a land-locked one for
which a specific hydrological regime is characteristic
[1–4]. Its main specificity is a moderate water inter-
change with other regions (the Atlantic Ocean, the
Black Sea, and the Red Sea). The evaporation rate sub-
stantially exceeds the income of atmospheric precipita-
tion and the yield of rivers. The water shortage is com-
pensated by the surface waters of the Atlantic, which
enter the sea through the Strait of Gibraltar. The evapo-
ration-caused increase in salinity leads to an increase in
the water density. The denser water comes down and
gradually fills the western and eastern troughs of the
Mediterranean Sea to form a uniform bulk of relatively
warm high-salinity water. At depths of 250–300 m, the
temperature and salinity of Mediterranean water
slightly varies (12.5–13.5°C to 37.5–39‰, respec-
tively). In summer and autumn, the warming of surface
water forms an underwater sound channel (USC) with
its axis at a depth of 150–300 m. The Mediterranean
USC is specific in that it is concentrated near the sur-
face (with near-bottom sound speed considerably
greater than the near-surface one) and has a small thick-
ness (with a sea depth of 3000 m or more, the “purely
water” signals propagate within a near-surface layer of
1200–1700 m in thickness).

Being prolate in the latitudinal direction, the Medi-
terranean Sea consists of several basins. However, the
Sicilian Ridge situated between Sicily and Africa
divides the sea into two large zones, the western and
eastern troughs, with encumbered water interchange
between them. The strait over the ridge is a shallow-
1063-7710/04/5003- $26.00 © 20255
water area with a narrow passage whose depth is less
than 400 m.

The western and eastern parts of the Mediterranean
Sea are quite different in sound propagation. This dif-
ference manifests itself foremost in the vertical profiles
of the sound speed and in the USC shapes. Figure 1
shows profiles c(z) measured in autumn, on two
600-km paths crossing the Algeria–Provence basin and
the Levant Sea, respectively. In the western region, the
USC has a channel axis at depths of 50–200 m. In the
eastern region, the USC axis is not as pronounced and
lies at depths of 150–500 m (from 200 to 400 m the
sound speed varies by no more than ±0.5–0.7 m/s). The
minimal sound speeds are also considerably different in
the two regions. Such a difference is caused by the iso-
lation of these regions, the weak water interchange both
between them and with the Atlantic Ocean, and their
different distances from the Strait of Gibraltar.

The first experiments on sound propagation in the
Mediterranean Sea were performed in the early and
mid-sixties of the last century. Starting in 1963, more or
less systematic studies were carried out under the
NATO underwater-acoustics research projects. In the
early experiments [5], the path lengths were several
tens of kilometers, and they were increased up to
600 km in 1982 [6]. In recent years, much attention has
been paid to the acoustic tomography of the Mediterra-
nean waters [7].

Since 1965, the Acoustics Institute studied the inten-
sity, time, and spatial structures of the sound field pro-
duced by a point source in both the eastern and western
parts of the Mediterranean Sea. The studies on long-
004 MAIK “Nauka/Interperiodica”
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range sound propagation of explosion-generated sig-
nals (on paths longer than 600 km) were carried out in
autumn (September and October), 1965, in two regions
(the Algeria–Provence basin and the Levant Sea),
which differed in both their water characteristics and
bottom relief.

In the sixties and seventies, the high interest in the
Mediterranean Sea was particularly caused by the spec-
ificity of water characteristics, namely, by higher water
temperature and higher salinity in comparison with the
ocean. The experimental data on sound attenuation in
the Mediterranean, Black, and Baltic Seas, and the Sea
of Japan, which differ considerably in water tempera-
ture and salinity, offered a good opportunity to verify
the hypothesis of the boron-caused low-frequency
relaxation proposed in the early seventies.
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Fig. 1. Vertical sound speed profiles measured in the (a)
western and (b) eastern parts of the Mediterranean Sea on
the paths of long-range propagation of explosion-generated
signals. The distances from the receiving vessel to the
points of measuring the profile c(z) are indicated to the right
of each curve.
Measurements in the kiloherts frequency range were
carried out using piezoceramic transducers as the
sources of sound. The objective of these experiments
was to study the intensity characteristics of the sound
field (foremost, sound attenuation and absorption),
including the vertical and horizontal structures of sound
fields.

In the western part of the sea, the experiments were
performed in both the spring and autumn. In spring
(May), the measurements were carried out south-east of
the Balearic Islands. The sea depth on the path was
2400–2800 m. The USC axis was at depths of 60–
120 m. Purely water signals propagated in the water
layer lying between the surface and a depth of 720 m.
A towed signal source was used with a towing depth of
100–110 m. Continuous pseudonoise signals were
transmitted in a 1/3-octave band around the central fre-
quencies of 1.6 and 4 kHz. An omnidirectional receiv-
ing system was at a depth of 100 m. The longest dis-
tance between two vessels involved in the experiment
was 120 km. The attenuation coefficient was estimated
by measuring the deviation of the experimental sound
level decay from the cylindrical law and was found to
be 0.13 and 0.32 dB/km, respectively. Figure 2 illus-
trates the decay of the sound field level at 4 kHz, upon
compensating for the cylindrical law of the geometric
spread. The method of least squares was used to obtain
the slope of the straight line approximating the decay at
distances of 20 to 90 km. The slope of this line relative
to the abscissa axis (0.32 dB/km in our case) deter-
mines the attenuation coefficient. The data of this
experiment were also used to estimate the transition
distance, which proved to be 2.7 km in the spring.

In autumn (the second half of November), a path
south of the Balearic Islands was surveyed. With a
towed sound source, semidiurnal studies were carried
out to observe the sound field level in the vicinity of the
first convergence zone, at distances of 25–40 km from
the source. The sea depth was 2800 m on the path. The
axis of the somewhat “fuzzy” USC was at a depth of
150–200 m with a discontinuity layer depth of about
60 m. The near-surface mixed water layer was about
50 m in thickness. The purely water signals propagated
at depths from 50 to 1100 m.

Noise-like 1/3-octave signals around 2.5 kHz were
transmitted. The experimental procedure was based on
the method proposed earlier (see [8, 9]). The sound
source was towed at a depth of 84–88 m, and the recep-
tion depths were 15, 200, and 600 m. Over twelve
hours, the transmitting vessel crossed the first conver-
gence zone five times.

For the reception depths of 200 and 600 m, the rms
deviation of the sound field level reached 2.5–3 dB at
some points of the path.

A pronounced zonal structure of the sound field only
manifested itself for the reception depth of 15 m. The
rms deviation of the sound field level was no higher
than 2 dB within the convergence zone. The experiment-
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
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Fig. 2. Experimental sound field level decay compensated for the cylindrical spread in the underwater sound channel of the western
part of the Mediterranean Sea. The sound frequency is 4 kHz.
al data were used to estimate the distance to the nearest
(from the source) boundary of the convergence zone.
The mean value of this distance proved to be 28.4 km,
with the 195-m rms deviation of the boundary position
(as estimated for five horizontal sections of the sound
field). To calculate the distance from the source to the
nearest boundary of the convergence zone, the com-
puter code by Tebyakin [10] was used to yield 29.925
to 30.075 km. The computations used five profiles c(z),
which were measured after each of the five crossings of
the convergence zone. The difference between the
experimental and calculated distances to the zone was
1.5 km.

In [11], the main reason for such a difference was
considered to be the ambiguity in the representation of
the deep-water part of profile c(z). Such an ambiguity
can be caused by an inaccuracy of the formulas used to
calculate the sound speed from the measured depth,
temperature, and salinity. The author of this paper also
performed a series of calculations. With the depth
dependences of temperature and salinity measured just
before the acoustic experiment, formulas proposed by
different researchers were used to calculate the profiles
c(z). The distances to the nearest boundary of the con-
vergence zone were determined for each of these pro-
files. The results obtained are summarized in Table 1.

The spread of the resulting distances to the zone
proved to be about 3 km, which is two times greater
than the aforementioned difference between the exper-
iment and computations. The experimental values of
the distance fall between the values corresponding to
profiles c(z) given by the formulas of Kuwahara, Frye,
and Lovett, with a difference of 1.5–1.8 km between
these estimates. Here, it is worth mentioning publica-
tion [12]. In the “Discussion” section of [12], English
argues that, in the experiments of WHOI in the Medi-
terranean Sea, the measured distance to the conver-
gence zone was between the estimates based on the data
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
of Kuwahara and Wilson. From considerations by
English, it is also clear that the experimental value of
this distance is closer to that given by the Kuwahara
formula. This result quite agrees with our calculations.
It seems that none of the proposed formulas gives the
correct result for the Mediterranean Sea, whose temper-
ature and salinity differ considerably from those of the
Atlantic Ocean. Thus, the formulas for calculating the
sound speed from temperature and salinity must be
refined.

In the eastern part of the Mediterranean Sea (the
Ionian Sea, south-east of the Sicily Island), the experi-
ments were carried out in autumn (November). There
was a near-surface layer mixed down to a depth of 40–
50 m, with a positive sound speed gradient close to the
hydrostatic one. The seasonal thermocline, not yet
destroyed by the winter vertical convection, was most
pronounced at depths of 50–70 m. The mean sound
speed gradient in this layer was 0.8 s–1. The lower
boundary of the thermocline reached the depths of 85–
100 m. A fully developed USC was observed with a
weakly pronounced axis at depths of 120–200 m.
Purely water signals propagated within the layer occu-
pying depths from 50 to 1350 m. The sea depth varied
within 3600–3900 m with a moderately rough bottom
relief. The sound source was towed at a depth of 110 m.
The reception depths were 10 and 120 m.

The decay of the sound field propagating in the USC
was determined from the signals received at a depth of
120 m, on the 85-km path at a frequency of 3.15 kHz
and on the 100-km path at 1.6 kHz. This decay was
used to estimate the attenuation coefficients, which
proved to be 0.235 and 0.095 dB/km, respectively. Fig-
ure 3 shows the sound field decay compensated for the
cylindrical spread law. To determine the attenuation
coefficient, the part of the decay curve was used that
corresponded to the distances from 20 km to the ulti-
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Table 1.  Distance from the source to the nearest boundary of the convergence zone: results of the sound field calculations
with profiles c(z) plotted for the western part of the Mediterranean Sea according to different formulas. The source and re-
ceiver depths are 86 and 15 m, respectively

S. Kuwahara 
(1960)

W.D. Wilson 
(1962)

V.A. Del 
Grosso (1972)

H.W. Frye 
(1971)

C.T. Chen 
(1977)

J.R. Lovett 
(1978)

K.V. Macken-
zie (1981)

A.B. Coppens 
(1981)

27.775 30.475 30.325 27.525 29.675 29.325 29.775 29.975 km
mate range. In Fig. 3, a straight line is presented that
approximates the decay for that path fraction.

Figure 4 shows the decay of the sound field received
at a depth of 10 m with the transmitting vessel moving
away from the reception point to a distance of 50 km. A
continuous signal was transmitted at a frequency of
1.6 kHz. The nearest boundary of the first convergence
zone was observed at a distance of 33.2–33.3 km from
the source.

Two days later, the next experiment, with a broad-
band sound source, was performed in the same region
to study the vertical structure of the sound field. The
source was at a depth of 140 m. A noise-like signal was
transmitted in the frequency band within 0.5–5.0 kHz.
At certain distances from the source, an omnidirec-
tional hydrophone was deployed from the receiving
vessel, and the sound signal was continuously received
down to a depth of 500 m. Upon filtration in 1/3-octave
frequency bands, the received signals were recorded
with the use of the 2307 Bruel&Kjer chart-recording
instrument. The maximal distance between the vessels
was 200 km.
From this experiment, the vertical structure of the
sound field, the frequency dependence of this structure,
and its changes in distance were estimated. In addition,
data on the frequency dependence of sound attenuation
were also obtained. To estimate the attenuation coeffi-
cient, the sound field levels were energetically averaged
for the depths from 100 to 400 m, at each frequency and
each distance. The values of the attenuation coefficient
were determined by measuring the deviation of the
averaged level decay from the cylindrical law. These
values were 0.08, 0.2, 0.21, and 0.4 dB/km at frequen-
cies 1.0, 2.0, 2.5, and 5.0 kHz, respectively.

Studies with explosion-generated sound signals
were carried out at lower frequencies (100–1000 Hz).
These studies provided the determination of both inten-
sity and time structure of the sound field.

The long-range propagation of explosion-generated
signals was studied in the western part of the Mediter-
ranean Sea, on a path that crossed the Algeria–Provence
basin from south-west to north-east and was 640 km
long. The sea floor along the path was smooth (a deep-
water plain), covered with a sediment layer of 1.0–
1.5 km in thickness, with a low propagation velocity of
60
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Fig. 3. Experimental sound field level decay compensated for the cylindrical spread in the underwater sound channel of the eastern
part of the Mediterranean Sea. The sound frequency is 3.15 kHz.
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004



        

LONG-RANGE SOUND PROPAGATION 259

                
longitudinal waves (1.7–2.5 km/s). The rocky bulk
underlying the sediment layer had a velocity of 3.0–
6.0 km/s for longitudinal waves [1]. The samples of the
upper layer of bottom sediments contained interleaving
layers of sand, siltstone, and clay. The sea depth varied
from 2700 to 3000 m along the path. The experiment
was carried out in autumn (end of September), at low
wind speed and sea state (less than Beoufort 2). The
water characteristics were rather uniform along the
path. The upper mixed layer was 25 m in thickness, and
the discontinuity layer covered the depths from 25 to
~75 m. The lower boundary of the discontinuity layer
was at depths of 50 and 100 m in the northern and
southern parts of the region, respectively. The sound
speed at the slightly pronounced USC axis (100–
150 m) was 1506–1509 m/s. From 200–300 m to the
bottom, both the temperature and salinity of the water
remained nearly constant. The sound speed variation
was caused by nothing but the hydrostatic gradient,
with a monotonic increase in depth. The near-surface
sound speed was higher by 19–26 m/s than that at the
USC axis. The sound speed near the bottom exceeded
that at the USC axis by 42–45 m/s. Figure 1a shows
several sound speed profiles measured along the propa-
gation path during experimentation. A weakly per-
turbed sound speed field and a rather flat bottom are
characteristic of the path at hand.

In this experiment, the receiving vessel drifted at
38°15′ N, 5°30′ E. The transmitting vessel went from
the point about 80 km south of the Monaco Port
towards the receiving one. From the transmitting vessel,
25-kg explosive charges with pressure-sensitive detona-
tors were dropped and exploded at a depth of 300 m. The
total number of charges was 134. The explosion-gener-
ated signals were received by an omnidirectional
receiving system at a depth of 200 m. At the moment of
dropping each charge, the distance between the vessels
was determined from the signal propagation time. The
received signals were magnetic-tape recorded.

Under the conditions of single-path propagation, the
signal transmitted from a distance of 10–20 km or more
and received in the frequency band from 10–20 Hz to
1–2 kHz consists of two short (less than 1 ms) pulses
that are equal in their amplitudes and have the same
signs. These pulses are produced by the shock wave and
the first gas-bubble oscillation. The time interval
between the pulses corresponds to the period of the first
bubble oscillation, about 55 ms in our case. In the case
of multipath sound propagation, a pair of such pulses
corresponds to each ray in the time structure of the
explosion-generated signal.

Figure 5 illustrates the range-dependent duration
and time structure of a multipath signal. Here, the sig-
nals are presented that were received and recorded at
distances of 49 to 644 km from the source with approx-
imately 50-km steps in distance. All signals are normal-
ized to their maximal magnitudes. Apart from bottom-
reflected elementary signals, the total duration of a
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
multipath signal was, in the mean, proportional to the
distance with a proportionality factor of about
0.006 s/km. A multipath explosion-generated signal
breaks down into three groups of signals. The first,
most intense main group is formed by elementary (sin-
gle-path) signals that can hardly be separated in time.
The second group consists of “classical” quartets of
purely water and surface-reflected signals that arrive at
the receiver with some advance relative to the main
group. The third group contains quartets of bottom- and
surface-reflected signals that are received with some
delay relative to the main group. The data presented in
Fig. 5 cannot fully characterize the variation of the sig-
nal time structure in distance: the 50-km distance step
is too rough. Figure 6 presents the explosion-generated
signals received at distances of 50–135 km from the
source with 5-km steps in distance. Here, the features of
range-dependent changes in the signal structure are evi-
dent (the 5-km step proved to be sufficiently small). As
the distance increases, the classical quartets of time-
separated elementary (single-path) signals become dis-
tinguished from the main group of the near-axis signals.
The quartet becomes more and more ahead of the group
of the near-axis signals, and, finally, the quartet of
purely water signals transforms into the quartet of sur-
face-reflected ones. At distances that are multiples of
about 40 km, such a quartet vanishes when the rays
touch the bottom. Then, the quartet is replaced by the
next one that differs from the previous quartet by one
lower half-cycle of the corresponding ray.

To the right of the main signal group, a quartet of
signals that are time-delayed because of reflections
from the bottom (and surface) can be observed. The
delay of these signals relative to the main group mono-
tonically decreases as the distance increases. The quar-
tet of single-bottom-reflected signals is followed by the
quartet of signals with two, three, and so on bottom
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Fig. 4. Experimental sound field level decay in the eastern
part of the Mediterranean Sea. The frequency is 1.6 kHz, the
source towing depth is 110 m, and the reception depth is
10 m.
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reflections. In the experiment at hand, signals with mul-
tiple bottom reflections were observed at all distances,
up to the ultimate one (644 km).

In [13], the reduced t/N–R/N curve was proposed as
a compact characteristic of the time structure for a sig-
nal propagating in the USC without touching the bot-
tom. Here, t is the advance time relative to the signal
propagating along the USC axis, N is the number of
lower half-cycles (the ordinal number of the quartet),
and R is the distance. Figure 7 shows the t/N–R/N curve
plotted for three branches of the quartets (for N = 2, 3,
and 4 and R = 50–135 km) on the basis of the experi-
mental data. Such a curve fully determines the position
of time-separated quartets in the time structure of a
multipath signal at an arbitrary distance from the
source. The experimental data and results of calcula-
tions (for N = 1) concerning the analogous dependence

1 s

t

R

644 km

49 km

Fig. 5. Changes in the time structure of the sound field prop-
agating in the USC of the western part of the Mediterranean
Sea. The distance from the source varies from ~50 to
~650 km with steps of ~50 km. Each signal is normalized to
its maximal amplitude.
can be found in [5]. In spite of the fact that this experi-
ment was also performed in the western part of the
Mediterranean Sea, the values of t(R) reported in [5] are
somewhat lower (by a factor of 1.05–1.1) than those
presented in Fig. 7a. The proposed dependence t(R) has
the form tms = (0.015Rkm)3. Our curve also follows a
power function, although with a somewhat different
exponent (2.9 instead of 3) and proportionality factor
(0.0155 instead of 0.015).

In the eastern part of the Mediterranean Sea, the
propagation path of explosion-generated signals went
in a latitudinal direction (from west to east), along the
northern boundary of the Levant Sea. The path was
610 km in length. The sea floor was rather rough along
the path with depth drops of several hundreds of meters.
The experiment was carried out in autumn (beginning
of October), with weak winds and sea states of Beou-
fort 0–1.

The changes in water characteristics occurred
mainly in the 500–600–m water layer. The near-surface
mixed waters reached a depth of 25–50 m, and the tem-
perature discontinuity layer with a sound velocity gra-
dient up to –1 s–1 occupied the depths from 25–50 to
50–75 m. A rather weakly pronounced minimum of
sound speed was observed at depths of 100 to 500–
600 m (the changes in the sound speed were no greater
than ±0.5–0.7 m/s within the layer from 200 to 400 m
in depth). Deeper, the sound speed monotonically
increased in depth because of the hydrostatic gradient
(the water temperature and salinity remained nearly
constant). Figure 1b shows the sound speed profiles
measured during experimentation. The depth of the
sound speed minimum varies from 250–300 to 450 m
along the path. The value of the minimum is within
1515–1518 m/s.

In this experiment, the reception point was 50–
60 km south-east of Cyprus Island. The transmitting
vessel went a heading of about 275° away from the
receiving vessel by throwing explosive charges over-
board. The 25-kg charges equipped with pressure-sen-
sitive detonators exploded at a depth of 200 m. In total,
73 charges were dropped along the path.

In this Mediterranean region, the total duration of
the received multipath explosion-generated signal
changed (in the mean) proportionally to the distance
with a proportionality factor of about 0.0027 s/km. The
multipath signal consisted of the main group of elemen-
tary (single-path) signals, which cannot be time-
resolved, and the group of classical quartets consisting
of purely water and surface-reflected signals, this latter
group arriving with some advance relative to the main
group. The quartets of bottom reflections were not
observed in this experiment: bottom reflections were
accompanied by strong attenuation of sound signals,
particularly because of the high roughness of the sea
floor.

Figure 8 clearly shows the character of variation of
the time structure of signals in distance. This figure pre-
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
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sents the explosion-generated signals that were
received at distances from 120 to 180 km with approx-
imately 5-km steps in distance. As the distance
increases, the classical quartets of time-separated ele-
mentary (single-path) signals become distinguished
from the main group of the near-axis signals and the
classical quartets are ahead of the main group. With a
further increase in distance, the advance time of the
quartets progressively increases and, finally, the quartet
consists of surface reflected signals rather than purely
water ones. At distances that are multiples of 42–45 km,
the quartet vanishes because of bottom reflections. A
new quartet arises that consists of signals differing by
one lower ray half-cycle from the previous quartet. At a
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Fig. 6. Changes in the time structure of the sound field prop-
agating in the USC of the western part of the Mediterranean
Sea. The distance from the source varies from ~50 to
~135 km with steps of ~5 km. Each signal is normalized to
its maximal amplitude.
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distance of 210 km from the source, no more than one
isolated quartet and one “nascent” quartet (not fully
separated from the main signal group) can be simulta-
neously observed in the total signal. Starting from a dis-
tance of 215 km and up to 360 km, two isolated quartets
and one nascent quartet were observed, and so on.

Figure 7b shows the t/N–R/N curve plotted using the
experimental data for a quartet branch corresponding to
N = 4 and R = 120–200 km (the presentation of the t/N–
R/N curves for both western and eastern parts of the
Mediterranean Sea simplifies the comparison). This
curve is well approximated by a power law of the form
t/N = (αR/N)p with the exponent p = 5.6 and the propor-
tionality factor α = 0.0155 (where t and R are expressed
in seconds and kilometers, respectively). In the same
figure, the results of computations with the Tebyakin
[10] code are shown by the dashed curve. The calcu-
lated t/N–R/N curve passes somewhat higher than the
experimental one. The computation used the profile
c(z) measured at the reception point. The sound speed
at each horizon was recalculated from the bathymetric
data with the use of the Wilson formula [14].

It should be noted that the time structures of the
sound field are substantially different for the western
and eastern parts of the Mediterranean Sea. The dura-
tion of the multipath explosion-generated signal (apart
from bottom reflections) is more than two times higher
in the western region than in the eastern one. The t/N–
R/N curves are also different for these two parts of the
sea. If one approximates the two curves by the function
t/N = (αR/N)p with the same α factor (0.0155), the val-
ues of the exponent p will be noticeably different
(2.9 and 5.6).
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Fig. 7. (a) Reduced t/N–R/N diagram obtained from the
experimental data for the western part of the Mediterranean
Sea: experiment for N = (s) 2, (d) 3, and (n) 4; (—) approx-
imation of experimental data by the dependence t/N =
(0.0155R/N)2.9; and (– – – –) the power law proposed in [5].
(b) Same for the eastern part of the Mediterranean Sea:
(s s s) experiment (N = 4); (—) approximation of experi-
mental data by the dependence t/N = (0.0155R/N)5.6; and
(— —) results of calculation.
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By frequency filtering of the explosion-generated
signals, the geometric dispersion of the propagation
velocity was estimated for the Mediterranean USC. The
signal received at some distance from the source was
filtered in 1/3-octave frequency bands covering 50–
400 Hz. Time structures thoroughly matched in time
were compared in different frequency bands for differ-
ent distances from the source.

No noticeable dispersion was found for any signals
received on the first path (if the dispersion exists in this
frequency band, it is rather weak). For the signals
received on the second path, the dispersion manifested
itself at frequencies lower than 120–160 Hz. Low-fre-
quency signals (50–60 Hz) propagate with appreciably
lower velocity than high-frequency ones (125–160 Hz
and higher). A similar situation was earlier observed by
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Fig. 8. Changes in the time structure of an explosion-gener-
ated signal propagating in the USC of the eastern part of the
Mediterranean Sea. The distance from the source varies
from ~120 to ~180 km with steps of ~5 km. Each signal is
normalized to its maximal amplitude.
us in the Sea of Japan. This anomaly of the geometric
dispersion in the USC was explained in [13].

One of the main objectives of the experiments on
long-range propagation of explosion-generated signals
consisted in studying the frequency dependence of
sound attenuation in the Mediterranean Sea. Generally,
the attenuation coefficient in the ocean is determined
from the deviation of the experimental decay of the sound
field level in the USC from the cylindrical spread law
(strictly speaking, this method is valid only for channel-
type propagation in a horizontally stratified medium). For
explosion-generated signals, the following quantity is
used as the sound field characteristic equivalent to the
signal energy within a frequency band ∆f:

where T is the duration of the explosion-generated sig-
nal and pf(t) is the acoustic pressure normalized to the
frequency band ∆f. The explosion-generated signals
received and recorded in the experiment were com-
puter-processed to obtain their power spectra. The bot-
tom-reflected signals in the quartets are substantially
lower than the near-axis signals of the main group in
their energy. In the signal processing, these quartets
were artificially rejected, and their contribution to the
total sound field in the USC was neglected.

As a result of signal processing for both experi-
ments, the decays of the sound field level were
obtained, and they were different for different frequen-
cies. The attenuation coefficients were determined from
the deviation of the experimental decays from the cylin-
drical law on the path fractions within 50–640 and 120–
610 km for the first and second experiments, respec-
tively. At frequencies higher than 500 Hz, the far
boundary of the path fraction used in estimating the
attenuation was chosen to provide a sufficiently high
signal-to-noise ratio (no less than 8–10 dB). Table 2
summarizes the attenuation coefficients obtained from
the experiments with explosion-generated sound sig-
nals. The data presented correspond to the frequencies
within 200–1000 Hz.

In addition to our data for the eastern part of the
Mediterranean Sea, the data of Mellen et al. [6] are
shown in Table 2. This experiment on long-range prop-
agation of explosion-generated sound signals was per-
formed in summer (July, 1982), in the Ionic Sea, on a
600-km path between the Sicily and Crete Islands.

Thus, Table 2 presents the data on low-frequency
sound attenuation obtained on three different 600-km
paths. The table also contains some results of estimat-
ing the attenuation coefficient with the use of noise-like
1/3-octave signals; these data are labeled with an aster-
isk.

The last column of Table 2 presents the absorption
coefficients calculated according to the formulas of
[15], where the temperature, salinity, and pH value

E f p f
2 t( ) t,d

0

T

∫=
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Table 2.  Frequency dependence of the sound attenuation coefficient in the Mediterranean Sea (results of an analysis of ex-
perimental data)

Frequency, Hz
Attenuation coefficient, dB/km Absorption coefficient, 

dB/km (calculations
according to [15])western part of the sea eastern part of the sea eastern part of the sea [6]

200 0.013 0.011 0.009 0.0054

250 0.016 0.015 0.013 0.0084

315 0.021 0.021 0.017 0.013

400 0.026 0.026 0.023 0.020

500 0.0335 0.038 0.034 0.030

630 0.042 0.044 0.052 0.044

800 0.050 0.058 0.073 0.064

1000 0.060 0.076, 0.08* 0.1 0.087

1250 – – 0.13 0.113

1600 0.13* 0.09* 0.17 0.145

2000 – 0.2* 0.22 0.177

2500 – 0.21* 0.3 0.211

3150 – 0.235*, 0.240* 0.29 0.255

4000 0.320* – – 0.315

5000 – 0.4* – 0.395
were specified to be 13°ë, 38.5‰, and 8.1, respec-
tively.

One can easily notice that the experimental attenua-
tion coefficients obtained in the Mediterranean Sea at
frequencies higher than 400 Hz agree well with the cal-
culated absorption coefficients. Such an agreement is
quite natural, because the formula given in [15] for the
low-frequency absorption was, in particular, derived on
the basis of our attenuation data.

The experimental attenuation coefficients also agree
well with each other, although they were obtained in
different parts of the Mediterranean Sea on different
paths. In this sense, the attenuation coefficient in the
Mediterranean Sea is a rather conservative characteris-
tic, which is nearly independent of the water parameters
substantially differing on the two paths. Such an inde-
pendence of the experimental attenuation data on the
hydrological environment implies that, in the case at
hand, the only cause of attenuation is the sound absorp-
tion in sea water.

To conclude, let us summarize the main results of
the long-range propagation experiments carried out in
the Mediterranean Sea in different years.

(i) In the sound propagation conditions, a substantial
difference exists between the western and eastern parts
of the Mediterranean Sea. This difference is caused by
the isolation of the two regions, by the weak water
interchange between them and with the Atlantic Ocean,
and by their different distance from the Strait of Gibral-
tar. The western region has an underwater sound chan-
nel with its axis at a depth of 100–200 m. In the eastern
region, the USC axis is weakly pronounced and lies at
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
a depth of 150–500 m (within the layer with depths
from 200 to 400 m, the sound speed varies by no more
than ±0.5–0.7 m/s).

(ii) The time structures of the sound field are also
quite different for the western and eastern parts of the
sea. The duration of the sound signal changes with a
proportionality factor of 0.006 s/km in the western part,
while this factor is 0.0026 s/km in the eastern region.
The western and eastern parts of the sea are also differ-
ent in their reduced t/N–R/N diagrams: if they are
described by a power-law function t/N = (αR/N)p, the
exponent takes the values of 2.9 and 5.6 for the western
and eastern regions, respectively, while the value of α
remains the same (0.0155).

(iii) The zone structure of the sound field manifests
itself for low (10–15 m) reception depths. The distance
to the nearest boundary of the first convergence zone is
28.4 km for the western region and 33.2 km for the east-
ern region. A comparison between experiment and cal-
culations shows a noticeable (up to 1.5 km) discrepancy
in the positions of the first convergence zone. The most
probable reason for such a discrepancy is the imperfec-
tion of the relations used to recalculate the salinity,
water temperature, and hydrostatic pressure to the
sound speed.

(iv) In spite of the substantial difference in the long-
range propagation conditions, no noticeable distinc-
tions between the western and eastern parts of the Med-
iterranean Sea were observed in sound attenuation and
its frequency dependence. The experimental values
obtained for attenuation coefficients on two 600-km
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paths agree well with each other and with the data pub-
lished by other researchers.
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Abstract—A method for determining the dynamic and dissipative characteristics of the ground (velocities and
attenuation coefficients of elastic waves) in urban environments is presented. The knowledge of these charac-
teristics is necessary for estimating and monitoring environmental conditions in the presence of intense sources
of sound and vibration. Such problems arise in connection with prediction of vibration levels produced on the
ground surface by underground and surface sources (transportation, construction machinery, etc.). With allow-
ance for the specific features of solving direct problems of elastic wave field calculation, inverse problems of
the tomography of ground are formulated and methods of their solution are described. Several algorithmic real-
izations based on multiply solving the direct problem and also on expanding the total field in generalized spec-
tral components are considered. The latter approach makes it possible to simplify the estimation of parameters
by applying the minimization of the residual functional. The basis functions used for approximating the exper-
imental data are chosen in the form of Jacobi polynomials. © 2004 MAIK “Nauka/Interperiodica”.
INTRODUCTION

The problems of vibroacoustic monitoring in urban
environments are rather topical because of the multi-
tude of active sources, which include subway lines, rail-
roads, construction machinery, etc. Ground is a fairly
complex geophysical medium characterized by inho-
mogeneity and complicated absorbing and elastic prop-
erties. From the mathematical point of view, a simpli-
fied model of a homogeneous medium with a free sur-
face, shear and bulk elasticities, and dissipation is
already difficult to analyze. Computational difficulties
sometimes lead to the loss of essential components of
wave solutions (specifically, in the case of an incorrect
application of finite-difference schemes). If the ground
consists of many layers with different elastic and mass
parameters, the pattern of the vibration field becomes
much more complicated. In addition to mathematical
difficulties, actual computations are hindered by the
partial or total absence of data on the geometric param-
eters and elastic properties of ground at a specific site
of interest.

Because of the complex structure of the vibration
field and the lack of initial data, the methods commonly
used in practice are mainly empirical. The behavior of
the error caused by an inaccurate presetting of the
acoustic parameters of the medium is shown in Fig. 1.
The velocities of longitudinal and transverse waves are
1063-7710/04/5003- $26.00 © 20265
assumed to be preset with errors of 100 and 20 m/s,
respectively, and their mean values are 600 and
200 m/s. The dependences shown in Fig. 1 are obtained
for 31.5- and 63-Hz octave frequency bands.

Direct problems of vibroacoustic prediction are
described in [1]. In developing the methods for solving
direct and inverse problems (acoustic prediction and
estimation of the parameters of ground, respectively),
one should take into account that the measurement

accuracy in actual conditions is about ∆L = 20  ~

2 dB, where ∆a is the measurement accuracy and a is
the absolute value of a given vibration characteristic
(displacement, velocity, or acceleration). Therefore, a
natural requirement for the computational models (and,
hence, for the accuracy of estimates of the parameter
values) is that they provide the accuracy given above.

According to the models [1] proposed for calculat-
ing the vibration field in an elastic medium, it is neces-
sary to preset the velocities of longitudinal and trans-
verse waves (or pairs of parameters: Young’s modulus
and Poisson’s ratio, Lamé constants λ and µ) and the
density. In a stratified medium, the values of the param-
eters are preset for each layer. For the inverse problem,
the parameters listed above are the desired quantities.

The dynamic parameters of ground that are neces-
sary for predicting the vibration amplitudes or their log-

∆a
a

-------log
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arithmic levels are usually determined in practice from
direct geological measurements or by using tabular val-
ues. The latter approach is often unacceptable because
of the wide scatter of parameters for each type of
ground. Section 1 of this paper is devoted to the general
statement of the problem of estimating the given
parameters and describes the method of solving this
problem by multiply solving the direct problem,
according to the approach proposed in [1]. The
sequence of steps for estimating the parameters from
the measured vibration characteristics and a priori geo-
logical data is described. Section 2 presents an example
of applying the proposed procedure. It also presents a
general approach to describing acoustic data by the
generalized spectral-analytical method [2], which is
used in the processing of experimental data and in solv-
ing the problem of estimating the parameters of ground.

1. PROCEDURE OF ESTIMATING THE ELASTIC, 
MASS, AND DISSIPATIVE PARAMETERS 

OF GROUND

According to the general statement of the problem
and the requirements of the procedure for calculating
the vibration characteristics on the ground surface, it is
necessary to determine the following parameters: the
type of stratification, i.e., the number of layers and the
thickness of each layer (below, we consider a total num-
ber of layers 1 ≤ Nc ≤ 3 with noticeably different prop-
erties); the density of ground ρ; the velocities of longi-
tudinal and transverse elastic waves cl and ct; and the
attenuation coefficient β in each layer. The maximal
number of layers is taken to be equal to 3 with allow-
ance for the calculations performed for real urban envi-
ronments. This number is usually sufficient for obtain-
ing the required accuracy in estimating vibration accel-
erations of 2–3 dB.
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Fig. 1. Dependence of the error of determining the elastic
wave field amplitude on the distance from the source when
the acoustic parameters of the medium are inaccurately pre-
set: the horizontal displacement component at frequencies
of (1) 31.5 and (2) 63 Hz and the vertical component (3, 4)
at the same frequencies. The velocities of longitudinal and
transverse waves are preset with errors of 100 and 20 m/s,
respectively, and their average values are 600 and 200 m/s,
respectively.
If the dynamic and dissipative properties of two
adjacent layers differ by a factor of less than 1.5, these
layers can be combined into one with a total thickness
of h = h1 + h2 and with the average propagation veloci-
ties and attenuation coefficient of elastic waves:

(1)

Here, subscripts 1 and 2 refer to the layer numbers and
subscripts l and t refer to longitudinal and transverse
waves. It is necessary to consider only the upper part of
ground, to a depth of

H = hs + 5 (m), (2)

where hs is the distance from the ground surface to the
source.

In determining the structure of the upper part of
ground in the preliminary analysis of the geological sit-
uation, one should use available geological data. On the
basis of a priori information and the aforementioned
rule of combining layers with close properties, the ini-
tial one-, two-, or three-layer model of ground is con-
structed. The preset values for the layer thicknesses are
ultimate, while the dynamic and dissipative parameters
of the layers require further refinement. If preliminary
information on the geological structure of ground is
absent, it is necessary to solve a complete inverse prob-
lem with an unknown number of layers and their
unknown thicknesses and dynamic and dissipative
properties. Since, in urban environments, the density of
ground varies only slightly (1600–2000 kg/m3), this
variation can be neglected within acceptable accuracy
and the density can be taken to be equal to ρ =
1800 kg/m3. Poisson’s ratio of ground in urban areas
varies from 0.1 to 0.45. However, estimates show that
the specific value of this ratio little affects the vibration
characteristics. Therefore, within acceptable accuracy,
Poisson’s ratio can also be considered as constant and
taken to be equal to its average value ν = 0.4.

The solution of the inverse problem of estimating
the parameters of ground is performed by the trial-and-
error method, namely, by substituting their specific val-
ues into the computational scheme and comparing the
results of calculations with the results of measurements
at different distances from the source of vibration. The
procedure should be as follows. The lowest values of
longitudinal wave velocity and the minimal values of
attenuation coefficient for a given ground are taken as
the initial approximation. The maximal values of the
same parameters for the corresponding ground are also
preset. With allowance for the constancy of Poisson’s
ratio, the transverse wave velocity in the ground is
determined by the formula

(3)

cl t,
cl t,

1 h1 cl t,
2 h2+

h1 h2+
-------------------------------, β

β1h1 β2h2+
h1 h2+

----------------------------.= =

ct cl
1 2ν–

2 1 ν–( )
--------------------

1/2

.=
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If the required agreement with experiment is not
achieved in the first run, it is necessary to vary the val-
ues of the parameters under determination:

β = βmin + i∆β, i = 1, 2, 3 (4)

at a step of

∆β = (βmax – βmin)/3, (5)

cj = cmindj, j = 1, 2, 3, … . (6)

Here, βmax, cmax and βmin, cmin are the maximal and min-
imal values of the attenuation coefficient and longitudi-
nal wave velocity, respectively, for the given type of
ground. The coefficient d is chosen depending on the
ratio cmax/cmin, for example, by the rule given in Table 1.

Thus, depending on the value of cmax/cmin, we have
three, four, or five iterations in longitudinal wave veloc-
ity. The transverse wave velocity is calculated at each
iteration by formula (3). If necessary, the attenuation
coefficient is varied at each iteration. When the required
accuracy is achieved at some step, the problem of esti-
mating the parameters is solved. If no data on the geo-
logical structure of ground in the region under study are
available, the information on the stratification is elimi-
nated from the initial data. Then the number of layers
(from 1 to 3) and their thicknesses become additional
unknown parameters. The analysis begins with the sim-
plest one-layer model. If, with this model, the required
accuracy of fitting with the experimental data is not
achieved, one should pass to two- and three-layer mod-
els. The initial values of the longitudinal wave velocity
and attenuation coefficient are chosen to be c = 100 m/s
and β = 0.05.

The procedure described above was automated
using the VibraCalc program developed by the authors
of this paper. The initial data for calculations is a set of
experimental values of vibration characteristics mea-
sured at given distances from a source of standard
intensity.

The proposed approach allows one to obtain ade-
quate estimates of parameters if the properties of
ground vary slowly in the horizontal direction. For
example, for a wave frequency of 30 Hz, the scale of
variations should exceed 40 m for sandy ground (i.e.,
about two wavelengths). The resulting estimates of
parameters can be used for calculating the wave field in
direct problems. Otherwise, the problem should be
solved in a full three-dimensional formulation.

2. RESULTS OF USING A SIMPLIFIED SCHEME 
OF PARAMETER ESTIMATION

The approach described above was tested using
experimental data obtained from the Tunnel Associa-
tion of Russia. The data included vibration characteris-
tics on the ground surface. The wave field was excited
by a series of weak standardized explosions in a 22-m-
deep well. Vertical and horizontal components of vibra-
tion acceleration were measured at distances l = 0, 10,
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
20, 30, and 40 m from the well. The results of measure-
ments are presented in Fig. 2 (Figs. 2a and 2b refer to
vertical and horizontal vibration accelerations, respec-
tively).

In the case under consideration, preliminary infor-
mation on the stratification of the upper part of ground
was available. The initial parameters used for the calcu-
lation were the values shown in Table 2. The density of
ground and Poisson’s ratio were ρ = 1800 kg/m3 and
ν = 0.4.

For the given stratification, the criterion of a correct
determination of the parameters of ground is the mini-
mum of the functional

(7)

Here, φ(xi) represents the experimental values of the
vibration amplitude at the points of measurement xi,
f(xi, m) represents the calculated values of vibration
amplitude at the same points xi, and W(xi) is the weight-
ing function taking into account the reliability measure-
ments. Calculations were performed using the function
shown in Fig. 3. The quantities mj are actually the
parameters to be determined: m1 = c1, m2 = β1, m3 = c2,
and m4 = β2 (the subscripts of c and β refer to two dif-
ferent layers). The results of estimating the parameters
are presented in Table 3.

The comparison of the calculated (with the values of
parameters that were determined) and experimental
data (the levels L of the vertical projections of vibration
acceleration for 16-, 31.5-, and 63-Hz octave bands) are
shown in Fig. 4. The levels were calculated by the for-
mula L = 20  with a threshold value of a0 =
10–6 m/s2.

The results of the calculations agree well with the
measurements at small distances, and the accuracy of
these calculations increases with growing frequency.
This result testifies to the optimal choice of the weight-
ing function for the 63-Hz octave band and to the need
to correct it for frequencies of 16 and 31.5 Hz. Another
way of improving the accuracy of estimates can be the
choice of a more detailed stratification model, for
example, a three-layer model of ground. The compari-
son of the results of calculations with the measurements

F m( ) W xi( ) f xi m j,( ) φ xi( )–( )2

i 0=

N

∑ .=

a/a0( )log

Table 1

cmax/cmin d

≤3

≤6

>6

cmax/cmin

cmax/cmin
3
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for the ground model specified in Table 4 is illustrated
in Fig. 5.

3. ORTHOGONAL EXPANSIONS

In this section, we suggest an approach to describing
acoustic data and to a parametric identification of sys-
tems on the basis of orthogonal expansions. The
method uses an adaptive tuning of the approximation of
a digital array by a truncated orthogonal series. All sub-
sequent procedures of the analysis are performed in the
expansion coefficient space. This approach consider-
ably reduces the computation time and allows an effi-
cient use of analytical methods in the problems of data
processing.
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Fig. 3. Dependence of weighting function (7) on distance.
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Fig. 2. Results of measuring the wave field amplitudes pro-
duced by a series of weak standardized explosions in a well:
dependences of the (a) vertical and (b) horizontal compo-
nents of vibration acceleration on distance for frequencies
of (1) 16, (2) 31.5, and (3) 63 Hz.

(a)

(b)
The essence of the method is as follows. As the data
are supplied, an optimal set of functions is automati-
cally chosen for each of the signals with the aim to
obtain the spectral expansion in terms of these func-
tions. To achieve a given accuracy (in the root-mean-
square or uniform sense) of the analytical description,
the set of functions is adapted to the properties of a
given signal, which leads to an efficient compression of
the volume of data and to the approximation of the sig-
nal by an expression of minimal complexity.

An analytical description of data by fragments of
orthogonal series has a constant structure. Therefore,
one can easily obtain analytical dependences for find-
ing different estimates and characteristics. As the basis
functions, one can use regular trigonometric Fourier
series or a wider set of functions. Below, we use classic-
al orthogonal polynomials [2]. The latter have advan-
tages due to the multitude of sets of basis functions, the
presence of parameters that allow an easy modification
of the description and its adjustment to specific signals,
and the possibility of obtaining exact analytical depen-
dences in the expansion coefficient space. An explicit
use of adaptive procedures makes it possible to opti-
mize the description and to obtain the least complex
expressions with the required accuracy of approxima-
tion.

Systems of basis functions are complete and closed.
Therefore, any function x(t) belonging to space L2 can
be exactly represented by an infinite orthogonal series
of any orthonormal classical polynomials or functions:

(8)

where ϕn(t) are orthonormal functions from the chosen
basis and An are the expansion coefficients of x(t)
expanded in the chosen basis. The coefficients An are
calculated by the well-known formula

(9)

where ρ(t) is a weighting function.
In actual conditions, the number of terms in the

series is finite and the problem consists in obtaining a
given accuracy of approximation by the least complex
expression. To satisfy the condition N = Nmin, it is nec-
essary to chose a basis whose first functions have the
form close to or coincident with the form of the signal
under study. To obtain an integral estimate of the form
of the input signal, we introduce the “form factor”:

(10)

where x(t) is the signal to be approximated and η(t) and
ξ(t) are known functions chosen depending on which

x t( ) Anϕn t( ),
n 0=

∞

∑=

An x t( )ϕ t( )ρ t( ) t,d

0

T

∫=

KÚÏ x t( )η t( ) t/ x t( )ξ t( ) t,d

0

T

∫d

0

T

∫=
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Table 2

Layer no. Type of ground Layer thickness, m cmin, m/s cmax, m/s βmin βmax

1 Clay soil 6 500 2800 0.1 0.4

2 Dry sandy soil 20 150 900 0.05 0.1

Table 3

Layer no.
Longitudinal wave velocity c, m/s Attenuation coefficient β

16 Hz 31.5 Hz 63 Hz 16 Hz 31.5 Hz 63 Hz

1 800 900 1000 0.2 0.15 0.1

2 600 700 800 0.15 0.1 0.06
general properties of signal x(t) should be taken into
account. The values of the form factor obtained for the
pair η(t), ξ(t) can be calibrated and related to one or
another basis; it can then be used in calculations for
determining the optimal set of basis functions.

In modeling the wave field and solving the paramet-
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Fig. 4. Comparison of calculated (full squares) and experi-
mental (full diamonds) data (levels L of the vertical projec-
tions of vibration acceleration) in different octave bands:
(a) 16, (b) 31.5, and (c) 63 Hz.
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ric identification problem in spectral formulation, we
proceed from the expression

(11)

where y(x) and a(x) are the input and output signals,
αi(x) is the set of varied parameters, and M is a given

y x( ) M a x( ) α i x( ),( ),=
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Fig. 5. Comparison of the results of calculations (full
squares) with measurements (full diamonds) in different
octave bands for the ground model specified in Table 4:
(a) 16, (b) 31.5, and (c) 63 Hz.
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Table 4

Layer no. Layer
thickness, m

Longitudinal wave velocity c, m/s Attenuation coefficient β

16 Hz 31.5 Hz 63 Hz 16 Hz 31.5 Hz 63 Hz

1 6 750 900 1000 0.2 0.15 0.1

2 6 600 700 800 0.15 0.1 0.06

3 14 1200 1250 1250 0.15 0.1 0.06
operator. If the input signal and the parameters are
known, we have a direct problem. Otherwise, we obtain
an inverse problem of estimating the parameters αi(x)
of the signal a(x) from the known experimental data
y(x). In some cases, the solution of the inverse problem
can be reduced to the solution of the direct problem by
multiply solving the latter (the method used above).

Solution of the direct problem with the use of
orthogonal expansions is illustrated below by a simple
example. Let us consider a system described by a one-
dimensional (depending on a single independent vari-
able x) linear differential operator

(12)

with a boundary condition at the ends of interval s (at
points x0 and x1) in the form

(13)

where  =  + b1  + … + bk – 2  + bk – 1.

Here, y(x) is the desired function of the single variable.
For simplicity, we assume that the quantities ai and bi

are constants. The general structure of the algorithm of
solving the above-stated problem is as follows. We
write in the general form the expansions of the known
and desired functions in the chosen orthogonal basis,
for example, in the Chebyshev polynomials of the first
kind {Ti(x)}:

(14)

(for solution y(x) and all the known functions from
Eqs. (12) and (13)). We substitute expansions (14) into
Eqs. (12) and (13) and then use the known analytical
expressions (e.g., the change from the expansion coef-
ficients of functions to expansion coefficients of deriv-
atives, products, etc.). As a result, we obtain an alge-
braic system of linear or nonlinear equations in
unknown expansion coefficients Ai with known coeffi-
cients Bi. The solution of this system yields approxima-
tion (14) of the solution to problem (12), (13). The
smoothness of the solution is provided by the properties

L
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∑
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of basis functions, and the required accuracy is
achieved by the appropriate choice of the series expan-
sion length.

The derivative of the signal (function) is expanded

in a Fourier series (t) =  on the con-

dition that D(1) = DNA. Here, D(1) and A are N- and (N +
1)-dimensional column vectors of the expansion coeffi-
cients of the derivative and the initial function (the
superscript 1 refers to the first derivative of the func-
tion), and DN is an (N + 1) × N matrix representing the
approximation of the differential operator in the chosen

functional basis DN = . Continuing the procedure
described above, we obtain an expression for the differ-

ential operator of arbitrary order k:  (an (N + 1) ×
(N – k + 1)) matrix). Correspondingly, the vector of
expansion coefficients of the kth derivative has the form
D(k) = DN – k + 1 · … · DNA. In the case of a set of orthog-
onal Chebyshev polynomials of the first kind, the
matrix of the derivative has the form

Figure 6 shows the solution to the test problem (the
wave field in a planar waveguide with specific bound-
ary conditions):

(15)

The approximate solution in the form of a truncated
series expansion in Chebyshev polynomials (N = 8,
curve 2) is compared with the known analytical solu-

tion (curve 1) u(x) = cos  + sin . Figures 6b
and 6c show the error curves for N = 8 and 16, respec-
tively.
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A procedure analogous to that proposed for solving
the direct problem can be used for obtaining the expan-
sion of a function describing an unknown parameter
(e.g., the distribution of the elastic wave velocity in
depth), i.e., for solving the inverse problem. In this
case, the Fourier coefficients for the input and output
signals are preset and the desired spectrum for αi(x) is
calculated using the model approximation given by
Eq. (12). If a direct calculation is difficult, an iteration
procedure can be used. A sufficiently low parametric
complexity of the problem is provided by an appropri-
ate choice of the approximation basis. The number of
unknown parameters should correspond to the number
of expansion terms.

The proposed method was used to solve the inverse
problem for a waveguide in the ground. Such a
waveguide is formed, for example, in the course of
freezing or melting of the upper ground layer, which
leads to its saturation with water. In both cases, the
propagation velocity of elastic waves (primarily, longi-
tudinal waves) near the surface is higher than in the
depth.

The sound pressure p in soft ground (the fluid-
medium approximation) is described by the equation

(16)

and the velocity distribution c(z) in the case under con-
sideration is shown in Fig. 7a. Here, z is the vertical
coordinate and cph is the phase velocity in the
waveguide. The source intensity is adjusted to fit the
measured values.

For approximating the solution to Eq. (16), we use

modified Jacobi polynomials (x) [2] defined on the
interval (0, +∞). This basis provides a good approxima-
tion of p(z) by a series of length N = 4. The sound veloc-
ity distribution c(z) obtained from the inversion of
Eq. (16) is shown in Fig. 7b. Its approximation is per-
formed by a single polynomial with number n = 2 and
parameters α = 2 and β = 1.

Often, in calculating the desired Fourier coeffi-
cients, the iteration procedure proves to be more effi-
cient than the direct use of Eqs. (12)–(14). The main
idea of this procedure consists in the use of the known

initial approximation for coefficients . Choosing

the initial expansion y0(t) = , one can

obtain a refined expression y1(t) =  if
the initial model can be represented in the form y(t) =
F(y(t), t), where F is an explicitly defined function or
operator.

The application of the simplified procedure
described at the beginning of this paper allows one to
obtain adequate estimates of the parameters of ground
in most real situations with soft or moderately hard
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grounds whose properties vary slowly in the horizontal
direction. The presence of a priori geological informa-
tion is useful for obtaining more reliable results but is
not necessary. Knowledge of the distribution of vibra-
tion characteristics over the ground surface allows one
to obtain a good approximation of vibration in the
upper layers of ground. The distributions of elastic and
dissipative properties can also be obtained. To refine the
results, one can use a more elaborate measuring proce-
dure, which includes the determination of vibration
characteristics not only on the surface but in the depth
of the ground. Data obtained from such experiments
can be used in a more accurate method based on the
orthogonal expansions of records.
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Fig. 6. Solution to test problem (15): (a) (1) the exact ana-
lytical solution and (2) the approximate solution in the form
of a truncated series expansion in Chebyshev polynomials
(N = 8). Error curves for N = (b) 8 and (c) 16.
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Fig. 7. (a) Sound velocity distribution c(z) in Eq. (16).
(b) Approximation of the solution to the inverse problem in
the modified Jacobi polynomial basis.
The change from a set of exponents to orthogonal
polynomial series in the representation of the behavior
of the acoustic field provides a possibility to improve
the accuracy of approximation to a considerable extent
and to obtain more reliable estimates of the desired
elastic and dissipative parameters.
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Abstract—Properties of helical waves of a cylindrical shell described by Kirchhoff–Love equations are con-
sidered. The problem is reduced to the case of the propagation of plane waves in an equivalent plate. On the
basis of the corresponding dispersion equation and its solution, a conclusion is made about the anisotropy of
the shell properties. Dispersion curves are plotted for different angles of propagation of helical waves with
respect to the shell axis. Displacements of the shell along and across the direction of wave propagation are cal-
culated. © 2004 MAIK “Nauka/Interperiodica”.
Problems of wave propagation in cylindrical shells,
including those immersed in an acoustic medium,
remain topical from the point of view of both theory
and practical applications [1–7]. The most commonly
used method of solving this kind of problem consists in
describing an elastic cylindrical shell by equations
based on the Kirchhoff–Love hypothesis [8]:

(1)

where U = (u, v , w)T is the shell displacement vector
and L is the matrix differential operator, which has the
form

Here, z and θ are cylindrical coordinates, u and v are
displacements along the z and θ axes, w is displacement
perpendicular to the shell surface, a is the radius of the

shell, and h is its thickness. In addition,  =

 is the square of the longitudinal wave

number in a plate, ρ is density, E is Young’s modulus,

σ is Poisson’s ratio, and ∆ =  + .

In solving the problems of wave propagation along
the axis of a shell described by Eq. (1), one usually con-
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siders solutions that are periodic in angle θ. Their
dependence on θ is described by cosnθ or sinnθ, where
n = 0, 1, …; i.e., one obtains a standing wave in θ. This
wave can be represented as two travelling waves einθ

and e–inθ (with the corresponding coefficients), and,
hence, the total solution representable in the form

 is a sum of two waves of a helical type (where
n is an integer and kz is the projection of the wave num-
ber on the z axis).

This paper considers the properties of helical waves
of an elastic cylindrical shell with an arbitrary parame-
ter ν. In this case, the solution can be represented in the
form

(2)

where  = (u0, v 0, w0)T is the vector of displacement
amplitudes. In the general case, formula (2) corre-
sponds to aperiodic solutions characteristic of non-
closed shells or longitudinally fixed shells (including
longitudinally cut ones). These solutions may assume
that, in the general case, angle θ varies within –∞ < θ <
∞; i.e., the solutions are considered on a many-sheeted
Riemann surface.

Equation (1) allows one to replace a cylindrical shell
that is infinite in two dimensions by an infinite flat
plate. This can be done through the evident substitution
νθ = kyy, where y = aθ is a Cartesian coordinate (the y

axis is perpendicular to the z axis) and ky =  is the pro-

jection of the wave number k on the y axis. In the frame-
work of this approach, helical waves (2) (Fig. 1a) are
replaced by plane waves (Fig. 1b) of the form

(3)

A significant parameter of the problem is the angle α
between the wave vector k and the z axis. Evidently, we
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have k2 =  + , kz = kcosα, and ky = ksinα. Then,
for a helical wave, we obtain

(4)

Note that, for periodic solutions to Eq. (1), there exists
a discrete set of angles αn satisfying the relation

(5)

From Eqs. (4) and (5), it follows that, when ν > ka, the
angle α is an imaginary quantity and a helical wave is
inhomogeneous in the angle θ; when n > ka, real peri-
odic solutions are absent.

The quantity k is the wave number of free waves of
the plate. For example, for a homogeneous elastic
medium, the free waves include one longitudinal and
two transverse waves. For a homogeneous elastic plate,
four free waves are possible: one longitudinal wave,
one shear wave, one homogeneous flexural wave, and
one inhomogeneous flexural wave.

To obtain a dispersion equation with respect to the
quantity k, we substitute solution (3) into equation (1)
and then introduce the quantities k and α in this equa-
tion by using the aforementioned substitutions. As a
result, we obtain a matrix equation

(6)

where A(k, α) is a 3 × 3 matrix with the components
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Fig. 1. (a) Helical wave for –∞ < θ < ∞ and (b) the equiva-
lent plane wave in a plate.
Here, to represent Eq. (6) in dimensionless form, the
following notations were introduced:

The dispersion equation can be represented in the form

 (7)

Before proceeding to the results of solving equation
(7), it is necessary to make some comments.

This equation determines the values of the wave
numbers of free waves in an infinite plate possessing a
number of specific properties. The quantity α is an arbi-
trary parameter characterizing the anisotropy of the
plate properties because of the bending of the shell in
one plane. All three displacements of the plate under
consideration are related to each other, while for an
ordinary plate, transverse displacements (w) character-
izing its flexural vibrations do not depend on the shear-
longitudinal displacements (u, v) that occur in its plane.
Solutions to Eq. (7) should strongly depend on the
parameter Y; when Y  ∞, the plate under study trans-
forms to an ordinary isotropic plate (k is independent of
the angle α) and the displacement w becomes indepen-
dent of u and v. (For this case, the free waves were men-
tioned above.)

Solutions to Eq. (7) were obtained for the following
parameters: σ = 0.28, H1 = 0.1, and H2 = 0.05. The
dimensionless wave numbers X of the free waves of the
shell were determined as functions of the frequency
parameter Y for several discrete values of angle α. The
results of calculations are presented in Figs. 2–5.

Figure 2a shows the frequency characteristics for
α = 0 (the waves propagate along the z axis). This is the
well-known case of axially symmetric waves with
n = 0.

One can see that, in the limit of Y  0, two waves
are present with real values of wave numbers: a shear

wave with X1 =  =  = 1.667 and a so-called

rod-type (Young’s) longitudinal wave with X2 =  =

 = 1.042. Since these two waves exist indepen-

dently of one another, their branches may intersect.
Since Eq. (7) is an eighth-order algebraic equation in X,
the same range should contain four other roots which
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belong to flexural waves and have the form X = ±x ± y,
where x and y are real numbers (they are insignificant
for our consideration).

At Y = 1 (the case of the so-called ring resonance), a
longitudinal shell wave X3 is formed; when Y  ∞,
this wave becomes transformed to a longitudinal plate
wave. Simultaneously, two flexural waves appear: wave
2 with a real value of X2 (into which the rod-type longi-
tudinal wave is transformed) and wave 4 with an imag-
inary wave number X4. (In all figures, the imaginary
values of wave numbers correspond to the lower half-
plane in X.) The dashed lines represent the wave num-
bers  and  corresponding to H = H2 . One can see

that branches X2 and , as well as X4 and , bifur-
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Fig. 2. (a) Dispersion curves for a cylindrical shell with the
parameters σ = 0.28 and H = 0.05 (dashed line) and
0.1 (solid line); α = 0°; the values X < 0 correspond to imag-
inary branches. (b) The same as in Fig. 2a for imaginary
branches only (the notation is the same).
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cate at Y > 1, which testifies to their flexural nature.
Branches X1 and X2 in the region Y < 1, as well as
branches X1 and X3 in the region Y > 1, coincide for both
values of H; i.e., they are practically independent of this
parameter.

Figure 2b shows branches 3, 4, and 4' on an enlarged
scale. One can see that the latter two branches merge at
Y0 ≅  0.98, which suggests that the imaginary branch in
the region Y0 < Y < 1 should be ascribed to the longitu-
dinal wave type.

Thus, for Y > 1, we have four free waves (backward
waves are not considered), which corresponds to the
degree of equation (7).

Subsequent figures illustrate mutual transforma-
tions of wave numbers of free waves as the angle α var-
ies.

Figure 3 presents the corresponding data for α =
30°. One can see a transformation of branches from one
type of wave to another, as compared to the case α = 0°.
At Y ≈ 1, the Young’s branch X2 is transformed to the
shear branch X1, and the latter is transformed to the real
flexural branch X1. Such a transformation manifests
itself at all angles α > 0. In addition, the values of the
wave numbers (phase velocities) of free waves also
change. A further increase in the angle α (α = 60° in
Fig. 4) does not lead to any qualitative changes.

Figure 5 represents the limiting case α = 90° (the

wave propagates in a circle). Here, the quantity X = 

is replaced by  = , where ku is the wave number of

flexural waves in a flat plate. An evident relation exists
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Fig. 3. Same as in Fig. 2a for α = 30°.
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between these quantities:

From Fig. 5, one can see that, at Y ≅ 0, we have  ≈
2.8; i.e., in this frequency band, the velocity of a flex-
ural wave propagating in a bent plate is smaller than the
corresponding velocity in a flat plate. In addition to this
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Fig. 4. Same as in Fig. 2a for α = 60°.
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flexural wave, there exist one purely shear wave  and

two imaginary waves  and  (the same as in Figs. 3
and 4), which, however, appear at a frequency of Y =
0.075. In this case, already at Y ≈ 0.5, the real and imag-
inary branches of flexural waves differ little from flex-
ural waves of a flat plate.

An important characteristic of helical waves is the
degree of anisotropy of the wave properties of the
equivalent plate. Let us represent the solutions to
Eq. (7) in another form. In Fig. 6, the abscissa axis rep-

resents the quantity Xz =  and the ordinate axis, the

quantity Xy =  for individual values of the dimension-

less frequency Y indicated in the figures. The curves
corresponding to different dispersion branches are
marked with the same numbers as in Figs. 2–5 (except
for the real flexural branches marked as 1a). This kind
of representation of the results yields additional infor-
mation on the properties of waves: the length of the
radius-vector extending from the origin of coordinates
to some of the curves corresponds to the value of X, and
the angle between the radius-vector and the Xz axis is
equal to α. The figures reveal the behavior of X as a
function of continuously varying α.

For isotropic media, the wave numbers of free
waves do not depend on the angle of their propagation
(with respect to some axis), and, hence, for such media,
the curves analogous to those presented here are parts
of a circle. In our case, these curves may considerably
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Fig. 6. Example of anisotropic properties of the shell for
H = 0.1 and Y = 1.2 (solid lines) and 3 (dashed lines).
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deviate from a circle, and the greater this deviation is,
the stronger the anisotropic properties of the shell man-
ifest themselves. As the parameter Y grows, these prop-
erties disappear and the curves become circular.

It is of interest to consider the displacements in heli-
cal waves. For this purpose, we express the longitudinal
displacements Un, which are perpendicular to the wave
front; the transverse displacements Ut, which are paral-
lel to it; and the displacements W normal to the plate
plane through the displacements u0, v 0 , and w0 intro-
duced earlier, the latter being related to each other by
Eq. (6). Then, we easily obtain the expressions

(8)

Without a loss of generality, we can set u0 = 1 and
determine the quantities v 0 and w0 from the first two
equations of system (6):

(9)

where 

Av = –(A11A23 – A12A13); Aw = –(A11A22 – );

A0 = A12A23 – A22A13.

Substituting expressions (9) in formulas (8), we
obtain the desired quantities Un, Ut, and W as functions
of frequency Y for an arbitrary angle α.

As an example, Figs. 7 and 8 show the plots of these
quantities at α = 30° for branches X1 and X2 (from
Fig. 3) at H = 0.05. The behavior of their frequency
dependences confirms that these branches belong to the
aforementioned type of waves.
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Fig. 7. Displacement amplitudes in a helical wave for the
branch X = X1 at α = 30° and H = 0.05.
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In closing, it should be noted that the helical waves
of a cylindrical shell (the free waves of an equivalent
flat plate), which are considered in this paper, serve as
the basis for constructing aperiodic solutions for a
cylindrical shell. These solutions should describe the
waves propagating along the axis of a longitudinally or
transversely fixed shell (see above), as well as
waveguides in the form of elastic strips cut from a
cylindrical shell along or across its axis. In the latter
case, the helical waves play the role of the so-called
Brillouin waves.
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Abstract—Differential sensitivity to the velocity of an auditory target moving in the vertical plane and the
effect of the direction of motion and of the signal spectrum on the differential thresholds are studied. The motion
of the auditory target was produced by a successive switching of several loudspeakers placed on an arc. It was
found that an increase in the velocity in both opposite directions (from front to rear and from rear to front) leads
to a monotonic increase in the average absolute differential velocity thresholds. Regression lines obtained as a
linear approximation of the average absolute differential velocity thresholds do not differ significantly. For a
signal whose spectrum consists of frequencies from 4 to 12.5 kHz, the absolute differential velocity thresholds
are significantly lower than those for a signal occupying a frequency band from 0.25 to 4 kHz. © 2004 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

Localization of sound sources is one of the condi-
tions necessary for the spatial orientation of humans
and animals in a variable environment. An important
feature of the localization of sound signals is their
motion in space.

The perception of motion has been mostly studied in
the horizontal plane and for approaching and withdraw-
ing auditory targets [1–5].

As for the localization of a sound source moving in
the vertical plane, it is studied in less detail. One of the
important characteristics of perception of a moving
sound source is the perception of its velocity.

It is known that localization accuracy of a sound
source moving in the vertical plane depends on the
spectrum of the signal. Broadband noise pulses con-
taining high frequencies are localized more accurately
than those containing low frequencies, while signals
that contain no frequencies above 4 kHz cannot be def-
initely localized in the vertical direction [6–8]. It can
therefore be expected that the localization of a sound
source moving in the vertical plane relies on the same
physical parameters that create the possibility to local-
ize a fixed time-dependent sound source.
1063-7710/04/5003- $26.00 © 20278
The physical origin of these features of sound
source localization is that, in natural conditions, acous-
tic waves reflected from the body, head, and, especially,
pinna change the spectrum of the signal and create spa-
tial indications of the vertical [9]. According to [10],
acoustic waves of frequencies below 2 kHz are
reflected by the body, while waves with frequencies
above 4 kHz are reflected by the pinna. The external
ear, especially pinna, is important for localizing sound
sources. Various regions of the pinna act similarly to an
acoustic delay line, introducing about 0.1- to 0.3-µs-
long time delays, which create considerable phase
shifts at high frequencies [11, 12]. The interference of
echo signals that arrive at the entrance to the ear chan-
nel with different phases increases or decreases the sig-
nal energy depending on the frequency and elevation of
the sound source. At some frequencies, maxima of the
energy (peaks) are observed, at others, the energy
abruptly falls (dips) [13–15]. Thus, the direction-
dependent transformation of the signal spectrum is a
fundamental feature of the localization of sound
sources in the vertical plane, which is used by the audi-
tory system to “calculate” the signal location.
004 MAIK “Nauka/Interperiodica”
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The goal of this work was to study the differential
sensitivity to the velocity of a sound source moving in
the vertical plane and the effect of the direction of
motion and of the spectrum of the acoustic stimulus on
the differential thresholds.

EXPERIMENTAL

Three series of experiments were performed. The
first two series studied the differential thresholds as
functions of the velocity of the auditory target and of its
direction. In the first series, the auditory target moved
from front to rear; in the second series, from rear to
front. The third series of experiments studied the effect
of the spectrum of the acoustic stimulus on the differ-
ential thresholds.

The first two series of experiments involved nine 23-
to 35-year-old subjects (five women and four men) with
normal hearing. Three of them participated in both the
first and second series. Thus, the experiments involved
six people.

The first two series employed a broadband
(0.1 through 10 kHz) signal produced by a G2-57 low-
frequency noise generator. The intensity of the acoustic
signal was 60 dB SPL.

The experimental setup contained loudspeakers
with similar frequency characteristics. The first series
of experiments used 13 loudspeakers; the second,
15 loudspeakers. The signals were applied to the loud-
speakers sequentially, thus producing a train of noise
pulses. The loudspeakers were equally spaced on an arc
with a radius of 1.2 m, which was installed in the verti-
cal plane. In the course of the experiment, a subject was
sitting in an armchair under the arc. The arc was copla-
nar with the median plane of the subject. The first and
last loudspeakers were at the level of the subject’s head,
in front and behind it, respectively, so that the head was
at the center of the semicircle described by the arc.

The apparent motion of the sound source was cre-
ated by a successive switching of the loudspeakers
along the arc. This acoustic stimulus was perceived by
the subject as a pulsed noise source moving along the
arc.

The angular velocity of the stimulus was specified
by the period of the noise sequence as

ω = S/(T(n – 1)),

where ω is the angular velocity in degrees per second,
S is the angular distance along the arc (S = 180°), T is
the onset-to-onset interval in seconds, and n is the total
number of loudspeakers.

The duration of each noise burst was 20 ms in the
first series of experiments and 40 ms in the second one.
The pulse rise and fall times were 1 ms. Eight periods
of the sequence were tested: 200, 180, 160, 140, 120,
100, 80, and 60 ms. These corresponded to the follow-
ing angular velocities, which were taken as the refer-
ence ones: 75, 83.5, 93.5, 107, 125, 150, 187.5, and
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
250 deg/s when the auditory target moved from front to
rear and 64, 71, 80, 92, 107, 128.5, 161, and 214 deg/s
when the auditory target moved from rear to front.

The first two series determined the differential
thresholds by the method of minimal increments or
method of boundaries. The subject was sequentially
tested with two signals, which moved with different
velocities. The velocity of the first signal was used as a
reference, while the velocity of the second (test) signal
was noticeably different from that of the test signal, so
that the subject could easily distinguish these signals.
By gradually decreasing the difference between the ref-
erence and test velocities, it was possible to determine
the test signal velocity below which the subject could
no longer tell the difference between the velocities.
Then, varying the test velocity, the value was found
beginning with which the subject detected the differ-
ence. The velocity from which the test was started was
varied arbitrarily. A detailed description of the proce-
dure used to evaluate the differential velocity thresh-
olds is given in [16].

The third series of experiments involved five 21- to
45-year-old people (four women and one men) with
normal hearing.

The signal had the form of noise pulses spanning the
frequency range from 250 to 4000 Hz or from 4000 to
12 500 Hz. The signal bandwidth was adjusted by two
Robotron 04024 bandpass filters for low and high fre-
quencies with a rejection slope of 12 dB/octave. The
noise signal was generated by a G2-57 low-frequency
signal source and applied to two modulators. The
experiments used 53 loudspeakers placed on an arc in
the vertical plane. As in the previous series, the signals
were applied to the loudspeakers sequentially thus
forming a train of noise pulses.

Two reference velocities of 58 and 115 deg/s corre-
sponded to the pulse repetition periods of 60 and 30 ms.
The noise pulses were 40 and 15 ms long, respectively.
The measurements of this series used the “staircase” or
“up–down” method, a modification of the minimal
increment method [17].

The acoustic stimulus changed not only its velocity
of motion, but simultaneously changed its rhythmic
pattern associated with the period of noise pulses. Sub-
jects could use these changes as cues to discriminate the
signals in velocity. Accordingly, an additional series of
experiments was performed to analyze the differential
sensitivity to the pulse repetition period. The increment
of the pulse repetition period of the test signal with
respect to that of the reference signal was detected.
These experiments involved three subjects (nos. 1, 2,
and 5).

The first loudspeaker (0° in azimuth and 0° in eleva-
tion), located on the midline of the subject’s head,
transmitted a signal containing 15 noise pulses. Each
pulse was 40 ms long. The rise and fall times were 1 ms.
The following pulse repetition periods were used as a
reference: 200, 180, 160, 140, 120, 100, 80, and 60 ms,
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which corresponded to the repetition periods used to
create the apparent motion of the sound source. The dif-
ferential thresholds in the repetition period were deter-
mined by the minimal increment method.

It should be noted that, in these experiments, the dis-
tance to the moving auditory target was constant and
the angle subtended by the arc, along which the target
moved, was 180°. Therefore, a change in the velocity of
the auditory target changed the overall duration of the
signal, which the subjects could use as a cue to estimate
the velocity of the auditory target. Therefore, the differ-
ential sensitivity to signal duration was measured for
three signal lengths: 3.1, 1.6, and 0.9 s. The signal was
transmitted by the first loudspeaker, which was in front
of the subject’s head at a distance of 1.2 m.

The differential signal duration thresholds were
measured by the up–down technique. These thresholds
were compared with the differential thresholds
obtained from the data on the threshold velocity dis-
crimination. The duration of the signal was 3.1 s for the
velocity of 58 deg/s, and 1.59 s for 115 deg/s.

Each experiment took about 45 min and did not vis-
ibly tire the subjects. Prior to the experiment, all sub-
jects were trained in audition of the signals and in
velocity comparison.

RESULTS

It was found that, when the auditory target moves
from front to rear, the absolute differential threshold
monotonically increases with velocity in the main part
of the velocity range studied, as shown in Fig. 1 (curve 1).
Contiguous points of this curve were discriminated
with a high degree of certainty (p < 0.05). An exception
from the general behavior was observed in thresholds at
the velocities of 75 and 83 deg/s. The threshold at
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Fig. 1. Average absolute differential velocity threshold ver-
sus the reference velocity for the auditory target moving
(1) from front to rear and (2) from rear to front.
75 deg/s was higher than at 83 deg/s in all subjects.
However, the differential thresholds in these two cases
were not significantly distinguishable (ANOVA
F(1; 118) = 2.327, p > 0.05).

The behavior of the differential threshold versus the
velocity could be approximated by a linear function
with a slope of 0.14. The correlation coefficient was
0.98.

When the auditory target moved from behind the
subject’s head forward, the average differential thresh-
olds also increased monotonically with velocity. The
differential thresholds, averaged over a group of six
subjects, are shown in Fig. 1 (curve 2). Contiguous
points on this curve were discriminated reliably (p <
0.05). The behavior of the differential threshold versus
the velocity was approximated by a linear function with
a slope of 0.1. The correlation coefficient was 0.98.

It should be noted that the behavior of the differen-
tial threshold versus the velocity for the target moving
from front to rear and from behind the subject’s head
forward showed individual distinctions. Two subjects
(nos. 5 and 6) demonstrated noticeably higher differen-
tial thresholds than the others. The basic behavior
observed in the group curve, however, remained the
same.

Since three of the subjects (nos. 1, 2, and 5) took
part in the experiments with the auditory target moving
in both directions, it is reasonable to use them in the
study of the effect of the direction of motion on the dif-
ferential velocity sensitivity. The average absolute dif-
ferential velocity thresholds for the target moving in
both directions are given in Fig. 2 for each of the three
subjects. The solid circles show differential thresholds
for the target moving from front to rear; open squares,
from rear to front. Straight lines show the linear approx-
imation of the experimental data. The greatest correla-
tion coefficient was obtained in the linear approxima-
tion of the absolute average differential threshold as a
function of the velocity of the auditory stimulus. The
correlation coefficient (R2) was 0.964, 0.951, and 0.991
for the target moving from front to rear and 0.995,
0981, and 0.924 for the target moving from rear to front
for subjects nos. 1, 2, and 5, respectively. The regres-
sion lines for the auditory stimulus moving in the two
directions are not reliably distinguishable for each of
the three subjects (t10 = 0.152, 0.035, and 0.114 for sub-
jects nos. 1, 2, and 5, respectively; p > 0.05).

We can thus suppose that the direction of motion of
an auditory target in the form of the chosen auditory
stimulus exerts no effect on the differential velocity dis-
crimination of the auditory target moving in the vertical
plane.

The velocity resolution for the source moving in the
vertical plane was higher in the case of the acoustic sig-
nal occupying the frequency band from 4 to 12.5 kHz.
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
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At a velocity of 58 deg/s, the absolute differential
thresholds for the signal occupying the frequency band
from 0.25 to 4 kHz were higher by a factor of approxi-
mately 2 in all five subjects. At a velocity of 115 deg/s,
the differential thresholds for this signal were also
higher (by a factor of approximately 1.6) than for the
high-frequency auditory target (with a frequency band
from 4 to 12.5 kHz).

Figure 3 illustrates the dependence of the absolute
differential threshold on the signal frequency band for
two velocities. The difference between the thresholds
for the low-frequency signal and for the signal contain-
ing high-frequency components is significant (p < 0.01)
for the velocities of 58 and 115 deg/s. The comparison
was performed by the nonparmetric Wilcoxon method.

For the signal that occupies the frequency band from
4 to 12.5 kHz, the lowest differential threshold at a
velocity of 58 deg/s was 2 deg/s (subject no. 12); at a
velocity of 115 deg/s, 6.5 deg/s (subject no. 13). For the
signal occupying the range from 0.25 to 4 kHz, the low-
est differential threshold was 4 deg/s (subject no. 12) at
a velocity of 58 deg/s, and 10 deg/s (subject no. 10) at
a velocity of 115 deg/s. The highest differential thresh-
olds were observed in subject no. 11: 5.4 deg/s for the
high-frequency signal and 12.7 deg/s for the low-fre-
quency signal at a velocity of 58 deg/s and, respec-
tively, 12.7 and 21.2 deg/s at a velocity of 115 deg/s.

According to data available from the literature,
velocity thresholds for high-frequency signals are
roughly the same as those for broadband signals [15].
However, in this work, the average differential velocity
thresholds for a 4–12.5-kHz signal were found to be
much higher than the average differential velocity
thresholds obtained in the first two series of experi-
ments with a 0.1–10-kHz auditory target moving in
both directions as shown in Fig. 4. It should be noted
that, although the differential velocity thresholds for a
signal containing frequencies higher than 4 kHz were
within the thresholds in both directions (except for sub-
ject no. 11), they were near the differential thresholds
observed in subject no. 5, which were rather high. For
comparison, the thresholds for subject no. 5 at a veloc-
ity of 107 deg/s were 7.3 deg/s for the stimulus moving
from front to rear and 6.9 deg/s for the opposite direc-
tion. The average differential threshold for the 4
through 12.5 kHz signal for subject nos. 10, 12–14 was
7.5 deg/s at a velocity of 115 deg/s.

The distance between the loudspeakers was differ-
ent: 15 deg for the target moving from rear to front and
12.8 deg for the opposite direction. In the third series of
experiments, the distance between the loudspeakers
was 3.6 deg, which is smaller than the minimum distin-
guishable angle [18, 19]. Therefore, we can assume that
these conditions could affect the result of the velocity
comparison. To test this assumption, we calculated the
differential thresholds for the repetition period of
60 ms, which was used in all three series of experi-
ments, so that the repetition period of acoustic pulses
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
was the same, while the velocity was varied by varying
the angular separation between the loudspeakers. It was
found that subjects failed to reliably discriminate the
differential thresholds in a repetition period when the
angular separation between the loudspeakers was 12.8
and 15 deg (p > 0.5, F(1; 10) = 1.53). The thresholds
were reliably discriminated when the angular separa-
tion was 3.6 and 12.8 deg (p < 0.5, F(1; 9) = 6.11) and
3.6 and 15 deg (p < 0.5, F(1; 8) = 7.06). Thus, the angu-
lar separation between the loudspeakers affects the dif-
ferential thresholds if it is greater than 3.6 deg.

Since the velocity of the auditory target was varied
by varying the repetition period, when comparing the
velocities, the subjects could utilize not only the change
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Fig. 2. Average absolute differential velocity threshold ver-
sus the reference velocity for subject nos. (a) 1, (b) 2, and
(c) 5 with the auditory target moving (solid circles) from
front to rear and (open squares) from rear to front. Straight
lines represent the result of the linear approximation.
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Fig. 3. Absolute differential velocity threshold versus the reference velocity for subject nos. 10–14 for the acoustic signals occupy-
ing frequency bands from (open rectangles) 0.25 to 4 kHz and (hatched rectangles) from 4 to 12.5 kHz.
in the velocity itself but also the change in the signal
rhythm. To test this hypothesis, we converted the differ-
ential velocity thresholds into the corresponding
thresholds in repetition period (∆T) and compared them
with differential thresholds in the repetition period for
a stationary signal. The relative differential thresholds
∆T/T in velocity and in the rhythm of the signal for sub-
jects nos. 1, 2, and 5 are shown in Fig. 5.

Subject no. 1 did not show a reliable difference (p >
0.05) in the relative thresholds in repetition period
when the auditory target moved from front to rear at T =
200, 140, 100, and 80 ms and from rear to front at T =
140, 120, 100, and 60 ms.

For subject no. 2, the relative differential thresholds
were not reliably distinguishable (p > 0.05) for the tar-
get moving from front to rear at repetition periods of
T = 180 and 160 ms. For the target moving in the oppo-
site direction, the differences were reliable (p < 0.05)
for all repetition periods.

For subject no. 5, the relative differential thresholds
were not reliably distinguishable (p > 0.05) for the
motion from front to rear at repetition periods of T =
180 and 160 ms and, for the motion in the opposite
direction, at a repetition period of 180 ms. In other
cases, the relative differential velocity thresholds in
both directions differed from the relative differential
thresholds in repetition period and were higher.

In our experiments, the trajectory of the auditory tar-
get was fixed: it had the form of an arc enclosing an
angle of 180 deg. Therefore, when the velocity
changed, the only parameter that changed was the total
time necessary for the sound stimulus to travel this dis-
tance. The differential sensitivity was measured with
sound durations of 3, 1.6, and 0.9 s. The differential
thresholds were reliably (p < 0.05) distinguished for
each duration. The relative differential thresholds in
duration, averaged over a group of five subjects, are
shown in Fig. 6 (curve 1). For the sake of comparison,
curves 2 and 3 in this figure represent the differential
sensitivity in sound duration. Curve 2 is borrowed from
[1]; curve 3, from [20]. As can be seen from Fig. 6, the rel-
ative duration thresholds obtained in this work actually
coincide with those reported in the papers cited above.

The relative differential thresholds in sound dura-
tion were compared with converted relative differential
thresholds in total sound duration for a moving auditory
target. The relative duration thresholds for 3.1 and 1.6 s
were compared with converted relative thresholds for
velocities of 58 and 115 deg/s obtained with the low-
frequency and high-frequency signals, which corre-
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
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nos. 1–5: (full circles) the auditory target moves from front to rear and (open squares) in the opposite direction. The open triangles
refer to the discrimination of the repetition period.
sponded to durations of 3.1 and 1.6 s. The difference
between differential thresholds for moving and fixed
sources was also significant for the signal spread over a
frequency band of 0.25–4 kHz, as well as 4–12.5 kHz
(F(3, 158) @ 2.66, p < 0.05). Differential thresholds for
signals with a frequency band from 0.25 to 4 kHz and
from 4 to 12.5 kHz are indicated in Fig. 6 by numbers 4
and 5, respectively.

Thus, differential thresholds in sound duration for a
fixed source are significantly different from the con-
verted duration thresholds for a moving source and are
substantially higher. From the above results, one can
conclude that the differential sensitivity to velocity of
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
the auditory target in the vertical plane did not depend
on variations in the total sound duration.

DISCUSSION

Below, we discuss the following issues:
(1) The difference between the recognition of a

moving rhythmic signal and recognition of the repeti-
tion rate of acoustic signals, because our study used
apparent motion, which was produced by changing the
repetition period (and, therefore, the rate) of noise
pulses. Also, the angle subtended by the trajectory was
constant (180 deg) and the total duration of the motion
varied; therefore, the results were compared with the
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differential sensitivity to duration of the acoustic stim-
ulus.

(2) The effect of the direction of motion on the dif-
ferential velocity sensitivity in the vertical plane. The
auditory target was moved in the experiments from
front to rear and from rear to the front.

(3) The effect of the spectrum of sound on the differ-
ential sensitivity to the velocity of the auditory target.

(1) Our experiments used apparent motion of the
auditory target. When the motion was formed, the
velocity and repetition period of the signal produced by
sequentially switching the loudspeakers were directly
related. The velocity of the motion changed with an
increase or decrease in the repetition period or rate of
the series of noise signals, and the subjects could eval-
uate the change in the velocity from variations in the
signal periodicity. The subjects could also rely in their
estimates on the variation in the temporal gap between
the stimuli, because the pulse length was constant.

We first consider the possibility of discriminating
the velocity from the pulse repetition rate. According to
our results, it can be assumed that subject no. 1 esti-
mated a change in the auditory target velocity mostly
from a change in the repetition period. The relative dif-
ferential thresholds in the problem of discriminating
the repetition period reliably coincided with converted
increments of the repetition period in the problem of
discriminating the velocity of the auditory target at a
period of 200 and 140–60 ms for a target moving from
front to rear and at a period of 140–100 and 60 ms for a
target moving in the opposite direction. Subject nos. 2
and 5 compared the velocities based on the change in
the rhythm of the signal only when the repetition period
was longer than 140 ms. At shorter repetition periods,
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Fig. 6. Relative differential threshold in signal duration ver-
sus the duration: results (1) obtained in this work and (2, 3)
borrowed from [1, 20] (respectively). The crosses and aster-
isks show the converted relative thresholds for moving audi-
tory targets with frequency bands from 0.25 to 4 kHz and
from 4 to 12.5 kHz, respectively.
the relative differential thresholds in the discrimination
of the repetition period were significantly different and
were lower than those in the velocity discrimination by
a factor of approximately 1.7.

The information on boundary conditions in forming
an impression of motion can be found in the literature.
The boundary conditions for creating a continuous
moving auditory target in the horizontal plane under
dichotic stimulation were studied in [21]. The threshold
click repetition rate for the motion to be perceived was
7.6/s. In our experiment, the repetition rate was 7.14/s
at a repetition period of 140 ms, and 8.3/s at a period of
120 ms.

It was found that the arrangement of loudspeakers in
the horizontal or vertical plane and their number (two
or three) exerts almost no effect on the impression of
continuous apparent motion [22]. The greatest effect is
produced by durations of the sound stimulus and the
interval between the stimuli. The critical interval
between periodic acoustic pulses that is necessary to
create an impression of motion is between 0.1 and
0.15 s for the horizontal plane and for the source mov-
ing to or from the listener [23].

Based on the above results, we can assume that lis-
teners can discriminate the velocity of a periodic signal
on the basis of the change in the repetition period (sub-
ject no. 1) and also the change in the velocity itself
(subject nos. 2 and 5). However, no matter how the sub-
jects discriminated the velocity, there were no notice-
able difference in the differential thresholds.

Let us compare our results with the information
available from the literature about the discrimination of
the rate at which the noise is interrupted. The results of
the comparison are shown in Fig. 7a, which represents
the relative thresholds in the discrimination of velocity
and repetition period for subject nos. 5 and 2 in terms
of the signal repetition period. The relative velocity and
repetition period discrimination thresholds are shown
by full circles and asterisks, respectively. Curves 1–3
show the differential sensitivity to the signal repetition
rate [24–26]. To compare these data with our results,
the repetition rate thresholds were converted to the cor-
responding repetition period thresholds. The relative
repetition period discrimination thresholds and those in
the noise interruption rate are comparable in their mag-
nitude and behavior. The repetition period discrimina-
tion curve obtained for subject no. 2 is close to the data
reported in [25]. The curve obtained for subject no. 5
continues passing into the curve borrowed from [26].
The velocity discrimination curves differ from the rate
discrimination curves in their faster growth beginning
with a period of 140 ms.

As stated above, the subjects could also rely in their
velocity discrimination estimates on the change in the
length of the temporal gap between sequential pulses,
because the pulse repetition period was varied, while
the length of the noise pulse was constant. According to
the literature, the differential threshold discrimination
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
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Fig. 7. (a) Relative differential repetition period threshold in the case of discriminating the velocity and repetition period of a fixed
sound source for subject nos. 2 and 5 versus the repetition period: (1, 2) the repetition period thresholds for a fixed source and a
moving source, respectively; the thresholds in noise interruption rate borrowed from (3) [25], (4) [24], and (5) [26] and represented
as relative differential thresholds in repetition period. (b) Relative differential thresholds in duration versus the interval between
stimuli: (1) experimental data of the present study and data borrowed from (2) [29], (3) [28], and (4) [27].
of the temporal gap was roughly 40 to 20% for dura-
tions of 40 to 160 ms, respectively [27–29]. Figure 7b
shows the relative thresholds in duration and repetition
period for a moving auditory target. As can be seen
from the figure, the increment in the repetition period
when discriminating the velocity was found to be much
smaller than the relative threshold in the duration dis-
crimination. These quantities differed by a factor of 2
to 6. Thus, a change in the temporal gap between the
stimuli that corresponds to the change in velocity
smaller than this is necessary for its detection.

As we noted above, a change in the pulse repetition
period, which determines the velocity of the auditory
target, also affects the total duration of the auditory
stimulus. Therefore, the subjects can be expected to dis-
criminate the signals based on not only the velocity but
also the duration of the stimulus.
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
To test this hypothesis, we measured the differential
duration thresholds. The relative velocity thresholds
were noticeably different from the duration thresholds,
as shown in Fig. 6. We can therefore conclude that, with
this type of signal, the subjects did not use such infor-
mation as the total signal duration in their velocity esti-
mates. This is validated by the data available from the
literature. In paper [1], a train of clicks was used as a
signal, and the velocity of the continuous auditory tar-
get was changed by changing the duration. The study
showed that it was the velocity rather than the total
duration that the subjects discriminated.

(2) The effect of the direction of motion on the dif-
ferential thresholds. It could be supposed that there is a
preferable direction for a listener in which the person
exhibits the highest differential sensitivity. However, as
we found out in this study, the differential sensitivity to
the velocity of the auditory target was the same in oppo-
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site directions. The regression lines, which were calcu-
lated by averaging the data obtained from six subjects
for the motion from front to rear and for six subjects for
the motion from rear to front, reliably coincide (t =
0.489 and p > 0.05). The regression lines, which were
calculated by approximating the average differential
velocity thresholds for the three subjects that partici-
pated in two experiments (with the auditory target mov-
ing from front to rear and in the opposite direction),
also coincide with confidence. This is corroborated by
results obtained for the motion in the horizontal plane
and for the auditory target moving to and from the lis-
tener. For the horizontal motion, there were no reliable
differences found between differential thresholds for
three velocities with the target moving in opposite
directions: from left to right and from right to left [30].

(3) In this study, we have shown that the differential
velocity sensitivity depends on the spectrum of the
sound stimulus. The differential velocity thresholds for
signals that occupy the frequency band from 4 to
12.5 kHz were lower than those for signals with a fre-
quency band from 0.25 to 4 kHz by a factor of approx-
imately 1.5. These results are in good agreement with
those obtained in localization of a fixed sound source in
the vertical plane. Data obtained in [6, 7] show that sig-
nals containing high frequencies are localized with a
higher accuracy than signals consisting of low frequen-
cies (below 4 kHz). Error in localizing the signals con-
sisting of frequencies below 3 kHz was found to be
higher by a factor of 3 than that for noise pulses con-
taining frequencies above 3 kHz [31].

Only two papers have studied the motion of a sound
source in the vertical plane, particularly, the minimum
audible movement angle. In [32], the signal had the
form of broadband 1.8-ms-long pulses, and in the other
study [33], noise was used in the frequency band from
500 to 8000 Hz. It is therefore impossible to compare
the effect of the signal spectrum on the angular resolu-
tion of a sound source in the vertical plane, i.e., on the
minimum audible movement angle.

It should be noted that, in this paper, although the
differential velocity thresholds for a signal containing
frequencies above 4 kHz were within the differential
velocity thresholds for motion in opposite directions
(except for subject no. 11), they were near the differen-
tial thresholds observed in subject no. 5, which were
rather high. For the sake of comparison, for subject no.
5, the velocity thresholds at a velocity of 107 deg/s
were 7.3 deg/s for a stimulus moving from front to rear
and 6.9 deg/s for the opposite direction. The average
differential threshold for a signal with a frequency band
from 4 to 12.5 kHz observed in subject nos. 10 and 12–
14 was 7.5 deg/s at a velocity of 115 deg/s. According
to data available from the literature, the localization
accuracy in the vertical plane for signals containing
high frequencies is approximately the same as that for
broadband signals [34]. We cannot disregard the fact
that this individual sensitivity can be explained by the
random selection of the group of subjects.

However, as we detailed in the “Results” section, the
effect of distance between the loudspeakers on the
threshold cannot be ignored. According to our results,
if the angular separation of the loudspeakers is greater
than 3.6 deg, it affects the differential threshold.

We intend to use the data obtained in this work to
study the effect of precedence of a moving signal.
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Abstract—The set of acoustic signals of White-Sea white whales comprises about 70 types of signals. Six of
them occur most often and constitute 75% of the total number of signals produced by these animals. According
to behavioral reactions, white whales distinguish each other by acoustic signals, which is also typical of other
animal species and humans. To investigate this phenomenon, signals perceived as vowel-like sounds of speech,
including sounds perceived as a “bleat,” were chosen A sample of 480 signals recorded in June and July, 2000,
in the White Sea within a reproductive assemblage of white whales near the Large Solovetskii Island was stud-
ied. Signals were recorded on a digital data carrier (a SONY minidisk) in the frequency range of 0.06–20 kHz.
The purpose of the study was to reveal the perceptive and acoustic features specific to individual animals. The
study was carried out using the methods of structural analysis of vocal speech that are employed in lingual crim-
inalistics to identify a speaking person. It was demonstrated that this approach allows one to group the signals
by coincident perceptive and acoustic parameters with assigning individual attributes to single parameters. This
provided an opportunity to separate conditionally about 40 different sources of acoustic signals according to
the totality of coincidences, which corresponded to the number of white whales observed visually. Thus, the
application of this method proves to be very promising for the acoustic identification of white whales and other
marine mammals, this possibility being very important for biology. © 2004 MAIK “Nauka/Interperiodica”.
Registration of wild animals in native habitat has
many applied aspects. These are the Red Book, hunt-
ing, studying migration of various species, and many
other applications. Various methods are used to monitor
wild animals, starting from questioning local residents
and hunters and ending with observations from ships,
aircrafts, and satellites. Various animal markers are also
used for this purpose, including natural specific fea-
tures of shape, color, etc., and artificial ones, such as
radio sets.

We systematically monitor white whales at a sta-
tionary base in the coastal zone of the White Sea
employing synchronous audio and video detection
[1−3, 5, 6]. An acoustic circuit consisting of a hydro-
phone, an amplifier, and a digital data storage medium
(a SONY minidisk) provides an opportunity to record
the communicative signals of white whales within the
frequency range of 0.06–20 kHz.

A special feature of the observation site is the pres-
ence of a local population with a relatively stable live-
stock number. These are mainly adult females with
calves, who permanently demonstrate playful behavior.
An observation tower is erected at a small stony bank at
0.5 km from the shore and does not influence the behav-
ior of the animals.

The stability of livestock composition was the rea-
son for the stability of the set of observed acoustic sig-
nals, which, in the case of systematic observations,
became familiar and audibly recognizable, as in the
case when a human in an unfamiliar place begins grad-
ually to recognize the voices and speech of other
1063-7710/04/5003- $26.00 © 20288
humans whom he meets every day. This fact suggested
an opportunity to use the communicative signals of
white whales as a natural acoustic marker that carries
information on individual properties of the sound-emit-
ting system of an animal.

Communicative signals of white whales are com-
plex sound sets (Fig. 1a) consisting of different compo-
nents well distinguished audibly and forming well
remembered structures. Due to the stable framework of
such structures, they can be combined perceptually into
classes and recognized in the flow of emitted signals.
An important role in recognition is played by such
parameters of single structure elements as their dura-
tion, intensity, positions on the frequency and time
axes, frequency bandwidth, and presence or absence of
repetitions.

A communicative signal of a white whale is similar
in its structure to a speech signal, which also consists of
stable acoustic structures (Fig. 1b) recognizable and
distinguishable by the same frequency, amplitude, and
time parameters. This provides an opportunity to use
the structure of a speech signal as a model for studying
the communicative signals of white whales and apply
the research methods used, for example, for the identi-
fication of a speaking person by the characteristics of
his voice and speech. Figure 1 shows the spectral-time
structure of a speech statement for comparison.

The elements forming the spectral-time structure of
a communicative signal of a white whale are vocal-like
(vowel-like), whistle, noise, and pulsed acoustic com-
ponents containing information on the individual prop-
004 MAIK “Nauka/Interperiodica”
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Fig. 1. (a) Spectral–time structure of a communicative signal of a white whale, which contains (1) vowel-like, (2) whistle, (3) pulsed,
and (4) noise components. (b) Spectral–time structure of a speech statement: V Moskovskom zooparke otkrylsya del’finarii (A dol-
phinarium has been opened at the Moscow Zoo), which contains (5) vowels, (6) pulsed, and (7) noise components.
erties of the transmitting system of an animal, its emo-
tional state, and the behavioral situation in which the
signal under investigation was measured. As is shown
in Fig. 1a, relatively simple structures can form blocks
similar in composition, which, being repeated with cer-
tain changes and additions, form more complex struc-
tures analogously to the processes of human speech,
when single syllables consisting, in their turn, of sound
combinations form a more complex structure of a word
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
[7]. The information contained in the elements of such
structures and also the stable framework and repetition
of blocks can be used (especially in the case of a simul-
taneous visual observation) for the formation of indi-
vidual and group distinctive features, which can pro-
vide an opportunity to judge the number of heads in a
drove, habitat, type of group behavior, etc.

The study of the communicative signals of white
whales, which were measured during the season of
Table 1.  Percentage distribution over classes of voice timbre

Male voices High tenor Tenor High baritone Baritone High bass Bass

Occurrence, % 5.9 22.3 26 30.8 9.5 5.5

Female voices High soprano Soprano High mezzosoprano Mezzosoprano High contralto Contralto

Occurrence, % 8.3 23.7 31 20 13.7 3.3
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observations, included perceptive and instrumental
analysis. At the beginning, the perceptive characteris-
tics of each component were determined by audio mon-
itoring of separate signals singled out as integral spec-
tral-time structures. For example, the tone-frequency
type (clear, noisy, high, low, or medium), the type of
frequency profile (monotonic; ascending; descending;
or arc-shaped, in particular, convex or concave), and the
presence of modulation were determined for the
“vocal” component.

Instrumental acoustic analysis was conducted using
the Speech Analyzer computer code, which provides an
opportunity to determine amplitude–time, frequency–
time, and spectral–time characteristics of the measured
signals. The data of instrumental analysis confirmed the
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Fig. 2. Examples of shapes of frequency profiles for vowel-
like signals of white whales: (a) monotonic, (b) descending,
(c) ascending, and (d) arc-shaped.
majority of perceptive observations and allowed us to
evaluate quantitatively the distinctive features singled
out. For example, the frequency limits were determined
in the process of grouping into high, medium, and low
sounds according to the high-frequency sound charac-
ter of “vocalization.”

As we have already indicated above, using human
speech and singing as a model for investigating the
communicative signals of white whales, we applied the
corresponding terms. Such categories as “vocaliza-
tion,” “vowel-like sounds,” etc. characterize only an
audible result and not the mechanism of sound genera-
tion.

One of the characteristic features noted while listen-
ing to the communicative signals of white whales is the
repetitive character of the blocks of a sound complex.
For example, two-time repetition occurred in 20% of all
signals; three-times, in 5%; four-times, in 3%; and five-
times, in 1%. The characteristic feature in this case is
the inverse dependence of block duration on the num-
ber of repetitions.

The types of shapes of the frequency profiles that
were determined perceptively as monotonic, descend-
ing, ascending, and arc-shaped ones were confirmed
graphically in the process of instrumental analysis
(Fig. 2).

The occurrence of the indicated shapes of the fre-
quency profiles of vowel-like components is distributed
as follows: monotonic profiles make up 40% of the total
amount; descending profiles, 50%; ascending profiles,
7%; and bow-shaped profiles, 3%.

Perceptively, two types of durations of vowel-like
sounds were distinguished in communicative signals of
white whales: shorter sounds perceived as vowels of
human speech and longer sounds similar to vowels in
singing. Figure 3 for comparison shows oscillograms of
singing a Russian vowel “a” and a long vowel-like
sound of a white whale with amplitude modulation. The
modulation frequency of a white whale has the same
order of magnitude as the vibration frequency in sing-
ing, while the modulation depth is approximately two
times greater, which is perceived audibly as a “bleat.”
The ratio of the levels of amplitude and frequency mod-
ulation can be also considered as an individual feature
of an animal.

Measurements of the modulation period demon-
strated that it is within the range of 80–120 ms, which
Table 2.  Average ranges of fundamental frequencies for separated timbre groups

Male voices High tenor Tenor High baritone Baritone High bass Bass

Fundamental
frequency, Hz 260–115 230–115 190–100 160–80 140–80 120–80

Female voices High soprano Soprano High mezzosoprano Mezzosoprano High contralto Contralto

Fundamental
frequency, Hz

400–220 360–220 320–170 270–150 250–130 240–110
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
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Fig. 3. Oscillograms of the (a) Russian vowel “a” and (b) “bleat” of a white whale.
corresponds to a frequency of 8.3–12.5 Hz. In this case,
the depth of amplitude modulation is about 70%, and in
the case of frequency modulation it is about 40%. Fig-
ure 4 presents different cases of amplitude and fre-
quency modulation combinations in vowel-like sounds
of white whales that are perceived as a “bleat” (the
upper curve is the envelope of the main signal and the
lower curve is the envelope of intensity). In the “voice
pitch,” the vowel-like components of the communica-
tive signals of white whales lie approximately within
the range of human voices and are clearly distinguish-
able audibly. The relatively high “voices” constituted
20%, the medium ones, 50%, and relatively low ones,
30% of all recorded signals. For comparison, we give
the data (Table 1) on the occurrence of human voices of
different pitch [8].

The measurements of the frequency range of “vocal-
ization” demonstrated that the whole set of studied sig-
nals lies within the limits of 100–300 Hz, which con-
firms perceptive observations on the presence of this
component within the range of human voices (70–
500 Hz for speech and 60–1300 Hz for singing). In this
case, perceptive division into low, medium, and high
AL PHYSICS      Vol. 50      No. 3      2004
“voices” of white whales corresponded to grouping of
detected signals within the intervals of 100–200 Hz,
125–250 Hz, and 150–300 Hz. For comparison, we
present data (Table 2) measuring the frequency range of
standard timbre–pitch types of human voices [8].

As one can see from the given data, some parts of
the common range considerably overlap. It is also
known that, in the situations connected with emotional
excitation, the range of the fundamental frequency vari-
ation of both human speech and components of com-
municative signals of white whales can be extended.

As we have already noted, whistle components are
also present in the complex of a communicative signal
of a white whale (72%) apart from “vocal” compo-
nents, and 35% of the whistle components are “clear”
in their timbre (Fig. 1) while 37% are “noisy” (Fig. 5a).
Whistle components occupy the frequency range of 4–
18 kHz.

A “clear” whistle has a harmonic structure and
occupies a wide frequency band. Oppositely, a “noisy”
whistle is represented by narrowband noise. Figure 5b
shows a spectral–time block including a short whistle
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Fig. 6. (a) A sonogram of a vowel-like sound of a white whale: F1 = 500 Hz, F2 = 1100 Hz, F3 = 2700 Hz, and F4 = 4000 Hz. (b) A
sonogram of a stressed vowel “a” of Russian speech in the word vrata (gates): F1 = 500 Hz, F2 = 1250 Hz, F3 = 2000 Hz, and F4 =
3500 Hz.
perceived as similar to a bird’s “chirping.” Blocks with
such structure, where a vowel-like sound is “framed,”
occurred regularly in the observation data and were,
probably, an individual feature of an animal.

Pulsed components, which can be seen in Figs. 1
and 5, occurred in 52% of the analyzed signals. Accord-
ing to their audible perception, they can be separated
into four types:

(1) a click (a “dry” sound), 14%;
(2) a resonant stroke (a high tone is audible), 6%;
(3) a flat stroke (low noise), 4%;
(4) sounds perceived audibly as “ik,” “ok,” and

“chmok” and representing a combination of short tonal
and noise pulses, 28%.

The characteristic feature of the latter was that such
a sound often concluded a “bleat” with a noisy whistle
and the whistle transformed into this kind of sound.

The methods of searching for individual distinctive
features of communicative signals of white whales
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
were adopted from forensic phonoscopic inquiry [9],
where the personality of a speaker can be identified by
the totality of linguistic and acoustic characteristics of
speech and voice. An oral statement is a spectral–time
structure consisting of a series of components with cer-
tain frequency and time parameters, which characterize
both the speech tract of a speaker and his individual
manner of speaking. Under certain conditions, this pro-
vides an opportunity to compare a given statement with
analogous statements pronounced by other persons or
the same person in a different speech situation. These
parameters are the average sound duration, the average
frequency of the fundamental tone of speech, and the
range of its change, as well as the average values of for-
mant frequencies of stressed vowels, which integrally
characterize the acoustic properties of the speech tract
and the acoustic characteristics of speech of a person.

In this connection, the vowel-like components of the
communicative signals of white whales are of the great-
est interest, because they are differentiated more finely
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in pitch and timbre of sound, as compared to, for exam-
ple, whistle components lying in the frequency range
where fine audible discrimination by pitch and timbre is
difficult. Therefore the utilization of vowel-like sounds
as a natural acoustic marker of white whales looks
promising, since these sounds have a formant structure
similar to the formant structure of speech vowels [10],
which characterize the individual properties of the
speech tract of a person.

Figure 6, for comparison, shows the sonograms of a
vowel-like sound of a white whale and a speech vowel,
where one can see the formant regions (F1, F2, F3, and
F4 are the average frequencies of formants).

The duration of vowel-like sounds of white whales
is approximately two to three times greater than that of
the vowels of human speech and constitutes 400–
700 ms. Longer (about 1.5–2 s) vowel-like sounds with
a deep frequency and amplitude modulation of about
10 Hz, which are audibly perceived as a “bleat,” belong
to the same class of sounds.

Thus, to use the communicative signals of white
whales as a natural acoustic marker, we took into
account the duration of a vowel-like sound or “bleat”;
the range and the average values of its fundamental fre-
quency; the shape of the frequency profile; and the val-
ues of F1, F2, F3, and F4.

Grouping the detected communicative signals of
white whales according to the totality of the indicated
characteristics of vowel-like sounds allowed us to con-
ditionally distinguish about 40 different animals. This
number approximately coincided with the number of
animals detected visually during the observation
period. However, to obtain the full pattern characteriz-
ing an animal by the emitted communicative signal, it
is necessary to take also into account the specific fea-
tures of other components, i.e., the whistle and pulsed
ones.
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Abstract—The evoked acoustic potentials of the brainstem (EAPB) were detected from the brain, the skull,
and the surface of the head of the harbor porpoise (Phocaena phocaena). Experiments were performed at the
Karadag biological station (Crimea). Clicks, noise, and tone bursts of different frequencies within 80–190 kHz
were used as stimuli. The time and frequency selectivities of the auditory system were estimated by the simul-
taneous and direct forward masking methods. The minima of EAPB thresholds were usually observed in a fre-
quency range of 120–140 kHz, which corresponded to the main spectral maximum of the species-specific
echolocation signal. In addition to the regular EAPB, a pronounced off-EAPB was observed. In the aforemen-
tioned frequency range, a frequency selectivity (Q10 of about 10) was revealed by the direct forward masking
method. The EAPB could be measured up to a frequency of 190 kHz, but outside this high-resolution region
(outside the ultrasonic “fovea”), the frequency selectivity was weak. A simultaneous masking of a click by a
tone was strong only when the delay of the click with respect to the masker onset was smaller than 1.0 ms. In
a continuous regime, the tone (unlike noise) produced only a weak masking. The response to a small intensity
increment of 1–4 dB was rather strong. In the frequency range of 120–140 kHz, this response exhibited a non-
monotone dependence on the signal level. The time resolving power, which was measured by the EAPB recov-
ery functions for double clicks of various levels, was rather high, even when the intensity of the test signal was
18 dB lower than the masker level. Experimental data show that the auditory system of the harbor porpoise is
tuned to detecting ultrasonic echo signals in the frequency range within 120–140 kHz. A hypothesis is put for-
ward that the acoustic system of the harbor porpoise allows the animal, from analyzing echo signals, to estimate
not only the distance to the target and the target’s intrinsic properties but also the speed with which the target
is approached, the latter estimate being presumably obtained on the basis of the Doppler effect. © 2004 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

The acoustic system of both humans and animals
still remains an unsurpassed instrument for analyzing
and classifying complex sound signals. The analyzing
abilities of most vertebrates, even those with relatively
nonspecialized sound processing systems, are unique.
For scientists, of special interest are animals who not
only are capable of analyzing various sounds, but also
developed unique abilities to classify sound signals
within a certain specific subclass. Examples of such
animals are owls, who are capable of hunting at night
by means of the passive location of very weak sound
sources. Another example is Homo sapiens, for whom
the ability for complex communication through sound
signals proved to be one of the key factors of its vigor-
ous progress within the last several thousand years. The
attention of researchers is also attracted to animals
using their own sound signals for orientation in space,
i.e., echolocating animals. The full set of species pos-
sessing the echolocation ability remains unknown.
Their most famous representatives are bats and toothed
whales. Both these groups of animals are predators and
use echolocation mainly for hunting, often instead of
vision.
1063-7710/04/5003- $26.00 © 20295
Understanding of the mechanism underlying the
operation of any sensory system is impossible without
studying its electrophysiological activity. To study the
mechanism of echolocation, bats are especially conve-
nient objects. The detailed investigation of the special-
ized mechanisms of echo-signal analysis by neurons in
a bat remains one of the best achievements of research
into central auditory mechanisms [1]. However, this
does not mean that the other large group of animals,
which use echolocation in other conditions (in water, at
large distances from the source), does not deserve a
similar close investigation.

Electrophysiological studies of the brain and the
auditory system of dolphins encounter many difficul-
ties associated with both ethical and technical prob-
lems. The large size of the animals, the difficulties in
their housing, and their specific reactions to anesthesia
have resulted in researchers almost giving up the
attempts to study the firing activity of neurons in these
animals. However, because the properties of the audi-
tory system of dolphins attracted great interest, in the
1960s and 1970s the electrophysiological and morpho-
logical studies of dolphins have become a rapidly pro-
gressing area of research. Studies were carried out
004 MAIK “Nauka/Interperiodica”
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using electrodes inserted into the brain [2–10]. A pub-
lication that appeared in 1981 reported on the measure-
ment of potentials by an electrode inserted into the skull
of a dolphin without a trepanation [11]. In 1983, a small
paper describing the potentials measured immediately
on the head of a harbor porpoise was published [12].
Later, this method was considerably improved, mainly
by the researchers from the Severtsov Institute of Ecol-
ogy and Evolution, Russian Academy of Sciences (the
laboratory headed by A.Ya. Supin). Starting from 1985,
the noninvasive method of measuring the brainstem
potentials on the surface of the head of an animal has
become dominant, primarily because of the appearance
of more strict requirements concerning the ethical
aspects of experiments with highly developed animals
[13–22].

In spite of the numerous advantages of the noninva-
sive measuring technique, it has certain limitations. In
fact, despite the considerable efforts, we still do not
know the exact points of origin of the brainstem poten-
tial oscillations in most species studied, including
humans (presumably, an exception is the first positive
potential maximum, which is determined by synchro-
nized pulses of the auditory nerve fiber). Most likely,
this compound action response called evoked acoustic
potential of the brainstem (EAPB) represents a super-
position of many potentials. In clinical practice, at least
before the wide acceptance of methods based on detect-
ing the otoacoustic emission, the EAPB measurement
served as the main method of objective audiometry pro-
viding fast diagnostics of the auditory system without
feedback from the individual under examination.

The noninvasiveness of the method of detecting the
EAPB from the head surface is very important for
studying rare and precious animals, including various
kinds of toothed whales. However, the method of local,
or cranial, measurement of potentials has certain
advantages from the viewpoint of studying the auditory
processing of signals inside the brain of an animal: it
provides greater signal amplitudes and a possibility to
analyze the signal components in more detail.

Naturally, any measurement of intracranial brain-
stem potentials in both acute and chronical experiments
was only possible for a small number of dolphins
belonging to the most common species. In fact, such
measurements were performed for only two species:
the bottlenose dolphin (Tursiops truncatus) [2, 4, 6, 23]
and the harbor porpoise (Phocaena phocaena) [3, 5, 7–
10]. The latter proved to be a more convenient object
because of its small size and availability (at the time of
the cited experiments, this species was often found in
fishnets by accident). Paradoxically, electrophysiologi-
cal experiments were stimulated by the difficulties in
long-term keeping of dolphins in tanks, which is neces-
sary for behavioral experiments. All this made the har-
bor porpoise the more popular object of investigation.

The echolocating signals of harbor porpoise possess
some specific features, which suggest the presence of a
specialized sensory processing mechanism in the
acoustic system of this animal. Unlike the signals of
many other toothed whales, the echolocating signal of
the harbor porpoise is a short pulse with a carrier fre-
quency of about 130 kHz rather than a broadband click
[25−28].

This paper analyzes the results of studying harbor
porpoise by both the intracranial method (data taken
from the cortex) and surface measurements (data taken
from the skin surface on the head of the animal). The
main attention is concentrated on the ability of the active
hearing [29] of the harbor porpoise to tune to analyzing
signals that belong to the frequency range near the carrier
frequency of the echolocating signal of this animal.
Experiments were performed in the laboratory headed
by N.A. Dubrovsky, at the experimental base of the
Karadag branch of the Institute of Southern Sea Biol-
ogy, National Academy of Sciences of Ukraine.

Some of the results described below were partially
presented in the literature [7, 12, 14, 16, 30].

EXPERIMENTAL TECHNIQUE

The basic description of the technique can be found
in [14, 16], and in this section the experimental tech-
nique is only briefly outlined. An awake animal was
placed in a relatively large tank and kept on the water
surface by a net. The upper part of the head of the ani-
mal and the upper part of the dorsal fin were in air,
while all other parts of the body, including the sound-
perceiving structures (the auditory canal and the bones
of the lower jaw) were in water.

The signal was produced by a piezoelectric trans-
ducer, which was fabricated at the Andreev Acoustics
Institute and calibrated by a B&K hydrophone in the
frequency range from 50 to 200 kHz. The signal level
was measured in decibels relative to 2 × 10–5 Pa. The
measurements of the local potential and the potentials
from the dorsal surface of the cortex were performed
using the technique that was developed in the labora-
tory of A.Ya. Supin (see [4, 23]) for detecting the local
potentials of the auditory cortex. The potentials from
the head surface were measured using a broad metal
plate pressed to the surface by a rubber ring (as those
conventionally used in recording electroencephalo-
grams). All the potentials were accumulated after 500–
3000 sequential independent presentations. In all cases
of studying the masking, when it is imposed on the
response to a test stimulus, the point-by-point subtrac-
tion of the response to the masker from the response to
the masker-plus-signal pair was used [16, 19].

RESULTS

General Characteristic of Responses 
and Their Frequency Dependence

When the measurements are performed near the
mean line of the head, 2–3 cm behind the bregma, the
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
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form of the EAPB was almost the same for different
sound signals. At a fixed signal, the fast components
obtained from the cortex surface (away from the audi-
tory cortex zones), the skull surface, and the head sur-
face are almost identical. Figure 1 shows typical
responses detected from the skull (Fig. 1a) and the head
surface (Fig. 1b) under the stimulation by a tone signal
with a frequency of 140 kHz, a sound pressure of 1 Pa,
and a duration of 6 ms. The responses differ in their
amplitudes; besides, in the case of the noninvasive mea-
surement on the head surface, the initial response com-
ponent is more pronounced (Fig. 1b). The slow
response, which, presumably, is associated with the
activity of the auditory cortex zones, is clearly notice-
able only in the case of the intracranial measurement. It
is important to note that the dependences of the ampli-
tude and latency of the EAPB peaks on the signal level
were of the same character for intracranial and surface
EAPB measurements (see also Fig. 2 in [12]). More-
over, the measured EAPB was analogous to the local
potential detected near the inferior colliculus [2, 10].

Since the main components of the EAPB of a dol-
phin (as well as a human) are positive in sign, we can
classify the peaks according to their positive maxima.
The main component that appears with a delay of about
3 ms can naturally be called PIV peak. Its amplitude
measured from the maximum to the subsequent nega-
tive deviation will be used in our study (as in many
other studies) as the measure of the EAPB value.
Although the origin of this component may be rather
complex, it mainly represents the synchronous dis-
charge of the lateral lemniscus fiber, which connects the
auditory centers of the medulla and the mid-brain. This
is evidenced by numerous data of comparative physiol-
ogy, as well as the results of the direct measurements
near the lateral lemniscus of the harbor porpoise, where
an intense and almost single-peak potential was detected
with a latency period corresponding to the delay of the IV
component of the EAPB (see Fig. 24 in [10]).

Since the hearing of dolphins mainly belongs the
high-frequency range, the audiogram is usually studied
on the basis of responses to very short (1–2 ms) but still
narrowband signals. In Fig. 2, the circles show the
dependences of the EAPB threshold levels on the fre-
quency of tone bursts for two animals. According to our
data, the harbor porpoise has a pronounced sensitivity
maximum in the frequency band within 120–140 kHz,
and this maximum is observed for all animals studied in
our experiments. A similar maximum was observed for
many objects in the local potential measurements [3, 5,
8–10]. Above 140 kHz, the high-frequency branch of
the audiogram exhibits a steep rise, but a response to a
signal of 190 kHz can still be detected.

Presence of Responses to Stimulus Termination

A characteristic feature of evoked brainstem poten-
tials in harbor porpoise is the presence of a response to
the stimulus termination (the off-EAPB). This effect
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
has been described earlier in papers reporting on the
measurement of local responses in practically all nuclei
of the brainstem of harbor porpoise [9, 10]. The effect
was observed with all methods of measurement
(Fig. 1). The frequency dependences of a regular EAPB
and an off-EAPB may differ substantially. The lowest
off-EAPB threshold either corresponds to frequencies
slightly exceeding the highest-sensitivity frequency of
the EAPB (Fig. 2a) or depends little on frequency
within 80–150 kHz (Fig. 2b). As a result, the difference
between the thresholds of the regular EAPB and the
off-EAPB usually reaches its maximal values in the fre-
quency range of 120–130 kHz.

Figure 3 presents the dependences of the EAPB
(Fig. 3a) and the off-EAPB (Fig. 3b) on the signal level.
The curves are normalized with respect to the maximal
EAPB amplitude at the corresponding frequency. The
behavior of the amplitude dependence of the EAPB is
approximately the same for all frequencies. However,
this is not the case for the responses to the signal termi-
nation. One can notice the high amplitude of the off-
EAPB at a frequency of 140 kHz and the weak depen-
dence of the off-EAPB amplitude on the signal level
when the signal belongs to the lower part of the fre-
quency range under study (80–100 kHz). At frequen-
cies of 100 and 90 kHz, in the superthreshold region,
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Fig. 1. Typical compound action potentials of the brainstem
of the harbor porpoise in response to a tone burst with a fre-
quency of 140 kHz, a level of 1 Pa above the threshold, and
a duration of 6 ms: the active electrode is positioned (a) in
the skull bone and (b) on the surface of the head. The posi-
tive polarity is directed upwards.
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the off-EAPB amplitude is practically independent of
the signal level.

Dynamics of Simultaneous Masking

The special adjustment of harbor porpoise to ana-
lyzing the sounds in the frequency range of 120–
140 kHz was demonstrated in a number of our experi-
ments, in particular, in studying the simultaneous
masking of a broadband click by masking tone bursts of
different frequencies. Such a masking strongly
depended on the time position of the click with respect
to the tone burst onset. Figure 4 shows the time depen-
dence of the relative amplitude of the response to a
click on the click delay with respect to the masker
onset. The maskers used in this case were 130- and
150-kHz tones and broadband noise. The response to an
isolated signal corresponded to 100% in all cases. The
relative amplitudes of the responses to individual
maskers are shown by symbols on the ordinate axis.
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Fig. 2. Thresholds corresponding to the appearance of the
compound action potentials of the brainstem in response to
the onset of a tone burst (EAPB, circles) and to the termina-
tion of a tone burst (off-EAPB, diamonds) versus the fre-
quency. The triangles show the difference between the
thresholds in decibels. The data are obtained (a) from the
head surface and (b) from the skull for two different ani-
mals.
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These dependences are noticeably different for tone
signals and noise. The tone signals cause a strong
masking only when the click occurs immediately after
the onset of the masker, while the noise masking devel-
ops more slowly. In the continuous regime (when the
click occurs within more than 2–4 ms after the masker
onset), the noise signal masks the click much more
strongly than with the tone maskers.

A strong masking of the click by the initial part of a
130-kHz tone is observed. When the click is delayed by
approximately 0.2 ms, the response to it is almost com-
pletely suppressed. Presumably, this testifies to the fact
that, at the initial instant of the signal presentation, a
very large population of neurons proves to be excited at
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Fig. 3. Amplitude of (a) EAPB and (b) off-EAPB in
response to tone bursts versus the signal level. In all cases,
the data are normalized to the maximal EAPB amplitude at
a given frequency. The frequencies used in the experiment
are indicated in Fig. 3a.
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all peripheral levels of the auditory system of the dol-
phin.

In the presence of all maskers studied, especially in
the presence of the 130-kHz tone, the effect of back-
ward masking is observed. The response to the click is
also suppressed when the masker is delayed by 0–
0.5 ms with respect to the signal (not shown in Fig. 4).

Direct Sequential Tone-by-Tone Masking

One of the most used methods of estimating the fre-
quency selectivity of the acoustic systems of different
animals is the method of masking of one tone by
another. Taking into account the weakness of the simul-
taneous masking under the effect of a continuous
masker (Fig. 3) and also the literature data testifying to
the efficiency of using a direct forward masking for the
determination of the frequency selectivity [31], we used
this method in our experiments. The duration of the
masker usually was 3 or 5 ms, the duration of the test
tone was 0.5–1 ms, and the interval between the masker
and the signal was 1–2 ms. Because of the presence of
the off-EAPB due to the masker, the subtraction proce-
dure was used in all cases to separate the response to the
test tone. Data of two such experiments are shown in
Fig. 5. In one case (Figs. 5a–5c), both the frequency
and level of the test tone were fixed. As the level of the
masker was increased, the amplitude of the response
decreased. This dependence was steepest when the fre-
quencies of the masker and the signal were close to
each other (Figs. 5a, 5b). The dependence of the masker
level necessary for the 50% suppression of the response
to the signal (Fig. 5c) is conventionally considered as
the frequency tuning curve.

In another version of the experiment (Figs. 5d, 5e),
the frequency and the level of the masker were fixed. In
this case, an increase in the signal level caused an
increase in the response. The latter increase was slow-
est for signal frequencies close to the masker frequen-
cies. The dependence of the signal level necessary for
obtaining a fixed amplitude of the response on the sig-
nal frequency (Fig. 5f) also reflects the frequency selec-
tivity of the system.

In both cases, the frequency selectivity was detected
at 130 kHz and proved to be almost identical (the values
of Q10 were approximately equal to 10). The estimates
of the frequency selectivity obtained by the two afore-
mentioned methods were found to be almost fully coin-
cident, despite the fact that the cumulative form of the
audiogram should affect the selectivity estimated by
these methods in opposite ways.

Response to an Increment

In several experiments, we studied the EAPB arising
in response to relatively small intensity increments of
tone bursts. The beginning of such an increment was
delayed with respect to the signal onset by 2–3 ms, so
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
that, in this case, the subtraction procedure was not nec-
essary. The responses to increments were clearly pro-
nounced even for increments of 1–2 dB. They occurred
at all frequencies used in our experiments.

However, we have noticed a specific feature of these
responses, which manifested itself at frequencies close
to the frequency of the signal produced by the animal
itself and, hence, to the minimum of the audiograms
obtained by us. This feature consisted in a highly non-
monotone dependence of the response to the increment
on the terminal signal level (Fig. 6a). The strongest
response was observed at relatively low signal levels,
and with an increase in the level, the response became
weaker. At frequencies away from the optimum,
although still lying in the far ultrasonic region, the
aforementioned nonmonotonicity was either weakly
pronounced or not observable (Fig. 6b).

Time Resolution

The time resolution of the acoustic system of dol-
phins has been much studied and discussed [7, 14, 16,
19]. In all our experiments, we observed with confi-
dence the appearance of a response to the second of two
clicks presented with an interval greater than 0.2 ms. In
the case of a continuous sequence of clicks presented to
the dolphin, the response was noticeable up to click
rates of 2–3 kHz. These values are maximal for the
EAPB of any animal and, presumably, exceed the cor-
responding values for other dolphin species. In addition
to the known facts, we obtained data on the temporal
recovery of the response to clicks of different levels.
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Fig. 4. Amplitude of the response to a click versus the inter-
val between the masker onset and the click for three masker
versions: 130-kHz tone bursts (diamonds), 150-kHz tone
bursts (circles), and broadband noise bursts (triangles). The
stars on the right indicate the amplitudes of the response to
a click in the presence of a continuously acting masker, and
the single dots on the left ordinate axis indicate the ampli-
tudes of the response to the masker alone. All data are nor-
malized to the amplitude of the response to a click in
silence.
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Fig. 5. Determination of the frequency selectivity by the method of direct forward masking (a–c) with a fixed signal and (d–f) with
a fixed masker. (a, b) Amplitude of the response to a 130-kHz signal versus the masker level for different masker frequencies (indi-
cated in the plots). The data are normalized to the amplitude of the response to the given signal in silence. (d, e) Amplitude of the
response to signals of different frequencies versus the signal level in the presence of a 130-kHz masker (the amplitudes are given
in microvolts). (c) The masker level producing a 50% suppression of the response to the signal versus the masker frequency and
(f) the signal level producing a response with an amplitude of 2.5 µV versus the signal frequency. The values of Q10 are determined
as the ratio of the central frequency (130 kHz) to the bandwidth at a level of 10 dB with respect to the extremum of the curve.
Figure 7 shows the curves characterizing the recov-
ery of paired clicks, the first of which had an amplitude
of 68 dB and the second had either the same amplitude
(circles) or a level 12 (diamonds), 18 (upward trian-
gles), or 24 dB (sideward triangles) lower than the first
click level. All curves in this figure are normalized to
the amplitude of the response to the second click pre-
sented in silence. A 12-dB decrease in the level of the
second click has practically no effect on the recovery
curve. Only a further decrease in the level of the delayed
signal leads to a late recovery. However, even for a level
difference of 18 dB, at a relatively large delay of 1.5 ms,
we observed a recovery of the response almost identical
with that observed for equal stimulus levels.
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DISCUSSION

Audiogram

In connection with the specificity of the echolocat-
ing signal produced by harbor porpoise [25–28], the
form of its audiogram is of special interest. All animals
studied in our experiments exhibited the maximal sen-
sitivity in the frequency band within 120–140 kHz. Evi-
dently, the exact form of the audiogram may vary for
different animals (Fig. 2). It may also depend on the
accuracy of sound pressure calibration in the experi-
mental tanks, which usually have limited dimensions.
However, since the size of the reception zone of a dol-
phin (no matter whether it is the tympanum or the bones
of the lower jaw [32]) should exceed the wavelength at
frequencies higher than 100 kHz (1.5 cm), it seems
unlikely that the interference in the tank could affect the
results, especially in view of the fact that the scatter of
the sound pressure values at a given point in the tank
usually does not exceed several decibels. The number
of electrophysiological studies testifying to the pres-
ence of a sensitivity maximum within 120–140 kHz for
harbor porpoise is fairly large, each of these studies
being performed with several animals [7–10, 14, 16].
However, in the literature, one also can find data that
testify to a considerable scatter of audiograms for dif-
ferent specimens of the species.

In particular, a recent publication [24] characterized
the surface EAPB of a single harbor porpoise specimen.
The shape and amplitude of the response to the click
correlated more closely with the responses detected by
us on the skull surface rather than with the responses
obtained in our experiment with a surface electrode.
The dependences of the amplitude and latency of the
PIV peak on the signal level agreed well with our data.
However, no such agreement was obtained for the
behavior of the threshold curve. The maximum of hear-
ing sensitivity was observed for the aforementioned
animal at a frequency of 54 kHz. This result noticeably
differs from our data and from the results of other
researchers: the frequency range of 50–60 kHz was
found to corresponded to a pronounced minimum in the
sensitivity determined by measuring the cortex
responses of the same object (see Figs. 9 and 10 in [33])
and the behavioral audiogram [34]. Presumably, in
some cases, harbor porpoise may exhibit considerable
individual deviations. It is also possible that the animal
studied in [24] had a high-frequency hearing loss, for
example, because of cochlea disorders. The steep
growth in the response amplitude with increasing stim-
ulus level, which was observed by the authors of the
cited publication, could also testify to the effect of loud-
ness recruitment typical of many cochlear disorders.
However, these authors, as have other researchers,
noted that the hearing range of harbor porpoise is
shifted to higher frequencies compared to, e.g., bottle-
nose dolphin.

A considerable scatter in the audiograms of harbor
porpoise was also observed in another experiment [35],
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
the author of which used the method of threshold deter-
mination by the galvanic skin response to sound (the
response was supported by a weak electrical shock on
the skin). As a typical example, the author presented an
audiogram with a sharp minimum in the threshold
curve at a frequency of 128 kHz.

In the recent behavioral study [34], the highest sen-
sitivity of one of the animals under study was observed
within 100–130 kHz without any pronounced sensitiv-
ity maxima in this frequency range.

Considering all audiographic data known for the
harbor porpoise, one can make the following conclu-
sions: (1) harbor porpoise seems to have the highest-
frequency hearing among all animals studied by now,
including both vertebrates and invertebrates; (2) most
of the harbor porpoise specimens studied exhibited a
sensitivity maximum at frequencies approximately cor-
responding to the frequency of their echolocation sig-
nal. The first conclusion alone makes the study of this
animal of special interest. Indirect data in support of the
second conclusion can be obtained from the analysis of
other results of our studies.

Origin of the Off-Responses

The response of a single neuron to a tone pulse
sometimes contains not only the response to the signal
onset but also a pulsed response to the signal termina-
tion. However, conventional laboratory animals exhibit
a small number of such response elements. The latter
may also appear under the stimulation by relatively
intense tone signals with short rise times [36], but in
this case the responses are presumably determined by
broadband transient processes. The compound action
potentials of the brainstem of humans and common lab-
oratory animals may also contain the off-components,
which are also determined by the responses to transient
processes [37] or, sometimes (usually in the presence of
noise), by an abrupt termination of the neuron response.
In the latter case, the potential usually has an inverted

1

0
35

Amplitude (µV)

55 65

2

3

4525

130 kHz

35
Terminal level (SPL in dB)

55 654525

2 dB
4 dB
6 dB

95 kHz

Fig. 6. Amplitude of the response to a signal increment ver-
sus the terminal amplitude value. The increment values are
indicated in the plots. The data are obtained for carrier fre-
quencies of (a) 130 and (b) 95 kHz.

(a) (b)



 

302

        

BIBIKOV

                            
form [38]. In the data under consideration, the latter
mechanism is ruled out because of the closeness of the
EAPB and off-EAPB shapes, as well as because of the
expected weakness of the persisting response to high-
frequency tone signals (Fig. 4). The response to tran-
sient processes usually appears under the effect of sig-
nals away from the optimal frequency. In our case, the
contribution of such a component seems to be probable
only in the presence of signals whose frequencies are
far from the minimum of the audiogram. Such an origin
of the off-EAPB arising under the action of relatively
low-frequency tone bursts is evidenced by their small
amplitudes even at high stimulus levels (Fig. 4). Natu-
rally, at the end of a low-frequency signal, a small oscil-
lation of the basal area of the cochlea must take place.
However, under the action of high-frequency signals,
the off-EAPB has a large amplitude and is similar to the
initial EAPB in shape. For other dolphin species, the
off-EAPB has not been a subject of special investiga-
tion (see also [9]). The analysis of the illustration, in
which this potential is seen for a bottlenose dolphin
(see, e.g., Fig. 13 in [13] and several figures in [20]),
shows that, in this species, the off-EAPB is much less
pronounced and its origin may be explained by an
abrupt termination of the firing rate (the polarity of the
main peak is negative).

The most prominent example of the off-responses in
peripheral acoustic compound action potentials is given
by a bat (Pteronotus parnellii) [39]. In this case, the
shape of the potentials reproduces the shape of the ini-
tial EAPB, the thresholds of the potentials are close to
each other, and the optimal sensitivity of the off-EAPB
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Fig. 7. Relative amplitude of the response to the second
click of a pair of clicks versus the click spacing (in millisec-
onds). The amplitude of the first click is fixed at a level of
68 dB, and the amplitudes of the second click are indicated
in the plot. All amplitudes are normalized to the response to
the second click in silence.
differs from the maximal sensitivity to the signal onset.
Precisely the same situation is observed for the com-
pound action potentials of the brainstem of the harbor
porpoise.

The authors of [39] explain the presence of periph-
eral off-responses in the bat by the special adjustment
of the basilar membrane area to the perception and fine
frequency analysis of echo signals in the frequency
range of 61–62 kHz (the spectral maximum of the spe-
cies-specific echo signal). It seems reasonable to
assume that a similar adjustment exists in the harbor
porpoise, naturally, in the region of the basilar mem-
brane tuned to the frequency of the fundamental com-
ponent of the echolocation signal, which is about 120–
140 kHz. One even may consider the possibility of indi-
vidual distinctions and an adaptive tuning of the fre-
quency of echolocation signals produced by harbor por-
poise, by analogy with the mechanism presumably real-
ized for bats (Pteronotus parnelli).

Frequency Selectivity

The frequency selectivity estimated by us using the
method of direct forward masking of a tone by another
tone at a frequency of 130 kHz proved to be approxi-
mately the same for the cases of signal or masker fre-
quency variations and was approximately equal to 10
according to the Q10 criterion (Figs. 4a–4c). At other
frequencies, the selectivity was much lower. In similar
experiments on a cat [40], the values obtained for the
quality factor were much lower (from 1.5 to 5.6) in the
frequency range up to 10 kHz. Similar quality factors
were obtained by us with the use of a test frequency of
90 kHz (Fig. 9 in [16]). Our results can be tentatively
compared with the data obtained by the same method of
direct forward masking of tone by tone for a bottlenose
dolphin [22]. The authors of [22] used only several
fixed masker and signal levels and very short durations
of both signal and masker. Therefore, the quantity Q10
could not be determined quantitatively. However, at the
frequency of 60 kHz used by the authors, the frequency
selectivity measured by this method seems to be rather
low.

Completely different results were obtained by the
same authors in estimating the frequency selectivity by
the methods of masking the responses to tones by a
noise signal with a spectral dip. In this case, at a fre-
quency of 90 kHz, the value of Q10 approached 20 [20].
A high selectivity was also obtained using the method
of a simultaneous tone-by-tone masking [18].

Today, it seems that the estimate of the frequency
selectivity by the method of direct forward masking of
tone by tone is not optimal for such a specially adjusted
animal as the harbor porpoise, whose neurons are likely
to respond to a tone burst by only a short initial dis-
charge and (possibly) a discharge at the termination of
the signal. This is confirmed by our data on the dynam-
ics of the masking of clicks by tone signals. When a
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
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click is delayed with respect to the tone burst onset by
less than 1 ms, the masking of the click by a high-fre-
quency tone decreased several times, as compared to
the case of delays of 0.1–0.2 ms (Fig. 4). One can
assume that, in the experiments illustrated in Fig. 5, we
virtually measured the masking of the on-response to
the test tone by the off-response to the masker. It is of
interest that, even in this case, the frequency selectivity
at a frequency of 130 kHz was sufficiently high and, in
any case, considerably exceeded the selectivity
obtained at other frequencies. Note that the masking of
a click by a noise signal was practically independent of
the delay (see Fig. 2 in [16] and Fig. 4 of the present
paper), so that the noise was an effective masker during
the whole time of its presentation.

Time Resolution

The problem of time resolution is considered in
most publications concerned with the analysis of elec-
tric activity evoked in the auditory system of dolphins
by sound signals [2, 4, 6, 11–16, 19, 21, 22, 41]. In time
resolution, dolphins outperform virtually all other ani-
mals by an order of magnitude. A noticeable recovery
of the response is already observed when the intervals
between clicks are about 0.2–0.3 ms. The recovery of a
sequence of clicks is observed up to a click rate of
2000–3000 pulse/s [16, 41]. That high time resolution
facilitates the analysis of the fine structure of echo sig-
nals and, in particular, the discrimination of the inter-
vals between direct and delayed echo signals (the typi-
cal values of such intervals are precisely of the afore-
mentioned order of magnitude) [27, 42]. The capability
of dolphins to perform a temporal analysis at intervals
of 0.2–0.3 ms fully agrees with the hypothesis put for-
ward by N.A. Dubrovsky, which consists in that dol-
phins possesses two different hearing mechanisms: one
of them functions within the critical interval, and the
other, outside it [29].

The possibility of such a fine temporal analysis by
an inertial system (remember that the duration of one
neural pulse exceeds the critical interval, even if the
refractoriness property is neglected) was specially
investigated in a number of model studies [14, 43–45].
The main idea of these studies was that, because of the
presence of the internal noise component and the
refractory period, part of the auditory nerve fibers prove
to be incapable of responding to the first click but
respond to the second click (either because of the
change in the instantaneous noise level or because of
the release from refractoriness). Since the number of
auditory nerve fibers and neurons of other auditory for-
mations of dolphins is rather great [46, 47], the absolute
number of neural elements responding to the second
signal proves to be substantial.

Our analysis of the responses to paired clicks of dif-
ferent amplitudes (Fig. 7) shows that even a weak echo
signal with a very small delay relative to the transmitted
signal can be analyzed almost without any interfering
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
effect of the main echolocating stimulus. Note that a
rapid recovery of the response to weak short delayed
tone bursts was also observed in a bottlenose dolphin
[22].

CONCLUSIONS

This paper summarizes some results obtained from
the electrophysiological studies of the acoustic system
of the harbor porpoise in 1976–1980, on the experimen-
tal base of the Karadag branch of the Institute of South-
ern Sea Biology, Academy of Sciences of the Ukrainian
SSR. The purpose of the paper was the analysis of the
data that point to the special adjustment of the afore-
mentioned species to analyzing the signals with fre-
quencies corresponding to the spectral maximum of the
transmitted echolocation signals. We proceeded from
the hypothesis (which is still not proved) that the harbor
porpoise is capable of using echo signals not only for
determining the distance to the target (from the time
delay between the locating signal and the echo signal)
and for analyzing the structure of the target (by analyz-
ing the intervals between primary and secondary ech-
oes), but also for determining the speed with which the
target is approached (from the Doppler frequency shift
of the echo signal). Although the indirect data collected
in this paper testify to the ability of the object under
study to use the latter mechanism, they do not allow one
to state with confidence that this mechanism exists in
dolphins. Now, it has become clear that some of the
experiments were planned and performed not quite cor-
rectly from the viewpoint of solving the problem under
consideration. For example, one should carry out
experiments to study the ability of harbor porpoise to
differentiate the signal frequency in the region of inter-
est. Here, it only can be noted that the data obtained by
measuring the galvanic skin response testify to a very
high frequency sensitivity of the harbor porpoise [48].
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Abstract—The hypothesis put forward by Vel’min and Dubrovsky [1] is discussed. The hypothesis suggests
that bottlenose dolphins possess two functionally separate auditory subsystems: one of them serves for analyz-
ing extraneous sounds, as in nonecholocating terrestrial animals, and the other performs the analysis of echoes
caused by the echolocation clicks of the animal itself. The first subsystem is called passive hearing, and the sec-
ond, active hearing. The results of experimental studies of dolphin’s echolocation system are discussed to con-
firm the proposed hypothesis. For the active hearing of dolphins, the notion of a critical interval is considered
as the interval of time within which the formation of a merged auditory image of the echolocation object is
formed when all echo highlights of the echo from this object fall within the critical interval. © 2004 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

Acoustic signals play a key part in the life of dol-
phins. Since light waves rapidly decay in water, distant
perception for dolphins under the water surface is pos-
sible only by hearing. The purpose of the organ of hear-
ing as a biological analyzer consists in the determina-
tion of the properties of a sound source. Since dolphins
are echolocating animals, their organ of hearing can
solve this problem in the passive mode, i.e., when the
echolocation objects (e.g., fish) are sources of sound by
themselves (primary sources), and in the active mode,
when the objects are insonified by the dolphin’s own
echolocation clicks and produce echoes (secondary
sources). In the first case, the organ of hearing operates
as an independent system analyzing acoustic signals. In
the second case, the organ of hearing must operate in
combination with the dolphin’s own sound source. In
this case, it is appropriate to consider a specific com-
plex analyzer, which includes the source of sound, the
receiver, and the system of their interaction. This com-
plex analyzer may be called the echolocation system.

The flow chart of the echolocation analysis is shown
in a general form in Fig. 1. An acoustic click produced
by (1) the source is focused by (2) a field-forming sys-
tem and transmitted into (3) water. The echo signal
(together with (7) noise and reverberation) produced by
(4) the object under the effect of the echolocation click
is again transmitted through (3) water and arrives at (5)
the system of the auditory signal formation and then to
(6) the system of formation and analysis of auditory
images. The latter, being the most important and com-
plex element of the whole echolocation process, also
controls the adaptive process of generation and forma-
tion of the echolocation click (see the connection of
unit 6 with units 1 and 2 in Fig. 1). Note also the possi-
ble connection between units 1 and 5, which makes it
1063-7710/04/5003- $26.00 © 20305
possible to use delayed replicas of the probing pulse in
the auditory analysis of echo signals, i.e., to perform the
signal processing matched with the probing pulse.

The inclusion of the propagation medium, second-
ary sources, and sources of noise and reverberation into
the general flow chart of the echolocation analysis is
rather important, because the echolocation analysis
adapts to both the acoustic characteristics of the
medium and the parameters of secondary sources and
interference.

The conditions of the operation of the hearing organ
in the two aforementioned modes are different. The
sounds from the primary and secondary sources (echo
signals) differ in the volume of a priori data. In the first
case, the animal does not know the direction of the
arriving sound signal, its intensity, the distance to the

12

3

4

5 67

Fig. 1. Functional flow chart of echolocation analysis in
bottlenose dolphins: (1) source of echolocation clicks,
(2) system providing the formation of echolocation field,
(3) echolocation data transmission channel (water medium
and interfaces), (4) object of echolocation analysis, (5) sys-
tem of auditory signal formation, (6) system providing the
formation and analysis of auditory images and controlling
the generation and formation of the echolocation field, and
(7) sources of noise and reverberation.
004 MAIK “Nauka/Interperiodica”
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source, the instant of signal arrival, and the time–fre-
quency characteristics of the arriving signal. Therefore,
to provide an efficient perception of sounds from pri-
mary sources, the organ of hearing must possess a
“panoramic” property; i.e., it must be always ready to
receiving sound signals in all possible ranges of direc-
tions, distances, intensities, instants of arrival, and
time–frequency characteristics. In the second case, the
direction of the echo signal arrival is usually known,
because it is opposite to the radiation direction. The dis-
tance to the secondary source, the intensity of the echo
signal, and the instant of its arrival are only unknown at
the very beginning of the echolocation. After the arrival
of the first echo signals, these parameters become
known. The frequency band of the echo signals usually
coincides with that of the echolocation click and,
hence, is also known to the animal. Thus, the main
indeterminacy in the properties of the echo signal is
concerned with its fine time–frequency structure.

Since the aforementioned differences in the operat-
ing conditions of the hearing organ in the active and
passive modes are substantial, it is natural to assume
that, in the course of the evolution of dolphins (and,
possibly, other echolocating animals), two functionally
specific subsystems of auditory perception could be
developed. For brevity, we call them passive and active
hearing [1–5]. For echolocating cetaceans, this assump-
tion is even more justified, because their echolocation
ability has appeared in the course of the secondary
adaptation of their terrestrial ancestors, who had a fully
developed passive hearing, to underwater conditions.

Different conditions of operation of passive and
active hearing (i.e., hearing operating as part of echolo-
cation system) should also cause some important dis-
tinctions in their characteristics. The necessity to per-
ceive a signal arriving from a preliminarily unknown
direction requires that the passive hearing be omnidi-
rectional. Since the directional pattern is mainly deter-
mined by the ratio of the sound wavelength λ to inter-
aural base d (or, in the more general case, to the charac-
teristic size of the head or body of the animal), this
requirement can be satisfied for the frequency band
whose upper boundary fmax = c/λmin (c is the velocity of
sound in water and λmin is the minimal wavelength) is
determined from the condition λmin < d. Since the base
d of an adult bottlenose dolphin is approximately equal
to 15–20 cm, one obtains fmax < (7.5–10.0) kHz; i.e., the
passive hearing should mostly be low-frequency. This
immediately provides long-range detection and identi-
fication of the sources of extraneous sounds, because, at
the aforementioned frequencies, the attenuation in
water is relatively weak. Ecologically, the most impor-
tant biogenic sources of sound for bottlenose dolphins
are the low-frequency sounds produced by fish, which
also predetermines the relatively low frequency band of
passive hearing.

By contrast, for the perception of secondary sound
sources in the presence of noise and reverberation, a
high directivity of radiation and reception is necessary,
which can be achieved by increasing the frequency of
radiation. Since the forward radiation direction is most
expedient, the characteristic size determining the direc-
tivity of dolphin’s sound source coincides with the size
of a dolphin’s head (d ~ 20 cm). Then, the central fre-
quency characterizing the frequency band that can be
efficiently used by a bottlenose dolphin for producing
directional sound radiation should be determined from
the relation λ ! d, or f @ c/d. This can be achieved at
f ~ 10c/d, which yields f ~ 75 kHz. In this case, the main
lobe width of the directivity pattern (α ~ 1.2λ/d) is α ~
7°. The same characteristic spacing between two
receivers (~20 cm) provides a highly directional recep-
tion at frequencies of the order of 100 kHz. Thus, the
above consideration of the conditions of determining
the direction to the source of sound suggests that the
frequency band of passive hearing should lie mainly in
the low-frequency region (about 1–10 kHz) and the fre-
quency band of active hearing, in the high-frequency
region (about 100 kHz).

For dolphins, the determination of the distance to
primary sound sources is possible only with an a priori
knowledge of the intensity of the source and the char-
acteristic features of the time–frequency structure of
the signal under different acoustic conditions [6]. To
estimate the distance to secondary sources, it is neces-
sary to measure the time interval between the instant of
emission of the echolocation click and the instant of the
echo signal arrival. Hence, the signal processing
required for determining the distance to a source should
be different for a source of signal and a source of echo
signal, i.e., for passive and active hearing.

From the point of view of identifying primary and
secondary sources, the tasks of passive and active hear-
ing are also different. In the first case, there is a practi-
cally infinite variety of sounds that differ in their time–
frequency and intensity structures, while in the second
case, the frequency band of echo signals usually coin-
cides with that of the echolocation click. In their time
structure, echo signals from many objects have the
form of a sequence of pulses similar in shape to the
echolocation click but time-delayed with respect to
each other.

Since the maximal dimensions of the food objects of
a bottlenose dolphin are close to 20 cm, the time delays
between the echo highlights should be smaller than
500 µs. In this interval of delay values, the auditory
analysis of echo signals should be especially intricate
for determining the properties of the object and for its
classification and identification. In this connection, one
should expect that active hearing possesses specific
mechanisms for analyzing echo pulses whose durations
do not exceed 500 µs.

Passive and active hearings also differ in the way of
overcoming the adverse effect of noise and interfer-
ence. In the passive case, the predominant type of noise
is a low-frequency additive one, including biogenic
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
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noise. In the active case, reverberation predominates.
To overcome its effect, it is necessary to use short
broadband echolocation clicks well resolved in space
(time).

Unlike passive hearing, active hearing must function
in close interaction with the source of echo signal and
the medium, i.e., as an integral part of the echolocation
system.

The estimates presented above confirm the validity
of the hypothesis that dolphins possess a special audi-
tory subsystem for analyzing secondary sounds (active
hearing). By the time this hypothesis was published [1],
some experimental data were obtained that evidenced
in favor of the functional specificity of passive and
active hearings. The most significant data were as fol-
lows: (i) matching the spectra of dolphin’s echolocation
clicks with the characteristic of the high-frequency
absolute hearing sensitivity in the course of evolution
[1]; (ii) presence of low differential thresholds in fre-
quency below the frequency band of maximal hearing
sensitivity, as in the case of nonecholocating mammals
and humans [7]; (iii) selectivity of evoked electric
potentials to short high-frequency signals with steep
leading edges at inferior colliculus [8]; (iv) ability of
dolphins to simultaneously emit (at least) two signals
that differ in purpose and frequency band (namely, an
echolocation signal in the higher frequency band and a
communication signal in the lower frequency band),
which, from the point of view of noise immunity, is
expedient only when a simultaneous and parallel per-
ception of these signals (i.e., echo signals and commu-
nication signals from other dolphins) is possible [9];
and (v) termination of the frequency differentiation
with a change from continuous tone signals to pulses,
which testifies to a fundamental difference in the per-
ception of long signals and short pulses [10].

By now, the validity of the duplex auditory percep-
tion hypothesis for dolphins is supported by ample
experimental data obtained by us and also by other
research groups. The discussion of this data is the main
purpose of the present paper.

Here, it is important to note the following fact: our
experience showed that active hearing can be “acti-
vated” not only when the dolphin emits its own echolo-
cation clicks but also when the animal, without produc-
ing such clicks, perceives external acoustic signals that
are similar to echo signals in their characteristics: dura-
tion, frequency band, pulse repetition rate, and time–
frequency structure. Therefore, the study of active hear-
ing as part of the echolocation system is possible by
means of presenting artificially synthesized acoustic
pulses to a dolphin so that these pulses simulate echo
signals from different objects. Ignoring this important
fact may cause misunderstanding of the terms “pas-
sive” and “active,” because the main characteristics of
active hearing are obtained from measurements in a
seemingly passive mode [11].
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
The methodical aspects of experimental studies
were described in our previous publications [1–3, 12],
and, therefore, are not additionally discussed in this
paper.

SENSITIVITY OF ACTIVE HEARING

The specificity of active hearing must manifest itself
in a high sensitivity to individual short pulses and in an
absence of time summation beyond the interval of
500 µs. Figure 2 shows the experimental dependence of
the click hearing threshold (with respect to the thresh-
old measured at a repetition rate of 3 PPS (pulses per
second)) on the repetition rate F for two bottlenose dol-
phins [4].

For the dolphins being tested, the absolute sensitiv-
ity at F = 3 PPS was found to be (4.4 ± 0.4) × 103 µPa or
(73 ± 0.8) dB and (5.6 ± 0.5) × 103 µPa or (75 ± 0.7) dB,
respectively. At F = 30 PPS and a synthesized click
duration of about 15 µs, the sensitivity values for these
dolphins were (3.0 ± 0.3) × 103 µPa or (69.5 ± 0.9) dB.
Note that these thresholds were close to those estimated
from the evoked potentials of the auditory cortex of a
bottlenose dolphin with the use of broadband stimuli
(clicks) [13]. The minimal threshold value was found to
be equal to 3 × 103 µPa (69.5 dB). The decrease in the
hearing threshold because of the summation reached,
on the average, 1.2 dB per doubling of the pulse repeti-
tion rate for F growing from 3 to 100 PPS. This summa-
tion was much lower than the energy one observed for
humans (3 dB per doubling of the repetition rate) [14].

If the summation of pulses repeated F times per sec-
ond occurs with a time constant τ, the signal will build
up according to the law

IF = I1/{1 – exp(–1/Fτ)}, (1)

where IF is the intensity of the signal at a repetition rate
F and I1 is the signal intensity at a certain initial repeti-
tion rate. For Fτ @ 1, the intensity linearly grows with
the repetition rate: IF = I1Fτ; i.e., it increases by 3 dB
when F is doubled. Assume that the signal is detected
when its intensity exceeds a certain threshold I0. Then,
for the intensity IF to be unchanged and equal to the
threshold value I0, it is necessary to compensate for the
summation in the auditory system. For this purpose, I0
should be taken in the form

IF = I0; or I1 = I0{1 – exp(–1/τF)}. (2)

In Fig. 3, the dashed line represents curve 2 at τ =
200 µs (on a logarithmic scale). From the data shown in
Fig. 2, it follows that, in the main operating range of
repetition rates of echolocation clicks produced by bot-
tlenose dolphins, which extends from 12 to 60 PPS, the
summation of echo signals does not exceed 4 dB.
Hence, presumably, it does not noticeably affect the
increase in the noise immunity of active hearing against
noise masker, compared to the effect of an increase in
the echolocation click intensity. The latter increase,
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according to our data, may reach 52 dB and higher
when the noise level grows [15]. Figure 2 also presents
the data [16] obtained by the same method from one of
the bottlenose dolphins under study but in a wider range
of pulse repetition rates (from 1 to 20 000 PPS).

100
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101 102 103 104

Threshold variation (dB)

Fig. 2. Dependence of the variation in the hearing thresh-
olds (in decibels) for synthesized pulses on the pulse repe-
tition rate F: empty and full circles represent our data for
two bottlenose dolphins, triangles represent the data taken
from [16], and crosses refer to humans [14].
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Fig. 3. Dependence of masking on the azimuthal separation
of signal source S and noise source N. The abscissa axis rep-
resents the azimuth difference (in degrees) between signal S
and noise N sources (see Fig. 2), and the ordinate axis, the
effect of masking of the signal by noise with respect to that
obtained with coincident S and N: (1) our data [27], (2) data
for a tone signal of 80 kHz [28], (3) the same for a tone sig-
nal of 120 kHz, and (4) the directivity pattern for a tone
burst with a carrier frequency of 80 kHz and a duration of
40 µs [29].
The comparison of these data with ours shows that,
in the range of 3 to 1000 PPS, both groups of data agree
well with each other. In addition, from the data pre-
sented in [16], one can see that, at F = (3–4) ×
103 pulse/s, the effect of summation drastically
increases, and the summation becomes close to the
energy one. The time constant of summation is close to
250 µs, which is shown in Fig. 2 by the dotted line. Au
et al. [17, 18] obtained an integration time of 264 µs,
which agrees well with our estimates. In their experi-
ment, the detection threshold was measured for a pair
of clicks in noise as a function of the time interval
between them. When the interval was varied from 200
to 300 µs, the threshold increased by 3 dB, and a further
increase in the click spacing did not cause any changes
in the threshold value. This result testified to the
absence of summation for click intervals exceeding
300 µs.

The summation time constants obtained in our
experiments [1, 3] and in the experiments of Au,
Moore, and Pawloski [17] were about 250 µs, while
Johnson’s experiments [19] on tone burst summation
provided a noticeably different time constant of several
tens of milliseconds. This discrepancy testifies to a dif-
ference in the auditory processing of short broadband
clicks and narrow-band tone signals. Zaslavskii and
Zanin [20] studied the time summation of acoustic
clicks in a harbor porpoise. They used either pulses of
standard shape with a duration of 40 µs or noise bursts
in a frequency band of 80–180 kHz with a duration of
60 µs. As in bottlenose dolphins (Fig. 2), the curve of
the time summation of the pulse sequence of a harbor
porpoise consists of two parts: from 10 to 103 PPS and
from 2 × 103 PPS and higher. Within the first part, the
threshold decrease due to summation for standard-
shaped pulses is 1.2–1.3 dB per doubled F. Within the
second part, the threshold decrease reaches 5 and 4 dB
per doubled F for noise pulses and standard-shaped
pulses, respectively. It should be noted that the rate of
threshold decrease was reliably determined to be higher
than in the case of energy summation. At a pulse repe-
tition rate of more than 3000 PPS, the rate of threshold
decrease was also noticeably higher than 3 dB per dou-
bled F. This means that the summation of the group of
pulses falling within an interval of 250 µs is partially
coherent.

Above, we considered the threshold summation of a
sequence of pulses. Since, in the auditory system, the
summation of stimuli usually decreases with the growth
of their level above the hearing threshold (i.e., the time
constant of summation decreases), one should expect
an almost complete absence of superthreshold summa-
tion in dolphins in the range of pulse repetition rates
from 1 to 1000 PPS. This means that the auditory detec-
tion of a target should mainly occur by a single echo
pulse. The time summation measured by the brainstem
evoked potentials [21] was observed for the durations
up to 200–300 µs, which agrees well with the estimates
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004



ECHOLOCATION SYSTEM OF THE BOTTLENOSE DOLPHIN 309
obtained from behavioral experiments for the integra-
tion time in the auditory system of bottlenose dolphins.

PULSE DISCRIMINATION BY INTENSITY 
AND TIME INTERVAL

In the measurement of differential intensity thresh-
olds for short pulses, the specificity of active hearing
should manifest itself in low threshold values. During
the measurements, the signals to be compared were
simultaneously emitted on both sides of a separating
net thirty times a second. A higher-intensity pulse was
randomly emitted to the left or to the right of the net.
The task for the dolphin was to determine on which side
this pulse was emitted. The differential intensity thresh-
old (DIT) was defined as the intensity ratio of the stron-
ger signal to the weaker one (in decibels), at which 75%
correct responses were obtained. The measurements
were performed for several signal levels above the hear-
ing threshold. The results of the measurements are
shown in Table 1.

One can see that the DIT for clicks is close to 2 dB
above the hearing threshold. As the signal level
increases to 45 dB above the hearing threshold, the DIT
decreases by a factor of 2–2.5 and reaches a value of
about 1 dB. From the data obtained for bottlenose dol-
phins, it follows that, first, the DIT for clicks approxi-
mately coincides with the DIT for tone and noise sig-
nals, which testifies to a high intensity resolution of
active hearing. Our data agree well with the estimates
of the DIT by evoked potentials at the inferior collicu-
lus [22] and auditory cortex [13]. Second, our DIT val-
ues reasonably agree with the estimates obtained from
the data on auditory masking of one pure tone by
another (1.0, 0.35, and 2.0 dB) [23]. Third, the mea-
sured DIT closely coincides with the relative target
strength (~1 dB) of targets at the discrimination thresh-
old, when the echo signal contains only primary echoes
[2]. All these results confirm that the active hearing of
dolphins is well adjusted to discriminating the intensi-
ties of pulsed stimuli.

Since bottlenose dolphins use clicks for echoloca-
tion, the echo signals returning from a variety of objects
have the form of sequences of two or more clicks,
which may differ in pulse separation. Therefore, the
measurement of differential thresholds for the interval
between pulses is of interest from the point of view of
determining both the characteristics of active hearing
and the discriminating abilities of the dolphin’s echolo-
cation system.

In the experiment on the discrimination between
different pulse intervals, pairs of pulses were simulta-
neously emitted at a rate of 30 PPS on both sides of the
separating net. The task of the dolphin was to choose
the side where the pulses were produced with a greater
interval between them. The standard intervals were 50,
100, 200, and 500 µs. The difference threshold in pulse
interval (difference TPI) was determined as the differ-
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
ence between the intervals under comparison at 75%
correct responses. The differential threshold in pulse
interval (differential TPI) was determined as the ratio of
the difference threshold to the standard interval (in per-
cents or in decibels). At standard intervals of 50 and
100 µs, the differential TPI for one of the dolphins was
found to be about 0.4 dB in both cases (Table 2).

At a standard interval of 200 µs, two of sixteen mea-
surements of the difference TPI provided the values of
21.5 and 25.5 µs, which corresponded to a differential
TPI of 10.7 and 12.7% (0.4 and 0.5 dB), respectively.
At a standard interval of 500 µs, the dolphin was inca-
pable of discriminating between the pulse intervals.
Only once, an estimate of 34 µs was obtained for the
difference threshold, which corresponds to a differen-
tial threshold of 6.8% (0.3 dB).

In our previous experiment [24], the discrimination
thresholds for pulse intervals were measured with
another bottlenose dolphin. The time intervals between
pulses were taken within 50–100 µs at a step of 10 µs,
and also longer intervals of 150, 180, and 200 µs were
used. The average differential TPI were almost constant
and varied from 5 to 8%, which is somewhat below the
values presented in Table 2. The minimal difference
thresholds reach the values of 1–2 µs. This agrees well
with the data of echolocation experiments, in which it
was demonstrated that, for the target discrimination, the
dolphin had to discriminate between pulse intervals dif-
fering by only 1.8 µs [2]. Here we again observe the
coincidence of the characteristics of active hearing in
discriminating real echo signals (in the process of
echolocation analysis) and in discriminating between
artificial stimuli synthesized to simulate such echo sig-
nals.

At standard intervals of 180 µs and, especially,
200 µs, the discrimination was unstable. At the 180-µs

Table 1.  Average values of DIT and 90% confidence inter-
vals for these values (in decibels)

Signal level above the hearing threshold (dB)

5 20 36 45

Dolphin 1 2.5 ± 0.5 2.1 ± 0.8 2.1 ± 0.8 1.3 ± 0.6

Dolphin 2 1.7 ± 0.4 0.8 ± 0.1 0.7 ± 0.1 –

Table 2.  Difference TPI and differential TPI for pulsed sig-
nals and 90% confidence intervals for their average values

Standard interval (µs) 50 100 200

Difference TPI (µs) 4.8 ± 0.8 9.4 ± 1.7 11.5 ± 2.4

Differential TPI (%) 9.6 ± 1.6 9.4 ± 1.7 5.7 ± 1.2

Differential TPI (dB) 0.4 ± 0.1 0.4 ± 0.1 0.2 ± 0.1
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Table 3.  Discrimination between pulse intervals exceeding 300 µs

Intervals compared (µs)
300 500 500 500 500 500 1000 1000 1000 1800 2000

400 500 556 600 700 1200 1100 1200 1500 2000 2000

Percentage of correct discriminations 56 50 53 64 46 60 36 50 45 57 43
interval, the threshold could be determined in four
cases out of six, and in two of these four cases, the
thresholds were obtained not in the usual way, i.e., by
gradually decreasing the greater test interval to the
standard (smaller) interval, but in the opposite way: the
standard (greater) interval was fixed and the smaller
(test) interval was gradually increased toward the stan-
dard value. Despite the difficulties in threshold mea-
surement, the threshold value at a standard interval of
180 µs was still fairly small. At a standard interval of
200 µs, the threshold was determined in three cases out
of six: once “from above” and twice “from below,” and
the resulting values of the difference TPI were rather
high (25–32 µs).

Table 3 shows the data characterizing the ability of
one of the bottlenose dolphins to discriminate between
pulse intervals exceeding 300 µs. From Table 3, it fol-
lows that such intervals are not discriminated (the per-
centage of correct discrimination is close to 50% in dif-
ferent experiments). Similar results were obtained by
us with another bottlenose dolphin [24]. We also tried
to observe the discrimination between pairs of pulses of
a rectangular shape with a duration of 50 µs and a car-
rier in the form of white noise in a frequency band of
50 kHz. The repetition rate was 2 PPS [10]. The inter-
vals between pulses in the pairs suggested for compar-
ison were either 100 and 1100 µs or 2000 and 250 µs.
The dolphin could not be taught to discriminate
between these intervals.

On the basis of these results, one can conclude that
a sequence of echo pulses is perceived by a dolphin as
a single auditory image if it falls within a certain time
interval not exceeding 200–300 µs. This critical time,
Tcr, determines the maximal size (20 cm) of the object
whose echo signal is perceived by the dolphin as a
merged auditory image. This time coincides with the
duration of the interval within which an efficient thresh-
old summation of repeated pulses takes place.

In the introduction, it was mentioned that the neces-
sity to perform a comprehensive analysis of echo sig-
nals from ecologically significant objects (fish) requires
especially intricate mechanisms of signal processing
within time intervals smaller than 500 µs. Here, we
observe a manifestation of the operation of these mech-
anisms by the example of the discrimination between
pulse intervals in pairs of pulses.
NOISE IMMUNITY OF ACTIVE HEARING

The effect of masking one acoustic signal by
another is widely used in hearing studies on both
humans and animals to reveal the interaction between
two stimuli, signal and noise. In our experiments, we
used the effect of masking to determine the characteris-
tics of active hearing in the situations where one pulse
was masked by another and also where a true echo sig-
nal was masked by a noise pulse synchronized with the
dolphin’s own echolocation click.

In the experiment on noise immunity of active hear-
ing, two sequences of pulses produced on both sides of
a separating net were simultaneously presented to the
dolphin under investigation. One source generated a
sequence of single pulses thirty times a second.
Another source generated a sequence of pairs of pulses
in such a way that the first pulse of a pair coincided in
time with a single pulse synchronously emitted on the
other side of the net. The amplitude and delay of the
second pulse in a pair was varied in the course of the
experiment. The emission of a single pulse and a pair of
pulses occurred at random on both sides of the net. The
task of the dolphin was to detect the presence of the sec-
ond pulse in a pair. The time interval T between paired
pulses was varied in different series of measurements
from 0 to 10 ms. The measurement error for T did not
exceed 3 µs, and the measurement error for the ampli-
tude ratio was about 2 dB.

Experiments with one of the dolphins showed [1–5]
that, for T > 500 µs, the masking thresholds were close
to the absolute threshold for a single pulse within the
experimental error. This means that auditory excita-
tions do not interact when they are separated in time by
approximately 500 µs. By contrast, for T < 300 µs, a
strong interaction of stimuli is observed, which, in the
case under consideration, manifests itself as a strong
masking.

Our data are in good agreement with the results of
studying the direct temporal masking of evoked poten-
tials in the brainstem of dolphins, when noise arrives
before the signal [8, 21]. This corresponds to the
echolocation of an object at a small distance from the
dolphin with noise being represented by the own
echolocation click of the dolphin. In this sense, our
experiments on forward masking correspond to the case
of a weak echo masked by a stronger one delayed with
respect to it.

Evoked potentials were completely separated when
the delay between noise and signal was 2–5 ms. When
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
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the dolphin’s own echolocation click served as masker,
a time separation of evoked potentials caused by the
two pulses was observed for even shorted delays of
about 1 ms. The reconstruction of the first peak of the
evoked potential occurred in 100% of the cases with a
delay of only 500 µs [21]. The minimal response to the
signal at equal signal and masker amplitudes was
observed at a pulse interval of 200 µs.

Similar threshold values (200–300 µs) of pulse
intervals, at which the response to the second click of a
pair could be reliably detected, were obtained by us in
electrophysiological experiments on the harbor por-
poise [25]. Thus, in the experiment with a backward
time masking, we again arrive at the fact that the mech-
anisms of auditory processing of echo pulses are differ-
ent for the case when the pulses forming the stimulus
fall within a time interval of about 300 µs and for the
case when they fall outside this interval.

The specificity of active hearing of bottlenose dol-
phins should presumably manifest itself most strongly
in the perception of echo signals from objects. Obser-
vations of the echolocation abilities of dolphins under
strong reverberation conditions (detection or identifica-
tion of objects near the wall or the bottom) show that
dolphins possess a high noise immunity with respect to
reverberation. These observations gave rise to the
assumption that Odontocetes possess special mecha-
nisms providing detuning from reverberation pulses or
from their own echolocation clicks [2]. For example,
this may be a time gating mechanism, whose operation
includes blocking of the auditory system at the instants
of arrival of intense reverberation pulses and the
enhancement of hearing sensitivity at the instants of
arrival of weak echo signals.

To determine the specific features of active hearing
in the presence of dolphin’s own radiation, we carried
out experiments in which dolphins detected a steel ball
40 mm in diameter against a background of artificial
reverberation pulses [1–5]. The latter were produced by
emitting pulses that simulated the echolocation clicks
of a dolphin in shape and spectrum. The time relation
of the interfering pulses to the echolocation clicks of
the dolphin and the echo signal from the ball was
achieved by means of the initiation of the interfering
pulses by the echolocation clicks of the dolphin. Con-
trolling the delay of the interfering pulse emission, it
was possible to vary the seeming position of the source
of interference with respect to the source of echo (the
ball). The echo-to-noise ratio in this experiment was –
50.0 ± 3.5 dB. The results of the experiment showed
that, for T < −300 µs and T > 500 µs, the detection of the
ball was quite reliable. This means that the interfering
pulse did not mask the echo signal arriving from the
ball. The time resolution determined in this experiment
almost coincides with that obtained in the absence of
echolocation clicks (a backward masking). This sug-
gests that the high noise immunity of active hearing
with respect to reverberation is achieved in dolphins
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
through the high time resolution of active hearing rather
than through the aforementioned hypothetical strobing
mechanism.

Moore et al. [26] determined the value of the critical
interval in an experiment on backward time masking
under the echolocation conditions where noise was ini-
tiated by the echolocation click of the dolphin. The
results of this experiment confirmed our data: the criti-
cal interval was estimated to be equal to 265 µs. In this
experiment, we again encounter the critical interval in
the natural mode of operation of dolphins' echolocation
system.

Until this point, we considered masking with a time
delay between signal and noise. In another experiment,
for a pulse simulating an echolocation signal, we stud-
ied its masking by a spatially separated noise pulse
[27]. For this purpose, two pairs, S and N, of spherical
piezoceramic transducers were positioned on both sides
of the net. Paired transducers N were placed at a con-
stant distance of 0.3 m from the separating net and used
for producing noise pulses. Paired transducers S were
used for randomly emitting pulsed signals at the left or
at the right of the net. These transducers were posi-
tioned symmetrically with respect to the net, but their
distance from the net could be varied. The sound pres-
sure level of noise pulses reached 114 dB relative to
1 µPa at the net end nearest to the dolphin. The noise
pulses were emitted simultaneously on both sides of the
net (synchronously with the clicks produced by one of
the transducers of pair S). The repetition rate of all
pulses was 30 PPS. The pulse duration was close to
10 µs, and the spectrum maximum corresponded to
approximately 80 kHz. The initial position of the dol-
phin was at the beginning of the net. The dolphin
detected the signal and moved to the side of the net
where it thought the signal source was located. At a
given distance of the transducer from the net, the signal
detection threshold was determined by a level of 75%
correct responses.

The decrease in masking because of the azimuthal
separation of transducers S and N is characterized by
Fig. 3 (curve 1). The abscissa axis represents the azi-
muth difference between signal source S and noise
source N in degrees, and the ordinate axis represents
the ratio 20 Pθ/P0), where Pθ and P0 are the peak
sound pressures of the signal at some azimuth θ and at
θ = 0°, respectively. The results demonstrate a high
noise immunity of active hearing in the case of the spa-
tially separated signal and noise sources. When the sig-
nal and noise sources are at the same point (θ = 0°), the
effect of masking is 43.6 dB. When the signal source is
spatially separated from the noise source by as little as
3.2°, the effect of masking is reduced by 8–10 dB, and
when the separation reaches 15°, it decreases on the
average by 30 dB. The specificity of active hearing
manifests itself in that the noise immunity proves to be
higher for clicks simulating echolocation ones than for
high-frequency tone bursts (Fig. 3). At 0.4 of maximum

(log
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value, the widths of curves 1, 2, and 3 are 6°, 23°, and
40°, respectively, although the frequency correspond-
ing to the spectrum maximum of the pulsed signal
(80 kHz) coincides with the carrier frequency of one of
the signals.

Curves 1–3 characterize the spatial resolution of
hearing, and, in this respect, they can be compared with
hearing directivity patterns, which describe the anisot-
ropy of hearing sensitivity. As was shown in [28, 29],
the directional characteristic of reception narrows when
the signal of the same frequency becomes shorter
(curve 4 in Fig. 3).

Thus, in this experiment, the functional specificity
of active hearing manifests itself in that the pulse simu-
lating the echolocation click of the dolphin proves to be
the most effective stimulus: it allows the active hearing
system to perform the most efficient spatial selection of
signal against noise when the space–time structure of
masking noise coincides with that of the signal.

CRITICAL INTERVAL OF ACTIVE HEARING

The specific features of auditory analysis of acoustic
pulses, which manifest themselves in the considerable
difference between the mechanisms of auditory pro-
cessing of paired pulses separated by more than 500 µs
and less than 200 µs, made it necessary to measure the
critical interval Tcr with a higher accuracy [1, 2, 30].

In the measurements of the duration of the critical
interval Tcr, the task set before the bottlenose dolphin
was to discriminate between the standard pair of pulses
separated by an interval of 100 µs and the test pair of
pulses separated by an interval varying from 150 to
400 µs. The sound pressure level of each of the pulses
was 40 dB above the hearing threshold. The standard
and test intervals were randomly produced to the left or
to the right of a 7-m-long separating net. In this exper-
iment, we used the method of a “special” presentation
of a pair of pulses separated by a test interval on the
background of the presentation of two “background”
pairs of pulses with intervals of 100 and 150 µs. The
animal should choose the side of the net where the pair
of pulses with the greater interval was produced.

The results of the experiment are shown in Fig. 4.
The abscissa axis represents the test interval in micro-
seconds, and the ordinate axis, the percentage of correct
determinations of the side (with respect to the net)
where the transducer producing the pair of pulses with
the test interval was positioned. The vertical segments
at the experimental points show the 90% confidence
intervals for the average values. The absence of such
segments at some of the experimental points means that
the corresponding confidence interval is equal to zero.
As can be seen from Fig. 4, the percentage of correct
responses given by the dolphin varies from 100% for
150 µs < Ttest < 200 µs to zero for Ttest > 325 µs. The zero
percentage means that, when the test interval was
increased beyond the critical interval, the dolphin’s
choice of the positive stimulus was the pair of pulses
separated by the standard (smaller) interval rather than
the pair of pulses separated by the test (greater) interval.
In our opinion, this occurred because an increase in the
test interval beyond the critical interval lead to a decay
of the merged auditory image of the test pair into two
independent auditory images corresponding to individ-
ual pulses of this pair. Then, the pair of pulses with a
standard interval of 100 µs proved to be a “more posi-
tive” stimulus than each single pulse of the test pair. A
total loss of discrimination between pairs of pulses
occurred at Ttest = 260 ± 25 µs, and the threshold dis-
crimination (75% of correct responses) was observed at
Ttest = Tcr = 230 ± 40 µs.

Thus, this experiment determines the value of the
critical interval, within which the auditory images of
two individual pulses are merged into a single auditory
image of a pair. The main result of the experiment
described above is not only the accurate measurement
of the value of Tcr but also the determination of the fun-
damental meaning of the term “critical interval” as a
certain characteristic time within which the interaction
of acoustic pulses takes place and two auditory events
are perceived as merged into one single image.

Evidently, the change from a single image of a pair
to completely independent images of individual pulses
occurs gradually but not necessarily in a monotonic
way. It depends on a number of physical and physiolog-
ical factors, such as the sound pressure level of the
pulses above the threshold, the amplitude ratio of the
pulses, the subjective features used by the dolphin in
making decisions, etc. For example, one can expect
that, at T = Tmin (the exact value of Tmin is to be deter-
mined later), the auditory image of a pair of pulses will
have the form of a single image, and in the range of
intervals Tmin < T < 1000 µs, this image will gradually
decay. In other words, the beginning of the decay of a
single image can already be detected at T = Tmin, but, on
the other hand, even at T = 500 µs, traces of a single
image of two pulses may still be observed. Hence, in
specific experiments, one or another value of Tcr can be
obtained, depending on whether the dolphin discrimi-
nates between pairs of pulses or more complex
sequences of echo pulses and whether it uses the fea-
tures characterizing a single image or its individual
components.

The critical interval property also means that the
mechanisms of the auditory analysis of echo pulses
falling within this interval prove to be different from the
mechanisms of auditory analysis of pulses falling out-
side this interval.

In this connection, one should note the following
facts.

First, a considerable increase in the efficiency of the
threshold summation occurred when the interval
between neighboring pulses became smaller than
300 µs (Fig. 2). The estimate of Tcr by the change in the
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
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slope of the summation curve yields a value lying
within 300 to 500 µs.

Second, without special training, the dolphins under
study could discriminate between the paired pulses
only within the limits of the critical interval. Estimates
of Tcr from these data yield values of Tcr within 200–
500 µs. Later, we managed to teach one of the dolphins
to distinguish between pairs with pulse intervals
exceeding the critical interval, but it was evident that, in
this case, the criterion used by the dolphin was the dif-
ference between the pulse intervals in the pairs sug-
gested for comparison. The change from discrimination
of pairs with intervals greater than critical to discrimi-
nation of pairs with intervals smaller than critical was
always accompanied by a change in the criterion of
decision and an increase in the scatter of data. All this
is typical of a boundary corresponding to a change in
the criterion (feature) used for discrimination [31].

Third, both forward and backward time masking of
one pulse by another occurs within the limits of the crit-
ical interval. The estimates of the boundaries of Tcr
from the masking curves yield the following result:
100 µs < Tcr < 1000 µs.

Fourth, the direct and inverse masking of the echo
signal by a pulse synchronized with the echolocation
click were observed for two bottlenose dolphins only
within the critical interval. The estimates of Tcr
obtained from this experiment yield 200 µs < Tcr <
500 µs.

Fifth, a direct measurement of the width of the crit-
ical interval as an interval where auditory images of
individual pulses merge into a single image of the pair
provided the estimate of Tcr = 230 ± 40 µs.

In the behavioral experiments with bottlenose dol-
phins, by the method of selective adaptation, we tested
the hypothesis proposed by M.N. Sukhoruchenko about
the presence of specialized channels for the time inter-
val selection in the auditory system of dolphins
[32, 33]. We obtained the dependences of the detection
threshold for the second pulse of the test pair on the
pulse interval in pairs used as adapting ones. It was
shown that, for test pairs with pulse intervals up to
200 µs, the curves exhibit a peak of adaptation when the
test interval coincides with the adapting interval. For a
test interval of 500 µs, no dependence of the aforemen-
tioned threshold on the adapting interval was observed.

ON THE STRUCTURE AND MECHANISMS 
OF DATA PROCESSING WITHIN THE CRITICAL 

INTERVAL
Thus, the fundamental property of the mechanism of

data processing within Tcr is the interaction of the echo
highlights and the formation of a merged auditory
image from them. Specific manifestations of this prop-
erty may be different, for example, it may be an
increase in the summation efficiency or an increase in
the sensitivity to the spectral and time structures of
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stimuli. The limits of manifestation of this property also
depend on which subjective quality of the combined
auditory image is used by the dolphin in a given exper-
iment.

In this respect, the mechanism of data processing for
auditory events within Tcr is similar to the mechanism
of data processing within the critical band ∆fcr: a con-
fluence of auditory images corresponding to individual
spectral components, which fall within the critical
band, into a single auditory image. Presumably, this
similarity is not purely external. One should expect that
the mechanisms of auditory analysis within Tcr are as
complicated as the mechanisms known for critical
bands. Within Tcr, a complete set of embedded mecha-
nisms may exist, each mechanism corresponding to its
own subinterval smaller than Tcr. As will be seen below,
the experimental facts obtained by us testify to the
existence of such subintervals.

Let us first discuss the results of the experiments
performed to reveal the mechanisms of auditory signal
processing within Tcr [34]. The first question we tried to
answer was whether the dolphin analyzes the time pro-
file of the echo signal within the critical interval, i.e.,
whether it uses all data available, or it performs the dis-
crimination on the basis of some reduced description of
the echo signal, e.g., its energy spectrum. In the first
experiment, the dolphin was offered two pairs of pulses
for discrimination: S1(t) = aS(t) + bS(t – T) and S2(t) =
bS(t) + aS(t – T), where S(t) is the time profile of a sin-
gle pulse, a and b are positive numbers (a > b), and T is
the time delay between the pulses. Pairs S1(t) and S2(t)
have identical energy spectra. For the dolphin, the lack
or the presence of the ability to discriminate between
pairs S1(t) and S2(t) means that its auditory analysis is
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Fig. 4. Percentage of correct discriminations for the pair of
pulses separated by the interval Ttest and a pair of pulses
separated by an interval of 100 µs versus the value of the
interval Ttest. The vertical segments indicate the 90% confi-
dence intervals for the average values [30].
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based on the use of only the energy spectrum of the pair
of pulses (a reduced description) or on the use of the
full description of the signal, respectively.

The results of the first experiment with such stimuli
are presented in Fig. 5. The abscissa axis represents the
interval T between pulses in microseconds, and the
ordinate axis, the ratio 20 a/b) in decibels. Circles
indicate the threshold values of 20 a/b) corre-
sponding to 75% correct discrimination between stim-
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Fig. 5. Results of one of the experiments on the discrimina-
tion between pairs of pulses of forms S1 and S2. The hori-
zontal axis represents the interval T in microseconds, and
the vertical axis, the threshold ratio of pulse amplitudes in a
pair, 20log(a/b), in decibels. The signal level above the
hearing threshold is 40–45 dB. The numbers near the exper-
imental points indicate the numbers of tests used to obtain
the corresponding threshold estimates. The dashed line
shows the differential intensity threshold measured in the
given experiment [34].

Fig. 6. Discrimination between pairs of pulses of forms S1
and S2. The horizontal axis represents the interval T in
microseconds, and the vertical axis, the percentage of cor-
rect discriminations [34].
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uli. An exception is the point corresponding to 100% at
T = 500 µs. Thus, part of the first quadrant between
coordinate axes, which lies below the experimental
curve, corresponds to nondiscrimination. As seen from
Fig. 5, within Tcr the discrimination occurs when the
amplitude ratio exceeds 14.5–15 dB. When T increases
up to 250 µs, this ratio rapidly decreases reaching a
value of 1.6 dB at T = 500 µs. We believe that, when
T > Tcr, i.e., when two pulses forming one pair do not
merge into a single auditory image, the dolphin dis-
criminates between the pairs of pulses according to the
amplitude difference between the first and second
pulses in these pairs. By contrast, in the case of T < Tcr,
the lack of discrimination for amplitude ratios below
14 dB testifies that, in this experiment, the dolphin can-
not discriminate between stimuli with identical energy
spectra.

This result may mean either the fundamental impos-
sibility for the dolphin to discriminate between signals
with identical energy spectra, i.e., a purely spectral
mechanism of signal processing within Tcr, or the situ-
ation where the dolphin could not “tune in” to the cor-
responding time features. Therefore, the experiment on
discrimination between pairs S1(t) and S2(t) was contin-
ued at a constant amplitude ratio of 10 dB with a vari-
able interval T. Its results are presented in Fig. 6. At the
very beginning of the experiment, a total absence of
discrimination between pairs of pulses was observed at
T = 10, 20, 40, and 200 µs (the corresponding numbers
of tests were 30, 20, 20, and 60). However, in the sub-
sequent tests, the dolphin could discriminate between
pairs of pulses with intervals T equal to 20 (88%,
36 tests), 30, and 60 µs. The observation of a confident
discrimination at these interval values suggests that the
dolphin was able to find the features depending on the
time structure of the stimuli.

Note that the dependence of the percentage of cor-
rect discriminations of pairs S1 and S2 on the interval T
exhibits more or less pronounced oscillations with a
period of T = 15 µs. As the experimentation with these
stimuli was continued, the percentage of discrimination
between S1 and S2 increased to 100%. This experiment
uniquely testifies to the possibility of a temporal pro-
cessing of stimuli within Tcr. Hence, within Tcr, both
purely spectral processing and temporal processing of
signals are possible.

It is known that the description used by the auditory
system of humans noticeably differs from the “physi-
cal” description in the form of an energy spectrum of
temporal profiles of the signal. As a subjective analog
of the physical spectral description, one may consider
the timbre-based description, i.e., the distribution of the
signal loudness over the critical bands of hearing.
Assuming that a bottlenose dolphin can use such a tim-
bre-based description of the signal, we consider two
possible mechanisms of spectral (timbre-based) dis-
crimination between pairs of pulses with a pulse spac-
ing T < Tcr [34].
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
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One of the mechanisms can be called differential,
because, for making a decision about the interval dis-
crimination, it is sufficient to analyze the difference in
the signal loudness at the output of only one critical
band. In the case of the threshold discrimination of
intervals, when the differential threshold is ∆T/T < 1,
we arrive at the following expression for this mecha-
nism: ∆T/T = ∆fcr/f^, where ∆fcr is the width of the crit-
ical band of hearing at a certain frequency f^. This
width is determined by the effective width ∆feff of the
spectrum of individual pulses forming the pair, the
position of the spectral maximum of an individual pulse
on the frequency axis, and the audiogram of the dolphin
[34].

Thus, the spectral discrimination mechanism con-
sidered above leads us to the condition of constancy of
the differential threshold within the time interval. How-
ever, this mechanism cannot function in the case of lim-
iting pulse intervals, for which the distance between
neighboring maxima of the energy spectrum of a pair of
pulses is less than twice the critical band width. In this
case, the spectral maxima of both pairs of pulses prove
to be within the same critical band and cannot be
resolved by the auditory system of the dolphin.

However, for the dolphin, it is also possible to use
the difference in the timbres of two pairs of pulses, i.e.,
the difference in the loudness distribution over different
critical bands lying within the effective spectral width
of an individual pulse, ∆feff [34]. If this spectral mecha-
nism (we call it the integral one) is used by the dolphin,
the differential threshold in time interval decreases in
proportion to T while the difference threshold remains
constant.

Let us consider the dependences of the differential
thresholds in time interval on the interval duration for
the differential and integral hypothetical mechanisms
of auditory spectral processing and compare them with
the experimental data. In Fig. 7, the solid line shows the
dependence ∆T/T = ∆fcr/f^. The dashed line shows the
dependence ∆T/T = 1/(fupT) at ∆feff = 50 kHz (here, fup
is the upper limiting frequency of the spectrum of an
individual pulse). Empty and full circles represent our
previous experimental data, and crosses represent the
results reported in [16] for the same animal. For T <
100 µs, the experimental values of ∆T/T remain practi-
cally constant. For T > 100 µs, a rapid decrease in the
differential threshold is observed. Thus, we conclude
that the experimental data on the discrimination of pairs
of pulses with different time intervals agree well with
two hypothetical mechanisms of auditory spectral (tim-
bre-based) processing within the critical interval.

The determination of the features used in the dis-
crimination of pairs of pulses that may differ in both the
pulse spacing (oscillations, or microstructure of the
energy spectrum) and the individual pulse shape (enve-
lope, or macrostructure of the energy spectrum) was
performed in [35]. It was shown that dolphins use the
microstructure of the spectrum to discriminate pairs of
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pulses with time intervals from 97 to 200 µs, while for
time intervals smaller than 97 µs, they use the macro-
structure of the spectrum (Fig. 8). It was found that the
macrostructure feature is dominant with respect to the
microstructure feature. This means that the dolphin first
tries to discriminate the pairs of pulses by the macro-
structure of their spectra. If the difference in this feature
is insufficient, the dolphin uses the microstructure fea-
ture of the spectra. The results of these thorough exper-
imental studies show that, for discrimination, a dolphin
may use two different features (processing mecha-
nisms) in different subintervals within the critical inter-
val.

An important argument in favor of the hypothesis
that dolphins possess passive and active hearing may be
the audiograms obtained for a harbor porpoise and an
inia with the use of evoked potentials recorded on the
surfaces of animal’s heads [36]. The audiograms have

Fig. 7. Dependence of the differential threshold in the time
interval ∆T/T on the duration of this interval [24, 30].
Crosses show the results obtained by A.V. Zanin and
G.L. Zaslavskii for the same dolphin.
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two pronounced minima. The first minimum occurs at
low frequencies of 25–30 kHz for both species. We
believe that this frequency band is used by passive hear-
ing of these dolphins. The second minimum occurs at
high frequencies of about 110 kHz for harbor porpoise
and 70–80 kHz for inia. We believe that this frequency
band is used by active hearing of inia and harbor por-
poise. The separation of frequency bands used by pas-
sive and active hearing manifested itself most clearly in
this case, because the echolocation clicks of these spe-
cies noticeably differ from those of bottlenose dol-
phins. They are characterized by higher frequencies,
narrower frequency bands, and greater durations: 200–
250 µs in the 10-kHz frequency band from 95 to
105 kHz in inia [37] and 130–260 µs in the 20-kHz fre-
quency band from 120 to 140 kHz in harbor porpoise
[38–40].

CONCLUSIONS

A generalization of the data presented above sug-
gests the following conclusions. The auditory system of
dolphins is well adjusted to analyzing acoustic stimuli
that consist of a single click or a sequence of clicks sim-
ulating echolocation pulses or echoes from underwater
objects. This adjustment manifests itself in (i) a high
sensitivity of hearing to pulsed signals; (ii) a weak
threshold summation of pulses in the main operating
range of repetition rates of echolocation clicks (a
threshold decrease of 1.2 dB with doubling of repeti-
tion rate), which testifies to a single-pulse character of
auditory detection, i.e., detection by a single echo sig-
nal; (iii) a high differential sensitivity in the short pulse
discrimination by intensity (~1 dB) (the values of dif-
ferential intensity thresholds for short pulses coincide
with those for long noise and tone bursts and echoes);
and (iv) a noticeable difference in the mechanisms of
auditory processing used for the echo pulse compo-
nents lying within and outside the critical interval.

Thus, our hypothesis that dolphins possess two
functionally (and, possibly, anatomically to some
extent) separated systems of auditory perception,
namely, active and passive hearing, is confirmed by the
whole set of available experimental data.
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Abstract—A method is presented for the coherent detection of the signal scattered by a hydrobiont moving
across the path of sound propagation from a wideband source against the background of the sum of an intense
insonification signal and additive noise. The method consists of the calculation of a cross-correlation function
of the signal at the receiver input and the scattered signal model constructed from the received signal by intro-
ducing the square-law time delay. It is shown theoretically and with numerical modeling that such a processing
ensures a gain in the signal-to-noise ratio that is proportional to the square root of the bandwidth multiplied by
the observation time. The efficiency of the method is demonstrated by the results of an experiment. © 2004
MAIK “Nauka/Interperiodica”.
Acoustic methods are widely used in monitoring
hydrobionts for solving different problems, such as
tracking the migration of large marine mammals [1]
and estimating the amount of anadroms moving to
spawning sites. In the context of such problems, some
researchers [2, 3] use the sound field perturbation
appearing in the stationary acoustic path between an
immobile radiator and an immobile receiver because of
the sound diffraction by the body of an animal (a scat-
tering body) crossing the path. The use of a monochro-
matic sound source is a characteristic feature of these
studies (see also review [4]). This paper considers the
possibility of using wideband radiation in such moni-
toring problems. The use of wideband radiation may
extend the potentialities of the method and, in some
cases, enhance its efficiency.

Figure 1 schematically represents the problem
under investigation. An immobile radiator is located at
point A, and an immobile receiver, at point B. A scatter-
ing body of length d moves along the straight line with
constant velocity V so as to cross the AB line at point C
(AC = CB = R) at the instant of time t = 0. We use these
geometrical restrictions to simplify further calcula-
tions. For the same purpose, we consider a free space
without taking into consideration the waveguide
effects; in addition, we neglect the spherical divergence
of the signal and the attenuation. The radiator located at

point A generates a sound field p0  in the fre-

quency band ∆ω, from ω1 to ω2 (the central frequency
is ω0 = (ω1 + ω2)/2). We assume that the Fraunhofer

t
2R
c

-------+ 
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field condition R @ d2/λ holds for all frequencies of the
signal band.

The sound wave is incident on the scattering body at
angle ϕ, and the receiver receives the field scattered at
angle –ϕ. Because the direct and scattered waves travel
along paths of different geometrical lengths, the scat-

tered wave is delayed by ∆t = 2(  – R)/c, where
L = Vt is the current distance between the body and
point C. We consider only small angles ϕ; in this case,
∆t = V2t2/Rc = αt2 and α = V2/Rc. Thus, for small angles
φ, the delay of the scattered sound wave relative to the

L
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R
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+
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Fig. 1. Schematic diagram of the detection in transmitted
sound.
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direct wave is a quadratic function of time up to the
moment at which the body reaches line AB. With such
a behavior of the delay, the scattered signal acquires a
linear frequency modulation in the case of an insonifi-
cation with a tone signal, and this fact is used in signal
processing [2–4].

To describe the scattered field at the reception point,
one must consider the problem of diffraction by the
scattering body. The common practice consists of mod-
eling the scattering body with a certain surface (e.g., a
spheroid [2]) that allows a separation of variables in the
Helmholtz equation. In the case of wideband signals
under consideration, such an approach will require
solving the problem for all frequencies of the frequency
band [ω1, ω2], which leads to time-consuming compu-
tations.

We solve the diffraction problem using the alterna-
tive approach developed by M.V. Fedoryuk [5, 6]. For
simplicity, we consider opaque bodies. It is known that,
in the first approximation, only the shadow contour
determines the field scattered in the forward direction
(in the shadow region) by an opaque body that is large
in comparison with the wavelength, and the effect of
other characteristics of the body is negligible. This
property holds to a certain extent even for lower fre-
quencies. In the cited papers, M.V. Fedoryuk obtained
an approximate solution to the problem of diffraction
by bodies of revolution whose longitudinal size was
assumed to be large in comparison with the wavelength
(kd @ 1). An asymptotic representation of the directiv-
ity pattern in the far field zone was obtained by sewing
together with the long-wave asymptotic expression for
the near field in a certain intermediate zone. In the con-
text of our consideration, the essential point is that the
shadow-forming lobe corresponds to the above short-
wave asymptotics. The expression for this lobe is sim-
ply the integral of the radiation of imaginary secondary
sources that are distributed along the axis of revolution
according to a certain (depending on the shape of the
body) density and that have amplitudes proportional to
the incident field. If requirements imposed on the size
of the body in comparison with the wavelength hold for
all frequencies within [ω1, ω2], the corresponding pro-
cedure of calculating the diffracted field appears to be
applicable not only to monochromatic but also to wide-
band signals.

We use these results to evaluate the scattered field.
On the segment x ∈  [L – d/2, L + d/2], the direct field of
the radiator has the form

p p0 t
2R
c

------- L x+( )2 R2+
c

------------------------------------–+ 
  .=
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Then, the scattered field at the reception point is

(1)

where γ is a constant whose value depends on the scat-
tering cross section of the body and on the geometry of
the problem, and µ(x) is the density of secondary
sources. Below, we will assume this density to be con-
stant µ(x) = 1, which corresponds to a cylindrical body
(it is assumed that the nonsmooth edges only slightly
contribute to the scattered field). In this case, integral (1)
has a simple meaning: for any monochromatic compo-
nent exp(–iωt) of field p0 , the integration over x gives
the factor sin(kdϕ)/kdϕ (where ϕ = L/Rc) that is typical
of the diffraction by a strip of width d.

In what follows, we will denote the current time of
an observer at the reception point as t ' and the time
required for the scattering body to travel the distance L
to line AB as t.

Formula (1) allows us to construct a model of the
desired signal from the received direct field. The sim-
plest case of such a construction is realized for small
distances L (near the center of the shadow-forming lobe
of the directivity pattern). More precisely, we can
neglect the quantity 2Lx/Rc if the condition Ld/Rc !
2π/ω is satisfied for all frequencies of the band, and
Eq. (1) at µ(x) = 1 takes the form

(1')

This means that the scattered field replicates the direct
field, but has a smaller amplitude and is delayed in time
by the difference between the times required for the
sound wave propagation through distances AB and ADB
(Fig. 1). Neglecting the quantity 2Lx/Rc is equivalent to
replacing the main lobe of the directivity pattern,
sin(kdϕ)/dkϕ, with a peak value equal to unity. More
accurate expressions for the diffracted field can be
obtained in a number of ways. In particular, one can
expand the integrand in the Taylor series in 2Lx/Rc and
retain as many terms as required for a sufficiently accu-
rate description of the main lobe of the function
sin(kdϕ)/kdϕ; in the case of an even function µ(x), the
expansion will contain only even derivatives. In this
case, the integral allows an explicit calculation. In what
follows, we will use only the first approximation,
because further corrections do not affect the essence of
the processes.

The total field at the reception point has the form

(2)
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and the scattered field is much smaller than the direct
field, so that p(t ') ≈ p0(t ') . The right-hand side of Eq. (2)
is valid only for times t at which the receiver appears
within the main lobe of the directivity pattern (with the
above reservations).

The desired signal is extracted as follows. We
hypothesize that the model of the desired signal coin-
cides with the received direct field at the instant t' at
which the body crosses line AB (and which corresponds
to t = 0) and that the signals are accumulated within a
certain temporal interval (symmetric about the instant t
= 0), whose duration T depends on the width of the
main lobe of the directivity pattern. If the hypothesis is
valid, the resulting signal will have a peak characteristic
of the cross-correlation processing at the instant corre-
sponding to t = 0 and will randomly oscillate for other
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Fig. 2. Output signal-to-noise ratio as a function of signal
bandwidth ∆f. The accumulation during T = 2 s.
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Fig. 3. Output signal-to-noise ratio as a function of the
accumulation duration T. The signal bandwidth is ∆f =
400 Hz.
instants. Hence, the processing consists in the calcula-
tion of the integral

(3)

If the hypothesis is valid, we can replace the first term
of the integrand in accordance with Eq. (2), and the sec-
ond term, with p0(t + t' – αt2), due to the smallness of
parameter γ. Then, the integral takes on the form

(4)

Consider this integral for the case of process p0(t)
specified as white noise filtered in the frequency band
∆ω. The second integral depends on the presence of the
scattering body and forms the signal peak of the output
process. The integration accumulates the direct signal,

so that the peak value estimator is |I2(t ')| ≈ γ T.
Let us estimate the width of this peak. If the hypothetic
instant t at which the body crosses line AB is delayed by
τ, the delay of the model signal will remain equal to αt2,
whereas the delay of the actual signal will be α(t – τ)2

and the difference will be αt2 – α(t – τ)2 ≈ 2αtτ. For the
phase difference between the model and actual factors
in integral I2(t') to be acceptable, it is necessary that the
condition 2αtτ < π/ω0 be satisfied at the end of the inte-
gration interval. From this condition at t = T/2, we
obtain τ < π/αTω0 = Rλ0/2V2T, where λ0 is the wave-
length at the central frequency. Taking into account the
fact that the maximum angle ϕ = VT/2R (the zero of the
directivity pattern) is equal to λ0/2d at frequency ω0, we
obtain T = Rλ0/Vd, which yields the estimate τ < d/2V.
Thus, the total width of the signal peak, ∆t', can be esti-
mated as the time d/V required for the body to cross the
sound propagation path.

In the first integral, which is the interference caused
by the direct signal, the factors are shifted in time and

appear noncoherent for times t >  (the central
segment corresponding to small shifts can be “cut out”
from the integration). For this reason, low-frequency
fluctuations of the integral are increased proportionally

to  with increasing duration of the
accumulation.
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If the hypothesis that the body crosses line AB at
instant t ' fails, the second term will disappear from
Eq. (2) for the received signal and, correspondingly, no
integral I2(t ') describing the coherent accumulation will
appear.

Thus, when the hypothesis is valid, the initial signal-
to-noise ratio increases by approximately a factor of

 and the signal peak value is proportional to the
accumulation duration and is linear in parameter γ.

To check the above estimates, we simulated the
detection process on the basis of calculating integral (3).
In simulations, we used the pseudonoise signal with a
carrier frequency f0 = ω0/2π = 1000 Hz and a bandwidth
∆f = ∆ω/2π varying from 20 to 1000 Hz (these particu-
lar values are fairly arbitrary; only the product ∆ωT and
the maximum value of angle ϕ in Fig. 1 are significant).
This signal was used to form, in accordance with
Eq. (1'), the model of the diffracted signal with a maxi-
mum duration T = 10 s and a small signal-to-noise ratio
γ = 0.01–0.1. We superimposed the short model signal
on the long initial signal at the center of the realization
and then processed the product according to Eq. (3).
From the calculated results, we determined the ratio of
signal peak value to the root-mean-square value of
interference fluctuation.

Figure 2 shows the resulting signal-to-noise ratio
versus bandwidth ∆f at the accumulation duration T =
2 s (on the linear scale). Figure 3 shows this quantity as
a function of accumulation duration T for bandwidth
∆f = 400 Hz. The results obtained agree well with the
above estimates.

Experimentally, we checked the efficiency of the
proposed method in a shallow-water gulf with depths of
30–40 m under the conditions of a homogeneous
waveguide in the presence of a small surface roughness.
The quasi-stationary acoustic path between the cutter
moored to the anchorage buoy and the vessel on the
berth that received signals with the use of its regular
acoustic system had a length of 600 m. An omnidirec-
tional radiator of the pseudonoise insonification signal
in the frequency band from 3 to 7 kHz was lowered
from the deck of the cutter down to a depth of 10 m. The
vessel received signals at a depth of about 8 m using its
regular acoustic system. The objects to be detected
were scuba divers who traversed the path at its center in
the perpendicular direction at a depth of 10 m. The
scuba divers were dressed in hydrosuites and were
equipped with a towing unit, which increased the effec-
tive size of the scattering volume. The longitudinal size
of this volume was roughly estimated to be about 2 m.
The speed of motion of a scuba diver was approxi-
mately 1 m/s.

Experimental estimates show that the insonification
signal exceeded the sea noise by no less than 15 dB.

The preliminary parameters of processing α = 2.2 ×
10–6 s–1 and T = 45 s were obtained from the experimen-
tal geometry and central frequency of the insonification

∆ωT
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signal. They were improved in the course of the signal
processing performed in accordance with Eq. (3). The
maximum signal peak was obtained for α = 1.53 ×
10−6 s–1 and T = 60 s. This value of parameter α corre-
sponds to the scatterer speed V = 0.83 m/s. With this
speed, the theoretical estimate of the accumulation
duration measures 56.25 s, which is close to the value
obtained in the course of processing.

Figure 4 shows one of the processing outputs
obtained in the case of traversing the sound path by a
scuba diver. We rejected the low-frequency components
of this signal by using the fourth-order Butterworth fil-
ter with a cutoff frequency of 8.3 × 10–3 Hz (the corre-
sponding period is 120 s). Time (in seconds) measured
from the start of record is plotted on the horizontal axis,
and the processing output is plotted on the vertical axis.
At the 221st second corresponding to traversing the
acoustic path by a scuba diver, a sharp peak noticeably
exceeding the background fluctuation of the output is
observed. The output signal-to-noise ratio calculated as
the ratio of the peak value to the root-mean-square devi-
ation of fluctuation measures 13.8 dB, which is quite
sufficient for detecting the scatterer.

It should be noted that experimental conditions
essentially differ from the idealized representation con-
sidered in this paper. First of all, the experiment was
carried out under the conditions of multipath propaga-
tion, whose effect on the processing procedure sug-
gested here requires special consideration, which is
beyond the scope of this paper. One can expect that, in
a multipath channel, the efficiency of processing will be
lowered as in the case of traditional correlation process-
ing, so that the result obtained is not necessarily the
maximum possible one.

Another difficulty consists in the appearance of an
additional type of moving scatterers—floating bubbles
of air expired periodically by the scuba diver. Although
the speed of bubbles (0.1–0.3 m/s) is less than the speed
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Fig. 4. Output of processing according to Eq. (3).
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of the scuba diver, they scatter sound very strongly and
may substantially contribute to the background fluctua-
tion of the processing output even being located at large
distances from the acoustic path.

Thus, the experiment showed that the method con-
sidered here appears to be efficient even under rela-
tively complex conditions and, hence, offers consider-
able promise in solving the problems of monitoring
hydrobionts.
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Abstract—The calculation of the resonance frequencies from experimental cross-sectional areas of a vocal
tract under the assumption that its walls are perfectly rigid provides values that noticeably differ from the mea-
sured resonance frequencies. The compliance of the walls affects the first resonance and almost does not affect
the higher-order resonances. The presence of branching in the tract at the level of the larynx affects the second
and third resonances stronger than the first resonance. The parameters of the wall impedance (the loss, mass,
and elasticity) and the length and cross-sectional area of the branchings are determined by minimizing the rms
discrepancy between the measured and calculated resonance frequencies. The error in the frequency calculation
with allowance for the wall compliance and branching in the tract proves to be within the accuracy of the for-
mant estimation. © 2004 MAIK “Nauka/Interperiodica”.
In articulatory speech synthesis, a problem often
arises of evaluating the resonance frequencies of a
vocal tract from its cross-sectional area given as a func-
tion of the longitudinal coordinate [1]. When solving an
inverse problem for the cross-sectional area or shape of
the vocal tract for vowels, the acoustic data are given in
the form of measured formant frequencies [2]. The res-
onance frequencies of a vocal tract with compliant
walls are usually calculated as a solution to the spectral
problem with boundary conditions for the wave equa-
tion

(1)

where S(x) is the cross-sectional area of the vocal tract,
x is the coordinate along the tract’s midline, p(x, t) is the
acoustic pressure, and c0(x) is the velocity at which
acoustic waves propagate in the tract. This equation is
valid for frequencies below 4.5 kHz and a time-inde-
pendent area S(x) [3].

Before methods for the direct measurement of the
cross-sectional area of a vocal tract were developed,
various methods for calculating the resonance frequen-
cies from the cross-sectional area were addressed [4, 5].
A disagreement between measured resonance frequen-
cies of the vocal tract and those calculated from the
tract’s area measured by magnetic resonance imaging
(MRI) was demonstrated in [6–8].

It is known that the impedance of the tract’s walls of
an inertial or compliant type may increase or decrease
the first resonance frequency [5]. The lower part of the
vocal tract contains piriform branchings (called piri-
form fossa or sinus piriformis), which have the form of
two conical cavities connected to the vocal tract on both
sides of the pharynx approximately at the level of

∂
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entrance to the esophagus (Fig. 1). Piriform cavities
may considerably affect the resonance frequencies of
the vocal tract [7, 9]. However, results reported in dif-
ferent works are contradictory. In particular, piriform
fossa were reported to exert the maximum effect on the
first resonance (the first resonance frequency may be
reduced by 6 to 10%), while the effect on the higher res-
onances is comparatively small (the higher resonance
frequencies may be reduced by 1.2 to 3%) [9]. On the
contrary, paper [7] indicates that piriform fossa exert
the maximum effect on the second and third resonance
frequencies, while the effect on the first resonance fre-
quency is weaker.

Thus, it is necessary to study the factors that affect
the resonance frequencies of the vocal tract; i.e., it is
necessary to develop a more realistic acoustic model.

At present, the main experimental technique for
measuring the cross-sectional area of the vocal tract is
magnetic resonance imaging (MRI) [7]. MRI is a tech-
nique that creates tomographic images of a human body
in terms of magnetic resonance. When the scanning is
performed, a number of plates are put against the
speaker’s head so that they are positioned across the
vocal tract. The speaker is placed inside a magnet,
which creates a magnetic field. The magnetic field is
necessary to rotate the hydrogen spins by 90° or 180°.
Placed inside the magnet are RF coils, which excite the
hydrogen spins in each layer by RF pulses and detect
the reflected NMR signal. This signal is subjected to a
two-dimensional Fourier transform, which creates the
magnetic resonance image of each layer [8]. During the
scanning, which usually lasts for 5 to 15 s, the speaker
must keep the articulation unchanged. Magnetic reso-
nance tomography, unlike X-ray measurements used
004 MAIK “Nauka/Interperiodica”
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earlier, does not impose any limitation on the duration
of the experiment in terms of the radiation dose.

Because magnetic resonance studies are difficult to
perform, there are very little experimental data avail-
able on the cross-sectional areas of the vocal tract. As a
rule, these data refer to stationary vowels.

One of the main methods for evaluating the reso-
nance frequencies is linear prediction. The systematic
error in estimated formant frequencies associated with
pitch was shown to be about 10% of the pitch [10]. Sys-
tematic errors associated with the order of the model,
with the method used to find the poles, and when the
number of a specific pole are within 10 to 80 Hz. Thus,
the linear prediction evaluates the formant frequencies
to within 8 to 10%.

The MRI data on the cross-sectional areas of vowels
and the first three resonance frequencies for each vowel
were borrowed from [6, 7]. Two sets of area functions
were used. Each set consisted of 10 area functions
recorded during the articulation of 10 English vowels:
/i/ (heat), /ι / (hit), /ε/ (head), /æ/ (hat), /Λ/ (ton), /α/
(hot), /⊃ / (paw), /o/ (hoe), /∪ /(hood), and /u/(who). The
first data set refers to the vocal tract of a male speaker,
the second one, to a female speaker. The experiments
used 24 plates 5 mm thick each, which were spaced
5 mm apart.

In these publications, the resonance frequencies
were calculated over a 25-ms-long Hamming window
by the linear prediction autocorrelation method using a
16th-order model. The poles of the transfer function
were calculated by finding peaks of the Fourier spec-
trum with a further parabolic interpolation. Along with
the measured resonance frequencies, the authors of
[6, 7] used the measured cross-sectional areas to evalu-
ate the resonance frequencies by the modified traveling

Oral
cavity

Piriform
fossa

Trachea

Larynx

Pharynx

Vocal tract: rear view.
wave scheme [11, 12]. This scheme allowed for the
wall compliance and the impedance due to the radiation
through the lips. The branching was ignored in [6],
while in [7] it was taken into account as an additional
area in the pharynx.

The speech production theory employs several mod-
els for evaluating the resonance frequencies from the
cross-sectional areas [1]. The acoustic model used in
our study relies on the transmission-line method. It
allows for the wall compliance and for the branching in
the tract. The model represents the vocal tract as a com-
bination of N tubes of constant cross-sectional areas.
The pressure Pl and volume velocity Ul at the lips are
related to the pressure Pg and volume velocity Ug at the
glottis by the formula

(2)

where

(3)

Here, N is the total number of the tubes, S(i) is the
cross-sectional area of the ith tube, li is the length of the
ith tube, γ = β + jk, β is the attenuation coefficient, k =
ω/  is the wave number, ω is the circular frequency (in
radians per second), ρ is the air density
(0.00114 g/cm3),  is the sound velocity in the tube
with hard walls (35000 cm/s), and j is the imaginary
unit. The vocal tract’s transfer function is defined as the
ratio of the volume velocity at the lips to that at the glot-
tis, i.e., H(γ) = Ul/Ug. The input impedance, as seen
looking into the glottis, is a pressure-to-volume veloc-
ity ratio at the glottis, i.e., Zg = Pg/Ug. From formulas
(2) and (3), we obtain

(4)

(5)

Here, Zl is the radiation impedance at the lips defined as

Zl = ρ  + , where R0 is the equivalent

radius of the lips’ aperture and F is the frequency [13].
As follows from Eqs. (4) and (5), the poles of the

transfer function coincide with those of the input
impedance. Therefore, to find the resonance frequen-
cies, it is sufficient to calculate the transfer function or
the input impedance by the transmission-line method.
In this study, we calculate the input impedance.
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Table 1.  Resonance frequencies of the vocal tract with rigid walls without piriform regions: a male speaker (Titze, 1996)

Vowel F1 (meas.) F1 (calc.) Error (%) F2 (meas.) F2 (calc.) Error (%) F3 (meas.) F3 (calc.) Error (%)

/i/ heat 333 226.5 –31.9 2332 2575 10.4 2986 3652 22.3

/ι / hit 518 487.6 –5.9 2004 2141 6.9 2605 2729 4.8

/ε/ head 624 646.9 3.7 1853 2064 11.4 2475 2665 7.8

/æ/ hat 692 765.9 10.7 1873 1952 4.2 2463 2665 8.2

/Λ/ ton 707 753.8 6.7 1161 1363 17.4 2591 2679 3.4

/α/ hot 754 808 7.2 1195 1209 1.2 2685 2895 7.8

/⊃ / paw 654 644.9 –1.4 944 1040 10.2 2739 2213 –19.2

/o/ hoe 541 382.8 –29.2 1045 926 –11.4 2568 2721 5.9

/∪ / hood 540 395 –26.8 922 893 –3.1 2584 2547 –1.4

/u/ who 389 261.5 –32.8 987 1206 22.2 2299 2480 7.9

Table 2.  Resonance frequencies of the vocal tract with rigid walls without piriform regions: a female speaker (Titze, 1998)

Vowel F1 (meas.) F1 (calc.) Error (%) F2 (meas.) F2 (calc.) Error (%) F3 (meas.) F3 (calc.) Error (%)

/i/ heat 489 316.6 –35.3 2387 2866 20.0 3526 3262 –7.5

/ι / hit 649 714 10.0 2079 2328 11.9 2799 3511 25.4

/ε/ head 799 856.7 7.2 2112 2312 9.5 2874 3394 18.0

/æ/ hat 837 1016 21.4 2028 2536 25.0 2814 4042 43.6

/Λ/ ton 759 903.6 19.0 1360 1604 17.9 2756 3577 29.8

/α/ hot 961 828.4 –13.8 1488 1644 10.5 2779 3058 10.0

/⊃ / paw 817 819.9 1.0 1264 1369 8.3 2574 2963 15.1

/o/ hoe 706 777.6 10.2 1157 1588 37.3 3030 3281 8.3

/∪ / hood 675 920.9 36.4 1122 1616 44.0 3157 3098 –1.9

/u/ who 533 458.5 –13.9 1152 1233 7.0 3122 3162 1.3
The results of calculating the resonance frequencies
are shown in Tables 1 and 2. From these tables, one can
see that the resonance frequencies calculated by the
transmission-line method from the experimental cross-
sectional areas under the assumption that the walls are
rigid were in many cases noticeably different from the
measured resonance frequencies. The error was often
greater than the error within which the formants are
estimated.

For the first resonance, this manifests itself in the
vowels /i/ (heat), /æ/ (hat), /o/ (hoe), /u/ (hood), and /u/
(who) of both speakers and in the vowels /ι / (hit), /Λ/
(ton), and /α/ (hot) of the female speaker. For the sec-
ond resonance, the greatest errors occur in the vowels
/i/ (heat), /o/ (hoe), and /Λ/ (ton) of both speakers; /ε/
(head), /⊃ / (paw), and /u/ (who) of the male speaker;
and /ι / (hit), /æ/ (hat), and / ∪ / (hood) of the female
speaker. For the third resonance, the greatest errors are
observed in the vowel /⊃ / (paw) of both speakers; the
vowel /i/ (heat) of the male speaker; and the vowels /ι /
(hit), /ε/ (head), /æ/ (hat), and /Λ/ (ton) of the female
speaker.

The frequencies obtained by this algorithm were
compared with those evaluated by other methods,
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
namely, by the finite-difference scheme applied to the
speech signal, as described in [1], and by the technique
that locates the poles of the transfer function calculated
with the help of the traveling wave method [14]. Reso-
nance frequencies calculated by these methods and
those calculated in [6, 7] were found to be close to each
other. Therefore, the disagreement observed between
the theoretical and experimental resonance frequencies
should be attributed to the model of the vocal tract
rather than to the algorithm.

As seen from Tables 1 and 2, the second and third
calculated resonances are usually higher than the sec-
ond and third measured resonances. As for the first cal-
culated resonance, for the male speaker it may be either
higher than the first measured resonance without going
beyond the accuracy of formant estimation or much
lower than the first measured resonance. For the female
speaker, the first calculated resonance may be much
lower or much higher than the first measured reso-
nance. Since the greatest effect on the first resonance is
exerted by the compliance of the walls, we studied the
role played by the parameters of the wall impedance.
When the walls of the vocal tract are compliant, the col-
umn of air in the tract becomes smaller under the action
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of pressure not only due to the compressibility of the
medium but also because of the wall displacement. It
has been shown [15] that the velocity of sound in a tube
with compliant walls is given by the expression

(6)

where Zω is the impedance, a is the characteristic trans-
verse size of the tube, and  is the velocity of sound in
the tube with perfectly rigid walls. The thickness of the
tube’s walls imposes limitations on the applicability
region of formula (6), because, if the thickness is com-
parable with the wavelength of the radial wave, the
properties of the walls are not completely described by
their impedance: they also depend on the distributions
of the acoustic pressure and particle velocity along the
tube [16]. The walls of the vocal tract can be considered
as thin in terms of the wavelength of the radial oscilla-
tions, and formula (6) can be applied to estimate the
acoustic processes in the vocal tract. The wall imped-
ance Zω can be written in the general form as

(7)

where r is the loss in the walls, m is the mass of the
walls, and c is their compliance.

As can be seen from (6), the wall compliance affects
the velocity of sound at relatively low frequencies
[5, 17]. The direct use of relationship (6) in the trans-
mission-line method to calculate the resonance fre-
quencies encounters a number of problems. When the
geometric parameter a is an arbitrary function of the x
coordinate, we obtain a system of nonlinear equations,
which is difficult to solve. Therefore, we used the mod-
ified transmission-line procedure proposed in [18],
which takes into account the parameters of the wall
impedance. This procedure uses Eq. (2) and replaces
Eq. (3) with the relationship

(8)

Here, li is the length of the ith tube, ϕ = / ,
ω is the circular frequency, σ = ϕ(θ + jω), θ =

, χ = , and δ = , where r is the loss

in the walls, m is the mass of the walls, and c is the
wall’s elasticity.

The tissues of the vocal tract’s walls have different
characteristics. The tongue, lips, cheeks, and soft palate
are more or less compliant, while the hard palate con-

c0
2 c0

2

1
2ρc0

2

jωZωa
----------------–

--------------------------,=

c0

Zω r j
c
ω
---- ωm– 

  ,+=

A B

C D 
 
 

=

σli

c0
------ 

 cosh
ρc0

S i( )
---------ϕ

σli

c0
------ 

 sinh

S i( )
ρc0ϕ
------------

σli

c0
------ 

 sinh
σli

c0
------ 

 cosh
 
 
 
 
 
 
 

.
i 1=

N

∏

ω– θ jω+

j2.6c0π
2ω

jω 1 χ+( ) δ+
--------------------------------- r

m
---- 1

mc
-------
sists of a bone base covered by a comparatively thin
layer of soft tissue. It is therefore natural to assume that
the parameters of the wall impedance (the loss, mass,
and elasticity) are functions of the coordinate along the
tract.

The parameters of the wall impedance were found
for each speaker by minimizing the rms discrepancy
between the calculated and measured values of the first
resonance frequency. The loss, mass, and elasticity,
which vary along the tract, were represented by the first
eight terms of the Fourier series

Here, l is the tract’s length. The parameters r, m, and c
were optimized for each speaker over all vowels by
minimizing the functional

(9)

under the constraints R = {r, r1 ≤ min(r); max(r) ≤ r2},
M = {m, m1 ≤ min(m); max(m) ≤ m2}, and C = {c, c1 ≤
min(c); max(c) ≤ c2}. Here, z is the vector with the
components (r, m, c), T = 10 is the number of vowels

involved in the experiment,  is the measured first

resonance frequency for the nth sound, and  is the
calculated first resonance frequency for the nth sound.
According to various sources, the loss lies between 540
and 11 000 g/s cm2; the mass, between 1.08 and
2.07 g/cm2; and the elasticity, between 103 and
106 Pa/cm. Hence, the constraints for R, M, and C were
specified as R = {r, 540 ≤ r ≤ 11000 g/s cm2}, M = {m,
1.08 ≤ m ≤ 2.7 g/cm2}, and C = {c, 103 ≤ c ≤ 106 Pa/cm}
[5]. Along with the variable wall parameters, we stud-
ied the effect of the effective (constant) parameters by
minimizing functional (9). The constraints for R, M,
and C were specified as in the scheme with the wall
impedance parameters varying along the tract.

It was found that taking into account the variation of
the wall impedance parameters along the tract actually
does not improve the results, as compared to those
obtained with constant parameters. In some cases (/ι /
(hit), /Λ/ (ton), /α/ (hot), / ∪ / (hood)) for a female
speaker), parameters varying along the tract even lead
to inferior results. Therefore, when calculating the first
resonance frequency with allowance for compliance, it
is sufficient to assume that the parameters are constant
along the tract.
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Table 3.  First resonance without and with taking into account the wall compliance: a male speaker (Titze, 1996). The loss is
542.4 g/s cm2, the mass is 2.4 g/cm2, and the elasticity is 1.5 × 103 Pa/cm

Vowel F1 (meas.) F1 (calc. with-
out compl.) Error (%) F1 (calc. with a 

constant compl.) Error (%) F1 (calc. with a 
varying compl.) Error (%)

/i/ heat 333 226.5 –31.9 375.9 12.9 375.3 12.7

/l/ hit 518 487.6 –5.9 551.6 6.5 549.1 6

/ε/ head 624 646.9 3.7 635 1.8 625.9 0.3

/æ/ hat 692 765.9 10.7 691 –1.1 680.2 –1.7

/Λ/ ton 707 753.8 6.7 685.7 –3.2 684.4 –3.2

/α/ hot 754 808 7.2 710 –5.8 708.8 –6

/⊃ / paw 654 644.9 –1.4 634 –3.1 630.7 –3.56

/o/ hoe 541 382.8 –29.2 488.8 –9.6 492.9 –8.9

/∪ / hood 540 395 –26.8 497 –8.2 498.9 –7.6

/u/ who 389 261.5 –32.8 403.9 3.8 399.9 2.8
Since the wall compliance exerts the greatest effect
on the first resonance, we studied how the inclusion of
the branching in the consideration refines the second
and third resonance frequencies.

The resonance frequencies of the branched tract
were evaluated from the poles of the input impedance
as follows. At first, the input impedance Zm of the
region from the branch point to the lips was calculated
by Eqs. (5) and (8). Then, these formulas were used to
calculate the input impedance Zp of the piriform cavity,
as looking from the side of the vocal tract (under the
assumption that, on the other side, the piriform cavity
abuts upon a perfectly rigid wall). After that, the input
impedance Zin of the region from the branch point to the
lips was modified as

(10)

Finally, the tract’s input impedance was evaluated as

(11)

The two piriform branchings can be modeled by two
cylindrical tubes of a constant cross section, which
shunt the vocal tract at a distance of about 2 cm from
the glottis. Computationally, it is preferable to model
both branchings by a single equivalent tube. To this
end, two models were studied: one model (the three-
tube model) allowed for two branchings (in addition to
the vocal tract) and the other model (the two-tube
model) contained one branching. The three-tube model
depends on four parameters: two cross-sectional areas
and two tube lengths. The two-tube model is specified
by two parameters: the cross-sectional area and the tube
length. The parameters of each model were evaluated
for each speaker by minimizing the rms discrepancy
between the calculated and measured resonance fre-
quencies. In each model, the tract walls were assumed
to be perfectly stiff. The discrepancy between frequen-
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cies calculated from the three-tube model and the two-
tube model were found to be no greater than 0.8%.
Therefore, in the following calculations, we used only
the two-tube model.

Then, we made an attempt to evaluate the parame-
ters of the wall impedance and the parameters of the
branching tube (the length and cross-sectional area)
together. The parameters of the wall impedance and the
shunting tube were calculated for each speaker by min-
imizing the functional

(12)

under the constraints R = {r, r1 ≤ r ≤ r2}, M = {m, m1 ≤
m ≤ m2}, C = {c, c1 ≤ c ≤ c2}, Sp = {sp, sp1 ≤ sp ≤ sp2},
and Lp = {lp, lp1 ≤ lp ≤ lp2}. Here, z1 is a vector with the
components (z, m, c, sp, lp), sp is the cross-sectional area

of the branching tube, lp is the length of this tube, 

is the measured resonance frequency,  is the calcu-
lated resonance frequency, n is the index of the vowel,
and c is the index of the resonance frequency. The con-
straints R, M, and C were defined above. According to
[7, 9], the length of the piriform cavity may vary from
1 to 3 cm and the area may be within 0.05 and 1.5 cm2.
Therefore, the Sp and Lp constraints were defined as
Sp = {sp, 0.05 cm2 ≤ sp ≤ 1.5 cm2} and Lp = {lp, 1 cm ≤
lp ≤ 3 cm}.

The results of the calculations are summarized in
Tables 1 and 2. It can be seen that the simultaneous
inclusion of the wall compliance and the branching in
the consideration makes the discrepancy between the
calculated and measured resonance frequencies fall
within the accuracy of estimating the formants in most
cases. Sometimes, the inclusion of both compliance of
the walls and branchings of the vocal tract in the con-
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Table 4.  First resonance without and with taking into account the wall compliance: a female speaker (Titze, 1998). The loss
is 541.9 g/s · cm2, the mass is 2.59 g/cm2, and the elasticity is 1.4 × 105 Pa/cm

Vowel F1 (meas.) F1 (calc. with-
out compl.) Error (%) F1 (calc. with a 

constant compl.) Error (%) F1 (calc. with a 
varying compl.) Error (%)

/i/ heat 489 316.6 –35.3 461.8 –5.6 481.2 –1.6

/ι / hit 649 714 10.0 693.7 6.8 699.6 7.8

/ε/ head 799 856.7 7.2 759.6 –4.9 783.8 –1.9

/æ/ hat 837 1016 21.4 827.5 –1.2 826.9 –1.2

/Λ/ ton 759 903.6 19.0 780 2.7 794.7 4.7

/α/ hot 961 828.4 –13.8 747 –22.3 739.9 –23.0

/⊃ / paw 817 819.9 1.0 743.2 –9.0 776.2 –5.0

/o/ hoe 706 777.6 10.2 723.8 2.5 716.6 1.5

/∪ / hood 675 920.9 36.4 787.6 16.6 789.8 17.0

/u/ who 533 458.5 –13.9 555.7 4.2 534.1 0.2
sideration leads to some increase in errors. An example
is the vowel /⊃ / in the word paw of the male speaker,
where the error in the third resonance increases from
−19.2% by 0.3%; however, such an increase in error
seems to be insignificant. For a female speaker, the cor-
responding examples are the vowel /α/ in the word hot,
where the error in the first resonance increases from
−13.8% to −21.3%, and the vowel /∪ / in the word hood,
where the error in the third resonance increases from
−1.9% to −16.9%. In some cases, the inclusion of
branchings leads to a decrease in the errors in the sec-
ond and third resonances, but the resulting error values
still go beyond the accuracy of formant estimation. For
a female speaker, an example is the vowel in the word
hat, where the error in the third resonance decreases
from 43.6% to 27.1%. In one special case (the vowel /u/
in the word who of the male speaker), taking branch-
ings into consideration did not affect the second reso-
nance (the error decreased from 22.2% by 0.1%).

In addition to experimental data borrowed from
[6, 7], we also used those from [8]. The latter paper
reports on the MRI shapes of the vocal tract obtained
during the articulation of four vowels (/α/ (hot), /æ/
(hat), /i/ (heat), and /u/ (who)) by two speakers. The
experimental technique used in this study was criticized
in [6]. Therefore, these data were used as a sort of ref-
erence material.

For each vowel, the resonance frequencies were cal-
culated with allowance for the wall compliance and
branchings. A simultaneous inclusion of the wall com-
pliance and tract branchings in the consideration
reduces the mean errors in all the calculated resonance
frequencies by 2 to 5%. At the same time, the error in
the second resonance for the male speaker (20.2%) and
errors in the first and second resonances for the female
speaker (18.1 and 35.7%, respectively) are still greater
than the error in estimating the formants. These results
can be explained as follows. At present, it is impossible
to record the acoustic signal and scan the tract for its
shape at the same time. Also, when the tract is scanned
by MRI, the speaker has to keep articulation of a vowel
unchanged for a rather long time (about 5 to 15 s). A
hypothesis advanced in [7, 8] states that these are the
very circumstances that are responsible for the consid-
erable disagreement between the measured and calcu-
lated resonance frequencies.

The MRI results also depend on the arrangement of
the plates used for scanning the vocal tract. Different
arrangements of the plates relative to the tract’s midline
produce different cross-sectional areas, which affects
the calculated values of the resonance frequencies. The
considerable discrepancies between the calculated and
measured resonance frequencies (which were up to
70% for the vowel /u/ (who)) were also attributed to a
wrong plate positioning [8].

The errors can also be caused by the low resolution
of the MRI, which is insufficient for scanning tract
regions with a small (less than 0.2 cm2) cross-sectional
areas. It was shown, that, at a plate resolution of
0.0938 cm/pixel, the error between the measured and
calculated areas of narrow (with the area of less than
0.2 cm2) pipes is about 10% [6]. The error increases as
the pipe’s cross sectional area decreases. It is therefore
difficult to estimate the geometric dimensions of nar-
row branchings in the vocal tract (e.g., piriform fossa)
from MRI data.

With the help of MRI, it is also difficult to recon-
struct the exact shape of teeth, because their hydrogen
content is low [8]. Therefore, the cross-sectional areas
of the front part of the vocal tract has to be measured
using an artificial palate and dentures fabricated for a
particular speaker. This procedure can also be a source
of errors in estimating the areas in the hard palate
region.

Another possible source of errors is that our study
assumed that the parameters of the piriform fossae do
not change. However, electron-beam computer tomog-
raphy shows that the piriform fossae can significantly
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
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Table 5.  Resonance frequencies with allowance for the wall compliance and piriform regions: a male speaker (Titze, 1996).
The loss is 542.7 g/s · cm2; the mass is 2.43 g/cm2; the elasticity is 1.5 × 103 Pa/cm; and the length and area of the piriform
branching are 2.1 cm and 0.073 cm2, respectively

Vowel F1 (meas.) F1 (calc.) Error (%) F2 (meas.) F2 (calc.) Error (%) F3 (meas.) F3 (calc.) Error (%)

/i/ heat 333 377 13.1 2332 2506 7.4 2986 3334 11.6

/ι / hit 518 553 6.7 2004 2095 4.5 2605 2657 2.0

/ε/ head 624 636 1.9 1853 1996 7.7 2475 2623 5.9

/æ/ hat 692 693 0.1 1873 1885 1.0 2463 2544 3.3

/Λ/ ton 707 685 –3.1 1161 1333 14.8 2591 2590 –0.1

/α/ hot 754 704 –6.6 1195 1198 –0.1 2685 2872 6.9

/⊃ / paw 654 634 –3.1 944 1021 8.1 2739 2205 –19.5

/o/ hoe 541 489 –9.4 1045 917 –12.2 2568 2695 4.9

/∪ / hood 540 497 –7.9 922 889 –3.5 2584 2459 –4.8

/u/ who 389 405 4.1 987 1206 22.1 2299 2448 6.5

Table 6.  Resonance frequencies with allowance for the wall compliance and piriform regions: a female speaker (Titze, 1998).
The loss is 548.1 g/s · cm2; the mass is 2.7 g/cm2; the elasticity is 1.5 × 103 Pa/cm; and the length and area of the piriform
branching are 2.0 cm and 0.72 cm2, respectively

Vowel F1 (meas.) F1 (calc.) Error (%) F2 (meas.) F2 (calc.) Error (%) F3 (meas.) F3 (calc.) Error (%)

/i/ heat 489 481 –1.6 2387 2596 8.7 3526 3097 –12.2

/ι / hit 649 703 8.3 2079 1930 –7.1 2799 3013 7.6

/ε/ head 799 753 –5.7 2112 1817 –13.9 2874 3017 4.9

/æ/ hat 837 846 1.0 2028 2107 3.9 2814 3577 27.1

/Λ/ ton 759 742 –2.2 1360 1391 2.3 2756 3133 13.7

/α/ hot 961 756 –21.3 1488 1363 –8.4 2779 2916 4.9

/⊃ / paw 817 754 –7.7 1264 1139 –9.9 2574 2853 10.8

/o/ hoe 706 737 4.5 1157 1256 8.6 3030 2959 –2.4

/∪ / hood 675 734 8.8 1122 1282 14.3 3157 2625 –16.9

/u/ who 533 576 8.1 1152 1195 3.8 3122 2752 –11.9
change their length and volume in the process of artic-
ulation [7]. It may also be assumed that a better agree-
ment between the measured and calculated resonance
frequencies can be achieved by varying the length and
area of the piriform fossae. However, it is difficult to
allow for variable piriform fossa parameters in the
articulation model, because experimental data on the
activity of these regions are insufficient.

An error may also arise from the fact that we
assumed the impedance of the glottis to be infinite. At
the same time, it was shown that frequencies of the res-
onance oscillations can change when the glottis is open
[5]. It is also known that 80% of women and 20% of
men keep the rear part of the glottis open even when
their vocal cords are closed, so that the oral cavity and
subglottis region are always coupled [19]. This circum-
stance can also affect the resonance frequencies.

One more unaccounted source of errors is nasaliza-
tion, i.e., a dropping of the soft palate and a branching
of the vocal tract in the nasal region. Nasalization shifts
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
the resonance frequencies. Its effect is however difficult
to reveal by linear prediction.

The compliance of the vocal tract’s walls and the
presence of branchings considerably affect the reso-
nance frequencies. The formant frequencies calculated
under the assumption that the walls are perfectly rigid
noticeably differ from the measured formant frequen-
cies. Taking into account the wall compliance reduces
the error in the first resonance. The parameters of the
wall impedance (the loss, mass, and elasticity) can be
assumed to be constant over the tract. The accuracy of
calculating the first three resonance frequencies for a
tract with compliant walls and piriform branchings
proves to be within the accuracy of estimating the for-
mants from the speech signal.
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Abstract—To explain the temporal integration and temporal resolution abilities revealed in echolocating ani-
mals by behavioral and electrophysiological experiments, the peripheral coding of sounds in the high-frequency
auditory system of these animals is modeled. The stimuli are paired pulses similar to the echolocating signals
of the animals. Their duration is comparable with or smaller than the time constants of the following processes:
formation of the firing rate of the basilar membrane, formation of the receptor potentials of internal hair cells,
and recovery of the excitability of spiral ganglion neurons. The models of auditory nerve fibers differ in spon-
taneous firing rate, response thresholds, and abilities to reproduce small variations of the stimulus level. The
formation of the response to the second pulse of a pair of pulses in the multitude of synchronously excited high-
frequency auditory nerve fibers may occur in only two ways. The first way defined as the stochastic mechanism
implies the formation of the response to the second pulse as a result of the responses of the fibers that did not
respond to the first pulse. This mechanism is based on the stochastic nature of the responses of auditory nerve
fibers associated with the spontaneous firing rate. The second way, defined as the repeatition mechanism, implies
the appearance of repeated responses in fibers that already responded to the first pulse but suffered a decrease in
their response threshold after the first spike generation. This mechanism is based on the deterministic nature of
the responses of fibers associated with refractoriness. The temporal resolution of pairs of short pulses, which,
according to the data of behavioral experiments, is about 0.1–0.2 ms, is explained by the formation of the
response to the second pulse through the stochastic mechanism. A complete recovery of the response to the sec-
ond pulse, which, according to the data of electrophysiological studies of short-latency evoked brainstem poten-
tials in dolphins, occurs within 5 ms, is explained by the formation of the response to the second pulse through
the repetition mechanism. The time constant of temporal integration, which, according to the behavioral exper-
iments at threshold levels of pulses, is about 0.2–0.3 ms, is explained by the integrating properties of internal
hair cells, etc. It is shown that, at the high-frequency auditory periphery, the temporal integration imposes no
limitations on the temporal resolution, because both integration and resolution are different characteristics of
the same multiple response of synchronously excited fibers. © 2004 MAIK “Nauka/Interperiodica”.
Temporal integration (summation) is the ability of a
system to combine information in time, and temporal
resolution is the ability to follow rapid temporal varia-
tions of the signal. A system with a smaller time of inte-
gration has a better temporal resolution.

Temporal integration and resolution are important
characteristics of the auditory system. The auditory
integration manifests itself as a decrease in the detec-
tion threshold with an increase in the stimulus duration
and provides the noise immunity of the analysis of
sound [1, 2]. If the threshold decrease is 3 dB when the
repetition rate or duration of the stimulus is doubled,
one deals with the case of energy integration. The audi-
tory integration is of both peripheral and central ori-
gins.

The auditory temporal resolution is usually under-
stood as the resolution of the variations of the signal
envelope rather than the resolution of the fine time
structure of the signal [3]. The temporal resolution may
be limited at the periphery and in the central nervous
system. Peripheral limitations are associated with the
1063-7710/04/5003- $26.00 © 20331
much investigated first stages of sound transformation,
including the auditory nerve. They are determined by
the inertial properties of the basilar membrane, the hair
cells, and the transformations in the synapses and spiral
ganglion neurons. The central limitations include the
peripheral limitations and all stages of the less studied
coding of sound signals at higher levels of the nervous
system.

This paper considers the physiological basis of the
peripheral auditory temporal resolution and temporal
integration of short high-frequency pulses in echolocat-
ing animals with the aim to explain the known data
obtained from behavioral and electrophysiological
experiments. The manifestation of the peripheral cod-
ing properties in behavioral reactions is quite possible,
because the auditory nerve is the only channel through
which acoustic information is transferred to the brain.
All losses that occur at the periphery are uncorrectable
and, hence, may be detected in behavioral threshold
experiments [4]. The relation between peripheral cod-
ing and behavioral reactions in echolocating animals
004 MAIK “Nauka/Interperiodica”
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may be justified by the fact that a fast auditory analysis
of short echo signals is necessary for survival [5]. At the
same time, the principle of the functional structure of
the auditory system [6] implies that the higher the car-
rier frequency of a stimulus or the frequency of its
intensity modulation, the lower the level of the nervous
system at which the coding of the stimulus terminates.

The properties of the temporal integration and tem-
poral resolution discussed in this paper are as follows.
The energy integration of short pulses in dolphins
[9−14] and bats [15–17] has a time constant of 0.2–
0.3 ms.1 The measurements of the thresholds of back-
ward temporal masking in dolphins revealed a separa-
tion of the pulsed signal and pulsed noise at intervals of
0.5 ms and a strong masking at intervals smaller than
0.3 ms [13, 18, 19]. The minimal values of the differen-
tial thresholds with respect to the interpulse interval in
pairs of short pulses are obtained for dolphins at inter-
vals of 0.05–0.5 ms [20, 21]. In discriminating paired
pulses of superthreshold levels, the dolphins cease
being capable of discriminating the time intervals when
the latter exceed 0.2 ms [18, 19, 22, 23].

The property of the dolphin’s auditory system to
produce responses to repeated pulses was estimated in
electrophysiological experiments on the detection of
short-latency evoked brainstem potentials also called
auditory brainstem responses (ABRs) [23–27]. The
ABRs are formed from the multiple response of syn-
chronously excited high-frequency auditory nerve
fibers and, according to [29], reflect the properties of
their combined responses. A complete recovery of the
response to the second pulse was observed at an inter-
val of 5 ms [25, 26]. An increase in the pulse intensity
by 20 dB each time caused an approximately triple
increase in the time of recovery, up to 20 ms. At small
intervals, because of the overlapping of the ABRs aris-
ing in response to each of the pulses in a pair, the
response to the second pulse was formed by the method
of subtracting the response to one pulse from the
response to the pair. As the interval decreased down to
0.2 ms, or even to 0.1 ms in some cases [24–27], the
amplitude of the repeated response decreased but
remained noticeable.

The aforementioned data of behavioral experiments
were explained by their authors [9–23] from the view-
point of the functioning of different subjective features
in the auditory system, such as loudness, timbre, and
pitch, which are formed by the central nervous system
but are based on the properties of the frequency–time
fine peripheral coding. As for the data of electrophysi-
ological experiments, they were explained by the
authors from the standpoint of the existence of a hypo-

1 Most likely, the time constant of integration, which for dolphins
reaches tens of milliseconds under the effect of long stimuli [7],
takes into account both peripheral and central processes of adap-
tation and integration. However, the peripheral coding of short
pulses is not accompanied by the auditory adaptation affecting
the state of the auditory system [8].
thetical auditory filter with a time constant of 0.2 ms
[27, 28].

Is it possible to give a unified consistent interpreta-
tion of the above-mentioned data on the temporal reso-
lution and temporal integration at the level of peripheral
high-frequency coding of pairs of short pulses? Dol-
phins are no common laboratory animals, and studies
of the responses of their real auditory nerve fibers are
ruled out. However, it is possible to perform model
studies. Such investigations are described in our previ-
ous publications [30–33]. Since then, some progress in
this area of research has occurred and we also found
new explanations for some specific features of the
peripheral auditory analysis of sound signals in land
animals [34–37]. All this allows us to hope to obtain the
answers to the following questions. Is the analysis of
the fine time structure of a short pulse possible at the
periphery of the high-frequency auditory system? What
properties of the peripheral coding can provide the tem-
poral resolution of a signal within 0.2 ms [24–27] and
less [13, 20, 21], which is less than the period of excit-
ability recovery (refractoriness) of a single fiber? What
stage of the peripheral processing can determine a tem-
poral integration of about 0.2–0.3 ms, which was
detected in the behavioral experiments in dolphins
[9, 11, 13, 18–23] and bats [15–17]? Why does the
interval value of about 0.2–0.5 ms often appear as a cer-
tain critical interval [22] in the behavioral experiments
on the discrimination of paired pulses in dolphins and
bats? Which stage of the peripheral processing is
responsible in this case for the fact that the total time of
recovery of the response to the second pulse can reach
5 ms and over, as was found from electrophysiological
experiments?

The general answer to these questions is that the
stimulus duration is comparable with the time constants
of the basic peripheral processes of the transformation
of an analog sound wave into a sequence of action
potentials (spikes) of the auditory nerve fiber [5, 12, 19,
38], while the losses that occur in the course of this
transformation are uncorrectable.

Let us consider a sequence of peripheral transforma-
tions of sounds. It is well known that the formation of
the firing rate of auditory nerve fiber is accompanied by
a series of nonlinear transformations. After a broadband
filtering in the pinna and tympanum, sound is subjected
to bandpass filtering in the cochlea. A linear relation
between the sound pressure level and the oscillation
amplitude of the basilar membrane is observed only for
low sound levels. At this stage, a compression of the
dynamic range is possible, and the two-tone decelera-
tion effect takes place. A flexure of the basilar mem-
brane causes a displacement of the cilia of external and
internal hair cells, which changes the conductivity of
their membranes. The resulting intracellular potential
initiates the mediator secretion into the synaptic cleft
between the hair cell and the dendrite of the auditory
nerve fiber. Then the synaptic potential is transformed
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
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into an intracellular potential of the auditory nerve (the
generator potential) and, after the threshold transforma-
tion, into the temporal sequence of spikes (action
potentials).

It is known that 90–95% of spiral ganglion cells
forming the auditory nerve are connected with the
internal receptor hair cells (IRHCs). In echolocating
animals, a single IRHC has the maximal number of
connections with the dendrites of the spiral ganglion
neurons, as compared to other mammals [40, 41]. They
also exhibit a spatial variation of the IRHC innervation
density, which is maximal in the region of the maximal
hearing sensitivity of the animal [42].

Auditory nerve fibers are nonuniform in their mor-
phological and physiological properties and, according
to their spontaneous firing rate, are separated into three
groups: with low, medium, and high spontaneous firing
rates [43]. Spontaneous firing rate (SFR) is the ability
of the fiber to generate spikes spontaneously, in the
absence of stimulus. The position of the fiber dendrite
on the IRHC body (relative to the Corti channel) corre-
lates with the size of its synaptic termination, its diam-
eter, and the level of SFR [44]. The origin of the SFR is
believed to be related to spontaneous mediator ejec-
tions from the receptor cell into the synaptic cleft. The
fiber with greater SFR is characterized by a lower
response threshold [45], a steeper and narrower input–
output characteristic determined by the dependence of
the mean firing rate on the level of the characteristic fre-
quency tone [46], a poorer reproduction of the envelope
of an amplitude-modulated signal in the response of the
fiber [47, 48], and a faster recovery of excitability after
the termination of the tone presentation [49]. This rela-
tion between the physiological properties of fibers and
the SFR is adequately described by the model of audi-
tory nerve fiber developed earlier in [30–32, 36, 37] and
used in the present study (Fig. 1).

The fiber model transforms a sound signal into a
sequence of spikes. In the model, a sequential forma-
tion of the pulsed response of the basilar membrane, the
receptor and synaptic potential of IRHCs, and the fir-
ing-rate response (a sequence of spikes) of the spiral
ganglion neurons takes place. At the stage of the forma-
tion of the pulsed response of the basilar membrane
Y(t), a linear convolution of the input signal x(t) with
the pulsed characteristic of the basilar membrane filter,
h(t), is performed. The nonlinear transformation of the
signal at the mechanoreception stage was realized by a
sigmoid function reproducing the dynamics of the vari-
ation of the receptor potentials of IRHCs. The function
R(t) had the form

where Rmax is the maximal value of the synaptic poten-
tial and Dis is its displacement, which is always equal
to 0.05. It was assumed that the mechanism of the for-
mation of the synaptic potential from the receptor

R t( ) Rmax
2

1 Dis Y t( )–( ) Sl⁄[ ]exp+
-------------------------------------------------------------- 1– ,=
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potential is closely related to the mechanism responsi-
ble for the appearance of the SFR. Therefore, the slope
of the sigmoid function (parameter Sl) depended on the
SFR level approximately in the same way as the slope of
the input–output characteristic of the real fiber did [46].

Synaptic noise S(t) was formed as a random process
with a mean value and a variance, each of them being
proportional to the instantaneous quantity R(t) sub-
jected to detection. To reproduce the SFR, the rms devi-
ation of the random process was increased by ξ. If the
signal X(t) was absent, the synaptic noise S(t) had a zero
mean and an rms deviation proportional to ξ. The for-
mation of the synaptic potential G(t) was terminated by
the integration of S(t). The integration took into account
the inertial properties of the signal transformation at the
mechanoreception level [50, 51] and at the membrane
of the spiral ganglion neuron [52]. The time constant
was 0.2 ms.

At the stage of the transformation of the synaptic
potential into a sequence of spikes Pi, a comparison of
G(t) with the time-varying threshold H(t) was per-
formed. If G(t) exceeded the threshold, the neuron
model generated a spike, which caused a temporal
increase in the threshold. Within an interval of time
equal to the sum of the periods of absolute and relative
refractorinesses, the threshold returned to its original

Basilar
membrane

Internal hair
cell and synapse
of a spiral
ganglion
neuron

Spiral
ganglion
neuron

Bandpass
filtering

Compression
and detection

Formation
of synaptic

noise

Integration

Comparison of G(t) with
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spike 
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Variation of 
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Fig. 1. Flow chart of the model of auditory nerve fiber.



 

334

        

RIMSKAYA-KORSAKOVA

                                                           
Parameters of auditory nerve fibers with a characteristic frequency of 70 kHz and with different spontaneous firing rates.

Type 
of fiber model

SFR 
(pulse/s) ξ Rmax Sl τf (ms) Hof/Ho τs (ms) Hos/Ho

(h) High SFR 30 0.020 0.065 0.025 2 0.4 20 0.15

(m) Medium SFR 5 0.007 0.09 0.25 3 0.5 30 0.2

(l) Low SFR 0 0.0055 0.17 1.2 4 0.7 40 0.3
level H0. At the stage of relative refractoriness, the
threshold had one fast and one slow component [53].
Each of the components of the threshold could increase
by values preceding the spike generation. The threshold
variation with time, H(t), after the spike generation has
the form

(1)

where Hf = Hof + dHf; Hs = Hos + dHs; Hof; Hos;Hf, and
Hs are constant and variable values of the fast and slow
components of the neuron threshold at the stage of rel-
ative refractoriness; dHf and dHs are the values of the
threshold components at the instant preceding the spike
generation; τa is the absolute refractoriness period
always equal to 0.5 ms; τf and τs are the time constants
of the two threshold components during the period of
relative refractoriness; Ω is a constant that determines
the threshold at the stage of absolute refractoriness; and
Sign(t) = 1 for t < 0 and Sign(t) = 0 for t > 0. The thresh-
old function H(t) allows one to preset the refractoriness
and adaptation properties in the fiber models, where the
refractoriness is the change in the excitability of the
fiber after the spike generation and the adaptation is the
decrease in the firing rate during the stimulus presenta-
tion.

The central frequency of the filter of the basilar
membrane was equal to 70 kHz and determined the
characteristic frequency of the fiber model. The known
relation between the SFR level, the steepness of the
input–output characteristic, and the fiber ability to
reproduce the modulation of sound [36, 37] was
achieved by satisfying the following conditions: the
smaller the parameters ξ, τf, τs, Hof/Ho, Hos/Ho, and ξ
determining the SFR level, the greater the parameter Sl
determining the slope of the function R(t). The param-
eter Rmax was chosen so that the mean firing rate in the
saturation regime did not exceed 400 pulse/s. The value
of the threshold H0 was always equal to 0.02. There-
fore, the scatter in the response thresholds in the models
with different SFRs occurred because of the difference
in the SFR and the steepness of the function R(t). Other
values of the parameters of high-frequency fiber mod-
els with different SFRs are given in the table. The stim-

H t( ) H0 Hf
t τa–

τ f
------------– ΩSign τa t–( )+exp+=

+ Hs
t τa–

τ s
------------– ΩSign τa t–( )+ ,exp
uli were pairs of pulses whose duration was 35 µs and
the central frequency of the spectrum, 70 kHz. The
interval between pulses in a pair was varied within
0.05–25 ms. The time step in the calculations was 1 µs.

The SFR is an important parameter, depending on
which the models of auditory nerve fibers, as well as
real fibers, exhibit different response properties.

Figure 2a presents the input–output characteristics,
i.e., the dependence of the mean firing rate on the tone
level, for the model of auditory nerve fiber with a char-
acteristic frequency of 70 kHz. These characteristics
were obtained in response to a tone of the same fre-
quency with a duration of 40 ms. For the models of
high-frequency fibers, as for the models of low-fre-
quency fibers [36, 37], the input–output characteristic is
steeper and the dynamic range is narrower when the
SFR level is higher. Since, at the threshold levels of
stimuli, only the fibers with low thresholds and high
SFR are involved in the response,2 their threshold was
taken to be equal to 0 dB.

In the high-frequency fiber model, a short pulse with
a duration of 35 µs may cause (due to refractoriness)
only one spike. Therefore, the input–output character-
istic (Fig. 2b) obtained in response to a short pulse was
estimated by the dependence of not the mean firing rate
but the firing rate probability, i.e., the ratio of the num-
ber of spikes to the number of stimulus presentations,
on the pulse level.

The period of paired pulse presentation was large to
avoid the effect of adaptation and refractoriness on the
response of the fiber to each subsequent pair of pulses.
Therefore, the probability of spike generation in one
fiber in response to repeated stimuli was equal to the
probability of spike generation in multiple identical
fibers in response to one stimulus presentation.

It was found that the steepness of the second input–
output characteristic of the fiber (Fig. 2b) was greater
when the SFR level was lower. Although the response
thresholds of the fiber models under the action of short
pulses increased by almost 20 dB, the lowest response

2 The inertial property of one fiber is compensated by the response
of many fibers of the auditory nerve with a probabilistic (due to
the SFR) nature of responses. The lowest thresholds correspond
to fibers with high SFR. As will be seen below, a high SFR pro-
vides the readiness of approximately the same number of fibers
for spike generation at any instant of time.
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
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threshold was retained by the fiber model with a high
SFR.

The modeling allows one to study the independent
effects of different processes on the steepness of the
input–output characteristic, namely, such processes as
spontaneous spike generation, formation of receptor
potentials of a hair cell R(t), and time variation of the
spike generation threshold H(t) due to the adaptation
and refractoriness. The difference in the behavior of the
steepness of the input–output characteristic as a func-
tion of the SFR level under the effect of stimuli of dif-
ferent durations is caused by the fact that, under the
effect of a tone, the steepness is determined by the
dependence of the steepness of the receptor potential on
the tone level (parameter SL of the function R(t))
(Fig. 2a), while under the effect of a short pulse, the
steepness of the input–output characteristic depends on
the SFR (parameter ξ) (Fig. 2b).

Evidently, in the multitude of auditory nerve fibers,
a response to the second pulse of a pair can be formed
in only two ways. One way, which can be called the sto-
chastic mechanism, includes the formation of the
response to the second pulse from the responses of the
fibers that did not respond to the first pulse. This mech-
anism is based on the probabilistic (stochastic) nature
of the SFR-related responses of multiple auditory nerve
fibers. The second way, which can be called the repeti-
tion mechanism, includes the appearance of repeated
responses in the fibers that already produced a response
and that reduced their response threshold due to the
spike generation under the effect of the first pulse. This
mechanism is based on the refractoriness-related deter-
ministic nature of the responses.

Figure 3 shows the distinctions in the formation of
responses to the second pulse of a pair for the intervals
of 0.2 and 2 ms in the fiber models with different SFRs.
In both cases, the pulsed responses of the basilar mem-
brane model, Y(t), are completely separated in time.
Because of the integration, the receptor R(t) and synap-
tic G(t) potentials are smoothed out. When intervals
between pulses in pairs are smaller than 0.4–0.5 ms,
these potentials interact. Therefore, the amplitude of
the receptor (synaptic) potential arising in response to
the second pulse of a pair is greater than that corre-
sponding to the first pulse (Fig. 3a). An increase in the
pulse level increases the time of interaction of the
receptor potentials. At the same time, the transforma-
tion of the synaptic potential into a sequence of spikes
in a multitude of identical fibers is accompanied by a
decrease in the duration of the pulsed response of the
fiber, so that the spike generation is associated with
only the rising segment of the synaptic potential G(t)
[30–32].

In response to a single presentation of a pair of
pulses with an interval of 0.2 ms (Fig. 3a), a single fiber
may generate no more than one spike (because of the
refractoriness) at an arbitrary instant of time (because
of the SFR). However, when the interval is 2 ms
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(Fig. 3b), more than one spike may be generated,
because, after the generation of the first spike, the syn-
aptic potential arising in response to the second pulse
may exceed the now reduced response threshold of the
fiber.

At an interpulse interval of 0.2 ms, the response to
the second pulse is formed only by the stochastic mech-
anism. The total single response of a multitude of fibers
reproduces not only the fine time structure of a pair of
pulses (the characteristic frequency of the fiber model
is extracted) but also its envelope (the receptor-
enhanced response to the second pulse of the pair is
extracted) (Fig. 3a, plots h, m, l, t). When the pulse lev-
els are low, the probabilities of responses to individual
pulses of a pair are proportional to the amplitudes of the
corresponding receptor potentials. The lower the SFR
level in the fiber model, the better the pulse response
discriminates the amplitude of the second pulse from
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Fig. 3. Responses of different units of the auditory nerve fiber model to pairs of pulses with intervals of (a) 0.2 and (b) 2 ms. From
top to bottom: X(t) is the temporal profile of the stimulus, Y(t) is the pulsed response of the basilar membrane model, R(t) is the
smoothed temporal profile of the receptor potential, G(t) and H(t) are the time variations of the synaptic potential (the solid line)
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of absolute refractoriness of the neuron. The lower plots show the pulsed responses of the fibers with high (h), medium (m), and
low (l) spontaneous firing rates and the total response of three groups of fibers (t). The level of paired pulses is 45 dB.
the first pulse [30, 31], which corresponds to the prop-
erties of the input–output characteristic obtained for the
case of a single pulse (Fig. 2b) rather than a tone stim-
ulus (Fig. 2a).

When the interval in a pair is 2 ms, the amplitudes
of the receptor potentials arising in response to each of
the pulses are identical (Fig. 3a, R(t)). The response to
the second pulse in the multitude of fibers is formed
through both the stochastic and repetition mechanisms
(Fig. 3b). However, in fibers with different SFRs, the
contributions of these mechanisms to the formation of
the response to the second pulse are different. There-
fore, the response of the fiber with a high SFR and low
thresholds to the second pulse of a pair (Fig. 3b, plot h)
proved to be smaller than the response to the first pulse.
Fibers with medium and low SFRs exhibit equal prob-
abilities of responses to the fist and second pulses
(Fig. 3b, plots m, l). The integrated response of three
groups of fibers with different SFRs is determined by
the properties of the group that has the majority of its
fibers involved in the response at a given stimulus level
(Fig. 3b, plot t). Therefore, the firing rate probabilities
of all three groups of fibers proved to be closer to the
firing rate probabilities of fibers with high and medium
SFRs (Fig. 3b, plots h, m).

Let us try to estimate the individual contributions of
the two aforementioned mechanisms to the formation
of the response to the second pulse and also determine
their dependences on the pulse levels, interpulse inter-
val, and SFR level in the fiber.

Usually, the probabilities of the appearance of a
response to individual pulses of a pair are estimated by
the ratio of the numbers of spikes N1 and N2 arising
within certain time intervals to the number of pair pre-
sentations. The number N2 includes the number of
spikes arising through both mechanisms of the forma-
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
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tion of the response to the second pulse. For a separate
estimation of each of these mechanisms, a summation
of spikes that occur in response to the second pulse was
performed for the case of the absence (Ns2) and pres-
ence (Nr2) of a response to the first pulse. The depen-
dence of the ratio N2/N1 on the interval between the
pulses of a pair represents the recovery function. The
contributions of stochastic and repetition mechanisms
to the total recovery function are estimated by the
dependences of the ratios Ns2/N1 and Nr2/N1 on the
interpulse interval, respectively. All three recovery
functions are shown in Fig. 4.

Model experiments show that the ratio Ns2/N1 does
not depend on the interval but depends on the level of
the receptor potentials alone (Fig. 4b). In low-threshold
fibers with a high SFR, the probability of spike genera-
tion per one pulse does not exceed 0.5 or 0.6 for any
pulse levels (see Fig. 2b). This provides good condi-
tions for the formation of the response to the second
pulse for any pulse levels and any interpulse intervals
(see Fig. 4b, plots h, m). The role of the stochastic
mechanism decreases as the level of SFR is lowered
(Fig. 4b, plot l). An increase in the pulse level increases
the probability of the response to the first pulse and
reduces that for the second pulse. At high pulse levels,
the response to the second pulse will never recover if
only the stochastic mechanism provides the formation
of the response to the second pulse.

The repetition mechanism depends on the interpulse
interval, the level of the paired pulses, and the SFR of
the fiber (Fig. 4b). The ratio Nr2/N1 is greater for
higher pulse levels, greater interpulse intervals, and the
lower SFRs.

A combined effect of the two mechanisms providing
the formation of the response to the second pulse is
shown in Fig. 4a. As follows from Fig. 4b, an increase
in the pulse level reduces the effect of the stochastic
mechanism and enhances the effect of the repetition
mechanism. In this case, the effect of the repetition
mechanism is stronger when the pulse level is lower
and the SFR of the fiber is lower. Fibers with high and
medium SFRs exhibit a dependence of the recovery
time on the pulse level (Fig. 4a, plots h, m). In fibers
without SFR (Fig. 4a, plot l), such a dependence is
absent. When the pulse level reaches 80 dB (Fig. 4a,
plot l), the stochastic mechanism proves to be almost
completely displaced by the repetition mechanism
(according to Fig. 2b, plot l, at a level of 80 dB, the
probability of the response to one pulse is 0.8–0.9).
Therefore (Fig. 4a, plot l), at a pulse level of 80 dB (at
which only the repetition mechanism is working), the
steepness of the recovery function is greater than at a
level of 60 dB (at which both mechanisms are active).

The combined action of the two mechanisms at rel-
atively low paired pulse levels may result in the
response to the second pulse exceeding the response to
the first pulse (see Fig. 4a, plots h, m: the values of the
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recovery function at intervals greater than 2 ms proved
to be greater than unity).

At a given pulse level, the total response of three
groups of fibers with different SFRs (Fig. 4a, plot t)
depends on the properties of the group that has the
majority of its fibers involved in the response (as was
mentioned above). Therefore, at low levels, the total
recovery function of fibers (Fig. 4a, plot t) reproduces
the properties of the firing-rate response for the fibers
with a high SFR (Fig. 4a, plot h), and at higher levels,
for the fibers without SFR (Fig. 4a, plot l). In the total
response of three groups of fibers, the recovery time of
the response to the second pulse at a stimulus level of
40 dB is about 3 ms, at a stimulus level of 60 dB, 6.5
ms, and at a level of 80 dB, 20 ms.

It should be pointed out that, at intervals of 0.2–
0.5 ms (smaller than the period of absolute refractori-
ness), the response to the second pulse is formed
through the stochastic mechanism alone. Therefore, the
higher the level of stimuli, the smaller the values of the
recovery functions are. However, at threshold levels
and low levels of the pulses (no higher than 20 dB), the
responses of the fiber models with high and medium
SFRs, as well as the total response of three groups of
fibers, may exhibit a receptor amplification of the sec-
ond pulse (Fig. 4a, plots h, m, t, and Fig. 5 described
below).

Since the time integration in behavioral experiments
was estimated on the basis of the threshold experi-
ments, let us consider the responses of low-threshold
fibers with high SFR under the effect of paired pulses
also with threshold levels (Fig. 5). At the lowest pulse
level, owing to the interaction of the receptor potentials
of hair cells, the variation of the interpulse interval is
accompanied by the following variation of the total
number of spikes singly generated in the multitude of
fibers in response to a pair of pulses: the number of
spikes first smoothly increases, then, at intervals of
about 0.1–0.15 ms, it passes through a maximum, and
then, as the interval increases further, it decreases. The
dependence of the number of singly generated spikes
on the interval value exhibits an integration correspond-
ing to a receptor enhancement of the second pulse.
Such a behavior of the aforementioned characteristic is
related to the ratio of the numbers of single and
repeated spikes arising in the multitude of excited
fibers. Therefore, an increase in the pulse level (see
Fig. 5) leads to a decrease in the interval values at
which the integration effect is observed. A similar situ-
ation occurs when, instead of pairs of short pulses, long
stimuli are presented (not shown in the figures).

The model experiments demonstrate (Fig. 3) how
the peripheral processing analyzes the fine time struc-
ture of a pair of pulses (the characteristic frequency of
the fiber models is extracted) and their envelope (the
envelope of a pair of pulses is extracted). However, a
short high-frequency pulse has a broad spectrum,
which simultaneously excites a multitude of fibers with
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different characteristic frequencies. Therefore, we do
not discuss the question of how the auditory system
uses the information on the fine time structure of the
signal that is extracted by the fibers with different char-
acteristic frequencies. Here, we only discuss the prop-
erties of the peripheral temporal analysis of the enve-
lope of a pair of pulses. These properties are necessarily
retained in the properties of the response of the multi-
tude of fibers with different characteristic frequencies,
because, in the multitude of channels, a short pulse
evokes a synchronized firing rate of all high-frequency
fibers [29] and because the maximal innervation of
IRHCs by the auditory nerve fibers falls within a lim-
ited range of their characteristic frequencies near the
maximal sensitivity of hearing of the animal [42].

First, let us compare the responses of the fiber mod-
els with the responses of real auditory nerve fibers that
are known from the literature.

In the model experiment, we calculated two input–
output characteristics for the cases of presentation of
long tone signals and short pulses (Figs. 2a, 2b). The
steepness of the profile of the first characteristic
(Fig. 2a) is independent of the characteristic frequency
of the fiber model. Our previous studies showed that the
input–output characteristics obtained for fiber models
with different SFRs adequately describe not only the
real dependences of the mean firing rate of auditory
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
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nerve fibers on the tone level but also the abilities of the
fibers to reproduce amplitude modulation [36, 37].

The second input–output characteristic (Fig. 2b)
reproduces the dependence of the probability of the
response of the fiber model on the level of a short pulse
in the case of its multiple presentation and corresponds
to the probability of a response appearance in the mul-
titude of singly excited fibers. An integrated input–out-
put characteristic for three groups of fiber models
(Fig. 2c) can be qualitatively compared with the depen-
dence of the ABR amplitude on the level of a short
pulse [25–27], because the short-latency evoked brain-
stem potentials (i.e., ABRs) in dolphins are formed as a
result of synchronous responses of many high-fre-
quency auditory nerve fibers to a short high-frequency
pulse. Since such a pulse can evoke only one spike in
every high-frequency fiber (because of the refractori-
ness), the ABR amplitude is proportional to the number
of single spikes in the multitude of excited fibers.

The dependence of the ABR amplitude on the pulse
level was approximated by a straight line [26], and the
dynamic range determined from it was 50 dB. If the
stimulus was a long noise pulse instead of a short pulse,
the level at which the minimal ABR amplitude was
observed proved to be 20 dB lower. For the fiber model
at hand, the integrated input–output characteristic
(Fig. 2c) can also be approximated by a straight line,
but starting from the level of 30 dB. In this case, the
dynamic range also reaches 50 dB. The response
threshold of the low-threshold fiber model with a high
SH was found to be 20 dB lower in the case of the pre-
sentation of a long tone signal (Fig. 2a) compared to the
response threshold in the case of the presentation of a
short pulse (Fig. 2b). The 20-dB difference is not only
a consequence of the energy integration but also
appears as a result of the summation of probabilities of
responses, because an increase in the stimulus duration
increases the probability of its detection [54, 55].

The formation of the response to the second pulse
by the stochastic mechanism in real auditory nerve
fibers is shown in Fig. 1 of paper [56]. The authors
obtained post-stimulus histograms of the responses to
paired bipolar electric pulses with an interpulse interval
of 0.1 ms and with different pulse levels. This interval
was smaller than the period of absolute refractoriness.
At low pulse levels, the fiber responded only to the sec-
ond pulse, which was amplified by the residual depolar-
ization of the dendrite membrane under the effect of the
first pulse. At medium levels, a response to each of the
pulses in the pair was observed. At higher levels, the
response to the first pulse was present while the
response to the second pulse disappeared. In our model,
the response to the second pulse is formed in the same
way through the stochastic mechanism (Fig. 3) [24, 20,
31, 32].

The properties of the recovery functions of auditory
nerve fibers with different SFRs were studied in the cat
by presenting short high-frequency paired pulses with
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different pulse levels and different intervals from 1 to
32 ms [57, 58]. The responses of the fibers with charac-
teristic frequencies of 0.5–60 kHz were observed.

Real and model fibers showed identical depen-
dences of the duration of the pulsed response on the
pulse level. For real fibers with SFR [57], the recovery
time of the response to the second pulse was greater
when the pulse level was higher. For fibers without
SFR, the recovery time was almost independent of the
pulse level. At high pulse levels, the recovery time was
greater in fibers with high SFR compared to fibers with-
out SFR. The response recovery period was within 3–
20 ms [57] and did not coincide with the recovery
period of the response thresholds of auditory nerve
fibers in the experiments on the masking of tone pulses
[49], where this period was equal to 150–200 ms. The
difference between the recovery periods of responses to
short [57] and long [49] stimuli was explained in [57]
by the fact that the process of recovery of the response
to the second stimulus reflected the refractoriness prop-
erties of the fibers in the first case and the adaptation
properties in the second case.

In model fibers, as in real ones, the recovery period
varied within 3–20 ms and was related to the refractori-
ness properties. The model also adequately described
the dependence of the recovery function of the response
to the second pulse on the SFR level, which was
observed for real fibers [56, 57]. Therefore, the results
reported in [57] can be interpreted from the viewpoint
of the existence of the stochastic and repetition mecha-
nisms underlying the formation of the response to the
second pulse. These mechanisms are associated with
the stochastic and deterministic components of the
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responses of auditory nerve fibers. The model experi-
ment showed that the higher the SFR in the fiber the
better the conditions are for the formation of the
response to the second pulse through the stochastic
mechanism (Fig. 4b). However, this mechanism pro-
vides no recovery (if it acts alone) or prolongs the
recovery period (if it acts together with the repetition
mechanism) of the response to the second pulse in the
case of high pulse levels. For example, the recovery
period in fibers with high SFR was greater than in fibers
without SFR (see Fig. 4a, plots h, m and Fig. 4a, plot l
at pulse levels of 80 dB). The recovery period in fibers
without SA was independent of the pulse level (Fig. 4a,
plot l), because in these fibers the repetition mechanism
displaced the stochastic mechanism at high pulse lev-
els.

The behavior of the integrated recovery functions
obtained by modeling (Fig. 4a, plot t) is very similar to
the behavior of the recovery functions obtained in
recording the integrated action potentials of the audi-
tory nerve fibers in bats [58]: the recovery of the ampli-
tude of the repeated response occurred within 20 ms at
high pulse levels and within shorter periods at lower
pulse levels.

The behavior of the same model integrated recovery
functions (Fig. 4a, plot t) is similar to the behavior of
the recovery functions obtained from the measurements
of the ABRs in dolphins in response to pairs of short
acoustic pulses [25–27]. The experimentally measured
ABRs exhibit a dependence of the recovery period of
the response to the second pulse on the level of the
paired pulses. The variation of this period was esti-
mated in the model experiment to be within 3 to 20 ms
when the pulse level varied by 40 dB, and these values
agree well with real experimental data [25–27]. The
increase in the recovery period with increasing pulse
level is caused by the change in the ratio between the
numbers of fibers that are involved in the response and
have different SFR levels, and hence, different physio-
logical properties.

If the stimuli were pairs of pulses with intervals of
0.2–0.4 ms, the ABR amplitude arising in response to
the second pulse decreased with increasing pulse levels
[27]. As follows from the model experiment and from
the data reported in [56], such a decrease occurs when
the response to the second pulse is formed by the sto-
chastic mechanism.

In [57, 59], it was shown that, when the levels of
pulses are low and the intervals are about 20 ms or
greater, the response to the second pulse may exceed
the response to the first pulse. The model experiment
shows that such an excess appears if the response to the
second pulse is formed by the stochastic and repetition
mechanisms simultaneously. An enhancement of the
response to the second pulse is favored by the integra-
tion of the statistical and deterministic components of
the responses of many auditory nerve fibers. Such an
enhancement is not a manifestation of energy integra-
tion but is a consequence of the statistical nature of
spike generation in neurons and neuron ensembles.

An example of the temporal energy integration is
shown in Fig. 5. In the model experiment at the thresh-
old levels of pulses, the integration manifests itself as
an increase in the total number of spikes generated in
response to a pair of pulses. The integration proved to
be a consequence of the integrating properties of
IRHCs, because in the IRHC model, according to the
data of [50, 51], the integration time constant was
0.2 ms. The result shown in Fig. 5 can be qualitatively
compared with the dependence of the ABR amplitude
on the acoustic pulse duration that was obtained for dol-
phins [24, 25]. In dolphins, a noticeable temporal inte-
gration was observed at the lowest levels of stimuli with
durations no greater than 0.3 ms. With such durations,
the stimuli still had the form of short pulses.

To compare the properties of the aforementioned
energy integration (Fig. 5) with the data of behavioral
experiments, an additional model calculation was per-
formed. In the fiber model, the detection threshold of a
single pulse was assumed to be the level at which the
total number of spikes arising in response to the signal
was more than three times greater than the average
number of spikes corresponding to the spontaneous fir-
ing rate. Under this assumption, the detection threshold
of a pair of pulses with an interval of 0.1 ms was 3–4 dB
lower than that of a single pulse, and with an interval of
0.2–0.3 ms, it was 1 dB lower. This result agrees well
with the results of behavioral experiments on dolphins
[11, 12] and bats [15–17], in which approximately the
same kind of integration was observed at threshold lev-
els with the same intervals in pairs of pulses. According
to [17], this integration is determined by the integration
of pulsed responses on the basilar membrane, but our
model experiments show that this integration is caused
by the integrating properties of the IRHCs.

Thus, in the model experiments, it was found that,
depending on the pulse level and interpulse interval in
pairs, the formation of the response to the second pulse
may occur with the participation of the stochastic mecha-
nism, or both stochastic and repetition mechanisms, or,
alternatively, the repetition mechanism alone.

In the case of low or medium pulse levels and inter-
vals smaller than the period of absolute refractoriness,
only the stochastic mechanism is working (at high
pulse levels, it does not work). This mechanism is based
on the statistical nature of the responses of multiple
auditory nerve fibers and the properties of the analog-
to-pulse transformation, which shorten the IRHC
response prolonged by the temporal integration. The
single response produced by multiple auditory nerve
fibers provides a good temporal resolution of pairs of
short pulses.

In the case of different pulse levels, the period of a
complete recovery of the response to the second pulse
varies from 3 to 20 ms and is determined by the com-
bined action of the stochastic and repetition mecha-
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nisms. At high pulse levels, the repetition mechanism
completely displaces the stochastic mechanism in the
formation of the response to the second pulse.

Now, let us use these conclusions to interpret the
results of the cited behavioral experiments on the tem-
poral resolution of pairs of short pulses. The interval
value of 0.2–0.5 ms, which is often encountered in
behavioral experiments as a certain critical interval, is a
consequence of the high-frequency auditory analysis of
stimuli whose duration is comparable with the time
constants of various transient processes occurring at the
periphery. The model takes into account some of these
processes, for example, the processes that occur on the
basilar membrane, in the IRHCs, and in the spiral gan-
glion neurons. The oscillations of the correct discrimi-
nation of pairs of short pulses with intervals smaller
than 0.1–0.15 ms, which were observed in behavioral
experiments with dolphins [14, 23], may be a conse-
quence of the interaction of the pulsed responses of the
basilar membrane to each of the pulses in a pair [31].
The presence of the absolute refractoriness period of
0.5 ms determines a certain boundary within which the
stochastic mechanism provides the formation of the
response to the second pulse, while outside this bound-
ary, both stochastic and repetition mechanisms are
working. It seems to be quite logical that an abrupt tran-
sition from one mechanism to another in the formation
of the response to the second pulse of a pair may cause
an abrupt change in the behavioral reactions, such as,
for example, the termination of the discrimination of
time intervals exceeding 0.2 ms in dolphins [18, 19, 22,
23]. The total recovery time of the response to the sec-
ond pulse, which was determined in electrophysiologi-
cal experiments to be 5 ms and over [25, 26], is
explained by the recovery and excitability properties of
each of the multiple synchronously excited high-fre-
quency fibers or by the properties of the repetition
mechanism of the formation of response to the second
pulse. The temporal integration of about 0.2–0.3 ms,
which was revealed in the behavioral experiments with
dolphins and bats, can be explained by the integrating
properties of the IRHCs.

It should be noted that the peripheral mechanisms
that determine the temporal integration do not limit the
peripheral temporal resolution (Figs. 3, 5), because
each of these mechanisms is based on the same multiple
response of synchronously excited high-frequency
fibers.

In conclusion, it should be noted that this study does
not seek a relation between the parameters of the firing
rate of auditory nerve fibers and the subjective qualities
of sound or the properties of hypothetical auditory fil-
ters, because none of them are formed in the auditory
nerve. However, the manifestation of the properties of
peripheral coding in the behavioral reactions of ani-
mals, as was noted above, is possible when the stimuli
are chosen so as to estimate the threshold properties of
the auditory system. In many cases, pairs of pulses are
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such stimuli for echolocating animals, because the
durations of these stimuli are comparable with the dura-
tions of peripheral transient processes. The estimates
obtained for the temporal resolution of pairs of pulses
from different behavioral and electrophysiological
experiments prove to be different, because the chosen
parameters of stimulation are critical with respect to
different peripheral processes.
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Abstract—An experimental study of the echolocation ability of dolphins (Tursiops truncatus) is performed in
the presence of correlated and uncorrelated broadband noise acting on their organs of hearing. It is shown that,
under such conditions, the echolocating pulses of a dolphin become noticeably modified: in the absence of
noise, standard broadband pulses are produced, while in the presence of noise, the pulses acquire an oscillatory
character (become narrowband). Sounds and air pressure that occur inside the respiratory tract of a dolphin
when the animal produces whistles and pulsed signals are studied. Data testifying in favor of the pneumatic ori-
gin of sounds generated by dolphins are obtained. © 2004 MAIK “Nauka/Interperiodica”.
INTRODUCTION

Mechanisms of radiation and reception of sound by
dolphins represent the most complicated problems of
the acoustics of cetaceans. In solving the problem of
radiation, researchers still have to rely on indirect data
obtained from the analysis of the far-field records of
dolphin’s sound signals and on the data obtained from
morphological studies. Therefore, the nature of the
sound source and its localization can only be subjects of
speculation without any unique answer. The points
where the acoustic information enters the head of a dol-
phin are also open to question. In addition to the evident
assumption that the acoustic information is supplied to
the internal ear of the dolphin through the auditory
canals, other hypotheses have been put forward. In [1],
it was assumed that, in cetaceans, sound is supplied to
the cochlea through the lower jaw. This idea received
further development in [2]. In another publication [3],
it was assumed that an important role in the sound
transmission to the cochlea is played by the frontal emi-
nence. More reliable information on the mechanism of
radiation and reception of sound could be obtained by
an instrumental study of the expected area of the source
and receiver localization. However, this is a rather dif-
ficult problem, which requires the development of spe-
cial measuring instruments and a corresponding mea-
suring technique. Nevertheless, such attempts have
been made. The first successful experiments that made
it possible to approach the source of sound of a dolphin
consisted of recording the sound signals immediately
on the dolphin’s head [4, 5]. This method proved to be
rather fruitful and revealed a number of characteristic
features of sound radiation by dolphins [6–8, 9]. How-
ever, the possibilities offered by this method proved to
be much wider owing to the development of a special
set of instruments that can be fixed on a dolphin and
allow a comprehensive study of its acoustic system.
1063-7710/04/5003- $26.00 © 20343
The set includes the following instruments: a three-
channel broadband magnetic tape recorder, three min-
iature hydrophones, two independent noise generators,
several noise radiators, a remote control system for
controlling the operation of the tape recorder and the
noise generators, and a tracer that provides a visual
tracing of dolphin’s motion in total darkness. Such a set
of instruments makes it possible to study the echolocat-
ing behavior of a dolphin in situations complicated by
the presence of artificially produced noise.

This paper describes some results obtained by
studying the acoustic system of a dolphin (Tursiops
truncatus) with the use of the aforementioned set of
instruments.

EFFECT OF CORRELATED BROADBAND 
ACOUSTIC NOISE ON THE ECHOLOCATING 

BEHAVIOR OF A DOLPHIN

The experiment consisted of studying the effect of
intense broadband correlated acoustic noise, which was
presented to an adult dolphin in different local areas of
its head (near the presumed acoustic inputs of the audi-
tory system: near the auditory canals, at the lower jaw,
and at the frontal eminence), on the echolocating activ-
ity of a dolphin while the latter solved the problem of
detecting a fish presented to it in total darkness in an
experimental tank. Correlated noise was produced by
two or many radiators fed by a single generator. The
basic idea of the experiment was that the echolocating
abilities of dolphins should most fully manifest them-
selves under adverse conditions, when echolocation is
hindered by external factors but serves as the only
detection means. The experiment included two stages.
At the first stage, two correlated noise radiators
(spheres 30 mm in diameter, made of lead zirconate
titanate piezoceramics) were fixed near the left and
004 MAIK “Nauka/Interperiodica”
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right auditory canals (points 0 in Fig. 1a). Three hydro-
phones were fixed as follows: hydrophone 1 in the form
of a piezoceramic sphere 15 mm in diameter was fixed
near radiator 0 in the region of the right auditory canal;
hydrophone 2 in the form of a piezoceramic cylinder
2 mm in diameter and 3 mm in height was fixed to the
frontal eminence on its right-hand side, at approxi-
mately equal distances from the blowhole and the front
edge of the frontal eminence; hydrophone 3, identical
to hydrophone 2, was placed at the front edge of the
frontal eminence, at the point where it joins the ros-
trum. The radiators were connected with the noise gen-
erator, and the hydrophones, with the inputs of the
three-channel magnetic tape recorder. The noise gener-
ator and the tape recorder were fixed to the dorsal fin of
the dolphin. The operation of the noise generator and
the tape recorder was controlled through an underwater
radio channel by radio signals with a duration of about
1 s.

At the second stage of the experiment, two corre-
lated noise radiators were positioned at the lower jaw of
the animal, at the left and at the right, and the third radi-
ator was fixed to the frontal eminence exactly in the
middle between the blowhole and the rostrum. The
radiators were identical with those used at the first stage
of the experiment. Hydrophones were positioned as
shown in Fig. 1b and were also identical with those
used at the first stage. In the course of the experiment,
the dolphin under study swam in a tank with horizontal
dimensions of 12.5 × 6 m and a depth of 1.2 m. The
starting position of the dolphin was near one of the
shorter walls of the tank. Near the opposite shorter wall,
in one of the corners, a fish was presented to the dol-
phin. The fish was suspended from a thin thread and
placed in water with a loud splash, which served as the
starting signal. From this moment on, the dolphin
began moving toward the fish while the fish, in its turn,
was noiselessly moved over a distance of 2.5–3 m along
the shorter wall of the tank. Since the experiment was
performed in total darkness, the dolphin had to use
echolocation. The distance between the starting posi-
tion of the dolphin and the fish was 9–10 m. After the
dolphin traveled approximately half the distance to the

1

2

3

0

(a)

0
1

2

3

0

(b)

0

Fig. 1. Positions of (0) noise radiators and (1–3) hydro-
phones on the head of the dolphin: (a, b) different experi-
mental versions.
fish, broadband acoustic noise was turned on. The noise
was produced by the aforementioned radiators fixed on
the head of the dolphin. Its spectrum was characterized
by a constant level within the frequency band from 5 to
30 kHz and a decrease of 6–7 dB/octave at higher fre-
quencies. The noise pressure level in the total frequency
band was 120 ± 6 dB.

The response of the dolphin to the appearance of
noise was determined in two ways: first, visually, by the
change in the trajectory of the luminous tracer and, sec-
ond, by the change in the echolocation activity.

At the first stage of the experiment, when noise was
presented in the region of the auditory canals, a pro-
nounced motor response was observed in the form of an
abrupt change in the tracer trajectory. The dolphin
started at the onset of noise. Some experiments were
carried out in the day time (in full light), and one could
see that, when the noise was turned on, the dolphin
strongly moved its head trying to free it from the noise
source but soon calmed itself. At the second stage of the
experiment, when the noise was presented near the
lower jaw and the frontal eminence, no motor activity
was observed. A similar situation was observed for the
echolocating activity.

In the absence of noise, the dolphin detected under-
water objects, including the fish presented to it, by
using standard pulses of the type shown in Fig. 2a. The
pulse shape may vary within certain limits [6, 9], but,
on the average, all pulses are close in shape and have
broadband spectra. The energy spectrum of these
pulses is shown in Fig. 2c (curve a). In the literature,
such pulses are considered as highly stable to varying
experimental conditions and, in particular, to the
appearance of noise radiation from distant sources [10].
Our experiments with the presentation of correlated
noise in the region of auditory canals gave an unex-
pected result. At the moment when the noise was turned
on, the dolphin, within a short time interval of 200–
300 ms, performed a transformation of the pulse spec-
trum by making it much narrower. A standard (or close-
to-standard) pulse was transformed to an oscillatory
pulse (Fig. 2b), and its spectrum became narrowband
(curve b in Fig. 2c). This transformation was systemat-
ically detected by hydrophone 3 (positioned near the
rostrum) when noise was presented near the auditory
canals. An even more unexpected result was that the
pulses detected by hydrophone 2 (see Fig. 1a) remained
standard, although they were synchronous with pulses
detected by hydrophone 3. However, the standard
pulses detected by hydrophone 2 noticeably increased
in amplitude (by a factor of 2.5–3) while the pulses
detected by hydrophone 3 changed their spectrum but
retained their amplitude. In some cases, hydrophone 2
fixed on one side of the frontal eminence of the dolphin
also detected oscillatory pulses. In particular, an
echolocation series consisting of alternating standard
and oscillatory pulses spaced at several milliseconds
was recorded. This series can be interpreted as a result
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004



        

SOME RESULTS OF STUDYING THE ACOUSTICS OF DOLPHINS 345

                                 
of the superposition of two simultaneously generated
series, one of which consists of standard pulses and the
other, of oscillatory pulses.

Note that, in the oscillograms of pulses recorded in
the presence of noise, the latter is not observed, because
the noise was produced near the auditory canals while
the echolocation signals were recorded at the frontal
eminence, where the ratio of the signal amplitude to the
rms noise amplitude was no less than 40 dB.

Another important fact is as follows. The pulses pro-
duced by the dolphin in the presence of noise some-
times have “precursors,” which were previously
observed by Zaslavskii [11] and Dubrovsky [10]. By
now, the presence of only one precursor before a pulse
can be stated with confidence. The amplitude of such a
precursor can vary over wide limits and may even reach
the amplitude of the main pulse, so that the pulse
becomes double. However, the duration of the precur-
sor remains somewhat smaller than that of the main
pulse. Oscillograms of pulses with precursors recorded
by hydrophones 2 and 3 in the presence of noise are
shown in Figs. 3a and 3b. Their energy spectra are
shown in Fig. 3c. The characteristic feature of these
spectra is their complex shape.

Hydrophone 1 positioned near the auditory canal
never detected any oscillatory pulse radiation. Instead,
at the same instants of time, it detected pulses close to
standard ones. The oscillatory pulses may reach the
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Fig. 2. (a) Standard and (b) oscillatory pulses and (c) their
frequency spectra.
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hydrophone positioned near the auditory canal only in
the form of pulses reflected from objects located before
the dolphin.

At the second stage of the experiment, when the
noise radiators were positioned at the lower jaw and at
the frontal eminence of the dolphin, no considerable
changes were observed in the echolocating activity. The
pulses produced in the absence of noise and after the
noise was turned on differed little from the standard (at
the sites of hydrophones 2 and 3). One can only state
that the dolphin did hear the noise: a slight increase in
the pulse amplitude was detected by all three hydro-
phones. At the same time, no noticeable changes were
observed in the pulse shape and the pulse rate.

EFFECT OF UNCORRELATED BROADBAND 
ACOUSTIC NOISE ON THE ECHOLOCATING 

BEHAVIOR OF A DOLPHIN

In this experiment, another adult dolphin was used.
Now, the fish detection task was even more compli-
cated. To make the detection by echolocation most dif-
ficult, independent noise generators were used to pro-
duce an uncorrelated broadband acoustic noise field of
high intensity near each of the auditory canals of the
dolphin. The noise level was about 130 dB. Note that
uncorrelated noise is produced by several noise radia-
tors fed from different noise generators. In the case
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Fig. 3. (a) Standard and (b) oscillatory pulses with precur-
sors and (c) their frequency spectra.
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Fig. 4. Transition from standard to oscillatory pulses within one series: (a–f) pulses of the series and (g–l) their frequency spectra.
under consideration, the noise level was only 6–9 dB
below the limiting intensity level at which the dolphin
refused to locate the fish. The noise spectrum was uni-
form in the frequency band from 8 to 50 kHz, and it
increased by 6–8 dB/octave up to a frequency of
180 kHz. The positions of hydrophones on the head of
the dolphin are shown in Fig. 1b.

The main results can be formulated as follows.

The experiment with uncorrelated noise did not
reveal such a pronounced dependence of time–fre-
quency characteristics of dolphin’s echolocation pulses
on the presence or absence of noise as was observed in
the experiment with correlated noise. In most cases, the
dolphin preferred to use oscillatory pulses. It seems
that, being frightened by intense uncorrelated noise at
the first noise presentation, the dolphin continued using
oscillatory pulses even during the time intervals when
noise was turned off. Only from time to time, the dol-
phin introduced standard pulses between oscillatory

3
2

1

Fig. 5. Setup for introducing the hydrophones into the res-
piratory tract of the dolphin. Explanations are given in the
main body of the paper.
pulses of a series. Another characteristic feature of dol-
phin’s acoustic behavior was the fact that, in this case,
oscillatory pulses usually contained 10–15 periods.

Often, a smooth transition from standard to oscilla-
tory pulse radiation could be observed. Figures 4a–4f
show such a transition. The pulses were recorded by the
hydrophone positioned near the rostrum. Figures 4g–4l
show the energy spectra of these pulses. One can notice
that, in the experiment with uncorrelated noise, the dol-
phin exhibited higher-frequency properties, as com-
pared to the case of correlated noise.

Let us consider in more detail the pulse shown in
Fig. 4d. It exhibits two pronounced features. The first
consists in that the pulse begins with a fragment (pre-
cursor) similar to a standard pulse. An analysis of a
great number of pulses showed that almost all of them
begin with such fragments (a similar fragment can be
seen in the pulse shown in Fig. 4e, although, here, it is
less pronounced). The second feature of the pulse con-
sists in that its higher-frequency part is separated into
two sections (the pulse shown in Fig. 4f has no such
feature). Presumably, such a separation is not inciden-
tal: we observed series of several tens of pulses that had
low-frequency fragments (precursors) and were sepa-
rated into two or even three sections. Pulses that were
not separated into sections were observed much more
rarely.

As in the experiment with correlated noise, the
hydrophone positioned near the auditory canal never
detected oscillatory pulse radiation. Instead, at the
same instants of time, it detected pulses close to the
standard ones. The oscillatory pulses reach the hydro-
phone near the auditory canal only as pulses reflected
from objects located in front of the dolphin.

In the experiment with uncorrelated noise, the
hydrophone positioned on one side of the frontal emi-
nence almost always detected oscillatory pulses simul-
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
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taneously with the hydrophone positioned near the ros-
trum. By contrast, in the experiment with correlated
noise, such observations were very rare: the side hydro-
phone almost always detected standard pulses.

The results presented above suggest the following
conclusions:

—dolphins are capable of changing on purpose the
time–frequency characteristics of their echolocation
pulses under the effect of intense broadband noise pre-
sented in the area of their auditory canals;

—it is possible that dolphins possess different
sources for producing standard and oscillatory pulse
radiation;

—acoustic information is supplied to the internal
ear of dolphin’s auditory system through the auditory
canals; and

—the system of oscillatory pulse radiation has a low
Q factor and operates in a forced operating mode.

SOUNDS INSIDE THE RESPIRATORY TRACT 
OF A DOLPHIN

The set of instruments described above allows one
to penetrate into the respiratory tract of a dolphin and to
detect the sounds that accompany the radiation of
echolocating pulses. This kind of information should be
useful in discussing the hypothesis that the signals pro-
duced by a dolphin are of pneumatic origin [12]. For
recording the sounds inside the respiratory tract of a
dolphin, the miniature broadband hydrophones
described above (hydrophones 2 and 3 from Fig. 1)
were used. They were mounted on special holders
shown in Fig. 5. The hydrophones (objects 1 in Fig. 5)
were fixed in the required position by (2) rigid holders
made of a stainless steel wire 1 mm in diameter. The
holders, in their turn, were attached to (3) two suction
cups used to fix the whole system on the head of the
dolphin under test. The setup shown in Fig. 5 is
intended for introducing one hydrophone into the blow-
hole of the dolphin (the holder of this hydrophone is
bent at right angle). The other hydrophone is positioned
above the head of the animal, before the blowhole. In
the experiment described here, the hydrophone was
introduced in the blowhole to a depth of 6 cm. The pro-
cess of introducing the hydrophone seemed not to
annoy the animal to any considerable extent: after two
or three attempts to push the hydrophone out of the
blowhole by an air flow, the dolphin resigned itself to
the situation and became willing to locate and take the
fish. Figure 6 illustrates the process of introducing the
hydrophone into the blowhole. In the same figure, one
can see the noise radiators and other hydrophones fixed
on the head of the animal.

The miniature hydrophones were alternatively intro-
duced into the right and left nostrils. During the periods
of active echolocation, which was detected by the
hydrophones positioned on the head of the dolphin, the
sound pulses inside the nostrils were either absent or
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
much weaker than outside. This suggests that the larynx
is not the source of echolocation signals, as was pre-
sumed by Gurevich [13, 14]. In addition, in the right
nostril, the inner hydrophone detected additional
sounds that could not be heard outside but accompanied
the echolocation. These sounds were similar to whistles
(or mewing) in character and noticeably differed from
communication whistles in their structure. As a rule,

Fig. 6. Introduction of the hydrophone into the respiratory
tract of the dolphin.
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Fig. 7. Sonograms of an (a) internal sound and (b) commu-
nication whistle.
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(b)

(a)

Fig. 8. Oscillograms of (a) internal sound and (b) communication whistle.
they had the form of narrowband sounds, sometimes
with a pronounced amplitude modulation characterized
by side frequencies that were not multiples of the fun-
damental frequency (Fig. 7a). Communication whistles
usually contain multiple harmonics (Fig. 7b). Figures 8a
and 8b show the oscillograms of an internal sound and
a communication whistle. One can see that the latter is
of a mainly harmonic character while the internal sound
has the form of a sequence of one- and two-period
pulses, which can be interpreted as a signal with ampli-
tude overshooting. Figures 9a and 9b present the sono-
grams of internal sound on the background of a weakly
noticeable series of pulses (inside the blowhole) and of
the same series of echolocation pulses recorded on the
head of the dolphin, near the rostrum. It should be
stressed that all internal sounds described above were
detected in the right nostril. In the left nostril, no sounds
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Fig. 9. Sonograms of (a) internal sound on the background
of a pulse series and (b) the same pulse series recorded on
the head of the dolphin.
were observed. Unfortunately, it was impossible to
repeat many times the attempts to detect any sound in
the left nostril to reliably determine whether internal
sounds do or do not occur there in the course of echolo-
cation. The limited amount of data available to us
allows only a preliminary conclusion that the left nos-
tril area is below the muscle plug and has nothing to do
with echolocation while the right nostril is evidently
involved in the process.

Practically all internal sounds recorded in our exper-
iment coincide in time with echolocation. Only in two
cases out of seventeen, internal sounds were not accom-
panied by echolocation (possibly, the latter was very
weak and could not be detected). In other two cases out
of the same seventeen, internal sounds were not
detected in the course of echolocation (possibly, they
were very weak). The duration of internal sounds does
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Fig. 10. Air pressure inside the nostril of an echolocating
dolphin. (For explanations, see the main body of the paper.)
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not coincide with the duration of echolocation series: as
a rule, the former are shorter. Possibly, internal sounds
are of an aerodynamic origin and accompany the air
flow through the structures responsible for the genera-
tion of echolocation sounds. Another explanation is
also possible: internal sounds may be caused by a con-
siderable difference between pressures on the two sides
of the muscle plug and be generated as a result of the air
leakage through the muscle plug. This explanation is
confirmed by the pressure measurements in the respira-
tory tract of dolphins (Fig. 10) [15]. One can see that
the air pressure in the nostril between the inner muscle
plug and the outer valve (curve 1 in Fig. 10) increases
in the course of echolocation (line 2) by 30–50 mm Hg.
Subsequent studies should elucidate the nature of inter-
nal sounds. As of now, the presence of these sounds tes-
tifies in favor of the pneumatic mechanism of sound
generation by dolphins.
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Abstract—A binaural unmasking of a tone component that is present in an amplitude–time noise envelope of
a high-frequency signal is studied. The signal has the form of a sinusoidal carrier of frequency 2000–5000 Hz
amplitude modulated by a low-frequency signal. The modulating function is a mixture of a 300-Hz tone (inter-
aurally inphase or antiphase) and a dichotic masking noise within 0–400 Hz, this mixture being subjected to a
half-wave linear rectification. The listener has to detect the rhythmic component in the modulating noise func-
tion. It is shown that, under the aforementioned conditions, the binaural difference in masking levels grows up
to 25 dB with increasing carrier frequency but drastically decreases in the case of a masking of the low-fre-
quency part of the basilar membrane in the vicinity of 300 Hz. The lateralization based on the interaural phase
of a 100% amplitude modulation by a 300-Hz tone at a carrier frequency within 2000 to 5000 Hz also drastically
decreases (in our experiments) when the low-frequency part of the basilar membrane is masked. © 2004 MAIK
“Nauka/Interperiodica”.
INTRODUCTION

It is well known that the masking threshold (level) is
maximal when the interaural phase differences of a
desired tone signal and the masker are identical. If the
interaural phase difference of a tone signal is varied, the
masking threshold decreases. This testifies to the pres-
ence of a binaural unmasking, which is characterized
by the difference in the masking levels of interaurally
inphase and antiphase tone signals in interaurally
coherent noise, or by the binaural masking level differ-
ence (BMLD). For low-frequency tone signals (below
500 Hz) masked by broadband noise, the BMLD
reaches 15 dB. For high-frequency tones (above
2000 Hz), the BMLD does not exceed 3 dB [1]. In the
case of complex signals, the BMLD vanishes when the
signals contain no low-frequency components. This
occurs because the reproduction of the temporal profile
of the signal in the firing rate of auditory neurons is pos-
sible only for low-frequency signals. For high-fre-
quency signals, only the low-frequency envelope of
sound is retained in the auditory nerve.

However, when masking by narrowband noise takes
place, a binaural unmasking is also possible for high-
frequency tones [2–4]. This is explained by the fact that
narrowband Gaussian noise has a deep low-frequency
envelope, which is modified when the tone is added to
the noise masker and which depends on the temporal
shifts of the tone. As a result, the addition of an interau-
rally antiphase tone leads to an interaural decorrelation
of low-frequency envelopes and facilitates the detection
of the interaurally antiphase tone. At first it was
believed that, under these conditions, the BMLD of
high-frequency tones also reaches 15 dB. However,
1063-7710/04/5003- $26.00 © 20350
subsequent experiments have shown that the BMLD
grows with an increase in the peak-factor of the enve-
lope (the ratio of the rms value to the mean value) [5–
7] but does not exceed 8–10 dB under conventional
experimental conditions.

In our previous publications [8–12], we reported on
the binaural unmasking of a periodic component of the
amplitude envelope of a high-frequency signal, which
had the form of a sine carrier in the frequency band
from 2000 to 5000 Hz with an amplitude modulation
(AM) by a low-frequency mixture of a tone signal and
a masker. It was shown that, under such conditions, the
BMLD may reach 30 dB. The present paper reviews the
results reported in the cited publications and describes
the results of the latest experimental studies.

EXPERIMENTAL CONDITIONS 
AND SIGNALS

Experiments were planned to be performed with
high-frequency signals that retain the information on
their phase after their reception. The experiments with
amplitude-modulated signals were expected to be of
interest because of the possibility to control the modu-
lation depth. The whole series of experiments was
planned to be performed with the same group of listen-
ers, no matter how small this group is. The listener had
to detect the interaurally inphase or antiphase rhythmic
(tone) component in interaurally coherent narrowband
noise envelope of an amplitude-modulated signal. The
modulating function was a mixture of a tone (interau-
rally inphase or antiphase) of frequency 100–300 Hz
and a masking noise (interaurally inphase) in the fre-
004 MAIK “Nauka/Interperiodica”
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quency band from 0 to 400 Hz. These experimental
conditions will be referred to as “linear AM condi-
tions.”

In 1998–2000, we have found new experimental
conditions of binaural unmasking of high-frequency
signals. In these experiments, the amplitude envelope
of the high-frequency tone carrier was formed so as to
reproduce the form of the receptor potential and the
poststimulus histogram of low-frequency neurons if the
stimulation were directly performed by the low-fre-
quency oscillation used in the experiment as the enve-
lope. For this purpose, the modulating function was
chosen to be in the form of a low-frequency mixture of
the signal (a 300-Hz tone) and the noise masker, this
mixture being subjected to a half-wave detection (recti-
fication). The role of the modulator was played by a
multiplier. One would expect that, under these experi-
mental conditions, which will be referred to as “the
half-wave AM conditions,” the receptor potential and
the poststimulus histogram of high-frequency neurons
(with characteristic frequencies near the carrier fre-
quency of 3000 Hz) in the given experiments should be
qualitatively similar to those of low-frequency neurons
with characteristic frequencies near 300 Hz in the
experiments demonstrating the binaural unmasking of a
300-Hz tone in low-frequency noise.

Figure 1 shows examples of realizations of experi-
mental signals. The periodic component (300 Hz) of the
envelope is sufficiently pronounced: one can clearly
distinguish five periods. Figures 1a and 1b represent the
amplitude-modulated oscillation and its spectrum, and
Figs. 1c and 1d show the corresponding characteristics
obtained with a preliminary half-wave rectification of
the modulating function.

For control and comparison, we also estimated the
BMLD under conventional experimental conditions
with masking by broadband and narrowband noise.

METHOD

Signals were generated by a computer program via
an SB-16 sound card at a sampling rate of 44100 Hz.
The same program processed the responses of the lis-
tener and controlled the experiment.

The test sequences consisted of two or four signals.
In the latter case, the first and fourth signals contained
the masker alone. The listener should determine which
of the two signals (second or third) contained a tone
added to the masker. The pause between the signals of
the test sequence varied from 0.7 to 1.0 s for different
experiments. The masker duration was 0.5 s, and the
tone signal was 20 ms shorter than the masker and was
centered with respect to it. The time of linear build-up
and fall-off was 5 ms for both masker and signal.

The masking thresholds were estimated using the
adaptive procedure of two-alternate forced choice by
the following scheme: after each error the signal was
increased by one step, and after two consecutive correct
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
responses, the signal was decreased by one step. These
signal variations were performed in the modulating
function under the linear AM and half-wave AM condi-
tions. The masker realization was not varied within
each single BMLD estimation process. At the begin-
ning of the experiment, the signal amplitude was cho-
sen so as to provide the signal detection with confi-
dence, and the step was taken to be 30% of the current
amplitude. Every time the current rms deviation of the
turning points became smaller than one step, the step
was reduced by half. However, it never became smaller
than 7.5%.

The first two turning points were ignored. In the first
half of the study, the detection threshold was deter-
mined by averaging over 16 turning points. In one
experiment, the standard deviation of the threshold esti-
mate, which was determined from the turning points,
was usually found to be smaller than 1 dB. However,
the difference between estimates provided by replicate
experiments could exceed 10 dB, which is common to
psychoacoustics. In addition, the comparison of the
threshold estimates by 8 and 16 turning points showed
that, in the latter case, the thresholds were somewhat
higher (presumably because of the fatigue of the lis-
tener) while their scatter was no smaller than in the first
case. The threshold estimates in the second half of the
study were obtained from 8 turning points.

In the course of a single experiment, first, the mask-
ing level was estimated by 8 turning points for an inter-
aurally inphase (antiphase) tone masked by a single
(recorded and repeated) realization of the noise masker.
Then, the listener, without leaving the acoustic cabin,
estimated the masking level by 8 turning points for an
interaurally antiphase (inphase) tone masked by the
same realization of the noise masker. Thus, for one
BMLD estimate, one masker realization was used. The
initial phase of the tone signal in each test was chosen
randomly according to the uniform distribution over the
interval from 0 to 2π. In this manner, the phase–time
relations between signal and masker were randomized.

As a masker, we used interaurally inphase noise
formed in one of the two following ways: first, by filter-
ing (using the computer program) the sequence
obtained from a random number generator by a low-
frequency or bandpass filter of second order, and, sec-
ond, by a sum of 50–100 sinusoids with a Rayleigh
amplitude distribution and a uniform phase distribu-
tion, which is a model of normal noise.

The adaptive procedure of two-alternate forced
choice was also used for estimating the lateralization
threshold based on the interaural phase differences of
the modulating tone function at a 100% amplitude
modulation. Two signals of the test sequence received
interaural phase shifts of the sine amplitude envelope so
that these phase shifts were equal in magnitude and
opposite in sign. One of these shifts corresponded to a
shift of the auditory pattern to the right and the other, to
the left. The listener had to determine which of the sig-
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Fig. 1. (a, c) Time realizations of signals and (b, d) their spectra: (a, b) linear AM conditions of the experiment and (c, d) half-wave
AM conditions.
nals (first or second) was shifted to the right. After each
error, the interaural delay (phase) of the envelopes was
increased by 30%, and after two consecutive correct
responses, it was decreased by 30%.

The adaptive procedure does not always lead to suc-
cess if the lateralization threshold is estimated under
the effect of noise. For such experimental conditions,
the statistical method was used. In this case, the phase
step of the 100% amplitude modulation corresponded
to a delay of 80 µs. The set of phase shifts consisted of
ten values corresponding to delays from 80 to 800 µs.
One of the signals of the experimental sequence
received a phase shift corresponding to lateralization to
the right, and the other signal received a phase shift of
the same magnitude that corresponded to lateralization
to the left. The phase shifts were chosen by the com-
puter program at random but so as to use all ten possible
values from 80 to 800 µs in ten tests. In each test, the
listener indicated which of the signals (first or second)
was heard on the right. A series of ten tests was repeated
ten times, so that one estimate of the lateralization
threshold was obtained from 100 tests.

RESULTS

First, we estimated the BMLD of low-frequency and
high-frequency tone signals by reproducing the experi-
ments known from the literature [1, 2]. This was
accomplished with participation of three listeners with
normal hearing, 40 to 60 years old. In these experi-
ments [8–10], the mean values of the BMLD of a
3000-Hz tone signal masked with narrowband noise did
not exceed 5–10 dB for all three listeners.

To obtain additional information on the role of inter-
aural decorrelation of low-frequency amplitude enve-
lopes, we estimated the BMLD for the case of the
detection of a 300-Hz sine component in low-frequency
noise in a frequency band of 0–400 Hz, which modu-
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
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lated a high-frequency carrier: the listener detected the
rhythmic component in the modulating noise function.
Under the linear AM conditions, at a carrier frequency
of 3000 Hz, the BMLD proved to be approximately the
same as the BMLD of a tone of the same frequency in
a narrow-band masker.

Under the half-wave AM conditions, the BMLD
drastically increased. All listeners noted that, in the
case of interaurally antiphase signals, the auditory pat-
tern contained pronounced right and left parts in addi-
tion to the central part. It is this subjective feature that
reduces the detection threshold of an antiphase tone in
the half-wave AM envelope. This property, although to
a very small extent, is also present under the linear AM
conditions, as well as under conventional conditions of
detecting an interaurally antiphase tone in narrowband
high-frequency noise.

The data obtained demonstrate an increase in the
binaural unmasking with increasing carrier frequency
and, presumably, testify to the relation between this
phenomenon and the simultaneous increase in the crit-
ical bandwidth. According to experimental estimates
[8–10] for the detection of a 300-Hz tone signal, at the
carrier frequencies of 3000, 4000, and 5000 Hz, the
BMLD was found to be equal to 13, 20, and 24 dB,
respectively.

Figure 2 presents the dependences of the BMLD on
the frequency of the detected tone signal in the modu-
lating function and on the carrier frequency under the
half-wave AM conditions for the listener called TVN.
The masker in the modulating function was an imita-
tion of normal noise of 100 tones spaced at 1 Hz.

One can assume that the BMLD reaches its maximal
values when the envelope of the AM oscillation passes
through the filter of the basilar membrane without dis-
tortions. In this case, the receptor potential and the post-
stimulus histogram of high-frequency neurons with
characteristic frequencies near the carrier frequency in
the given experiments, presumably, coincide with the
receptor potential and the post-stimulus histogram of
low-frequency neurons that have characteristic fre-
quencies near the frequency of the tone to be detected
(70, 120, 200, or 300 Hz) in conventional experiments
on detecting a low-frequency tone in narrowband noise.
When this condition is satisfied, the receptor potential
and the post-stimulus histogram have the maximum
possible peak-factor. To retain the shape of the enve-
lope after the AM signal passes through the filter of the
basilar membrane, it is necessary that the critical band-
width at the carrier frequency exceeds the AM signal
spectrum width, which, under the half-wave AM condi-
tions, is three to four times greater than under the linear
AM conditions (Fig. 1). For example, at a modulation
frequency of 120 Hz, the critical bandwidth should be
800–1000 Hz. Hence, one can expect an increase in the
BMLD when the carrier frequency increases up to
4000–5000 Hz. Analogously, under the half-wave AM
conditions, the BMLD decreased to 12 dB and did not
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
depend on the carrier frequency if, after a linear-
response detector and before the modulation, the mod-
ulating function passed through a low-frequency filter
of the second order with a cutoff frequency of 400 Hz
and an attenuation of 12 dB per octave away from the
cutoff frequency.

Another hypothesis is based on the assumption that,
because of the nonlinearity of the basilar membrane,
low-frequency mechanical oscillations occur in the
internal ear, and these oscillations correspond to the
amplitude–time envelope of the high-frequency signal.
These oscillations excite the low-frequency part of the
basilar membrane, exactly where the detection of the
low-frequency sine component of the high-frequency
signal envelope takes place. As a consequence, under
the half-wave AM conditions, the BMLD typical of
low-frequency signals is observed. To verify this
assumption, the experiments described above were
repeated with the same listeners, but now the low-fre-
quency part of the basilar membrane was masked by
independent low-frequency noise occupying the same
spectral band as the modulating masker. For one of the
listeners, at sound pressure levels (SPL) within 70–
80 dB, the results were as follows: without masking of
the low-frequency band, the BMLD exceeded 15 dB,
and with masking of the low-frequency band, the
BMLD was less than 4 dB. For the second listener, the
BMLD was also found to decrease in the presence of
masking of the low-frequency band, but, in this case,
the decrease was smaller. Figure 3 shows the experi-
mental estimates of the BMLD under the linear AM and
half-wave AM conditions.

Simultaneously, with the same listeners, lateraliza-
tion based on interaural amplitude differences and
interaural phase differences of the amplitude envelope

Fig. 2. Dependence of the BMLD on the carrier frequency
under the half-wave AM conditions (the TVN listener).
Each point is averaged over five experiments. The SPL is
80–85 dB. The tone frequency in the modulating function
serves as the parameter of the curves: (1) 70, (2) 120,
(3) 200, and (4) 300 Hz.
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Fig. 3. BMLD in the amplitude envelope under the linear AM conditions and the half-wave AM conditions for two listeners. The
SPL is 70–80 dB. The relative amplitude of low-frequency noise is equal to the ratio of its rms amplitude to the rms amplitude of
the modulating masker. The full dots refer to the half-wave AM conditions, and the empty dots, to the linear AM conditions. (a) Data
obtained with the TVN listener: (1) the half-wave AM conditions with a carrier frequency of 3000 Hz (17 points and the solid trend
line); (2) the linear AM conditions with a carrier frequency of 3000 Hz (14 points and the dashed trend line); (3) the half-wave AM
conditions with a carrier frequency of 5000 Hz (12 points); (4) the linear AM conditions with a carrier frequency of 5000 Hz
(3 points: in this particular case, the points lying near the ordinate axis are displaced to separate them visually while in fact they lie
on the ordinate axis, i.e., all of them correspond to the absence of low-frequency noise). (b) Data obtained with the TMV listener:
(1) the half-wave AM conditions and a carrier frequency of 3000 Hz (14 points); (2) the linear AM conditions and a carrier frequency
of 3000 Hz (6 points).
(a 100% sine amplitude modulation with a frequency of
300 Hz) was measured for 3000-Hz tone signals with
masking of the low-frequency band of the basilar mem-
brane by low-frequency noise. The measurements were
performed using both the adaptive procedure of two-
alternate forced choice and the statistical method. The
relative amplitude of low-frequency noise was esti-
mated as the ratio of its rms amplitude to the rms ampli-
tude of the carrier.

Briefly, the results of these measurements can be
summarized as follows:

—The measurements of the threshold values of the
interaural delay (recalculated by the interaural phase
difference) of the amplitude envelope were performed
at the SPL within 70–80 dB.

—As can be seen from Figs. 4, 5, the lateralization
thresholds based on the interaural phase differences of
the amplitude envelope prove to depend (more or less)
on the masking of the low-frequency band for both lis-
teners.

Without masking of the low-frequency band of the
basilar membrane, these thresholds are equal to 200–
700 µs for both listeners.

When the low-frequency band is masked by noise
with a spectral density from 40 to 60 dB, the lateraliza-
tion as a rule is impossible, or the threshold interaural
delay exceeds 1000 µs (the maximal measurable inter-
aural delay is equal to the half-period of the AM fre-
quency and is 1666 µs).

—The results are considerably scattered, in particu-
lar, because of the changes in the degree of concentra-
tion of the listener.

—The lateralization thresholds based on interaural
amplitude differences were found to be independent of
the masking of the low-frequency band of the basilar
membrane for both listeners.

To make sure that the results obtained are not
reduced to a simple masking of the frequency band of
3000–5000 Hz by low-frequency noise of frequencies
250–350 Hz, it is sufficient to consider the dependences
of masking under the half-wave AM conditions at a car-
rier frequency of 5000 Hz on the amplitude and mean
frequency of the second narrowband masker (Fig. 6).
Remember that the detection of the 300-Hz sine com-
ponent in the noise modulating function was performed
in the presence of two independent maskers: one was
present in the modulating function and the other was
masking the given frequency band on the basilar mem-
brane. Each of these maskers was an imitation of nor-
mal noise of 100 tones spaced at 1 Hz. The relative
amplitude of the second masker took on only two val-
ues in these reference experiments: 0 and 0.3. From
Fig. 6, one can see that the masking of the interaurally
inphase periodic component in the amplitude modula-
tion by the second masker is absent or is negligibly
small compared to the masking by the modulating noise
under the half-wave AM conditions, because the detec-
tion thresholds are practically independent of the
amplitude and frequency of the second masker.

By contrast, the detection thresholds of interaurally
antiphase periodic component in the modulating func-
tion strongly depend on the second masker, the mask-
ing being maximal when the mean frequency of the sec-
ond masker is 300 Hz and almost absent (within the
scatter of data) when the mean frequency of the second
masker is 5000 Hz. One can assume that this is
explained by the drop of the amplitude–frequency char-
acteristic of the headphones at high frequencies: as a
result, the masking of the frequency region near
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
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Fig. 4. Effect of low-frequency noise on the lateralization based on interaural phase differences of the amplitude–time envelope of
a 100% AM for two listeners. The SPL of the carrier is 70–80 dB. The relative amplitude of noise is equal to the ratio of its rms
amplitude to the rms amplitude of the carrier. (a) Data obtained with the TVN listener using the adaptive procedure of forced choice:
(1) year 1998 (16 points and the solid trend line); (2) year 1999 (24 points and the dashed trend line). (b) Data obtained with the
TMV listener (1) using the adaptive procedure of forced choice (8 points) and (2) using the statistical method (3 points).
5000 Hz by noise in a frequency band near 300 Hz is
more efficient than by noise in the vicinity of 5000 Hz.
To exclude this possibility, for the same listener we
measured the absolute hearing thresholds at the fre-
quencies of interest and the tone-by-tone masking
thresholds at a frequency of 300 Hz by the conventional
measuring technique (Fig. 7). For comparison, Fig. 7
also shows the mean hearing thresholds by Zwicker and
Feldtkeller [14]. One can see that, at frequencies of
3000 and 5000 Hz, the listener exhibits a noticeable
hearing loss, while the masking by a 300-Hz tone is
almost absent at these frequencies.

Taking into account that, under the half-wave AM
conditions, the nonlinear transformation consisting of
the half-wave rectification leads to a broadening of the
spectrum of the modulated signal, we studied the
dependence of the BMLD on the bandwidth of both the
masker spectrum and the spectrum of the signal to be
detected under conventional experimental conditions
[11, 12]. The results of these studies show that, in
experiments with a simple increase in bandwidth, for
example, in the case of the detection of a harmonic
series including the frequencies of 2100, 2400, 2700,
3000, 3300, 3600, and 3900 Hz in noise whose spec-
trum lies within 1800–4100 Hz, the BMLD does not
exceed 4 dB, as well as in the case of detecting a
3000-Hz tone in broadband noise. A similar result was
obtained earlier [13].

At the same time, in the case of detecting a har-
monic series of 2100, 2700, 3300, and 3900 Hz on the
background of a masker, which has the form of a sum
of a noise signal with a spectrum within 1800–2400 Hz
and three noise signals obtained by heterodyning the
first masker upwards by 600, 1200, and 1800 Hz, the
BMLD increases to approximately 8 dB.
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
In addition, under conventional experimental condi-
tions, we performed an experiment with a masker that
was obtained by multiple heterodyning as described
above but with a spectral overlapping of heterodyned
parts of the masker. Such an overlapping occurs when
the noise spectrum broadens under the half-wave AM
conditions (Fig. 1). The configuration shown in Fig. 8
was formed by heterodyning the noise occupying the
frequency band of 200–400 Hz with the help of a poly-
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based on interaural phase differences in 100% amplitude
modulation (the TVN listener with the statistical method).
The SPL of the carrier is 80 dB. The relative amplitude of
noise is equal to the ratio of its rms amplitude to the rms
amplitude of the carrier. Tests (1) without noise (each point
is a result of 60 tests) and (2) with a relative noise amplitude
of 0.1 (each point is a result of 40 tests).
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antiphase signal, (2) an antiphase signal without masking, (3) and inphase signal, and (4) an inphase signal without masking.
harmonic carrier. The envelope of the time realization
of the masker has a high peak-factor, but in this case, as
before, the BMLD of the polyharmonic signal increases
to approximately 8 dB.

DISCUSSION

The main results of the study are in qualitative
agreement with some of the previously known facts.
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Fig. 7. Absolute hearing thresholds and tone-by-tone mask-
ing thresholds (the TVN listener): (1) absolute hearing
thresholds of the listener, (2) absolute hearing thresholds by
Zwicker and Feldtkeller, (3) masking thresholds of the lis-
tener for masking by a 300-Hz tone; and (4) the SPL and the
frequency of the tone masker (85 dB and 300 Hz).
The values obtained for the BMLD of a 3000-Hz tone
in narrowband noise only slightly exceed those typical
of high-frequency tones in a broadband masker. They
are somewhat lower than the data reported in [2] but
correlate fairly well with the results reported in subse-
quent publications [5–7].

The large values of the BMLD under the half-wave
AM conditions are presumably related to the large
peak-factor of the envelope: under these conditions, the
detection of interaurally antiphase modulation occurs
with a considerably enhanced subjective feature of the
auditory pattern separation into central and lateral
parts. This corresponds to the manifestation of the nor-
malized correlation mentioned in [2–5], because the
normalized correlation depends on the peak-factor
(unlike the correlation coefficient used more often).
The authors of [6, 7], present data demonstrating an
increase in the BMLD of high-frequency tones with an
increase in the fluctuations of the envelope of a narrow-
band masker under conventional experimental condi-
tions. The authors compared the detection thresholds of
high-frequency tones masked with weakly fluctuating
(low-noise) noise and strongly fluctuating (Gaussian,
high-noise) noise. However, in the latter case, the
BMLD did not exceed 8–10 dB as well.

Presumably, the increase in the BMLD with increas-
ing carrier frequency can be explained by the increase
in the critical bandwidth, which covers an increasingly
greater part of the spectrum of the half-wave AM
(Fig. 3).

The effect of the masking of the low-frequency band
of the basilar membrane on the detection thresholds of
an interaurally antiphase periodic component in the
modulating noise function and on the lateralization
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thresholds based on the interaural phase difference of
the amplitude modulation of high-frequency signals
seems to testify in favor of the nonlinear mechanism of
binaural unmasking at high frequencies. However, this
hypothesis is difficult to accept. As was noted above, an
interaurally antiphase tone under the half-wave AM
conditions is detected by the feature of a subjective sep-
aration of the right and left lateral parts from the central
acoustic pattern (which may also be called the detection
of decorrelation). According to the reports of the listen-
ers, they hear and detect this feature not in the low-fre-
quency but in the high-frequency region, where, as we
have seen before, the masking of pure tones by the low-
frequency masker is practically absent. One can assume
that this feature, providing a higher sensitivity in
detecting the desired signal, manifests itself in the same
way with respect to noise. Finally, it is possible that the
masking occurs not on the basilar membrane but
higher, although this seems to be unlikely. Note that,
under the conventional conditions of masking of a low-
frequency tone by a narrowband masker, the half-wave
AM conditions are realized spontaneously, because of
the detection at reception, but when an interaurally
antiphase tone is added to a dichotic narrowband
masker, the feature of the separation of the acoustic pat-
tern into three parts does not manifest itself or is barely
noticeable, and the BMLD does not exceed 15 dB [10].

Some of our results noticeably differ from the liter-
ature data. In particular, we obtained an order of mag-
nitude smaller values for the lateralization thresholds
based on the interaural delay of the amplitude envelope
(40–80 µs), independently of the masking of the low-
frequency band of the basilar membrane [15]. However,
one of the recent publications [16] reported on results
similar to ours. The authors of this publication mea-
sured the lateralization thresholds based on the interau-
ral delay of a 100% sine AM (lateralization thresholds
of 200 µs) and a half-wave AM called by the authors
“transported tone” (a threshold of 100 µs). The enve-
lope of the latter was invented by the authors to provide
the high-frequency channels by the information avail-
able in the low-frequency channels, i.e., for the same
purpose as in our studies [8–12]. In our experiments,
we also observed a decrease in the lateralization thresh-
olds under the half-wave AM conditions.

It is quite possible that some of the discrepancies
between our data and the data of other authors are
explained by the small number of listeners used for test-
ing and by their age limits.

The main results of our experimental studies are as
follows:

—In the case of detecting the periodic component in
the amplitude envelope of high-frequency tones, the
BMLD is 15–25 dB if, before the modulation, the mod-
ulating function is subjected to a half-wave rectification
(the half-wave AM conditions).
ACOUSTICAL PHYSICS      Vol. 50      No. 3      2004
—Under the linear AM conditions, i.e., without the
half-wave rectification of the modulating function, the
BMLD is within 10 dB.

—Under the half-wave AM conditions, the BMLD
increases with an increase in the carrier frequency.

—Under the half-wave AM conditions, the BMLD
decreases without any subsequent growth with increas-
ing carrier frequency if the modulating function, after
passing through a linear detector, passes through a low-
frequency bandpass filter with a cutoff frequency close
to the upper frequency of the narrowband masker in the
envelope.

—Under the half-wave AM conditions, the BMLD
sharply decreases in the case of the masking of the low-
frequency band of the basilar membrane mainly at the
expense of an increase in the masking threshold of the
binaurally antiphase rhythmic component of the modu-
lating function.

—The lateralization thresholds based on interaural
phase differences in the low-frequency amplitude enve-
lope drastically increase in the case of the masking of
the low-frequency band of the basilar membrane.

—The lateralization thresholds based on interaural
amplitude differences do not depend on the masking of
the low-frequency band of the basilar membrane.
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CHRONICLE

   
Nikolaœ Andreevich Dubrovsky
(On His 70th Birthday)
April 25, 2003, marked the 70th birthday of the
prominent Russian scientist-acoustician Nikolai
Andreevich Dubrovsky, doctor of physics and mathe-
matics, professor, member of the Academy of Natural
Sciences of Russian Federation, director of the Andreev
Acoustics Institute, and president of the Russian
Acoustical Society.

Dubrovsky’s career in science began at the Acous-
tics Institute in 1957, immediately after his graduation
from the Moscow Institute of Physics and Technology,
where he specialized in radio engineering and acous-
tics. Soon after that, the founder of the Acoustics Insti-
tute, Academician N.N. Andreev, invited the capable
young scientist to work at his department in a new area
of research, which included psychological-engineer-
ing, biophysical, and psychoacoustic studies.

In 1962, Dubrovsky became head of the Laboratory
of Psychoacoustics and Biophysics of Hearing. Funda-
mental research carried out by Dubrovsky was based on
the use of most-advanced physical and mathematical
methods. In 1963, he defended his candidate disserta-
tion, which generalized the studies of visual perception
and included an analysis of the subjective criteria used
63-7710/04/5003- $26.00 © 20359
by an operator in detecting complex images. Immedi-
ately after receiving his candidate degree, Dubrovsky,
as a promising young scientist, was offered a visiting
fellowship in the United States. There, he spent one
whole year working at the leading scientific centers.
Upon returning to Moscow, he again headed his labora-
tory and continued his biophysical studies in acoustics.

Fundamental research into the properties of visual
and auditory analysis in both humans and animals was
carried out by Dubrovsky in parallel with such well
known Russian scientists as V.S. Grigor’ev, G.V. Ger-
shuni, and L.A. Chistovich. Together, these studies
formed a new field of research called bionics. The
results of these studies were later used in developing
fundamentally new methods of signal processing and
efficient cybernetic control systems.

Progressively organizing and developing research in
bionics at the Acoustics Institute, Dubrovsky became
the leader of a group of researchers who carried out
comprehensive studies in this area. Under his supervi-
sion and with his participation, physiological studies of
hearing were combined with the development of mor-
phological studies of neural auditory brain structures
and with fine psychoacoustic studies of auditory analy-
sis.

In studying auditory perception, Dubrovsky
obtained fundamental results, including the discovery
of the critical band and the nonlinear phenomena in the
so-called modulation hearing. In addition, important
results were obtained in developing models of attention
in application to the spatial hearing function and in
developing the computer models of auditory periphery.

Simultaneously, Dubrovsky initiated the develop-
ment of methods for the practical realization of funda-
mental results in solving new problems and in finding
new ways for designing more efficient cybernetic sys-
tems. As a result, new instruments were developed for
acoustics and underwater acoustics.

In 1968, Dubrovsky organized studies of echoloca-
tion and signal processing by the auditory system of
dolphins. The most important finding (which later was
confirmed by other researchers) was the existence of
two auditory subsystems in dolphins: the “active” sub-
system used for analyzing echo signals and the “pas-
sive” one used for analyzing extraneous sounds. In the
active subsystem, Dubrovsky discovered a critical time
interval, within which specific mechanisms of acoustic
data processing were effective. The results of studying
004 MAIK “Nauka/Interperiodica”
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the mechanisms of data processing by the auditory sys-
tem of dolphins were generalized in the monograph
Sensory Basis of Orientation in Cetaceans written by
Dubrovsky together with V.M. Bel’kovich. This book
received wide recognition.

In 1976, Dubrovsky began supervising the projects
concerned with cybernetic methods in acoustics and
underwater acoustics. The comprehensive studies
supervised by him ranged from morphological and
functional methods of signal processing by auditory
neurons of the brain with auditory image discrimina-
tion to the development of modern technical systems
based on cybernetic principles of acoustic pattern rec-
ognition and to the design of an artificial intellect.

In 1980, Dubrovsky defended his doctoral disserta-
tion, where he generalized the results of his long-term
biophysical, bioacoustic, and bionic studies carried out
with the use of the modern physical and mathematical
approaches. In recent years, Dubrovsky was involved in
research related to the acoustic monitoring of the ocean
with the aim to study the climate variability and the for-
mation of low-frequency (including infrasonic) acous-
tic fields produced in the ocean by thunderstorms in the
atmosphere. The results of these studies gained wide
recognition and were presented at many Russian and
international scientific conferences and meetings.

Today, Professor Dubrovsky is deeply involved in
educating young scientists. He heads the postgraduate
and doctoral departments at the Acoustics Institute. He
chairs two dissertation councils of the Supreme Certi-
fying Commission of the Russian Federation. Since
1990, he has volunteered as the Chair of the Depart-
ment of Acoustic Information Systems of the Moscow
State Institute of Radio Engineering, Electronics, and
Automation (Technical University). From 1983 to
1996, Dubrovsky delivered lectures on general acous-
tics at the Department of Hydrocosmos Physics of the
Moscow Institute of Physics and Technology. Since
1996, he has chaired the Department of General and
Applied Acoustics of this institute. He takes an active
part in the process of integration of science and higher
education. By now, 2 doctoral and 21 candidate disser-
tations and 35 graduate projects (carried out by students
from different universities of Russia) have been pre-
pared under his supervision.

Dubrovsky is the author of 19 inventions and pat-
ents, most of which had been successfully imple-
mented. He has published more than 200 scientific
works, including 6 monographs. Scientific results
obtained by Dubrovsky and his students have found
wide acceptance among the international scientific
community.

Dubrovsky is also deeply involved in scientific-
organizational and social activities. Since 1989, he has
been deputy director of the Acoustics Institute and, at
the same time, chaired the Council of the Working
Body of this institute. In 1990, Dubrovsky was elected
director of the Andreev Acoustics Institute. He is the
president of the Russian Acoustical Society, a member
of the board of the International Commission on
Acoustics, a member of the editorial council of the Sen-
sory Systems journal of the Russian Academy of Sci-
ences, a member of the editorial board of the Acoustical
Physics journal of the Russian Academy of Sciences, a
member of the Scientific-Engineering Council of the
Russian Ship-Building Agency, etc.

For his long-term fruitful scientific, pedagogical,
and organizational activities, Dubrovsky was awarded
the Badge of Honor and several medals. He received the
title of Honorary Ship Builder from the Russian Ship-
Building Agency. He is winner of the USSR State
Award and the Prize of the Ministry of Defense Indus-
try of Russian Federation.

In 2003, in addition to his birthday, Dubrovsky cel-
ebrated 46 years of his continuous work at the Acous-
tics Institute. We wish Nikolai Andreevich Dubrovsky
new achievements in his scientific, social, and peda-
gogical activities.

Translated by E. Golyamina
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CHRONICLE
Viktor Vasil’evich Tyutekin
(On His 75th Birthday)
On December 3, 2003, Viktor Vasil’evich
Tyutekin—doctor of physics and mathematics, profes-
sor, head of laboratory of the Andreev Acoustics Insti-
tute, and a well-known specialist in acoustics—turned
seventy five. 

In 1952, Tyutekin graduated from the Radiophysical
Faculty of Gorki State University. Then, he became a
postgraduate student of the Physical Institute of the
Academy of Sciences of the USSR and, in 1955, he
received the degree of candidate of science. Among his
first teachers, he was lucky to have such outstanding
scientists as L.M. Brekhovskikh, Yu.M. Sukharevskii,
and G.D. Malyuzhinets. They helped Tyutekin to
develop his talent for both comprehensive theoretical
studies and fine physical experiments. An important
contribution to his education was made by his collabo-
ration with M.A. Isakovich and N.S. Ageeva.

From 1955 to this day, Tyutekin has worked at the
Andreev Acoustics Institute. He progressed from junior
-7710/04/5003- $26.00 © 20361
researcher to head of laboratory (1972). One of his first
research projects (his candidate dissertation) was con-
cerned with theoretical and experimental studies aimed
at constructing artificial acoustic media. Later, these
studies resulted in the development of special hydro-
acoustic coatings, which combined sound-absorbing,
sound-insulating, and vibration-damping properties
and found wide industrial application. The results of
these studies were generalized in his doctoral disserta-
tion (1968).

Other numerous (more than 200) publications by
Tyutekin were devoted to different branches of acous-
tics. The most important works are briefly described
below. In theoretical acoustics, they include the devel-
opment of methods for solving the problem of the prop-
erties of elastic media described by higher-order differ-
ential equations. Tyutekin developed a method based
on the use of the Riccati tensor differential equation for
the so-called elastic impedances. This method allowed
the determination of the wave properties of homoge-
neous and layered-inhomogeneous elastic bodies. In
particular, Tyutekin calculated the acoustic characteris-
tics of radially inhomogeneous cylindrical waveguides
(in cooperation with E.V. Golubeva), solved the prob-
lem of sound wave diffraction by closed shells of revo-
lution (together with V.Yu. Prikhod’ko), performed a
synthesis and an experimental study of distributed
absorbers for elastic waves in bars and plates (together
with A.P. Shkvarnikov), determined the characteristics
of elastic waveguides with rectangular cross sections
(together with A.E. Vovk), etc.

In cooperation with M.A. Isakovich and V.I. Kash-
ina, Tyutekin developed the principle of the so-called
waveguide insulation, which allowed the design of effi-
cient devices for sound and vibration control. On the
basis of the theory of microinhomogeneous media
(which was developed by I.A. Ratinskaya (Chaban)),
Tyutekin (with the participation of R.N. Viktorova and
T.B. Golikova) developed sound-absorbing materials
on the basis of rubber-like media with heavy inclusions
and brought them to the stage of mass production. The
efficiency of these materials is practically independent
of external static pressure.

Using the theory of active systems for suppressing
spatial acoustic fields (which was developed by
G.D. Malyuzhinets and M.V. Fedoryuk), Tyutekin
designed and experimentally tested models of such sys-
tems for single-mode and multimode waveguides
(together with D.V. Stepanov and A.A. Mazanikov) and
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for a cylindrical waveguide with elastic walls (together
with V.N. Merkulov), as well as for spatial active sys-
tems of planar (with E.V. Korotaev) and spherical (with
V.N. Merkulov) configurations.

At the same time, Tyutekin paid much attention to
the development of new measuring techniques in
acoustics. Two of them are as follows:

(i) measurement of the characteristics of normal
waves in multimode waveguides, including the phase
velocities and amplitudes of these waves and the matri-
ces of reflection coefficients for the reflection from
obstacles in the waveguide;

(ii) a low-frequency acoustic pipe for measuring the
acoustic parameters of materials and structures in the
travelling wave mode (the reflection coefficient, the
sound insulation, the acoustic impedance, etc.). A dis-
tinctive feature of this method is the small wave base
achieved with the use of unidirectional sound receivers
and an active sound absorber placed at the end of the
pipe.

Tyutekin successively combines research and inven-
tion. He owns more than 50 inventor’s certificates
(including one US patent). Half of his inventions are
employed in industry and practical research. For his
inventor’s activity, Tyutekin received the title of Hon-
ored Inventor of the Russian Federation (1989). For his
tutorial activity (he has educated 2 doctors and 15 can-
didates of science), he received the title of professor in
1972.

Today, Tyutekin continues working as an expert
acoustician combining his high theoretical erudition
and scientific productivity with creative enthusiasm.
Within the last five years, he has published more than
15 scientific papers devoted to different acoustic prob-
lems. In particular, he introduced the definition of a new
acoustic object called a multichannel long line and cal-
culated its characteristics. He also solved some prob-
lems of synthesizing new sound-absorbing media and
carried out theoretical studies aimed at developing
active methods of sound suppression on the basis of the
field decomposition into spatial harmonics (together
with A.I. Boiko).

The editorial board of Acoustical Physics heartily
congratulates Viktor Vasil’evich Tyutekin (who has
been an active member of the board for more than
20 years) on his birthday and wishes him health and
further creative work.

Translated by E. Golyamina
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