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Abstract—A comparison of the accuracy achieved in temperature-distribution reconstruction by the Fourier
and wavelet expansions in passive acoustic tomography is carried out. Since the use of focused ultrasound in
hyperthermia leads to local heating of the tissue, the wavelet representation of such temperature distributions
with local fluctuations is more compact than their Fourier representation. It is demonstrated that the compact-
ness of the wavelet representation provides an opportunity to reduce considerably the number of unknown
quantities in solving the inverse problem of acoustic thermal tomography and to increase the accuracy of the
temperature-distribution reconstruction in comparison with the case of using the Fourier representation. A
method for choosing a compact wavelet basis for temperature distributions obtained in the hyperthermia pro-
cess is proposed. © 2005 Pleiades Publishing, Inc.
Temperature within a human body is an important
characteristic. Measuring and monitoring this tempera-
ture is especially important in medicine, in particular, in
cases of hyperthermia in oncology, hypothermia, and
ultrasonic surgery. To measure the in-depth tempera-
ture, it is possible to use the information carried by ther-
mal acoustic radiation in the megahertz frequency
range that comes from a depth of 2–10 cm under the
surface of the body, depending on the frequency of the
received radiation [1]. On the basis of a set of measure-
ments of thermal acoustic radiation by piezoelectric
transducers positioned on the surface of the body, it is
possible to reconstruct the spatial distribution of the in-
depth temperature, i.e., to implement thermal acoustic
tomography. In our previous studies [2–6], we evalu-
ated the quality of a 2D reconstruction of the tempera-
ture distribution by the method of thermal acoustic
tomography using a computer simulation. Since the
purpose was to monitor the temperature within a human
body in the hyperthermia process, the actual tempera-
ture distribution was assumed to be typical of such a
process, namely, to be in the form of a locally heated
region with temperature decreasing away from the cen-
ter of heating in such way that the typical temperature
distribution had the form of a peak.

The problem was formulated as follows: in the pro-
cess of simulation, we assumed that measurements of
the acoustic brightness temperature (directly propor-
tional to the intensity of the received thermal acoustic
radiation) were performed by piezoelectric transducers
on the surface of the body (Fig. 1). In this case, the tem-
perature distribution within a square area of 10 × 10 cm2

was reconstructed. This area was covered by a grid
dividing the area into 15 × 15 = 225 subareas. In fact,
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this study considered the reconstruction of the temper-
ature values (Fig. 2a) at the corresponding 225 nodes of
the grid (the number of unknowns was equal to 225).

To ensure the smoothness of the reconstructed tem-
perature distribution, we assumed this distribution to be
equal to a finite sum of harmonic functions. In the case
of such a distribution, the 2D Fourier spectrum contains
15 × 15 = 225 unknown components. Therefore, an
intermediate stage existed in the algorithm; i.e., the val-
ues of these 225 components were assumed to be the
unknowns in a system of linear equations. To represent
the problem in the form of a system of linear equations,
these components were extended into a one-dimen-
sional vector of 225 elements [5]. After their determi-
nation, we performed the inverse procedure of con-
structing the 2D Fourier spectrum from the vector.
After that, the inverse Fourier transformation was per-
formed and a reconstructed two-dimensional tempera-
ture distribution was obtained (Fig. 2b).

We assumed that the coefficient of ultrasound
absorption γ does not depend on the coordinate and the
frequency in the reception band of piezoelectric trans-
ducers and that the spread function of a piezoelectric
transducer can be approximated as a beam l (this is
admissible in the case of the use of focused piezoelec-
tric transducers). In each measurement (or scan), the
value of the acoustic temperature is represented by an
integral, to which all points of the studied region that lie
on the beam contribute:

(1)T A γ T l( ) γl–( )exp l,d

0

∞

∫=
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where l is the coordinate along the acoustic axis of the
piezoelectric transducer (the point l = 0 coincides with
the transducer position), T(l) is the temperature distri-
bution along the acoustic axis of the piezoelectric trans-
ducer, and the factor exp(–γl) determines the absorption
of an acoustic wave in the process of its propagation
from the source (located at the point l on the acoustic
axis of the transducer) to the piezoelectric transducer.

In the Fourier analysis, the 2D distribution of ther-
modynamic temperature T(x, y) is expanded in harmon-
ics f1(x, y),…, fn(x, y), where n = 1, …, Nmax, in such a
way that

(2)

where fn(x, y) are the harmonic functions of the Fourier

expansion and  are the corresponding expansion
coefficients. Substituting Eq. (2) into Eq. (1), we obtain
a formula describing the contribution of each harmonic
to the acoustic temperature measured for a given scan:

(3)
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Fig. 1. Scheme of scanning for the region under investiga-
tion L with the dimensions 10 × 10 cm2 in the (ı, Û) plane.
The x coordinate is directed inside the body (the coordinate
ı = 0 is at the body surface), and the y coordinate is oriented
along the body surface. The region L is divided into Nx points
along the x axis and Ny points along the y axis (the division
is shown by the thin dashed lines of the grid). Temperature
readings in the medium were taken at NH = NxNy points.
Half-circles denote piezoelectric transducers, and numbers
1, 2, 3, …, n are the numbers of the transducer scanning
angles measured with respect to the ı axis. At 0 ≤ y < 5 cm,
the rotation angle is α = 0°–80° (where α is measured
counter clockwise); at 5 < y ≤ 10 cm, α = –80° to 0°; and at
y = 5 cm, α = –80° to 80°; Nx = Ny = 15.
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Here, (l) is the value of the function fn(x, y) at the
point lying on the acoustic axis of the piezoelectric
transducer at the distance l from the transducer. As
experiments demonstrated, the acoustic temperature
can be measured with a certain error (noise) with an
average value of ~0.1 K. Taking into account this noise,
Eq. (3) takes on the form

(4)

where  is the value of the acoustic temperature with
allowance for the measurement noise. Applying Eq. (4)
to all scans (numbers i = 1, …, Ns), we obtain a system
of linear equations, where the unknowns are the com-
ponents of the Fourier spectrum of the peak under
reconstruction:

(5)

Here,  is the value of the acoustic temperature mea-
sured experimentally for the ith scan. We assumed the
number of acoustic temperature measurements (i.e.,
equations) to be equal to Ns = 253, which is somewhat
greater than the number of unknowns (225).

The problem of solving system of Eqs. (5), i.e., the
inverse problem of thermoacoustic tomography, is ill-
defined because of the presence of noise in the mea-
surements, and it is necessary to use Tikhonov’s regu-
larization method to solve it. As was demonstrated in
[2–5], this method provides an opportunity to solve the
inverse problem and reconstruct the 2D temperature
distribution. The modification known as local regular-
ization is especially efficient in this case (Fig. 2b). The
local regularization takes into account the thermophys-
ical properties of the tissue and the presence of blood
flow. This modification is used if, in solving the inverse
problem, the coefficients of the 2D Fourier expansion
of the desired temperature distribution are unknown.
The local regularization consists in that, in the process
of solving a set of equations, the value of the regulariz-
ing parameter depends on the coefficient number. The
temperature distribution reconstructed by this method is
sufficiently close to the actual one (Fig. 2b). However, a
systematic error introduced by the regularization exists.
This systematic error leads to the fact that the recon-
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Fig. 2. An example of ordering of the wavelet expansion components: (a) the actual temperature peak; (b) the temperature peak
reconstructed by the method of Tikhonov’s local regularization; (c) the wavelet expansion of the actual peak (a); (d) the wavelet
expansion of the reconstructed peak (b); (f) the wavelet expansion of the reconstructed peak ordered in decreasing order (b); (e) the
wavelet expansion of peak (a) that is resorted in the same way as wavelet expansion (f); and (g) the Fourier spectrum of peak (a)
that is presented in the form of a one-dimensional vector. In all images of wavelet expansions, the first 225 (of 256) components are
shown (wavelet expansions differ from wavelet spectra by a possible change in the order of components). In all images of wavelet
and Fourier expansions, the ordinate axis represents the absolute values of components.
structed distribution is distorted in comparison with the
actual one. In particular, the reconstructed peak is lower
and wider than the actual peak. This is caused by the fact
that, the greater the harmonic number is, the stronger the
regularization process underestimates the values of the
Fourier spectrum. This effect is especially important in
the case when the center of the heated region is located
far from the body surface. In this case, as one can see
from Fig. 2g, the spectrum of a typical temperature peak
is sufficiently wide and contains many high-frequency
components. Underestimating these components due to
the regularization produces considerable distortion of the
peak in the course of the reconstruction.
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The Fourier transformation is a representation of a
function in the form of a sum of harmonics, i.e., peri-
odic functions. It is clear that this technique is most
convenient for representation of the functions that are
periodic themselves. The Fourier spectrum of such
functions looks most compact. In this case, the Fourier
spectrum of an explicitly local function, like the local
temperature peak under reconstruction, will be suffi-
ciently wide.

It was demonstrated earlier [7] that taking into
account the physical features of the process provides an
opportunity to use a wavelet expansion, for example, to
reduce noise in the measured signal.
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The temperature peak obtained in the hyperthermia
process is an explicitly local function. Taking into
account this feature of the function under reconstruc-
tion, an expansion in basic functions, which are local
themselves, i.e., wavelets, must be convenient for such
a peak.

In the wavelet analysis, an expansion of the form

T(x, y) = 

+  i0 ∈ Z, 

is performed [8], where  is the scaling function,

 is the wavelet function, ,  are the expan-
sion coefficients corresponding to these functions and
Z is a set of integers. If we take into account that we
look for the values of the function T(x, y) only at the
grid nodes, i.e., a discrete wavelet transformation is
implemented, we obtain that the expansion given by
Eq. (6) has a finite number of terms, which is close to
the number of the grid nodes, and it can be represented
in the form

(6)

Substituting Eq. (6) into Eq. (1), we obtain a for-
mula describing the contribution of each wavelet com-
ponent to the acoustic temperature measured for a given
scan:

(7)

where (l) is the value of the function ϕc(x, y) at the
point lying on the acoustic axis of the piezoelectric
transducer at the distance l from the transducer (the

meaning of the notation  is analogous). Taking into
account the noise in the acoustic temperature measure-
ments, we arrive at the expression

(8)

For all scans, we obtain a set of linear equations,
where the unknowns are the coefficients of the wavelet
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expansion of the temperature peak under reconstruc-
tion:

(9)

In solving sets of equations (5) or (9), i.e., in solving
the inverse problem of acoustic thermography, an
important role is played by the number of unknowns.
The wavelet transformation of the temperature peak
must be supposedly more compact than its Fourier
spectrum. The narrower the temperature peak, the
stronger this difference must be. The compactness of
the wavelet expansion provides an opportunity to
reduce the number of unknowns and, in such a way, to
increase the accuracy of the solution of the inverse
problem of thermal acoustic tomography and to
improve the quality of the temperature reconstruction.
Here, we study the comparative efficiencies of the
wavelet and Fourier expansions in the reconstruction of
2D temperature peaks. We have studied the expansion
in only one type of wavelets (the Daubechies-2 wave-
lets).

Figure 2a demonstrates an actual two-dimensional
temperature distribution. Its Fourier spectrum and
wavelet expansion “extended into a vector” are shown
in Figs. 2g and 2c, respectively. One can see that the
number of significant components of the wavelet
expansion is rather small, although they are scattered
over the whole spectrum.

Employment of the wavelet expansion must be effi-
cient if, in solving Eqs. (9), we assume the unknowns to
be only the significant wavelet components. This pro-
vides an opportunity to reduce the number of unknowns
in Eqs. (9) and, therefore, to increase the accuracy of
the reconstruction. In solving the inverse problem, the
regularization is efficient if the significant components
are collected at the beginning of the spectrum and it is
desirable for them to follow in descending order of their
value, i.e., if the wavelet expansion is resorted. Since
the temperature distribution under reconstruction is
unknown, one does not know which of the components
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of its wavelet expansion are significant; i.e., the desired
order of its resorting (ordering) is unknown. However,
it is possible to estimate the positions of these signifi-
cant components using the temperature distribution
reconstructed by the method of Tikhonov’s local regu-
larization [2–5]. Although the peak reconstructed by
this method is distorted to a certain extent in compari-
son with the actual one, the position of its maximum
approximately corresponds to the position of the maxi-
mum of the actual peak. As numerical analysis has
demonstrated, there is a close similarity in the positions
of the significant components in the wavelet expansion
of the actual peak and the peak reconstructed by the
method of Tikhonov’s local regularization. Thus, a cer-
tain stability of the positions of the significant compo-
nents of the wavelet expansion of the temperature peak
exists with respect to the transformation of this peak,
which occurs in the process of the reconstruction by the
method of Tikhonov’s local regularization. This pro-
vides an opportunity to use the wavelet expansion of the
peak (Fig. 2b) reconstructed by the method of
Tikhonov’s local regularization as the reference one in
the processes of resorting (ordering) of the components
of the wavelet expansion of the peak under reconstruc-
tion (Fig. 2a) and the determination of the significant
components of this expansion. Approximately, this
means that, if only ncomp components with certain num-
bers (for example, ncomp = 20) are significant in the
wavelet expansion of the peak reconstructed by the
method of Tikhonov’s local regularization (Fig. 2b),
then, as a rule, the same ncomp components are significant
in the wavelet expansion of the actual peak (Fig. 2a).
These components can be considered to be unknowns,
while the other ones can be taken equal to zero.

Thus, the algorithm of solving Eqs. (9) is as follows:
1. The reconstruction by the method of Tikhonov’s

local regularization is carried out (a reconstructed peak
is shown in Fig. 2b).

2. Its wavelet spectrum “extended into a vector” is
calculated (Fig. 2d).

3. The order of its resorting for ordering in the decreas-
ing order of its components is determined (Fig. 2f).

4. The number of “significant” components is
selected (for example, ncomp = 20, Fig. 2f).

5. Only the terms corresponding to these “signifi-
cant” components are kept in the set of Eqs. (9). In this
way, the number of unknowns is reduced to ncomp = 20
(instead of 225).

6. Set of Eqs. (9) is solved by the method of
Tikhonov’s global regularization. As a result, the values
of the “significant” components of the wavelet expan-
sion are obtained (their number is ncomp = 20). All other
components are taken to be equal to zero.

7. The inverse wavelet transformation is performed,
and a reconstructed temperature peak is obtained.
ACOUSTICAL PHYSICS      Vol. 51      No. 3      2005
A detailed scheme of solving the inverse problem of
acoustic thermography using such wavelet filtration is
shown in Fig. 3.

The efficiency of this approach can be seen from
Fig. 2e, where the wavelet expansion demonstrated in
Fig. 2c is resorted (ordered); the order of resorting is
determined by the wavelet expansion (Fig. 2d) of the
peak reconstructed by the method of Tikhonov’s local
regularization. One can see that such a resorting tech-
nique provides a basic opportunity to position the
wavelet components of the actual distribution in
decreasing order (Fig. 2e). The Fourier spectrum of the
actual peak that is extended into a vector is also shown
for comparison (Fig. 2g). Its components were used as
unknowns in the reconstruction by the method of
Tikhonov’s local regularization. One can see that the
wavelet expansion (Fig. 2e) of the actual peak is much
more “compact,” for example, the decrease in the abso-
lute value of the Fourier spectrum component by a fac-
tor of Â occurs only at number 10, while, in the case of
the wavelet expansion, it occurs already at number 2.
Precisely this “compactness” provides an opportunity
to increase the accuracy of solving the inverse problem.

An example of the temperature reconstruction
according to this scheme (Fig. 3) is shown in Fig. 4. The
parameters of the actual temperature distribution are as
follows (Fig. 4a): the depth of the heat source is 2.5 cm,
the lateral coordinate of the heat source is 5 cm, its
characteristic width is d = 0.4 cm, its characteristic
length (the thermophysical parameter of the tissue) is
xD = 1 cm, and the maximum value of the internal tem-
perature increment is Tmax = 5 K.

Convenient criteria of the reconstruction accuracy
are the maximum value of the reconstructed tempera-

ture  and the root-mean-square error of recon-
struction dTR over all 225 nodes of the grid where the
temperature values were reconstructed:

where T(xi, yi) and TREC(xi, yi) are the values of the
actual and reconstructed temperatures at the grid node
of number i. One can see from Fig. 4 that the method of
Tikhonov’s local regularization (Fig. 4b) produces a

large error for both these parameters (  = 3.46 ä
and dTR = 0.24 K) in comparison with the method of

wavelet filtration (Fig. 4c), where  = 4.39 K and
dTR = 0.17 K.

To perform the statistical analysis, the above param-

eters  and dTR are calculated for the actual tem-
perature distribution (Fig. 4a) with 20 different realiza-
tions of noise in the measurements. The average values

Tmax
REC

dT R T xi yi,( ) T REC xi yi,( )–( )2
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REC
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A 1D vector of the measured values of the acoustic brightness temperature with noise

Temperature reconstruction by the method
of Tikhonov’s local regularization

A 2D temperature peak reconstructed by the method
of Tikhonov’s local regularization

A 2D wavelet expansion of the peak

 A 1D wavelet expansion of the peak

Determination of the positions of the significant
components of this 1D expansion and the order

of resorting in decreasing order of their absolute values

Solution of set of linear equations (9) by the method of Tikhonov’s
global regularization, where the unknowns are only a small number

of the “significant” components of the 1D wavelet expansion,
which were determined at the previous stage

A reconstructed 1D wavelet expansion
containing only a small number

of “significant” components

Substitution of zeros for other
components and inverse resorting

A reconstructed 1D wavelet expansion of normal length

A reconstructed 2D wavelet expansion

An inverse 2D wavelet transformation

A reconstructed 2D temperature peak

Fig. 3. Scheme of solving the inverse problem of acoustic thermography with the use of the wavelet transformation.
of these parameters are given in the table. Although the
reconstruction by the method of Tikhonov’s local regu-
larization using Fourier analysis was carried out in all
20 cases, the reconstruction by the method of wavelet
analysis (regularization) was impossible in ten cases
(i.e., 50% of cases). Thus, the method of wavelet anal-
ysis is less stable in comparison with the method of
Fourier analysis with respect to the possibility of regu-
larization. The problem of the stability of the wavelet
reconstruction and the factors that determine it need
additional investigation.

One can see from the table that the use of the wave-
let expansion provides an opportunity to improve the
quality of the temperature distribution reconstruction
according to both criteria. This comparative improve-
ment must be more clear the narrower the peak under
reconstruction is. Here, the reconstruction method
ACOUSTICAL PHYSICS      Vol. 51      No. 3      2005
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Fig. 4. An example of reconstruction of (a) an actual temperature peak by (b) the method of Tikhonov’s local regularization and (c)
the method of wavelet filtration. The increment of internal temperature is given along the ordinate axis.
developed earlier (the method of Tikhonov’s local reg-
ularization) is used as an intermediate stage.

Thus, it has been demonstrated that the use of the
wavelet expansion provides an opportunity to improve
the accuracy of reconstruction of the temperature distri-
bution within a human body in the course of hyperther-
mia using focused ultrasound. It was assumed that, in
the focal region, the heat source has a Gaussian inten-
sity distribution. However, the problems of the effi-
ciency of the wavelet analysis in the case of other types
of heat sources, other positions of the sources that differ
from those considered here, and the problems of choos-
ing the most efficient type of wavelet all need further
investigation. The data obtained in this study allow us
to expect that the use of the wavelet analysis may
occupy one of the most important places among the

Comparison of the average statistical accuracy of recon-
structing the temperature distribution by the methods of the
Fourier and wavelet expansions

Reconstruction 
criterion

Reconstruction by the 
method of Tikhonov’s 

local regularization

Reconstruction by 
the method of 

wavelet filtrations

〈 〉 , K 3.3 ± 0.14 4.3 ± 0.25

, K 0.26 ± 0.013 0.21 ± 0.019

Tmax
REC

dTR
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methods of solving ill-defined inverse problems of ther-
mal acoustic tomography.
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Abstract—It is demonstrated that, in the case of optically probing the breakdown region, a pulsed signal is
formed due to the acoustic pulses produced by the breakdown and collapse of the cavitation cavity. The mea-
sured dependence of the delay time of the second pulse on the hydrostatic pressure in the liquid and the pressure
of saturated vapor agrees well with the theoretical dependence corresponding to the hydrodynamic model of
the cavity. On the basis of the optical cavitation effect, a technique is proposed for a noncontact measurement
of hydrostatic pressure in a liquid enclosed in a sealed cell. The range of applicability of the technique is eval-
uated. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

Cavitation, i.e., the formation of a vapor-gas cavity
in a liquid, may occur under the effect of a sufficiently
intense sound pulse [1], an electric discharge [2], an
underwater explosion [3, 4], and also as a result of the
optical breakdown of a liquid by a laser pulse [5–7]. In
studying cavitation produced by an optical breakdown,
most attention is usually given to physical phenomena
accompanying the last stage of cavity collapse [8],
which is characterized by high values of temperature
and pressure inside the cavity and also by high veloci-
ties of the boundary motion. At the same time, the
dynamics of the cavity in the slow phase of pulsation is
of certain interest, which is connected, for example,
with measurements of the physical parameters of a liq-
uid. Namely, in the case of laser probing of the optical
breakdown region, two pronounced pulses are observed
in the oscillogram of scattered radiation [9]. The first
(in time) of them corresponds to the instant of break-
down. The delay time ∆t of the second pulse relative to
the first one is tens of times greater than the durations
of the pulses themselves and rather weakly depends on
the intensity of the breakdown radiation. For water at
atmospheric pressure, ∆t ≈ 200 µs. If the pressure in the
cell is reduced to several tens of torrs, the value of ∆t
increases by an order of magnitude or more [9].

Proceeding from these results, it is natural to sup-
pose that the delay time between the first and second
pulses of the probe radiation scattering is determined
by the dynamics of a spherical cavity (bubble) formed
1063-7710/05/5103- $26.00 0246
at the instant of breakdown. This cavity first expands,
and its radius reaches the maximum value Rmax; then,
the cavity collapses (see [1, 2]). It is the second pulse
that, according to our natural assumption, is connected
with the instant of the bubble collapse: this pulse is pro-
duced by the scattering of the probe light beam by a
shock wave generated at the instant of collapse.

Thus, the delay time ∆t corresponds to the period of
nonlinear pulsation of a bubble [1, 2]. It is mainly deter-
mined by the time of the slow phase of the bubble evo-
lution around its maximum dimension, when the cavity
radius R(t) is comparable to Rmax in the order of magni-
tude. The bubble dynamics in this case can be described
by the Rayleigh–Plesset equation [1, 10]

(1)

where ρ, σ, and µ are the density, surface tension, and
viscosity of the liquid; pb is the pressure of vapor and
gas within the cavity; and p∞ is the hydrostatic pressure
in the liquid (far from the cavity). In the experiment, the
depth of the liquid h was no greater than 3 cm, which
corresponded to ρgh & 3 × 10–3 atm, and the hydro-
static pressure p∞ could be changed for the pressure
over the liquid surface.

The delay time ∆t measured in our experiment in the
pressure range p∞ = 0.2–1 atm lies within the limits
∆t ≈ 200–900 µs. As it will be demonstrated below, this
allows us to ignore the two last terms on the right-hand

ρ R
d2R

dt2
--------- 3

2
--- dR

dt
------- 

 
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+ p∞– pb
2σ
R

------–
4µ
R

------dR
dt
-------,–+=
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side of Eq. (1) (the surface tension and viscosity) and
use the formula [1, 11]

(2)

for the pressure within the cavity, where ps is the pres-
sure of saturated vapor. Reducing Eq. (1), we obtain

(3)

Indeed, in the approximation of Eq. (2), the period of
nonlinear pulsations ∆t, equal to twice the time of col-
lapse of the Rayleigh’s cavity [10], is connected with the
maximum radius of the cavity Rmax by the relation

(4)

where ξ = 61/2 dτ ≈ 1.83. Taking into

account the values of ∆t ≈ 200–900 µs measured within
the range p∞ = 0.2–1 atm and at ps ≈ 2.3 × 10–2 atm (the
experiment was conducted at room temperature), from
Eq. (4) we obtain the estimates

(5)

which allow us to ignore the surface tension within the
whole investigated range of hydrostatic pressure p∞. An
estimate for the average velocity of the boundary vav in the
slow phase of cavity evolution also follows from Eq. (4):

(6)

in the investigated pressure range, v av & 4–10 m/s,
which provides an opportunity to ignore the compress-
ibility and viscosity of the liquid. The approximation of
Eq. (2) is valid under the condition that the bubble
dimensions vary sufficiently slowly in such a way that
the pressure within the cavity has time to stabilize at the
level ps. Equation (6) provides an opportunity to clarify
the applicability limits for the approximation of Eq. (2).
To do this, we consider the equation of state of water
vapor within the cavity together with the Hertz–Knud-
sen approximation for a flow of water molecules
through the interface:

(7)

Here, N is the number of vapor molecules in the cavity,
m is the mass of a molecule, kB is the Boltzmann con-
stant, T is the absolute temperature, and β is the con-
densation coefficient. The value β ≈ 0.04 is commonly
adopted for water, but some authors give the value β ~ 1.
The difference can be explained by different models of
the liquid–vapor boundary [1]. Set of equations (7) has

pb ps≈

ρ R
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dt2
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2
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a solution close to Eq. (2) in the case of validity of the
inequality |dR/dt| ! v t, where

(8)

is the characteristic rate of mass exchange. Thus, for the
slow phase of pulsation, the applicability condition for
the approximation of Eq. (2) is reduced to v av ! v t. The
pressure pb ≈ ps in Eqs. (3) and (4) must be taken into
account only if it contributes noticeably in comparison
with p∞. Assuming that ps ≈ p∞/2 for definiteness, using
Eq. (6) for the average velocity in the slow phase, and
taking into account Eq. (8), we obtain the following
applicability condition for Eq. (4):

(9)

At β = 0.04, we have v t ~ 6 m/s and ps ! 0.4 atm, so
that Eq. (4) can be used at least at temperatures lower
than 60–70°C.

Thus, the estimates following from the experimen-
tal values of ∆t demonstrate that the approximation of
Eq. (3) and relation (4) are valid at room temperature
within the whole range of pressures studied: p∞ = 0.2–
1 atm. A refinement of the model is needed at suffi-
ciently low pressure, when p∞ ≈ ps, and at sufficiently
high temperatures, when the condition given by Eq. (9)
is violated.

When the cavity reaches its maximum dimensions,
i.e., at R = Rmax and dR/dt = 0, its energy Eb is equal to
the work against the forces of external pressure to pro-
duce such a cavity:

(10)

Using Eq. (10), it is possible to eliminate the quantity
Rmax from Eq. (4):

(11)

where

(12)

Relations (11) and (12) in the approximation of ps = 0
are commonly called the Willis formula [2, 3]. The
energy Eb in the order of magnitude also characterizes
the energy accumulated in a bubble at the instant of its
formation. Moreover, according to [1], Eb * Qb, where
Qb is the quantity of heat released in the bubble. This
provides an opportunity to estimate the heating ∆T of
the liquid in the layer adjoining the bubble with the

thickness δ ≈ :

(13)
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where χ and cp are the thermal diffusivity and capacity
of water. Proceeding from this estimate and taking into
account Eqs. (4) and (10) and the measured values of
∆t, we obtain an estimate

(14)

which allows us to ignore the heating of the liquid in the
slow phase of pulsation.

The major assumption used in the model that needs
experimental verification consists of the fact that the
energy of the bubble production Eb is assumed to be
constant and independent of the hydrostatic pressure
p∞. The independence (or weak dependence) of Eb on
the external parameter, i.e., pressure, agrees well with
the model of optical breakdown, where the energy of
bubble production is determined by the internal proper-
ties of the liquid [12]. (It is necessary to keep in mind
that, in our experiment, a bubble results from an optical
breakdown.) According to [12], the optical breakdown
has two stages. At the first stage, a laser pulse ionizes
liquid molecules in the walls of a bubstone cluster. The
energy spent by the laser pulse at this stage is just the
sum of energies of single ionization of such molecules.
A bubstone has a fixed (critical) radius, and the number
of bubstones themselves in each cluster is approxi-
mately the same (for more details see [13]); therefore,
these power inputs are virtually constant. The second
stage is the induced optical coalescence. At this stage,
electronic pressure and, hence, electron temperature
increase in an avalanche-like manner in each single
bubstone. The walls between single bubstones are
destroyed, and a macroscopic vapor-gas bubble filled
with heavy particles (fragments of bubstone walls) is
formed. In this case, the energy of the laser pulse is
spent for heating of electrons of such a bubble, which is
accompanied by their bremsstrahlung (breakdown
spark). The pressure within the bubble at this stage is
estimated [13] to be equal to hundreds of atmospheres;
therefore, the dependence on the external pressure must
not manifest itself. It follows from this fact that the
assumption that the bubble energy is independent of the
external pressure seems to be quite substantiated.

Under this assumption, ∂Eb/∂p∞ ≡ 0, the dependence
of the delay time ∆t on the pressure difference p∞ – ps
according to Eq. (11) has a power-law form with the
power index α = –5/6 = –0.833…. The definiteness of this
dependence of ∆t on p∞ in a liquid provides an opportu-
nity for a noncontact measurement of this pressure with
the help of a remote detection of the scattering of probe
light radiation in the region of optical breakdown.

The purpose of this work is the experimental verifica-
tion of the power-law dependence of ∆t on the pressure
difference p∞ – ps and the measurement of the power
index α in the pressure range p∞ = 0.2–1 atm, and also the
evaluation of the possibility for a remote measurement of
the liquid pressure by the method proposed below.

As we have already noted, we used optical break-
down to produce cavitation. The advantage of this

∆T  & 0.3 p∞ ps–( )3/2∆t1/2 p 3/2– χ 1/2– cp
1–
 & 2°C,
method over other ones is the fact that the liquid is irra-
diated with pulses of calibrated energy under constant
focusing conditions. As a result, in the case of a suffi-
cient interval between pulses, the same conditions of
cavitation production are reproduced for each pulse.
This improves the reproducibility of the measured data.
Moreover, an advantage of the proposed method is the
absence of direct contact between the measuring device
and the cell with the liquid. The experimental scheme
described below implements a laser method of pressure
measurement.

2. SCHEMES OF THE EXPERIMENTS

2.1. Optical Breakdown: Detection of the Scattering
of Optical Radiation and of Acoustic Pulses

The experiment was conducted with double-distilled
water filtered by an ion-exchange filter. Its specific resis-
tance was 10 MΩ cm. The cells used in the experiment
were manufactured from a pyrex tube with a length of
10 cm and a diameter of 3 cm. A quartz window was
welded onto one end of the tube to transmit the laser radi-
ation into the cell. The other end of the cell was covered
by a teflon stopper, which contained platinum electrodes
for monitoring the purity of the liquid. The stopper was
grinded in the pyrex tube and fixed by springs on the
external side of the tube. A thermistor in a quartz capil-
lary was located near the electrodes for monitoring the
temperature in the cell. The volume of the liquid in the
cell was 180 ml, and the free volume was 100 ml.

Before the experiments, the cells were checked for
impermeability: a vacuum was created in empty cells,
and they stayed connected to an external pressure gauge
for a week. If the pressure increased, the cell was
marked unfit. Production of the necessary pressure in a
cell was performed in the following way. The cell was
connected to a forevacuum pump with the help of a set
of vacuum hoses (a vacuum line), the end of one hose
being open to the atmosphere. When the forevacuum
pump producing a pressure p = 3 torr was switched on,
the diameter of the output orifice of this hose was
changed with the help of a clamp. In this way, it was
possible to vary the pressure in the vacuum line. Thus,
the pressure p∞ = 0.2, 0.4, 0.5, 0.6, and 0.8 bar was pro-
duced sequentially in the cell.

After that, the cell was positioned on an optical
bench and irradiated by laser pulses. The scheme of the
experimental setup is given in Fig. 1. (1) Radiation of a
single-mode pulsed-periodic Nd3+:YAG laser (wave-
length λ = 1.06 µm and a pulse length of 50 ns at the
level of the pulse half-height) was directed with the
help of a telescope and a system of lenses into (2) the
cell with the liquid, where the optical breakdown was
produced. The pulse energy varied within the range
EL = 35–105 mJ. The breakdown occurred at a depth of
5 mm. The lens focusing the radiation into the cell had
a focal distance of 2 cm, and the diameter of the light
spot at this lens was 0.5 cm.
ACOUSTICAL PHYSICS      Vol. 51      No. 3      2005
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The pulsed laser radiation initiated an optical break-
down and the formation of a cavitation bubble. To mea-
sure the pulsation time of this bubble, the breakdown
region was illuminated by (3) the probe radiation of the
second harmonic of a single-mode CW Nd3+:YAG laser
(wavelength λ = 0.53 µm, power of 1 W, and beam
diameter of 0.2 cm at the level of 1/e2) perpendicularly
to the beam of the first harmonic. (4) A photodiode was
installed under the angle of 30° to the axis of the second
harmonic radiation; it transmitted a signal to the input
of one of the channels of (5) a storage oscilloscope
(Tektronix TDS 540). It is necessary to note that the
choice of the angle between the photodiode orientation
and the axis of the second harmonic beam is arbitrary
to a large extent. It was important to us only that the
direct laser radiation not hit the photodiode. (6) An
acoustic sensor on the basis of a texturized piezoelec-
tric film described in [14, 15] was pressed to the cell.
The thickness of this film was 20 µm, and its resonance
frequency was 22 MHz. The signal from this sensor
was fed to the input of another channel of the oscillo-
scope. Thus, we had an opportunity to observe simulta-
neously the signals of scattering of probe optical radia-
tion and the sound propagation for a single laser pulse.
The oscilloscope was triggered by the same pulse that
opened the electrooptic shutter of the pulsed laser, i.e.,
synchronously with the laser pulse. The oscilloscope
was coupled to a computer via a GPIB card to provide
the experimental data accumulation and numerical pro-
cessing. This data array was composed from the signals
of sensors (4) and (6).

1

2

3

4

5

6

Fig. 1. Scheme of the experiment with the detection of the
scattered optical radiation and the acoustic signal.
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2.2. Differential Optical Detection and the Estimation 
of the Acoustic Pulse Intensity at Cavitation

To verify the acoustic mechanism underlying the
formation of the scattering pulses of probe optical radi-
ation (Fig. 1), we conducted an additional series of
experiments with a modified detection scheme. In this
case, a method based on refraction of a probe beam of
a CW laser in the field of a sound wave was used to
detect short acoustic pulses excited in the process of
laser breakdown of water. The scheme of the method is
given in Fig. 2. Radiation of a 1-mW He:Ne laser was
used as (1) a probe beam. The beam was directed nor-
mally to the axis of (2) a cell and focused at its center.
In this case, the beam diameter at the focus did not
exceed 50 µm. The sound ((4) is its propagation front)
arising due to the breakdown and the subsequent bubble
collapse modulates the refraction index of water, which
causes a deviation of the probe beam. This deviation is
measured by a differential sensor consisting of (3) two
photodiodes, which is sensitive to deviations of the
probe beam with respect to its initial direction. The pos-
itive values of the signal correspond to a beam devia-
tion towards the sound source, i.e., a pressure increase.
The length of each pulse is determined by the time of
passage of the front of a sound wave through the cross
section of the probe beam t = c/h, which constitutes
~30 ns. The time resolution of this method is limited by
the value of t.

In the approximation of geometrical optics, the
transmission of a probe beam through a medium is

1

2

3

4

5

z

x

0.6328 µm, 26 dB

Uout

1.064 µm, 10 mJ

 10 mW

Fig. 2. Scheme of the experiment with the detection of the
refraction of radiation of a He–Ne laser by acoustic cavita-
tion pulses.
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Fig. 3. The solid lines show the typical signal from the optical sensor for the differential detection scheme in Fig. 2 in the case of
optical breakdown: (a) bubble formation and (b) bubble collapse. The dashed lines show the calculated pressure pulses.
described by the eikonal equation

where r is the radius vector of the beam point, s is the
beam length to the point r, and n = n(r) is the refraction
index of the medium. Ignoring small deviations of the
beam in the transverse direction, the eikonal equation
can be reduced to an equation for the angle ϕ between the
tangent to the beam and the x axis, ∂ϕ/∂x ≈ n–1∂n/∂z. The
difference n – 1 is assumed to be proportional to the den-
sity ρ of the liquid. In this case, at a large distance from
the sound source, where the front of a sound wave can be
considered to be plane, the total angular deviation of the
probe beam leaving the medium can be estimated as

(15)

d
ds
----- n

dr
ds
------ 

  ∇ n,=

ϕ h
n
--- ∂

∂z
-----n

n 1–( )h
nρ

--------------------∂ρ
∂z
------ n 1–( )h

nρc3
--------------------∂p

∂t
------,≈ ≈ ≈
where h is the transverse dimension of the cell and c is
the sound velocity. Thus, the sound pressure is propor-
tional to the integral of the differential sensor signal.
The output signal of this sensor is proportional to the

difference of photocurrents ∆i = i1 – i2 = ηWϕ/θ,

where i1, 2 are the photocurrents of the first and second
photodiodes, η is their quantum efficiency, W is the
power of probe radiation, and θ is the convergence
angle of the probe beam in the case of focusing. At the
given experimental conditions, we have ∆i = 4.5 × 10–2ϕ.
The load of the photodiodes was 100 Ω, and, after a
preamplifier for 26 dB, the output signal is equal to
Uout = ϕ90 V. To determine the pressure, we integrate
the quantity Uout over time according to Eq. (15). The
pressure pulses obtained in this way are given in Fig. 3
by dashed lines. Estimation of the amplitude of the

4

π
-------
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pressure pulses yields a value of the order of magnitude
of 1 atm. This value of the amplitude of an acoustic
pulse evidently does not exceed theoretical estimates
for the distances of the order of magnitude of several
millimeters from the region of collapse of cavitation
bubbles (e.g., see [1, 16]).

An experiment according to the scheme given in
Fig. 2 was conducted at atmospheric pressure p∞ and
the energy of (5) a laser pulse that was close to the opti-
cal breakdown threshold EL = 4–10 mJ. The signal was
detected at the distances of 4.8, 7.4, and 12.7 mm from
the source, which provided an opportunity to determine
the propagation velocity of the detected disturbance
from the cavitation region and to identify it as an acous-
tic one. The dependence of the arrival time of the first
observed pulse out of the two of them on the position of
the probe beam with respect to the breakdown region
(the focus of the pulsed laser) is demonstrated in Fig. 4.
The propagation velocity of the disturbance was 1500 ±
40 m/s, which corresponded to the acoustic nature of
the disturbance.

3. EXPERIMENTAL RESULTS

Experiments according to the scheme given in Fig. 1
were conducted at pressures p∞ = 0.2, 0.4, 0.5, 0.6, 0.8,
and 1 atm. Ten measurements at each pressure value
were performed with the energy of a laser pulse EL =
68 mJ. Moreover, at the pressure p∞ = 1 atm, the values
of ∆t were measured for various values of the energy of
laser pulses. In the absence of a cavitation bubble (as
well as in the absence of the breakdown itself), there
were no signals at the sensors (4) and (6). A character-
istic pattern of the distribution of electric signals at the
optical and acoustic sensors in the case of optical break-
down is given in Fig. 5. Zero on the abscissa axis corre-
sponds to the front of the laser pulse (oscilloscope trig-
gering). Within a short time t1 ~ 20 µs after the laser
pulse, the first pulse appears in both oscilloscope
tracks, and, after that, the second pulse follows within
the time ∆t (∆t = 270 µs in Fig. 5). The interval between
the first and second pulses ∆t was measured in each
experiment. It is necessary to note that exact correspon-
dence of data obtained from the optical and acoustic
sensors was not observed for every laser pulse: the
number of pulses in an acoustic signal may be much
greater than two. In these cases, the pulse clearly distin-
guished by the maximum amplitude was selected, and,
when many pulses with approximately equal ampli-
tudes were present, the selection of the second pulse in
the oscilloscope track of the acoustic signal was deter-
mined by the condition of the maximum correspon-
dence to the optical analog.

The array of the values of the delay time ∆t for the
second pulse selected in the indicated way was pro-
cessed to calculate the index α in the dependence of ∆t
on the difference p∞ – ps (Eq. (11)). The results of sta-
tistical processing of the data obtained for the (a) opti-
cal and (b) acoustic detection channels at a fixed energy
ACOUSTICAL PHYSICS      Vol. 51      No. 3      2005
of laser pulses EL = 68 mJ are presented in Fig. 6. Here,
we presumed the pressure of saturated vapor ps to be
equal to 17.2 torr. The broken line in Fig. 6 corresponds
to such a processing employing the least-squares
method. In this case, all values of ∆t, including the ones
measured at different pressures, are taken into account
with equal statistical weights. The values obtained for
the refraction index almost coincide for the optical and
acoustic channels (αopt = –0.88 ± 0.05 and αac = –0.87 ±
0.04) and, within the limits of estimated error, agree
well with the theoretical value α = –5/6 (Eq. (12)). The
solid line in Fig. 6 shows the results of sequential pro-
cessing, when the average value of ∆t and an error for
each fixed pressure value were calculated first, and
then, in the process of calculating α, the pressure values
with larger errors were taken into account with smaller
weights (the statistical weight of a point is inversely
proportional to variance; see [17] for an example).
Since measurements for different pressure values were
conducted at different times and, technically, in some
cases experimental conditions could vary within certain
limits (e.g., the cell temperature could vary for several
degrees), the implementation of this processing tech-
nique seemed to be more adequate. The values of the
power index α obtained in this case for the dependence
of the delay time ∆t of the second pulse on the pressure
difference p∞ – ps were αopt = αac = –0.84 ± 0.03. The
measurements in both channels practically coincided
with the theoretical value (Eq. (12)).

The coincidence of the results for optical and acous-
tic channels in measuring ∆t testifies to the acoustic ori-
gin of the disturbance providing for the scattering of the
probe optical radiation. Additional arguments in favor
of this hypothesis, as well as evaluation of the ampli-

2

0 5

t1, µs

∆Z, mm10

4

6

8 v  = 1500 ± 40 m/s

Fig. 4. Dependence of the arrival time t1 of the first pulsed
signal (optical breakdown) on the position of the probe
beam ∆z with respect to the focus of the pulsed laser for the
differential detection scheme in Fig. 2. The slope of the
approximating line corresponds to the velocity of the distur-
bance propagation of 1500 ± 40 m/s.
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Fig. 5. Oscillograms for the (a) optical and (b) acoustic sensors of the detection scheme in Fig. 1 at p∞ = 0.6 atm and EL = 68 mJ.
tude of the acoustic pulse, were obtained in a series of
experiments conducted using the differential scheme of
optical detection (Fig. 2).

In the theoretical model described in Section 1, the
power dependence given by Eq. (11) is a consequence of
the fact that the energy of cavity production Eb (Eq. (10))
does not depend on the pressure p∞ in the liquid. The
measured values of ∆t provide an opportunity to esti-
mate this energy: Eb ≈ (650 ± 100) µJ. A relatively high
error of this estimate is a consequence of the rather
“slow” dependence of ∆t on Eb: ∆t is proportional to

 (Eq. (11)).

The results of measurements of the delay time ∆t at
different values of the energy of the laser pulse are
given in Fig. 7. These results demonstrate that, if the

Eb
1/3
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Fig. 6. Dependence of the delay time ∆t for the second pulse
relative to the first one on the pressure difference p∞ – ps for
the (a) optical and (b) acoustic sensors. The energy of the laser
pulse initiating the optical breakdown is EL = 68 mJ, and ps =
17.2 torr. The broken line is the result of statistical processing
when all experimental values of ∆t are taken into account with
equal weight. The solid line is the result of sequential process-
ing. The statistical weight of the value of ∆t at a fixed pressure
is inversely proportional to the squared error.
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Fig. 7. Delay time for the second pulse ∆t at p∞ = 1 atm and
different values of the energy of laser pulses EL.
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values of EL are noticeably higher than the optical
breakdown threshold, the dependence of the delay time
∆t on the energy of the laser pulse EL is fairly weak. The
energy of cavity production Eb here also depends
weakly on EL. Thus, in the case of the use of optical
breakdown for remote detection of pressure p∞, an
essentially over-threshold mode of operation is prefer-
able, since, at sufficiently high values of EL, the insta-
bility of this parameter less strongly affects the mea-
sured value of the delay time ∆t.

4. CONCLUSIONS

Let us formulate the main results of the experiment
on studying the cavitation in the case of the optical
breakdown of water.

(i) It is demonstrated that short (no longer than 10-µs)
pulses of the scattering of probe acoustic radiation at
angles of several tens of degrees result from its scatter-
ing by the acoustic perturbations accompanying the
optical breakdown and collapse of a cavitation bubble.

(ii) The measured values of the power index charac-
terizing the dependence of the delay time ∆t on the
pressure difference p∞ – ps (Fig. 6), α = –0.84 ± 0.03,
agree well with the theoretical dependence given by
Eqs. (11) and (12).

(iii) The results obtained substantiate the assump-
tion concerning the constancy of Eb under varying
hydrostatic pressure p∞ in the liquid, which is used in
the theoretical model. This fact is the basis for the
proposed method of remote pressure measurement in
liquids.

(iv) A weak dependence of the collapse time ∆t on
the energy of the laser pulse EL in the case of its multi-
ple excess over the threshold of optical breakdown is
demonstrated experimentally.

(v) The estimate of the range of applicability of
the employed theoretical model (Eqs. (11) and (12))
and, therefore, the range of applicability of the pro-
posed method of remote pressure measurement gives
a wide range of variation of the pressure p∞ and the
temperature of the liquid T, except for the regions
where p∞ ≈ ps or where the condition of Eq. (9), ps !

max , fails. In the case of water, the pro-

posed method can be used at least up to the temperature
of 60–70°C, except for the low-pressure region p∞ ≈ ps.
The extension of the method beyond the limits of the
indicated range requires an improvement of the theoret-
ical model.

The proposed method of pressure measurement can
be effective in cases where pressure measurement by
direct methods is impossible for some reason. The
major advantage of the proposed method is the fact that
it is contactless; therefore, it can be used for the pro-
cesses of chemical and biological technologies. It is

β2ρ
kBT
2πm
----------- p∞,

 
 
 
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necessary to note that the main requirement imposed on
the liquids under test is their transparency to probe radi-
ation.
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Abstract—Results of numerical classification of different structure types in acoustomicroscopic images of
real biological tissues and composite structures are reported. The classification is based on the Bayesian sta-
tistical hypothesis testing method. General realizations of this method in the form of the spatial-spectrum
and spectral–morphological approaches are considered. The spatial-spectrum approach cannot discriminate
between morphologically different structures with statistically identical power spectra. This disadvantage is
eliminated in the spectral–morphological approach, which uses information on the spectral properties of the
structure type being classified, as well as on the particular form of its characteristic features. The general
approaches and their particular realizations (Bartlett’s and Pisarenko’s methods) are compared as applied to
practical problems. © 2005 Pleiades Publishing, Inc.
The purpose of this work is to numerically solve the
problem of classification of tissues and structures by
spectral and morphological methods. A solution to the
problem under study can find a wide application in dif-
ferent fields: in geology and metallurgy for metallo-
graphic section analysis, in materials science, and also
for many medical biological purposes. The latter
include conventional biological microscopy and der-
matology and the morphological analysis of normal
and pathological parts of biological tissues (including
cancer tumors), which has become topical in recent
years. The issue of particular interest is the classifica-
tion of images of biological tissues and composite
structures obtained by acoustomicroscopic methods.
The classification of biological tissues is primarily
intended for additional medical diagnostics.

A detailed theoretical consideration of the proposed
methods of spectral and morphological analysis is
given in [1]. In this paper, the main statements and rela-
tionships underlying the numerical classification are
given to make the presentation logically consistent.

1. SPECTRAL–MORPHOLOGICAL 
CLASSIFICATION OF IMAGES

FROM THE VIEWPOINT OF STATISTICAL 
HYPOTHESIS TESTING THEORY

The brightness image of a complex structure to be
classified is described by a two-dimensional nonnega-
tive function Γ0(r), from which the average brightness
Γ0 is subtracted: Γdif(r) ≡ Γ0(r) – Γ0. It is necessary to
separate regions that belong to one of the two image
1063-7710/05/5103- $26.00 ©0255
types indicated by superscripts I and II. The criterion
for a current fragment Xr (r is the fragment’s center) of
image Γdif(r) to belong to one of the given types relies
on the current likelihood ratio function: L(Xr) ≡ L(r) =
P(Xr|I)/P(Xr|II). Here, P(Xr|I) and P(Xr|II) are the condi-
tional probability densities of the events that Xr belongs
to the structure of the first or second type, respectively.
A learning set is specified, which consists of samples
u(r), i.e., of regions of an image of the given type with
its average value  subtracted: udif(r) ≡ u(r) – . Each
sample is characterized by brightness values at N × N
discrete spatial points. The autocovariance matrix A(r,
r') for the structures of the given types is unknown.
Therefore, we assume that the image is spatially homo-
geneous and ergodic and use an estimate of the autoco-
variance matrix in the form of an N2 × N2 block-
Toeplitz Hermitian matrix A(r, r') = A(r' – r) ≈ K(r = r'
– r), where K(r) is the sample autocovariance function
for samples udif. Below, we use Dirac’s notation: udif ≡
|T I〉  and udif ≡ |T II〉 are the column vectors for structure
types I and II. To construct L(r), we use the Karhunen–
Loéve basis in the form of orthonormal eigenvectors
{ϕi} and eigenvalues {λi} for the structure type I (A =
AI) and also {ψj}, {µj} for the structure type II (A = AII):
AI|ϕi〉  = λ i|ϕi〉  and AII|ψj〉  = µj|ψj〉 , where i, j = 1, …, N2.
The basis {ϕi} is an eigen basis for structure |T I〉  and a
“foreign” basis for structure |T II〉 . For the basis {ψj}, the
situation is the opposite. Expansion coefficients of the
structure in its proper and alternative bases have the

form  ≡ 〈ϕ i|T I〉 ,  ≡ 〈ψj|T I〉;  ≡ 〈ψj|T II〉 ,  ≡

u u

ai
I b j

I a j
II bi

II
 2005 Pleiades Publishing, Inc.
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〈ϕ i|T II〉 . The fragment |Xr〉  is characterized by column

vectors | 〉 =  and | 〉 =

, where (r) ≡ 〈ϕ i|Xr〉  and (r) ≡

〈ψj|Xr〉 . For both structure types, matrices of correlation
coefficients are constructed. For structure |T I〉 , elements
of these matrices (described by the indices m, n = 1, …,
N2) have the form

(1)

The overbar means averaging over an ensemble of
structures of the corresponding type. For the structure
|T II〉 , elements (K II)mn are obtained from (K I)mn by
replacing T I with T II and interchanging the vectors ϕ
and ψ. The combined matrices  and  consist

of four blocks:  ≡ . They character-

ize the statistical properties of structures of both types
themselves and their cross properties. As a result, under

the assumption that the random vectors | 〉 and

| 〉 obey the multidimensional zero-mean Gauss-
ian distribution, we obtain

(2)

A decision is made by comparing Λ'(r) ≡ Λ(r) –

ln  with zero, where Λ(r) ≡ lnL(r) and  is the
threshold.

The spatial-spectrum approach performs averaging
over the complete hypothetic ensemble of all images
whose correlation properties are described by the given

Xr( )II
I

ci
I{ } i 1 … N

2, ,=

c j
II{ } j 1 … N

2, ,=
 
 
 
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II

c j
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 
 
 
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I c j

II
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I( )mn am
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I( )*≡ ϕm T I〈 | 〉 T I ϕn〈 | 〉 ;=

Kbb
I( )mn bm

I bn
I( )*≡ ψm T I〈 | 〉 T I ψn〈 | 〉 ;=
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I bn
I( )*≡ ϕm T I〈 | 〉 T I ψn〈 | 〉 ;=
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I
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II
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P Xr II( )
---------------------=

=  

det1/2 Kcomb
II( ) 1

2
--- Xr( )II

I〈 | Kcomb
I( ) 1–

Xr( )II
I| 〉– 

 exp

det1/2 Kcomb
I( ) 1

2
--- Xr( )I

II〈 | Kcomb
II( ) 1–

Xr( )I
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 exp

-------------------------------------------------------------------------------------------------------------.

L0( )II
I L0( )II

I

matrix A. Then,  = AI, and the matrices ,

 in (1) are diagonal:

(3)

A number of particular methods, which are suffi-
ciently efficient under certain conditions and are com-
putationally simpler, follow from the general optimal
approach. The modified Bartlett’s method classifies
structures in terms of a statistical feature that is pro-
nounced in the structure being classified and is weak in
the alternative type. Specifically, to classify a type-I
structure, from all  are taken only the vec-

tors  that satisfy the condition

(4)

where the coefficient h0 < 1. To classify a type-II struc-
ture, from all  are taken only the vectors

 that satisfy the condition

(5)

Then, the resultant responses (r) and (r) are
high in regions with structure type I or II, respectively,
and are low in regions of the alternative type:

(6)

where  and  are the total numbers of the

selected vectors  and , respectively.

T I| 〉 T I〈 | Kaa
I

Kaa
II

Kaa
I( )mn λnδmn

λn m n=,
0, m n≠ 

 
 

;= =

Kab
I( )mn λm ϕm ψn〈 | 〉 ;=

Kbb
I( )mn λ i ψm ϕ i〈 | 〉 ϕ i ψn〈 | 〉 .

i 1=

N
2
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ϕ i{ }
i 1 … N

2, ,=

ϕ i i0=

ϕ i0
T I〈 | 〉 2

 @ ϕ i0
T II〈 | 〉 2

, i.Â.,

h0 λ i0
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j 1=

N
2

∑ ,≥

ψ j{ }
j 1 … N

2, ,=

ψ j j0=

ψ j0
T II〈 | 〉 2

 @ ψ j0
T I〈 | 〉 2

, i.Â.,

h0 µ j0
λ i ψ j0

ϕ i〈 | 〉 2

i 1=

N
2

∑ h0 1<( ).≥

RBt
I RBt

II

RBt
I r( ) 1

NBt
I

-------- Fi0

I r( ) ; RBt
II r( ) 1

NBt
II

-------- F j0

II r( ) ;
j0

∑≡
i0

∑≡

Fi0

I r( ) Γdif r'( )ϕ i0
r' r–( ) r';d∫≡

F j0

II r( ) Γdif r'( )ψ j0
r' r–( ) r',d∫≡

NBt
I NBt

II

ϕ i0
ψ j0
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To classify a structure as type I or II, the modified
Pisarenko’s method selects eigenvectors  or  that
produce a weak response:

(7)

(8)

In this case, the resultant responses (r) and (r)
reach their maximum in the region whose structure
belongs to the corresponding type:

(9)

where  and  are the total numbers of the

selected vectors  and  and  and  are the

regularization coefficients. The difference (r) –

(r) plays the role of the logarithm of the likelihood
ratio. Unlike general classification approach (2), Bar-
tlett’s and Pisarenko’s methods are only capable of
extracting the structures when eigenvectors with the
necessary contrast properties can be found.

The spatial-spectrum version (3) of the optimal
method uses the complete hypothetic ensemble of
images of the given type. Therefore, the classification
only relies on the power spectrum characteristics and
ignores morphological features of the structure. The
spectral–morphological approach additionally accounts
for morphological features that manifest themselves in
correlation relations between the expansion coeffi-

cients. The bases {ϕi} and {ψj} and coefficients | 〉

and | 〉 remain the same, but the averaging in for-
mulas (1) for the correlation matrices is performed over
a subset of the complete hypothetic ensemble. This sub-
set is composed of all realizations of the structure
images that possess the specified morphological fea-
tures. The numerical implementation performs the
averaging in Eqs. (1) over a subset in the form of learn-
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ing samples of type I or II (q is the sample number)

udif =  or udif = :

(10)

and similar formulas for structure type II. Here, the cor-

relation matrices  and  lose their diagonal form
(Eq. (3)); i.e., coefficients am and an (n ≠ m) become
correlated due to the morphological features of the
structure.

2. NUMERICAL IMPLEMENTATION
OF CLASSIFICATION METHODS

FOR ACOUSTOMICROSCOPIC IMAGES
OF BIOLOGICAL TISSUES AND COMPOSITE 

STRUCTURES

Below, we present the results of classifying acous-
tomicroscopic images of various biological tissues and
composite structures on the basis of the optimal method
in its spatial-spectrum version, including modified Bar-
tlett’s and Pisarenko’s methods, and also in the spec-
tral–morphological version, its limiting case being
Capon’s method. It can be seen that images produced
by an acoustic microscope in certain cases display the
structural features more clearly than those produced by
an optical microscope [2–6] or an ultrasonic scanning
system [7, 8]. Therefore, in these situations, acoustomi-
croscopic images are preferable for classification of
biological tissues.

The brightness function Γ00(r) of the initial image of
a real object is preliminarily processed as follows. First,
to provide for the highest relative contrast of the fine
structure features and, therefore, the maximum sharpness
of response, we subtract the minimum value from the
image and assume that  = 0. Second, to elimi-

nate the effect of brightness on the classification process,
we normalize the image Γ00(r) by the result of smoothing
it via the convolution with the function S0(–r), whose vol-
ume equals unity. This function describes a homoge-
neous structureless element: a small area on which
S0(r) is positive and constant (or almost constant) and
zero outside it. The size of this area must be comparable

Tq
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Fig. 1. Structure types of a cancerous mammary gland: (a) initial image of the mammary gland obtained with a scanning acoustic
microscope, (b) the image normalized by the locally averaged brightness (the two structure types to be classified are the large-cluster
tissue (outlined by the white contour) and fine-grain tissue (black contour)), and (c) the central section of the sample autocovariance
function along the x axis for the large-cluster (dashed line) and fine-grain (solid line) tissues.
to the size of the regions of the image that constitute the
learning set. Due to the normalization

(11)

the locally averaged (over the uniform area) brightness
function Γ0(r) differs from the background (which is
almost the same throughout the image and is close to 1)
by the local brightness variation alone. These variations
characterize intrinsic morphological features of the
image structure.

2.1. Initial Images and Structure Types
to Be Classified

The initial image Γ00(r) of cancerous mammary
gland tissue (Fig. 1a) is borrowed from [2]. The full size
of this image is about 410 × 480 µm2, which corresponds
to 260 × 330 pixels. In this and further examples, the
image was normalized according to Eq. (11) by a moving

Γ0 r( )
Γ00 r( )

Γ00 r'( )S0 r' r–( ) r'd∫
-------------------------------------------------, where≡

S0 r'( ) r'd∫ 1,=
locally averaged brightness  calculated over a

square region, in which S0 was assumed to be constant.
For the mammary gland tissue, the size of this region was
20 × 20 pixels. Two types of tissue were selected in the
brightness-normalized gland tissue image Γ0(r) to be
classified. Typical regions of these tissues are outlined in
Fig. 1b: the first type is a tissue containing large clusters
(white contour), and the second type is the small-grain
tissue (black contour). The learning set for each of these
tissue types contained from one to nine 40 × 40-pixel
learning regions cut out from the image Γ0(r). Central
sections (along the horizontal axis) of the sample autoco-
variance functions K(r), which result from averaging
over a set of five samples of the corresponding type, are
shown in Fig. 1c. The block-Toeplitz autocovariance
matrix constructed of K(r) for a structure of a fixed type
has N2 = 402 = 1600 eigenvectors.

A similar scheme was used on the preparatory clas-
sification stage for other images. Specifically, we con-
sidered an acoustomicroscopic image of a tooth tissue
with the dimensions ≈(385 × 385) µm2, which corre-
sponds to 210 × 210 pixels (Fig. 4a). This image, bor-

Γ00S0 r'd∫
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Fig. 2. Results of classification of large-cluster (white regions) and fine-grain (black regions) mammary gland tissues by the spa-
tial-spectrum method based on (a) four, (b) five, and (c, d) nine learning samples of each type at the ambiguity zone level of
(a, b, c) ±0.1 and (d) ±0.2.
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Fig. 3. Comparison of classification methods: (a) the destructive combination of results obtained by Pisarenko’s and Bartlett’s meth-
ods and (b) the comparison of results obtained by the spectral and spectral–morphological methods.
rowed from [6], consists of the enamel (the left, lighter,
part of the figure) and dentine (the right, darker, part)
tissues, which clearly differ in brightness. However,
after normalization by the moving locally averaged
brightness, the difference in the enamel and dentine tis-
sues almost disappeared (Fig. 4b). Consequently,
enamel and dentine are close in their structure and dif-
fer mostly in their “packing” density, which creates the
ACOUSTICAL PHYSICS      Vol. 51      No. 3      2005
brightness contrast (Fig. 4a). This circumstance is cor-
roborated by earlier studies [4, 6]. Therefore, the two
structure types to be classified were selected as follows.
The first type was the general enamel–dentine tissue
structure, whose typical region is outlined by the white
contour in Fig. 4b. This type of structure fills the entire
image except for the region of the immediate enamel–
dentine interface, which has a more anisotropic struc-
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Fig. 4. Classification of the tooth tissue structures: (a) initial image of the tooth tissue obtained with a scanning acoustic microscope,
(b) the image normalized by the locally averaged brightness (the two structure types to be classified are the enamel–dentine tissue
(outlined by the white contour) and intermediate tissue (black contour)), (c) classification by the spatial-spectrum method, and
(d) a destructive combination of results obtained by Pisarenko’s and Bartlett’s methods.
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Fig. 5. Classification of the composite structure: (a) polymer image obtained with a scanning acoustic microscope and normalized
by the locally averaged brightness (the two structure types to be classified are the large-scale structure (outlined by the thicker white
contour in the upper right corner) and small-scale structure (white contour in the lower left corner)) and (b) the result of classifica-
tion by the spatial-spectrum method.
ture with elements extending along it (the typical
region outlined by the black contour in Fig. 4b) and is
considered to be tissue of the second type. The learning
sets contained five 20 × 20-pixel samples of the corre-
sponding type, which allowed us to construct sample
autocovariance functions. Thus, N2 = 202 = 400 eigen-
vectors are available for classifying the image of tooth
tissue.

The acoustomicroscopic image of the composite
structure (consisting of a structured polyethylene and
ACOUSTICAL PHYSICS      Vol. 51      No. 3      2005
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polysterene PÉNP : PS = 80% : 20% mixture) [4] does
not actually change after the normalization (Fig. 5a). Its
full size is ≈(630 × 630) µm, which corresponds to
290 × 290 pixels. The large-scale (thick white contour
in Fig. 5a) and small-scale structures (thinner white
contour) were taken as the two types to be classified.
Functions K(r) constructed from four 40 × 40-pixel
learning samples of each type produce N2 = 402 =
1600 eigenvectors.

2.2. Spatial-Spectrum Approach

To better visualize the classification pattern
obtained, for example, on the basis of likelihood ratio
(2), we additionally smooth the estimated distribution
Λ'(r) and normalize it by its maximum value, reducing
it to the function (r). The final classification deci-
sion is made in terms of a three-level scheme deter-
mined by the conditions on the validity of the decision.
A fragment of the image is classified as type I if

(r) > α1 > 0 (such regions are shown in the classi-

fication pattern in white) or as type II if (r) < α2 <
0 (black regions). Making a decision can also be impos-
sible if α2 ≤ (r) ≤ α1; in these regions of indefinite
classification (referred to as the ambiguity zone),
shown in grey, the algorithm does not classify the struc-
ture as either of the two given types. Here, the thresh-
olds 0 < α1 < 1 and –1 < α2 < 0 are determined by the
costs of the corresponding errors. Note that, unlike
Wald’s sequential analysis scheme [9], in this prob-
lem, there is no possibility of a further accumulation
of data for the region in which making a decision was
impossible.

Classification by Bartlett’s and Pisarenko’s meth-
ods. The structure types in the mammary gland and
tooth tissue images described above were first classified
by modified Bartlett’s and Pisarenko’s methods. Selec-
tion rules (4) and (5) allowed us to use Bartlett’s

method (response (r) in formulas (6)) to classify the
small-grain mammary gland tissue, for which three
(among the total of N2) eigenvectors  were found at
h0 = 0.35, and the intermediate tooth tissue (two vectors

 at h0 = 0.35). At the same time, for these tissue
types, there were no eigenvectors that satisfied condi-
tion (8) for the applicability of Pisarenko’s method.
Conversely, for the alternative tissue types, there were
no eigenvectors necessary for Bartlett’s method; how-
ever, classification was found to be possible by

Pisarenko’s method (condition (7), response (r) in
formulas (9)). In particular, for the large-cluster mam-
mary gland tissue, three eigenvectors  were found at
H0 = 3.5; for the enamel–dentine tissue in the tooth
image, two vectors  were at H0 = 2.3. The regions
identified by Bartlett’s and Pisarenko’s methods were

Λnorm'
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Λnorm'
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complementary and did not intersect. This fact corrob-
orates that alternative tissue types were actually
selected in this case. To facilitate the comparison of
these results with results of classification by the spec-
tral and spectral–morphological methods discussed
below, the direct responses of Bartlett’s and Pisarenko’s
methods were destructively combined, and Figs. 3a and

4d show the difference (r) – (r), smoothed out
and normalized by its maximum value and fitted to the
three-level scheme numerically characterized by the
brightness scale.

Numerical estimates of the likelihood ratio. A more
general classification method represented by the spa-
tial-spectrum and spectral–morphological approaches

constructs the combined matrices  and 
with the use of the combined basis {ϕi} ∪ {ψj}.
Because this basis is overdetermined [1], the combined
matrices appear to be singular. Therefore, these meth-

ods use the regularized combined matrices  and

 in formulas (2) instead of  and ,

respectively. In the simplest case,  =  +

ηcomb  and  =  + ηcomb , where  is the unit
matrix. In classification of real images, the regulariza-

tion coefficient ηcomb as a rule was ηcomb ≅  (0.1–5)(  +

)/2, where  and  are the smallest nonzero

eigenvalues of the nonregularized matrices  and

, respectively.

The spatial-spectrum approach constructs the corre-
lation matrices of expansion coefficients involved in the
combined matrices by formulas (3). The classification
based on image processing by this method was found to
be stable to parameters of the algorithm, which may be
varied within sufficiently wide limits without notice-
ably changing the result. These parameters include the
number of samples in the learning set, the number of
eigenvectors of each type used to construct the com-
bined matrices, and the relative regularization coeffi-
cient for these matrices. In particular, the logarithm of
classification likelihood ratio Λ(r) was calculated using
only N' (out of the total of N2) eigenvectors, which cor-
responded to essentially nonzero eigenvalues. For the
image of the mammary gland tissue N' = 400 vectors
out of N2 = 1600 were taken; for the tooth tissue, N' =
150 vectors out of N2 = 400 were taken; and for the
polymer, N' = 400 vectors out of N2 = 1600 were taken.
The results of classification using these numbers N' of
the eigenvectors were actually the same as those with
the use of all N2 vectors. However, the ranks of com-
bined matrices in these two cases are indicative. When
all N2 eigenvectors of each type are used, the rank of

matrices  and  in the spectral approach is
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N2, because each of the bases {ϕi} and {ψj} (i, j = 1, …,
N2), which form these matrices, is complete. Whereas
if, for the mammary gland, for example, only N' =
400 eigenvectors are used, the rank appears to be con-
siderably higher than N', decreasing from 790 for learn-
ing sets consisting of only one sample to 770 for sets of
nine samples. This fact indicates that, when the classi-
fication relies on an overdetermined basis, supplement-
ing 400 vectors of one type with 400 vectors of the
alternative type is fundamentally necessary for the reli-
able classification of the alternative type of structure.

Investigation of real images of different structure
types revealed that their brightness distribution histo-
grams differ little from the Gaussian distribution used
in classification scheme (2). The numerical implemen-
tation of this scheme suggested that all structure types
are equiprobable and the error costs are equal; i.e.,

 = 1,  = 0, and Λ'(r) = Λ(r). Results of
classification that are smoothed and normalized by
their maximum values are shown in Figs. 2a–2c for the
mammary gland; in Fig. 4c for the tooth; and in Fig. 5b
for the polymer. The decision was made in terms of the
three-level scheme described above, and the ambiguity
zone was specified by the level of ±0.1 (α1 = 0.1 and
α2 = –0.1). It can be seen that the general spectral
approach, which makes the most use of the statistical
spectral information about the given structure types,
and the more specific Bartlett’s and Pisarenko’s meth-
ods yield similar classification results. However, the
optimal method simultaneously recognizes both tissue
types, and the classification result better agrees with a
purely visual (intuitive) structure separation of the ini-
tial image. The above-mentioned stability of results to
such a parameter as length of the learning set and to
particular realizations of the learning samples in it at a
sufficient amount of statistical data is illustrated by the
example of the mammary gland tissue. Specifically,
Figs. 2a–2c differ only in the number of learning sam-
ples of a fixed type used to construct the classification
bases: the structure type of these samples is the same.
Even in the limiting case of the learning set consisting
of a single sample, the classification is capable of iden-
tifying tissue regions of the corresponding types.

Estimation of the width of the ambiguity zone. Lev-
els α1 and α2 of the ambiguity zone, in which the algo-
rithm fails to be decisive, can be estimated for each par-
ticular classification method and set of basis functions
used. To this end, one should analyze a test structure
whose spatial–spectrum properties cannot be ascribed
to any of the two types that are classified in the image,
thereby placing it at an intermediate position in terms of
spectrum. Also, the brightness variance of the test
structure must be the same as the brightness variance of
the image. Then, the standard deviation σ of the output
response of the classification algorithm to such a test
structure will give estimates for the levels α1 and α2.

L0( )II
I L0( )II

Iln
For example, for the image of the mammary gland
tissue (Fig. 1b), a Gaussian random structure was syn-
thesized. We set the low- and high-frequency compo-
nents of its spatial spectrum equal to zero, which
caused the size of typical spatial features of the test
structure to be intermediate between those of tissue
types I and II in the image of the mammary gland tis-
sue. The brightness variance of this structure was addi-
tionally made equal to the variance of the whole locally
normalized image Γ0(r) of the mammary gland. This
synthesized random structure was subjected to classifi-
cation by the spectral method with the help of the same
bases as earlier. The result Λ(r) = Λrand(r) of classifying
the random structure was smoothed out and normalized
by the maximum value of a similar result of classifying
the mammary gland image. The spread in the classifica-
tion quantity Λrand(r) was in the range with a total width
of 6σ ≈ 1.2; therefore, the ambiguity level was α1 ≈ –
α2 ≈ σ ≈ 0.2. The result of classifying the mammary
gland tissue for the ambiguity level of ±0.2 is shown in
Fig. 2d, which corresponds to Fig. 2c plotted for an
ambiguity level of ±0.1.

2.3 Spectral–Morphological Approach

Unlike engineering structures, biological tissues
usually do not feature a clearly defined structure pat-
tern. In this regard, the morphological analysis of
images whose structure is more or less random implies
that a sufficiently large learning set is available; i.e., the
learning set is a representative set of realizations. To
eliminate morphological properties associated with ori-
entation alone, the set must contain samples of all pos-
sible orientations of the typical structure. In this regard,
the morphological classification can be referred to as
“soft” classification, in contrast to “hard” classification
provided by the matched spatial filtering or Capon’s
method. From the viewpoint of statistical hypotheses
testing theory, Capon’s method modified for the classi-
fication problem is the limiting case of the spectral–
morphological approach when the classification relies
on the morphological criterion formulated as the
requirement of an almost complete coincidence of
types of elementary structures constituting the image
with the type of the given reference structure [10–12].
Thus, in the modified Capon’s method, the structure
type to be classified is definitely specified. This is a lim-
iting case, in which the correlation matrices of expan-
sion coefficients (10) are formed from the learning sets,
each of the two of which consists of a single sample |T I〉
or |T II〉 , respectively (Q1 = Q2 =1). The modified
Capon’s method demonstrated a high efficiency in clas-
sifying images with a clearly defined (also in terms of
orientation) type of their characteristic elements [11,
12]. However, its efficiency is not always high in clas-
sifying real images. As compared with the optimal
method, Capon’s method separates regions of type I
and II less clearly and the result of the classification is
not very stable, because it is noticeably affected by sec-
ACOUSTICAL PHYSICS      Vol. 51      No. 3      2005
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ondary features of the classification process. This is
associated with an insufficiently full use of characteris-
tic features of the structure when classification relies on
a single particular region.

The specific properties and advantages of the most
general—spectral–morphological—approach as com-
pared to both the purely spectral and purely morpholog-
ical methods are illustrated below by the example of
classification of the mammary gland tissue discussed
above (Figs. 1a and 1b). In all cases considered below,
the number of samples of both types in the learning set
was the same and equal to Q ≡ Q1 = Q2. The rank of

combined matrices  and  constructed on the
basis of correlation matrices (10) of expansion coeffi-
cients was equal to the number of samples Q. This is

determined by the fact that the matrix  =

 is a sum of dyadic matrices |Tq〉〈 Tq|,

each of which has a rank of 1.
When the learning set consists of a small number of

samples, response of the spectral–morphological algo-
rithm is most pronounced in regions of the image that
have the same shape and orientation as the samples
present in the set. Thus, if the learning set is constructed
from insufficient statistical data, the response of the
spectral–morphological algorithm is similar to the
sharp response of the modified Capon’s method when
the image region being classified is almost exactly the
same as the given standard element of the structure in
its shape, orientation, and proportions.

A fuller learning set can be obtained by directly
increasing the number of samples of the given type, as
well as by including different orientations of the samples
available. As we noted above, the presence of samples in
the learning set that are oriented at different angles
excludes from classification criteria those morphological
features that are associated with orientation of the aniso-
tropic structure alone. Specifically, each of the nine
learning samples of the given type was rotated about six
discrete angles in the range from 10° to 90°, and the set
was thereby extended to 54 samples. Angles near 0° were
not considered; i.e., the learning set contained no sam-
ples that coincided or almost coincided with particular
regions of the image being classified. This measure pre-
vented an extremely sharp response of the algorithm.
The result Λ = Λmorph(r) of the spectral–morphological
classification of the mammary gland image is, in gen-
eral terms, the same as the result of classification of
this image by the spectral method, Λ = Λspectr(r). How-
ever, the spectral–morphological analysis separates
the regions of the given type more finely, i.e., on a
smaller scale. To illustrate the comparison of the results
of the spectral and spectral–morphological classification,
we used the function D(r) ≡ 0.5[  +

]Λspectr(r)Λmorph(r). If Λspectr(r) and
Λmorph(r) have different signs at a particular point r, i.e.,

Kcomb
I Kcomb
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the spectral and spectral–morphological methods iden-
tify the structure type differently, then, D(r) = 0. Other-
wise, when they classify the structure type identically,
the sign of D(r) uniquely specifies the type. Figure 3b
shows the normalized and smoothed comparison func-
tion D(r) for the case when the learning set consists of
nine samples for the spectral method and of 54 samples
for the spectral–morphological method. The pattern of
light and dark spots corroborates the spectral classifica-
tion but is not identical to it.

2.4. Comparative Analysis of Classification Methods

The results of image classification by the different
methods discussed above allow us to draw the follow-
ing conclusions. An unquestionable advantage of the
general (both, the spectral and spectral–morphological)
approach is the fact that it relies on the statistical
hypothesis testing method. A disadvantage of the
purely spectral approach is that it is incapable of dis-
criminating between structures of different morpholog-
ical types if they have the same average spatial power
spectrum [1]. The purely morphological Capon’s
method, which works directly with learning samples
and also is the least laborious of all the methods consid-
ered, is free from this disadvantage. However, this
method in essence is a rigid morphological analysis,
which gives a strong response only when the object has
a particular shape and orientation. Therefore, it should
be used when the reference structure element is known
a priori. Note that it may be difficult to reflect all statis-
tical features of the structure in this reference element.

Thus, none of the purely spectral or purely morpho-
logical methods is quite perfect from the viewpoint of
providing the maximum classification reliability. How-
ever, the results presented in this paper allow us to
expect that the spectral–morphological approach is the
most promising approach for classifying biological tis-
sues. The following aspects are fundamentally impor-
tant here. The matrix Kaa, which is constructed in this
method through directly averaging the cross products
of expansion coefficients of the members of the learn-
ing set in the proper basis (see formula (10)), is not
diagonal. The off-diagonal matrix elements introduce
morphological features of the given structure into the
classification process. At the same time, the diagonal
part of the spectral–morphological matrix Kaa was
found to be close to the exactly diagonal matrix Kaa in
the spectral approach (see formula (3)). These circum-
stances show that the learning set over which the spec-
tral–morphological approach performs the averaging is
a subset belonging to the complete hypothetical ensem-
ble of structures with given spatially homogeneous
spectral properties.

An image constructed as a collage of two random
images with the same spectral properties as those of the
true structures is classified by the spectral approach
identically with these structures, whereas the spectral–
morphological approach classifies it as a neutral image,
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because its two parts do not correspond to any of the
given types [1].

The spectral and spectral–morphological approaches
both exhibit a weak dependence of the result on partic-
ulars and characteristics of the classification algorithm.
The classification result is stable, and its quality
improves to a certain limit with an increase in the size
of the learning set. As its length increases further, the
quality remains almost unchanged.
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Abstract—The disagreement between the experimental and calculated positions of the first convergence zone
are known from many publications. The most probable cause for such a disagreement, namely, the incorrect
specification of the input data for the calculations, is considered. The lack of simultaneity between the hydro-
logical surveys of the region and the acoustic experiments is emphasized. The experimental data obtained by
the author in five ocean regions are presented. These data characterize the diurnal variability of the distance
from the source to the nearest boundary of the convergence zone. The relations proposed by different research-
ers for calculating the sound speed from the temperature, salinity, and hydrostatic pressure are analyzed. It is
shown that these relations lead to a substantial difference in the estimated depth dependence of the hydrostatic
gradient of the sound speed. The position of the first convergence zone is calculated for the propagation condi-
tions determined by vertical temperature and salinity profiles with the subsequent recalculation of these profiles
into sound speed profiles by using eight different formulas known from the literature. It is shown that different
formulas lead to different values of the distance to the first zone; this difference is substantially greater than that
between the calculations and experiment. The necessity of improving the recalculation relations in view of the
experimental data on sound propagation in natural oceanic waveguides, including the data on the actual posi-
tions of the convergence zones, is emphasized. © 2005 Pleiades Publishing, Inc.
One of the “unsolvable” problems of underwater
acoustics, which was repeatedly addressed in many
publications (e.g., [1–4]) over several decades, consists
in the discrepancy between the experimental and calcu-
lated positions of the first convergence zone. The differ-
ence in the measured and theoretical values of the dis-
tance from the source to the nearest boundary of the
zone reaches 1–2 km. As a rule (though not always), the
calculations lead to an overestimated distance in com-
parison with experiment.

This paper analyzes the most probable reason for
such a discrepancy, namely, the incorrect specification
of the input data for the calculations. The following fac-
tors are emphasized: the diurnal variability of the prop-
agation conditions, the lack of simultaneity in the
hydrological survey of the propagation path and the
acoustic experiments, and the substantial difference in
the relations proposed by different researchers for
recalculating the temperature, salinity, and hydrostatic
pressure into the sound speed.

1. In many cases, a hydrological survey of the prop-
agation path is carried out either before or after the
acoustic experiment. As a rule, a survey of the ocean
medium is performed up to a depth of 1000–2000 m
(deep-water stations, down to the bottom, are rare). The
missing part of the sound speed profile, c(z), is recon-
structed by using archive data. The diurnal variability
of the propagation conditions and the nonsimultaneous
1063-7710/05/5103- $26.00 0265
hydrological and acoustic measurements are possible
sources of the observed disagreement between the cal-
culated and measured distances to the convergence
zone. The time separation of the acoustic experiment
and the hydrological survey is usually 8 to 20 h.

In several expeditions by the research vessels of the
Acoustics Institute, diurnal studies of the geometry and
the intensity structure of the first convergence zone
were carried out. The experiments were performed in
five regions of the World Ocean: the Norwegian and
Mediterranean Seas, the Sea of Japan, the central part
of the Atlantic Ocean, and the central part of the Indian
Ocean. Figure 1 shows the sound speed profiles that
characterize the propagation conditions in all these
regions.

In all the experiments, the same technique [5, 6] was
used. The receiving vessel drifted with omnidirectional
receivers deployed to the chosen depths. The transmit-
ting vessel, with a sound source at the chosen depth,
went 2 to 3 knots away from the receiving vessel or
towards it and crossed the first convergence zone sev-
eral times a day. In crossing the convergence zone, a
continuous noiselike signal was transmitted within a
1/3-octave frequency band. The central frequency of
the transmission was about 3 kHz. Periodically (every
5–10 minutes), the distance between the source and the
receivers was measured. To do so, dedicated instru-
ments [7] were used. The distance was also periodically
© 2005 Pleiades Publishing, Inc.
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(every 1–2 h) measured with the use of a satellite navi-
gation system. Upon leaving the convergence zone, the
transmitting vessel turned around to cross the zone
again. At that time, the receiving vessel was used to
measure the sound speed profile c(z). The maximal
depth of the survey was no greater than 500 m. The
diurnal variations in the c(z) profile are illustrated in
Fig. 2, where a set of profiles measured in one of the
experiments is presented. The greatest changes in the
Ò(z) profiles were observed in the temperature disconti-
nuity layer, the layer where the maximal absolute value
of the negative gradient in the sound speed occurred:
both the value of the gradient and the position of the
layer varied. The main cause of the changes observed is
the presence of internal waves.

As the initial experimental data for estimating the
diurnal variations in the position of the first conver-
gence zone and for determining its intensity structure,
the sound field levels measured by a 2307 Bruel&Kjar
device were used. The measurements were performed
in a mode of recording the absolute arithmetic mean
values with running averaging over 1- to 2-s intervals.

After digitization, the sound field levels varying
with distance were stored in a computer memory. Thus,
the initial data for the subsequent processing had the
form of a set of arrays that contained the mean sound
field levels repeatedly measured in different parts of the
first convergence zone within 24 h. The data arrays
were adjusted to each other in distance. The step in dis-
tance, which was used in creating the arrays, was 10 to
25 m, depending on the particular experiment and the
reception depth. Figure 3 shows the variations in the
sound field level within the first convergence zone, as
measured in one of the experiments. The sound field
levels (in dB re 2 · 105 Pa) that are represented by the
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Fig. 1. Sound speed profiles characterizing the propagation
conditions in the regions of the experiments.
ordinate axis refer to the upper curve. All other curves
are artificially spaced in vertical.

The position of the nearest boundary of the conver-
gence zone and the distance from the source to this
boundary were determined for a level of –3 dB relative
to the maximum measured at the initial part of the zone.
In analyzing the bulk of the experimental data, the
mean values obtained for the position of the conver-
gence zone were corrected within some limits of the
above threshold level to obtain a minimal scatter in the
values of the distance to the zone boundary. The data of
these measurements are summarized in Table 1. The
following notations are used in the table: Z0 for the
depth of the towed source, Z1 for the depth of the
receiver, R0 for the experimental mean distance to the
nearest boundary of the convergence zone, R01 for the
same distance calculated with the c(z) profiles mea-
sured in the experiments, and SR for the standard devi-
ation of the distance to the zone.

The aforementioned study revealed diurnal varia-
tions in the position of the nearest boundary of the con-
vergence zone.

The standard deviation of the distance to the zone
varied from 150 to 300 m. The exception is the Sea of
Japan, where a maximal standard deviation of 700 m
was observed.

The mean value of the distance to the nearest
shadow zone differed by 0.5–2.5 km from the calcu-
lated value averaged over the sound speed profiles mea-
sured during the experiment. The calculations led to a
shorter distance (than the experimental one) for the
Norwegian Sea and to a longer distance for other ocean
regions. All the calculations were carried out with the
use of Tebyakin’s computer code [8] by using the sound
speed profiles measured in the experiment as the input
data. The sound speed profiles were continued down to

0
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1.51 1.52 1.53 1.54

Sound speed, km/s

Z, km

Indian Ocean

Fig. 2. Diurnal variations of the propagation conditions in
the Indian Ocean.
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Fig. 3. Diurnal variability of the intensity structure of the sound field in the vicinity of the first convergence zone in the Norwegian
Sea. The depths of the source and receiver are 120–125 and 150 m, respectively.
the bottom according to the data of deep-water hydro-
logical surveys nearest to the shallow ones in space and
time.

2. Some early studies [1, 3] that reported on the dis-
crepancy between the measured and calculated posi-
tions of the convergence zone focused on the problem
of the best choice of the relations (known at that time)
between the sound speed and the temperature, salinity,
and hydrostatic pressure, rather than on the reason for
the discrepancy. In these studies, the quality criterion
for the relation chosen was the agreement between the
ACOUSTICAL PHYSICS      Vol. 51      No. 3      2005
measured and calculated distances to the zone. Such an
approach, the estimation of the agreement between the
calculated propagation time of the probing signal and
the sea depth measured by echo sounding, was also
used by Meinen and Watts [9], who performed a com-
parison of the expressions proposed by Del Grosso [10]
and by Chen and Millero [11] for calculating the sound
speed.

Normally, the sound speed is obtained by recalculat-
ing the salinity and temperature of the sea water at cer-
tain depths. In recalculations, the relations between the
Table 1.  Data of 12- to 24-h observations on the position of the nearest boundary of the first convergence zone in different
ocean regions

Ocean regions Z0, m Z1, m R0, km SR, m R01, km

Indian Ocean (24 h) 120–125 160 56.4 240 59.0

470 54.6 220 56.6

Atlantic Ocean (24 h) 110 200 58.7 232 59.5

500 57.0 280 57.4

Atlantic Ocean (24 h) 20 150 60.8 220 62.0

500 59.6 200 60.0

Norwegian Sea (24 h) 120–125 15 44.0 300 43.9

60 41.4 170 40.2

150 40.5 150 39.2

500 36.3 100 35.6

Mediterranean Sea (12 h) 84–88 15 28.4 200 30.3

Sea of Japan (24 h) 70–85 20 42.1 700 43.1
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sound speed, salinity, temperature, and hydrostatic
pressure (or depth), which are derived from a bulk of
experimental data, are used.

The six formulas proposed by several researchers
[10–15] for recalculating the temperature, salinity, and
hydrostatic pressure into the sound speed were ana-
lyzed. All of these formulas were obtained on the basis
of experimental data characterizing the dependence of
the sound speed on the hydrological parameters. In dif-
ferent studies, different parameters were used as the ini-
tial ones, namely, the temperature, salinity, and depth or
the temperature, salinity, and hydrostatic pressure. To
bring these relations into a common form c(t, S, z), the
hydrostatic pressure was converted into the depth by
using the formula proposed by Polosin [16].

To compare different relations, a set of calculations
was performed for different values of the parameters of
the sea medium. The most demonstrative results were
obtained for the sea medium with constant temperature
and salinity in depth [17].

Figure 4 shows the resulting gradients of the sound
speed. The calculations were performed for depths
from 0 to 5000 m with temperature and salinity of 3°ë
and 35‰, respectively. The scatter in the gradient val-
ues calculated with different formulas reaches 0.0005 s–1

at smaller depths and is even greater for depths of 3–4 km
and over. Such changes in the gradient of the sound
speed are quite sufficient to displace the convergence
zone by more than 1 km. This was a somewhat unex-
pected result.

Figure 5 shows the results of similar calculations per-
formed for a temperature of 13.5°C and a salinity of
38‰, which are characteristic of the Mediterranean Sea.
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Sound speed gradient

Fig. 4. Calculated depth dependences of the sound speed
gradient at constant temperature and salinity (3°ë and 35‰,
respectively); the formulas proposed by different research-
ers are used.
The scatter in the sound speed gradients calculated by
using different formulas is not at all lower. Therefore,
the calculations were continued in a somewhat differ-
ent way.

3. A set of calculations was carried out in connection
with the diurnal observations of the position of the con-
vergence zone. The c(z) profiles were calculated for
each of the five ocean regions. In the calculations, depth
dependences of the temperature and salinity measured
in the experiments were used (for depths greater than
1500–2000 m, the temperature and salinity were taken
from the archive data). Eight relations published by dif-
ferent researchers in different years [10–15, 18, 19]
were used to recalculate the temperature, salinity, and
hydrostatic pressure (depth) into the sound speed. For
each region, eight c(z) profiles were obtained. These
profiles were used to calculate the sound field and the
distance from the source to the nearest boundary of the
first convergence zone. The positions of the source and
receiver were specified according to the experimental
layouts. The results obtained are summarized in Table 2.

For nearly all the regions, the minimal distance to
the zone is obtained by the use of the Kuwahara–Mack-
enzie relations. These relations (in contrast to other
ones used) are based on the results of recalculating the
dependences of the modulus of the volume elasticity
and the density of the sea medium on the temperature,
salinity, and hydrostatic pressure into the sound speed.
These results were presented in the form of tables by
Kuwahara [20] in the late 1930s and in the form of
empirical relations proposed by Mackenzie [19] in
1960.
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Sound speed gradient0.0185
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Depth, m
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Fig. 5. Calculated depth dependences of the sound speed
gradient at constant temperature and salinity (13.5°C and
38‰, respectively); the formulas proposed by different
researchers are used.
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Table 2.  Distance from the source to the nearest boundary of the convergence zone. The calculations of the sound field are
performed for a number of sea regions with the c(z) profiles obtained by using different formulas. Comparison of the calcu-
lations with the experiment
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Indian Ocean 120 m 160 m 55.575 58.225 57.975 56.675 56.925 56.925 57.125 57.475 56.4 km

470 m 53.575 56.275 55.975 54.725 54.875 54.925 55.175 55.475 54.6 km

Atlantic Ocean 110 m 200 m 57.725 60.175 59.975 58.475 59.025 59.025 59.025 59.425 58.7 km

500 m 55.525 58.175 57.975 56.625 57.025 57.075 57.125 57.475 57.0 km

Norwegian Sea 122 m 15 m 41.425 44.425 44.425 44.075 43.525 43.725 44.875 43.875 44.0 km

60 m 38.175 40.775 41.125 40.925 40.375 40.375 40.375 40.625 41.4 km

150 m 36.975 39.325 39.425 39.475 38.875 39.125 38.775 39.175 40.5 km

500 m 33.575 35.725 35.825 35.875 35.325 35.625 35.325 35.625 36.3 km

Sea of Japan 80 m 20 m 41.825 45.725 44.825 45.275 43.875 43.925 44.125 44.275 42.1 km

Mediterranean Sea 86 m 15 m 27.775 30.475 27.525 30.325 29.675 29.325 29.975 29.775 28.4 km
For seven c(z) profiles (except for one obtained with
the Kuwahara–Mackenzie formula), the minimal scat-
ter in the calculated distances to the zone was 0.5 km
for a reception depth of 500 m in the Norwegian Sea.
The maximal scatter, 2.9 km, was obtained for the Med-
iterranean Sea. In the Indian and Atlantic oceans, the
scatter in the calculated distances to the zone was 1.5–
1.7 km.

For the sake of comparison, the experimentally
measured distances to the zone are presented in the last
column of Table 2. The best agreement between the
measured and calculated distances is obtained with the
Del Grosso formula [10] for the Indian Ocean and with
the Chen–Millero formula [11] for the Atlantic Ocean.
Note that the difference between the experimental and
calculated distances given by both methods is lower than
0.4–0.5 km for these regions. It is worth mentioning that
the relation proposed by Chen and Millero in the early
1980s was recommended by UNESCO for oceanologi-
cal calculations.

The Del Grosso relation leads to the best agreement
between the experiment and the calculations for the
Norwegian Sea. In this case, the distance calculated
according to Del Grosso differs from that calculated
according to Chen and Millero by about 0.55 km, inde-
pendently of the reception depth.

For the Sea of Japan and the Mediterranean Sea, the
best agreement between the experiment and the calcu-
lations corresponds to the sound speed estimated
according to Kuwahara. For the Mediterranean Sea, the
experimental value of the distance to the zone falls
between the values calculated with the Kuwahara and
Lovett formulas (the difference between these two cal-
culated values is 1.55 km). Such a result agrees well
with the experimental data of other researchers.
ACOUSTICAL PHYSICS      Vol. 51      No. 3      2005
According to English [1] (1963), in the experiments
performed by Hace (Woods Hole) in the Mediterranean
Sea, the experimental distance to the convergence zone
falls between the values calculated with the formulas of
Kuwahara and Wilson. From the statements of English,
it also follows that the experimental value of the dis-
tance is closer to that given by the Kuwahara relation.

The studies performed show that none of the rela-
tions tested can be treated as a universal one for the cal-
culation of the sound speed in the sea medium. At the
same time, for all the ocean regions at hand, a relation
exists that leads to a satisfactory agreement between the
calculated and measured distances to the convergence
zone. It seems that such a situation is a consequence of
some individual properties of the propagation condi-
tions in these regions.

What is the fundamental difference in the regions at
hand from the viewpoint of the mechanisms of the
sound field formation in the vicinity of the first conver-
gence zone?

The first difference consists in the position of the
axes of the underwater sound channel (USC). In the
Atlantic and Indian oceans, the depth of the USC axis
is about 1500 m. The beginning of the zone is formed
by the rays whose lower turning point is at depths of 3–
4 km. In this case, the distance to the zone strongly
depends on the hydrostatic gradient of the sound speed
at these depths. In the Mediterranean Sea and in the Sea
of Japan, the USC axis is at depths of 150–250 m. The
beginning of the convergence zone is formed by the
rays with turning points at 1–2 km. For these ocean
regions, the distance to the zone depends on the hydro-
static gradient at much shallower horizons (0.5–2 km).
The Norwegian Sea is intermediate in this respect.
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The second difference consists in the temperature of
the water bulk below the USC axis. This temperature is
2–4°ë in the Atlantic and Indian oceans, lower than
0°ë in the Sea of Japan and the Norwegian Sea, and
13–13.5°C in the Mediterranean Sea. One should keep
in mind that, apart from the direct dependence of the
hydrostatic gradient on the depth, the relations pro-
posed by different researchers contain the cross terms
determining the temperature dependence.

Such fundamental differences between the regions
could be used for correcting the formulas for calculat-
ing the sound speed from the temperature, salinity, and
hydrostatic pressure in view of the experimental data on
the position of the first convergence zone. The need for
such a correction is beyond question.

From the studies performed, the following conclu-
sions can be drawn regarding the main reasons for the
discrepancies between the experimental and calculated
positions of the first convergence zone:

(i) The diurnal variability of the propagation condi-
tions leads to substantial changes in the distance from
the source to the nearest boundary of the convergence
zone. However, the lack of simultaneity in the hydro-
logical and acoustic measurements, which is one of the
reasons for the difference between experiment and cal-
culations, can only partially account for the discrepan-
cies observed.

(ii) The substantial difference in the relations pro-
posed by different researchers for calculating the sound
speed from the temperature and salinity measured at
different depths seems to be the main cause of the dif-
ference in the experimental and calculated distances to
the zone. The calculations of the sound field with the
c(z) profiles obtained by using different formulas for
recalculating the temperature and salinity at different
depths into the sound speed lead to a scatter in the dis-
tance to the zone within the same range of values (in
order of magnitude) as those reported by different
researchers.

(iii) From all the relations proposed for recalculat-
ing the temperature, salinity, and hydrostatic pressure
into the sound speed, one cannot select a universal one
that leads to the best agreement between the experi-
mental and calculated distances to the zone (at least, for
the five regions analyzed). In constructing such a rela-
tion, the experimental data on the position of the first
convergence zone should be taken into account.
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Abstract—Numerical calculations show that, in the presence of weak fluctuations of sound velocity, ray tra-
jectories in underwater acoustic waveguides exhibit a chaotic behavior. According to the findings of the late
1990s, under the chaotic conditions, the travel times of sound pulses along trajectories connecting the source
and receiver form compact clusters. Each cluster is formed by the rays that have the same sign of their launch
angles at the source and the same number of turning points. The cluster center is close to the arrival time of an
unperturbed ray with a similar topology. The paper presents a quantitative description of this phenomenon. The
ray structure of the field is analyzed using the Hamiltonian formalism in terms of the action–angle canonical
variables. The width of the cluster and its shift with respect to the unperturbed ray arrival are estimated. The
results of the study explain (from the point of view of geometrical optics) the presence of stable maxima in the
initial part of a pulse signal, which are observed in the field and in numerical experiments on the long-range
sound propagation in the ocean. © 2005 Pleiades Publishing, Inc.
I. INTRODUCTION

The results of numerical modeling and the data of
field experiments demonstrate that the method of geo-
metrical optics allows one to adequately predict a num-
ber of sound field characteristics in the deep sea at dis-
tances of up to several thousands of kilometers [1–3].
This stimulates the development of ray methods for
analyzing long-range sound propagation in the ocean.

In the geometrical optics approximation, the signal
in an acoustic waveguide represents a sum of pulses
arriving at the observation point along different ray tra-
jectories [4]. For brevity, the travel times of such pulses
are called ray travel times. In the late 1970s, it was
already known that, even at a distance on the order of
1000 km, the pulses arriving at the receiver along dif-
ferent steep rays form rather steady peaks of the
received signal, which often are resolved in time [5].
This is explained by the fact that random inhomogene-
ities of the medium lead to a splitting of the unper-
turbed ray into a bundle of microrays with close trajec-
tories and, therefore, with close travel times [6].

However, in the second half of the 1990s, when the
appearance of high-performance computers allowed
one to model the ray dynamics in realistic models of
underwater waveguides, it was found that the situation
is much more complicated and interesting [7–10]. It
was found that the presence of weak and rather small-
scale inhomogeneities of the sound velocity induces ray
chaos, which is an analog of the dynamical chaos in
mechanics [11]. Ray chaos is a general property of
range-dependent waveguides and is observed in various
models of underwater sound channels [7–9, 12–16].
1063-7710/05/5103- $26.00 0271
Chaotic rays are very unstable: the difference in the ver-
tical coordinates δz of the trajectories with close initial
conditions increases with range r, on average, accord-
ing to the exponential law (as long as this difference is
small compared to the transverse size of the
waveguide):

(1)

where λ > 0 is the Lyapunov exponent.
Such a behavior of the trajectories is observed in the

simplest (however, quite realistic) two-dimensional
model of the underwater sound channel in a deep sea [2,
17], where the sound velocity field c(r, z) (r is the dis-
tance, z is the depth) is represented as

(2)

Here, c0(z) is the smooth unperturbed profile and δc(r, z)
is the random internal-wave-induced perturbation with
statistics described by the Garrett–Munk spectrum [6,
18]. In spite of its weakness, this perturbation causes
chaotic behavior of the ray trajectories with Lyapunov
exponent λ on the order of 1/100 km–1 for the flat rays
and 1/300 km–1 for the steep rays [2, 10]. Because of the
exponential divergence of the trajectories at long
ranges, one does not deal with bundles of stochastic
microrays weakly deviating from the initial unper-
turbed ray in this case.

Under the chaos conditions, the number of rays
connecting the source and the receiver on long tracks
is very large. However, their arrival times are unex-
pectedly grouped in rather compact clusters [2, 9].
Each cluster is formed by the rays with the same iden-

δz eλ r,∼

c r z,( ) c0 z( ) δc r z,( ).+=
© 2005 Pleiades Publishing, Inc.
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tifier ±M, where ± is the sign of the launch angle of a
ray at the source and M is the number of turning points.
The center of the cluster is close to the arrival time of
the unperturbed ray with the same identifier. It is impor-
tant to note that the rays forming a cluster, in spite of the
identity of their topology, can considerably diverge in
space. A remarkable feature of steep rays is the fact that
the clusters formed are resolved in time and form stable
maxima in the signals observed in the experiments [2].

The aim of this paper is the statistical description of
the clustering effect. For analyzing the ray dynamics,
we use an approach developed in [19–21] (the last ref-
erence [21] is an e-print that can be found on the Inter-
net at xxx.lanl.gov.). This approach is based on the
Hamiltonian formalism expressed in terms of the
action–angle canonical variables (I, θ). They are widely
used for analyzing the finite motions of particles in
mechanics and for studying oscillations of ray trajecto-
ries in waveguides [7, 22].

Because of the weakness of sound velocity fluctua-
tions, even at long range the variation of the action vari-
able I remains small compared to the scale typical of
the dependence of the unperturbed Hamiltonian on I.
The presence of this small parameter of the problem,
which can hardly be “discerned” when operating with
the standard momentum–coordinate variables, allows
one (i) to find an unexpectedly simple approximate for-
mula connecting the variations of the ray arrival times
with the action variable variations and (ii) to approxi-
mate the fluctuations of the action variable by the
Wiener random process, which represents the simplest
diffusion model [23, 24]. As a result, one can estimate
the width of the cluster and find its shift with respect to
the arrival time of the unperturbed ray. It is shown that,
on long tracks, this shift is directed toward early times;
i.e., the perturbed pulses arrive somewhat earlier than
the unperturbed ones.

2. THE HAMILTONIAN FORMALISM
FOR THE DESCRIPTION OF RAY 

TRAJECTORIES

2.1. Momentum–Coordinate Variables

Consider an acoustic waveguide with a sound veloc-
ity field given by Eq. (2). Let the z axis be directed
upwards and the water surface be at the level z = 0. The
refractive index is n(r, z) = cr/c(r, z), where cr is a con-
stant (we suppose that |c(r, z) – cr| ! cr). In the momen-
tum–coordinate variables (p, z), the ray equations have
the form of the Hamiltonian equations [7, 10, 13]

(3)

with the Hamiltonian

(4)

dz
dr
-----

∂H
∂p
-------,

dp
dr
------ ∂H

∂z
-------,–= =

H n2 p2– .–=
The equations

(5)

relate the momentum p and the Hamiltonian H with the

ray grazing angle χ. The ray arrival time is t = /c,

where ds is the element of the ray trajectory arc. This

time can be represented as t = S, where

(6)

is the eikonal. In optical-mechanical analogy, the role
of time is played by the coordinate r while the eikonal S
is an analog of the mechanical action [7, 10, 13, 25].

2.2. Action–Angle Variables

The canonical transformation relating the momen-
tum–coordinate (p, z) and the action–angle (I, θ) vari-
ables is given by the known relationship [22]

(7)

where G(I, z, r) is the generating function. To determine
the function G, we consider the unperturbed waveguide
with the refractive index profile n0(z) = cr/c0(z). In such
a waveguide, the Hamiltonian

(8)

is conserved along the ray trajectory. The action vari-
able I is determined by the integral [7, 22]

(9)

over the trajectory oscillation cycle. The coordinates
zmin and zmax are depths of the ray turning points. At
these depths, n0(z) = H0. Equation (9) defines the
Hamiltonian H0 as a function of the variable I. The ray
trajectory in the unperturbed waveguide is a periodic
curve with the cycle length D = 2π/ω, where

(10)

Let us assume that the oscillation cycle of the ray
trajectory begins at the minimum of the cycle. In the
first half-cycle, where the variable θ varies from 0 to π,
the canonical transformation is determined by equa-
tions [7, 13, 22]

(11)

with the generating function

(12)

p n χ , Hsin n χcos–= =

sd∫
cr

1–

S p zd H rd–( )∫=

dS pdz Hdr– dG θdI– Hdr,–= =

H0 n0
2 z( ) p2––=

I
1

2π
------ pdz∫°

1
π
--- z n0

2 z( ) H0
2–d

zmin

zmax

∫= =

ω I( )
dH0 I( )

dI
-----------------.=

p
∂G
∂z
-------, θ ∂G

∂I
-------,= =

G I z,( ) z n0
2 z( ) H0

2 I( )– .d

zmin

z

∫=
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These formulas define the direct

(13)

and inverse

(14)

canonical transformations. In the second half-cycle,
where θ varies from π to 2π, the transformations are
continued with the use of the following relationships:
p(I, θ) = –p(I, 2π – θ) and z(I, θ) = z(I, 2π – θ). At the
beginning of each new cycle, θ returns to the value θ = 0
in a jumplike manner.

This transformation can also be used in the per-
turbed waveguide with δc ≠ 0. In this case, the Hamil-
tonian can be represented in the form

(15)

where

(16)

Since generating function (12) does not depend on r,
the Hamiltonian H in terms of new variables (I, θ) is
expressed by the simple substitution of Eq. (14) into
Eqs. (15) and (16). As a result, we obtain

(17)

We rewrite Eq. (7) in the form dS = d(G – Iθ) – Idθ –
Hdr and note that, in spite of the jumps of θ from 2π to
0 on passing through each minimum, the combination
G – Iθ is a continuous function of distance. At the tra-
jectory minima, i.e., at the origin and end of each cycle,
this combination is zero. Integrating dS and taking into
account the aforesaid, we obtain the expression for the ray
eikonal as the sum (here and below, we assume that the
ray trajectories begin at the distance r = 0)

(18)

where

(19)

and

(20)

Here and in what follows, we use subscripts 0 and 1 to
indicate the ray parameters at the initial and terminal
points of the trajectory, respectively.

It is convenient to make the angular variable θ be a
continuous function of distance. For this purpose, we
add 2πν to its values at the νth cycle of the trajectory.
In this case, p(I, θ) and z(I, θ) become periodic func-
tions of θ with a period of 2π. The transfer to the contin-
uous θ does not change Eq. (20), but, in formula (19), θ1
is now understood as the terminal value of the angular
variable taken modulo 2π. For the trajectory with

I I p z,( ), θ θ p z,( ),= =

p p I θ,( ), z z I θ,( )= =

H H0 V ,+=

V p z r, ,( )

=  n2 z r,( ) p2–– n0
2 z( ) p2–  . δc/cr.+

H I θ r, ,( ) H0 I( ) V I θ r, ,( ).+=

S Sa Sb,+=

Sa G z0 I0,( )– G z1 I1,( ) θ0I0 θ1I1–+ +=

Sb I θd H V+( ) rd–( ).

0

r

∫=
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N cycles, the magnitude of the continuous angular vari-
able at the terminal point is related to θ0 and θ1 by the
relationship

(21)

The ray equations (Hamiltonian equations) in terms
of the new variables take the form

(22)

and

(23)

The canonical transformation determined by Eqs. (11)
and (12) can be expressed analytically in an explicit
form only for several specifically chosen profiles n0(z)
[7, 13]. However, in underwater acoustics, we should
deal with the refractive index profiles obtained by the
spline approximation of the data of measurements per-
formed at a finite number of points. In this case, the cal-
culation of the ray trajectories is carried out using the
standard ray codes [26]. The same codes can be used
for calculating the variables I and θ. The question about
the numerical realization of the canonical transforma-
tion determined by Eqs. (11) and (12) is briefly dis-
cussed in [21] using the standard ray code. The proce-
dure described in [21] is used in obtaining the numeri-
cal results presented in Section 6.

2.3. The Ray Arrival Time Differences

We compare the eikonals of two rays, the trajectory
of one of the rays lying in the perturbed waveguide (the
“perturbed” ray) and the trajectory of another ray in the
unperturbed waveguide (the “unperturbed” ray) (σc = 0).
The unperturbed ray parameters will be denoted by an
overbar. Assume that the perturbation V is proportional
to a small parameter ε and that the initial values of the
action variables of the compared rays are close to each
other. Then, according to Eq. (22), the difference
between these variables at any distance will be δI = I –

 = O(ε). We impose no other restrictions. The rays can
be launched from different depths z0 and  and arrive

at depths z1 and . In spite of the fact that the rays
propagate over the same distance along the axis r, their
trajectories may have different numbers of cycles,
namely, N and .

The eikonal of the unperturbed ray  is determined
by formulas (18)–(20), which are simplified due to the
fact that  does not depend on distance. In particular,

θ 2πN θ0– θ1.+=

dI
dr
----- ∂V

∂θ
-------–=

dθ
dr
------ ω ∂V

∂I
-------.+=

I
z0

z1

N

S

I



274 VIROVLYANSKY
 =  = . Using Eqs. (10) and (11) for the difference
in the components of eikonal (19), we find

(24)

Here, δθ0, 1 = θ0, 1 – . The difference in the compo-
nents (20) is accumulated with the distance, and, in esti-
mating this difference, we retain the terms on the order
of O(ε2). Using the fact that, according to Eq. (23), dθ =
(ω(I) + ∂V/∂I)dr and d  = ω( )dr, we obtain

(25)

The symbols  and  denote the first and second

derivatives of ω( ) with respect to . The difference in
the angular variables for the rays at the track end, with an
accuracy up to the terms proportional to ε2, is equal to

(26)

where ∆N = N – . The last equality in Eq. (26) follows
from Eq. (21). Substituting Eq. (26) into Eq. (25) and
combining Eq. (25) and Eq. (24), we find

(27)

In deriving this formula, we have expanded the dif-
ference ω(I) – ω( ) in powers of δI and retained only
the two first terms. This can be done only in the case
when δI is much smaller than the typical scale of the
function ω(I). In other words, the following inequality
must be valid:

(28)

It should be emphasized that this inequality does not
assume that the change in the variable I is small com-
pared to the initial value of I. In [21], it was shown that,
in a typical deep-water waveguide with inhomogene-
ities caused by internal waves, this condition is valid
even at distances of the order of several thousands of
kilometers. In the same paper, it was also shown that the

I1 I2 I

Sa Sa– G z0 I,( ) G z0 I,( )–[ ]–=

+ G z1 I,( ) G z1 I,( )–[ ] I δθ0 δθ1–( ) O ε2( ).+ +

θ0 1,

θ I

Sb Sb– Iω'δI
1
2
--- ω' Iω''+( )δI2+ 

  rd

0

r

∫=

+ I∂V /∂I V– δI∂V /∂I+( ) rd

0

r

∫ O ε3( ).+

ω' ω''

I I

δθ ω'δI
1
2
---ω''δI2 ∂V /∂I+ + 

  rd

0

r

∫=

=  2π∆N δθ0– δθ1,+

N

δS S S– G z0 I,( ) G z0 I,( )–[ ]–= =

+ G z1 I,( ) G z1 I,( )–[ ] 2π∆NI+

+ V rd

0

r

∫ ω'
2
----- δI2 rd

0

r

∫ δI∂V /∂I r.d

0

r

∫+ +

I

µ dω
dI
-------

δI
ω
-----  ! 1.=
last term in Eq. (27) can be neglected. In the case when
the initial coordinates z0 and  are close to each other,

as are the terminal coordinates z1 and , Eq. (27), with
allowance for the first equality (12), can be represented
in the form

(29)

where  and  are the initial and terminal momenta
of the unperturbed ray, respectively, while δz0, 1 = z0, 1 –

. In such a form, the expression for δS was obtained
in [19] (see also [20, 21]).

For the difference in the arrival times of the rays
connecting a point source and a receiver (z0, 1 = ),
from Eq. (29) with allowance for Eq. (16) we obtain

(30)

where

(31)

(32)

(33)

In the unperturbed waveguide (δc = 0), the terms δtV
and δtI are reduced to zero, and we arrive at the formula
previously obtained in [27–29].

In the case when the rays to be compared have the
same identifiers (i.e., the same topology), the term δtN
is reduced to zero. The terms δtV and δtI have different
physical meanings. The first of them predominates at
short ranges, where a weak perturbation has no time to
cause noticeable distortions of the trajectory shape [5, 6].
At long ranges (several thousands of kilometers), the
term δtI [19, 21] becomes predominant for most rays. It
takes into account the variations in the ray arrival times
due to the change of the trajectory shape.

A simplified (but less rigorous) derivation of for-
mula (30) in the situation when δtN = 0, as well as the
results of testing Eq. (30) by a direct numerical solu-
tion of the ray equations, are presented in the recent
paper [30].

Formulas (27) and (29)–(33) relate the variations of
the ray arrival times to variations of other trajectory
parameters. For practical use of these results, it is nec-
essary to express the statistical characteristics of the
trajectories (determining the statistics of the right-hand
parts of the above-mentioned formulas) in terms of the
characteristics of the environmental inhomogeneities

z0

z1

δS p0δz0– p1δz 2π∆NI+ +=

+
ω'
2
----- δI2 rd

0

r

∫ V r,d

0

r

∫+

p0 p1

z0 1,

z0 1,

δt t t– δtN δtV δtI,+ += =

δtN 2π∆NI/cr,=

δtV
1

cr
2

---- δc r,d

0

r

∫–=

δtI +
ω'
2cr

------- δI2 r.d

0

r

∫=
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causing the ray chaos. In the next section, the approxi-
mate method developed in [21, 31] (see also [20]) for
solving this problem is briefly discussed.

3. THE STATISTICAL DESCRIPTION
OF RAY TRAJECTORIES

Let us use the model of a deep-water acoustic
waveguide with an unperturbed sound velocity profile
c0(z) that is shown at the left of Fig. 1. The weak fluctu-
ations of sound velocity δc(r, z) are caused by the effect
of the random field of internal waves with the statistics
given by the empirical Garrett–Munk spectrum [6]. At
each point of the waveguide, the mean value (over the
ensemble of inhomogeneities) of the perturbation is
〈δc(r, z)〉  = 0. For the numerical modeling of specific
realizations of perturbation δc(r, z), we use the method
suggested in [18]. Omitting details (see [19, 21], where
this model of the waveguide is described at length), we
only note that the rms amplitude δc(r, z) near the sur-
face is equal to 0.5 m/s and decays with depth accord-
ing to the law exp(–z/L), where L = 0.66 km. The spec-
trum of the dependence of the perturbation on the hori-
zontal coordinate r is concentrated within the interval
of spatial frequencies from 2π/100 km–1 to 2π/4 km–1.
The right-hand part of Fig. 1 shows the vertical sections
of the field δc(r, z) for three different distances. In such
a waveguide model, the rays behave chaotically, and the
trajectories with close initial conditions exponentially
diverge as r increases. The values of the corresponding
Lyapunov exponents are indicated in the Introduction.

Formally, ray equations (3) in a randomly inhomo-
geneous medium can be considered as stochastic equa-
tions whose parameters are determined by a random
function δc. The analytical solution to these nonlinear
equations can be obtained in the framework of ordinary
perturbation theory only for short ranges, where the
perturbation has no time to cause noticeable deviations
of the trajectory from the unperturbed ray.

However, as is shown in [20], [21], and [31], the sit-
uation is simplified with the change to the action–angle
variables. Because of the weakness of the perturbation,
the variation of the action variable on the horizontal
scales of the environmental inhomogeneities is small.
Therefore, the right-hand side of Eq. (22) can be con-
sidered as a random δ-correlated function. In this case,
I(r) will be a Markovian process [23] with a probability
density P(I, r) obeying the Fokker–Plank equation

(34)

The calculation of the diffusion coefficient B is dis-
cussed in detail in [21], where it is shown that, in our
model of the medium, the dependence of B on I is rather
weak and the diffusion coefficient can be approximated
with a constant to a good accuracy:

B = 1.5 × 10–7 km. (35)

∂P
∂r
------

∂
∂I
-----B

∂
∂I
-----P.=
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In this approximation, we have

(36)

where x(r) is the Wiener random process [23, 24]. It
starts at the point x(0) = 0 and obeys the stochastic
equation

(37)

where ξ is white noise with a zero mean and a corre-
lation function 〈ξ (r)ξ(r')〉  = Bδ(r – r'). Here and below,
the angular brackets mean statistical averaging.
Because the Wiener process is of a Gaussian nature,
all its statistical characteristics are determined by the
mean value and the correlation function:

(38)

Some difficulty arises because the random function I(r)
given by Eqs. (36) and (37) can take both positive and
negative values. However, the action variable is nonne-
gative by definition. This restriction is easily taken into
account by introducing a reflecting boundary at I = 0.
The solution to the Fokker–Plank equation (34) with
the constant diffusion coefficient and the initial condi-
tion P(I, 0) = δ(I – I0) in the presence of the reflecting
boundary has the form [23, 24]

(39)

Stochastic equation (37) approximates Hamiltonian
equation (22).

For simplifying the second Hamiltonian equation,
following [20, 21, 31], we replace ω(I) by ω(I0) + ω'(I0)x

I I0 x,+=

dx
dr
------ ξ r( ),=

x〈 〉 0, x r( )x r'( )〈 〉 Bmin r r',( ).= =

P I r,( )

=  
1

2πBr
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Fig. 1. Unperturbed sound velocity profile c0(z) (at the left)
and the vertical sections of the perturbation δc(r, z) for three
different distances (at the right).
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and neglect the last term on the right-hand side of Eq. (23).
Representing the angular variable in the form

(40)

instead of (23) we obtain the equation

(41)

with the initial condition y(0) = 0. This yields

(42)

In the approximation under consideration, which
below will be called Wiener process approximation, the
statistical moments and many other characteristics of I
and of θ are easily expressed in integral form. The for-
mulas obtained make it possible to analytically
describe the chaotic ray structure of the field in an inho-
mogeneous waveguide.

In the following sections, this approach will be used
for analyzing the clusters of the ray arrival times. We
conditionally divide all rays into steep and flat ones: the
steep (flat) rays are those intersecting the channel axis
under a grazing angle greater (smaller) than 5°. The
idea of this partition is that, for the steep rays, we can
ignore the “reflections” of the action variable from the
boundary I = 0. Then, in formula (39), we can neglect
the second term in the square brackets. In this approxi-
mation, 〈I〉  = I0 and the variance of I grows according to
the diffusion law

(43)

In what follows, we restrict our consideration to analyz-
ing only the steep rays.

4. RAYS WITH THE SAME IDENTIFIER

Let us choose one of the unperturbed rays connect-
ing the source and the receiver and investigate the sta-
tistics of the perturbed (chaotic) rays characterized by
the following properties: (i) they should have the same
identifier ±M as that of the chosen unperturbed ray and
(ii) they should arrive at the receiver. The arrival times
of such rays form one of the clusters, as was mentioned
in the Introduction. To solve this problem, we use a
simplifying assumption that, on long tracks (M @ 1),
condition (ii) imposes weak additional limitations (as
compared to condition (i)) on the statistical moments of
the action variable, which will be calculated in this sec-
tion. Therefore, the condition that a chaotic ray belongs
to the cluster can be formulated as a rather simple ine-
quality:

(44)

θ θ0 ω I0( )r y,+ +=

dy
dr
------ ω' I0( )x=

y r( ) ω' I0( ) x r'( ) r'.d

0

r

∫=

I I0–( )2〈 〉 Br.=

π/2– θ θ0– θ θ0–( )– π/2.< <
As in Subsection 2.3, the parameters of the unperturbed
rays are marked with an overbar. From Eq. (44), with
allowance for Eqs. (40) and (42), we obtain

(45)

The smallness of the parameter µ (see expression (28))
allows one to approximately replace ω(I0) – ω( ) by

ω'(I0)(I0 – ). As a result, inequality (45) takes the form

(46)

where

(47)

The probability density of a random Gaussian quantity g
obtained with the help of Eq. (38) is equal to

(48)

The probability for the ray with the initial value of
the action I0 to obey condition (44) (we denote it by
P0(I0)) is determined by the integration of Pg(g) over
interval (46). On long tracks, the width of this interval
is considerably smaller than the scale of the function
Pg(g); i.e.,

(49)

and we obtain

(50)

This suggests that the initial values of the action for the
cluster-forming rays are concentrated mainly within the
interval of width

(51)

To estimate the term δtI involved in Eq. (30), we
need to calculate the moments of the random quantity

(52)

within the interval of distances 0 ≤ ρ ≤ r. Let us denote

(53)

and calculate the correlation function

(54)
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Here, the averaging is carried out over the rays forming
the cluster, which satisfy condition (45).

For clarity, we assume that the rays launched from
the source form a dense (in the limit, infinitely dense)
fan. The number of rays with initial values of I within
the small interval (I0, I0 + dI0) is equal to ν(I0)dI0, where
ν(I0) is the density depending on the directional pattern of
the source. We use the symbol (g, a1, a2) to
denote the combined probability density of a1, a2, and
g. The number of rays with the parameters I0, a1, and a2
that belong to the intervals (I0, I0 + dI0), (a1, a1 + da1),
and (a2, a2 + da2) is equal to

Here, we took into account that, according to inequal-
ity (46), the values of g for the cluster-forming rays are

within the interval of width dg =  and assumed

Wg a1 a2, ,

dÑ ν I0( )Wg a1 a2, , I I0– a1 a2, ,( ) π
ω' I( ) r
------------------dI0da1da2.=

π
ω' I( ) r
------------------
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that the variations of the function (g, a1, a2)
within this interval are small. Assuming that the depen-
dence ν(I) is sufficiently smooth to replace ν(I0) by

ν( ), we obtain

(55)

For calculating this integral, it is not necessary to know
the explicit form of the function (g, a1, a2).
Using the well-known representation of the probability
density of the random quantity β in the form

(56)

where the angular brackets mean averaging over the
statistical ensemble of the values of β, leads to the
expression

Wg a1 a2, ,

I

Q ρ1 ρ2,( )
a1a2 Ñd∫

Ñd∫
---------------------=

=  a1a2Wg a1 a2, , I I0– a1 a2, ,( ) I0 a1 a2.ddd∫
Wg a1 a2, ,

Pβ b( ) δ b β–( )〈 〉 ,=
(57)Wg a1 a2, , I I0– a1 a2, ,( ) δ I0 I– g+( )δ a1 I0– I x ρ1( )–+( )δ a2 I0– I x ρ2( )–+( )〈 〉 ,=
where averaging is carried out over the Wiener process
realizations x(ρ). Substituting Eq. (57) into Eq. (55) and
using Eq. (38), we find

(58)

This specifically yields

(59)

As is seen, at the end of the track (at the point ρ = r),
the variance is less by a factor of three than that of the
value (see Eq. (43)) obtained without allowance for
limitation (46).

Because δI(ρ) is a Gaussian random process with
zero mean, all its statistical moments are expressed in
terms of the second moment, i.e., in terms of the func-
tion Q(ρ1, ρ2) [24, 32]. In particular, the fourth moment
is equal to

(60)

5. TRAVEL TIMES AND ARRIVAL ANGLES
OF CHAOTIC RAYS

Let us first consider a bundle of the trajectories with
launch angles within a narrow interval with the center
at a point χ0. On long tracks (r @ λ), these trajectories

Q ρ1 ρ2,( ) x ρ1( ) g–( ) x ρ2( ) g–( )〈 〉=

=  B r
3
--- ρ1– ρ2–

ρ1
2 ρ2

2+
2r

----------------- min ρ1 ρ2,( )+ + 
  .

δI2 0( )〈 〉 δ I2 r( )〈 〉 Br
3

------.= =

δI2 ρ1( )δI2 ρ2( )〈 〉

=  Q ρ1 ρ1,( )Q ρ2 ρ2,( ) 2Q2 ρ1 ρ2,( ).+
diverge in space and their identifiers may be noticeably
different from the identifier of the unperturbed ray with
launch angle χ0. Therefore, the scatter of the arrival
times of rays from this bundle is governed by the first
term in Eq. (30), which is given by Eq. (31) with  cor-
responding to the launch angle χ0. At ∆N ≠ 0, this term,
as a rule, predominates. Let us approximate ∆N with a
continuous random quantity y/(2π) and use the approx-
imate expression that follows from Eqs. (38) and (42)
for the variance of y:

(61)

Using Eq. (31), we find the estimate of the rms scatter
of arrival times for the rays from the bundle under con-
sideration:

(62)

From this expression, in particular, it follows that the
quantity ∆t increases in proportion with r3/2. Such a
dependence on the distance agrees well with the results
of other authors [30]. In spite of the roughness of this
estimate, a comparison with the results of numerical
modeling shows that it adequately predicts the order of
magnitude of ∆t and its dependence on the parameters
of the problem.

We now turn to the analysis of the scatter of arrival
times of the rays forming the cluster. The arrival time
difference between a ray involved in the formation of
the cluster and the unperturbed ray (arriving at the
receiver) with the same identifier is determined by

I

y2〈 〉 B ω'( )2r3

3
----.=

∆t ω' I( ) B/3( )1/2Ir3/2/cr.=
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Eq. (30) with δtN = 0. As was noted in Subsection 2.3,
on short tracks (up to ~1000 km), the value of δtI is rel-
atively small and δt . δtV. The statistical characteristics
of δtV in a deep-water waveguide with sound velocity
inhomogeneities due to the random field of internal
waves are studied in detail in [6]. In spite of the fact
that, in [6], the integral similar to that appearing in
Eq. (32) is calculated along the unperturbed ray (we
integrate along the perturbed path), the results obtained
there can be used for estimating the variance of δtV on
the order of magnitude.

We concentrate on the term δtI, which usually pre-
dominates on long tracks. Its mean value determines
the cluster shift with respect to the arrival time of the
unperturbed ray, and the variance characterizes the
cluster width. When averaging formula (33), it is neces-
sary to take into account the limitations imposed by ine-
quality (46) on the action fluctuation statistics. Using
the results of Section 4, we obtain

(63)

Note that the sign of the cluster shift is determined by
the sign of the derivative ω'. In actual deep-water
waveguides, the ray length cycle, as a rule, increases
with the ray launch angle and, therefore, this derivative
is negative. Thus, the sound pulses traveling along the
perturbed trajectories arrive earlier (at least, on aver-
age) than the pulses traveling along the unperturbed
rays with the same identifier.

The rms spread of δtI is determined by the formula

(64)

and we estimate it using Eqs. (60) and (63). According
to Eq. (60), we have

(65)

Then, we obtain

(66)

Thus, for δt . δtI, the shift of the cluster and its width
are approximately equal.

Finally, we estimate the width ∆χ of the interval of
grazing angles of the cluster-forming rays at the recep-
tion point located on the waveguide axis (at the mini-
mum of c0(z)). The center of this interval is close to the
arrival angle  of the unperturbed ray with the action

δtI〈 〉 ω' I( )
2cr

------------ Q ρ ρ,( ) ρd

0

r

∫ ω' I( )
12cr

------------Br2.= =

τ δtI
2〈 〉 δ tI〈 〉 2– ,=

δtI
2〈 〉 ω' I( )

2cr

------------ 
 

2

ρ1 ρ2dd

0

r

∫
0

r

∫=

× Q ρ1 ρ1,( )Q ρ2 ρ2,( ) 2Q2 ρ1 ρ2,( )+[ ]

=  
ω' I( )
2cr

------------ 
 

2 B2r4

20
----------.

τ ω' I( )
cr

--------------- Br2

6 5
---------- 0.9 δtI〈 〉 .= =

χ

variable . According to Eq. (59), the rms scatter of the
action variable for the cluster-forming rays at a dis-

tance r can be estimated as . In the case when
∆χ is small compared to , the following approximate
expression is valid:

(67)

With allowance for Eq. (10) and the relation between H
and χ (see Eq. (5)), we obtain

(68)

For our model of the waveguide, at the distance r =
3000 km and for the clusters with ∆χ within 5°–15°, the
value of  varies from 1.4° to 0.4°.

6. NUMERICAL MODELING

To illustrate and test the formulas obtained, we con-
struct so-called t–z diagrams (time fronts) for a 3000-
km-long distance. They are shown in Fig. 2. Each point
in the diagram represents the ray arrival on the time–
depth plane. In the upper plot (the unperturbed
waveguide), the points form two piecewise-continuous
broken lines, one of which is formed by the rays
launched from the source upwards, and the other, by the
rays launched downwards. The dependence of the
arrival time of a ray on its vertical coordinate in the per-
turbed waveguide (the lower plot) is also expressed as a
continuous function. However, under the ray chaos
conditions, the relation between t and z on long tracks
becomes so complicated that the fan of the rays proves
to be insufficiently dense for a visualization of this con-
tinuity. The random scatter of the points in a t–z dia-
gram is an indicator of the ray chaos.

The diagrams in Fig. 2 are constructed on the basis
of the numerically calculated trajectories of 48000 rays
in the perturbed waveguide and 16000 rays in the
unperturbed waveguide. In both cases, the rays are
launched from a point source located at a depth of z0 =
–0.78 km. The initial momenta p0 of these rays are uni-
formly distributed over the interval corresponding to
the launch angles within ±12°.

Each segment of the t–z diagram in the unperturbed
waveguide is formed by rays with the same identifier. In
the perturbed waveguide, the rays have the same prop-
erty, forming the slightly spread but, nevertheless,
clearly distinguishable segments observed in the initial
part of the diagram. In Fig. 2, the values of the identifi-
ers (selectively) are indicated near the corresponding
segments. As is seen, the initial parts of t–z diagrams,
which are formed by steep rays, are almost similar for
the perturbed and unperturbed waveguides. In the pres-
ence of a perturbation, the segments of the t–z diagram
that are seen at the left are weakly spread and do not
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Fig. 2. Ray arrivals on the time–depth plane (t–z diagrams) at a distance of 3000 km in the unperturbed (upper plot) and perturbed
(lower plot) waveguides. The point sound source is located at a depth of 0.78 km. Near several segments of the diagrams, the iden-
tifiers of the rays forming these segments are indicated.
overlap. This fact reflecting the stability of the initial
part of the received signal is well known and has been
observed in both numerical and field experiments [1,
10, 17].

When a signal is recorded by a point receiver
located at a depth zr, the ray arrival times are deter-
mined by the intersection of the t–z diagram with the
horizontal line z = zr. In the unperturbed waveguide, the
intersection of this line with each segment of the dia-
gram gives a single ray. In the presence of the perturba-
tion, the segments are spread and, instead of individual
unperturbed times, we obtain clusters of such times.

Under the ray chaos conditions, the trajectories are
very sensitive to variations in the initial conditions, and,
therefore, the numerical calculation of rays arriving at
a given point at a distance r @ λ is very complicated
from a technical point of view. However, the width and
the shift of the cluster can be numerically estimated
without solving this problem. One should expect that
the characteristics of the cluster on long tracks vary
rather weakly with small variations in the receiver
depth. Therefore, one only needs to calculate the fan of
a large number of trajectories and choose the trajecto-
ries that fall within some interval of depths with a width
∆z and its center at the point zr. The value of ∆z must not
necessarily be very small. However, it must not exceed
the typical scale of variation of the ray arrival density
with depth. Numerical estimates of the shift 〈δt〉  and the
width τ of the cluster at the point zr can be obtained by
ACOUSTICAL PHYSICS      Vol. 51      No. 3      2005
analyzing the arrival times of the rays that fall within
the interval ∆z and have the corresponding identifier.

Figure 3 compares the shifts 〈δt〉  and the broaden-
ing τ of the clusters that were predicted by Eqs. (63)
and (66) with the numerical calculation carried out in
the above-mentioned way for zr = –0.78 km and ∆z =
100 m. As is seen, for most clusters, our estimates give
a correct result (at least, in the order of magnitude). At
a distance of 3000 km, the shift and the broadening of
the cluster formed by the flat (steep) rays are equal to
0.1 s (0.01 s) in order of magnitude.

Note that, in the Wiener process approximation, the
action variable fluctuations are more or less the same
for all rays. Therefore, the difference in the variances
δtI for the steep and flat rays is mainly determined by
the factor ω' (see Eq. (33)). The dependence of the
action I and the derivative ω' on the ray grazing angle at
the waveguide axis is shown in Fig. 4. In our model, the
value of |ω'| is very small for steep rays, which have
smaller numbers of turning points M, as compared to
the flat rays. For the steepest rays, the terms δtI and δtV
are of the same order of magnitude even at a distance of
3000 km. For such rays, the relative error of predictions
made for 〈δt〉  and τ without considering δtV can be sig-
nificant. This is evident from Fig. 3 for rays with small
values of M.

Thus, the quantity |ω'|, as well as the cluster width,
decreases as the grazing angle χ increases. On the other
hand, the action variable I and the time interval between
adjacent clusters, which is given by the first term on the
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right-hand side of Eq. (30), rapidly increase as χ grows
(see Fig. 4). Owing to these two factors, clusters
formed by steep rays are resolved even on very long
tracks.

7. CONCLUSIONS

This paper presents a method for an approximate
description of the fluctuations of ray arrival times in a
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Fig. 3. Shift (upper plot) and width (lower plot) of a cluster
formed by rays with identifiers equal to +M with respect to
the arrival time of the unperturbed ray with the same identi-
fier. The source and the receiver are located at a depth of
0.78 km. The circles show the results of the numerical cal-
culation of the ray trajectories for one of the realizations of
inhomogeneities, and the solid lines represent the theoreti-
cal estimates by formulas (63) and (66).

Fig.4. Dependence of the action variable I (upper plot) and
the derivative ω' (lower plot) on the grazing angle of a ray
at the waveguide axis (at a depth of 0.78 km).
realistic model of an underwater sound channel with
inhomogeneities due to the random field of internal
waves. It is shown that the analysis of the chaotic
dynamics of rays is considerably simplified with the
use of the Hamiltonian formalism expressed in terms of
the action–angle canonical variables. The presence of a
small parameter in problem (28) allows one to approx-
imate the Hamiltonian equations (ray equations) by the
Langevin linear stochastic equations (37) and (41). In
this approximation, the action variable fluctuations are
modeled by the Wiener process, whose basic statistical
characteristics are well known and expressed by the
simple formulas [23, 24]. This approach, which was
formulated in [21] and [31], is used in this paper to ana-
lyze the properties of ray arrival times. The simplicity
of the formulas obtained is the consequence of a series
of approximations, whose domain of validity requires
some refinement. Nevertheless, the results of our
numerical modeling, as well as the calculations carried
out in [30], confirm the validity of the approach under
discussion for describing the chaotic ray structure of
the sound field in a deep sea.

A rough estimate is obtained for the scatter of arrival
times of rays launched from a point source under graz-
ing angles within a fixed narrow interval. According to
this estimate, the ray arrival times at a distance r occupy
an interval whose average width increases in proportion
with r3/2. Such a dependence on distance agrees well
with the results reported by other authors [30].

The most attention was given to a quantitative
description of the effect of clustering of the ray
arrival times. Here, the consideration was based on
formulas (30)–(33) that were first obtained in [19, 21]
(see also [20]). It is found that, on short and long tracks,
two different mechanisms of cluster broadening mani-
fest themselves. On short tracks (roughly speaking, up
to 1000 km), the ray trajectories forming the cluster
only slightly deviate from the unperturbed ray trajec-
tory and the arrival time variations are determined by
the sound velocity fluctuations along the trajectories. In
this case, δt . δtV and the cluster width grows with dis-
tance as r1/2 [6]. On tracks longer than 1000 km, another
mechanism comes into play. It is related to the fact that,
despite the coincidence of the identifiers (similarity of
topologies) of the rays forming the cluster, their trajec-
tories considerably diverge in space. For most of the
rays, δt . δtI, and, according to Eq. (63), the width of
the cluster grows in proportion with r2.

The sign of the cluster shift with respect to the
arrival time of the unperturbed ray is determined by the
dependence of the path cycle length on the launch angle
at the source. In a typical deep-sea acoustic waveguide
in which steep rays have longer cycles than flat rays,
this shift is directed towards early times. However, the-
oretically, one can imagine a waveguide where the shift
has the opposite sign.

The formulas obtained for the width and shift of the
cluster give quantitative estimates that characterize the
ACOUSTICAL PHYSICS      Vol. 51      No. 3      2005
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stability of the initial part of the signal received at long-
range sound propagation in the ocean. At the same time,
it is necessary to note that the relation between the ray
arrival times and the ray amplitudes was not investi-
gated. This problem may be very important. As was
shown (numerically) in [2], the difference in the arrival
times of the rays with maximum amplitudes (playing
the main role in the formation of the signal peak corre-
sponding to the given cluster) may be much smaller
than the total cluster width.

There are a number of problems related to the long-
range sound propagation in the ocean and calling for
further investigation. Among them, the problems taking
into account the diffraction effects and describing the
mode structure of the field of a pulsed signal at dis-
tances of the order of several thousands of kilometers
seem to be of special interest [33].
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Abstract—Experimental studies of the intensity structure of the sound field in the Barents Sea were carried
out. The signal propagation path was ~80 km in length, and the sea depth was ~220–250 m. Pseudonoise signals
generated in one-third-octave frequency bands with central frequencies of 1.25 and 3.15 kHz were used. The
sound source was positioned at two different points: in the subsurface layer at a depth of 10 m and under the
discontinuity layer at a depth of 100 m. The reception depths were 15, 100, and 200 m. The experimental results
were compared with the results of ray calculations taking into account the wind waves and the parameters of
the ground at the bottom. The latter parameters were obtained by classifying the data available from the litera-
ture. As a result of the analysis, a fundamental possibility was demonstrated to predict the intensity character-
istics of the field structure in a shallow sea with allowance for the depth dependence of sound velocity and the
parameters of the waveguide boundaries. © 2005 Pleiades Publishing, Inc.
The purpose of experimental studies of the sound
field structure usually is not only the determination of
the specific parameters of the field but also the deter-
mination of the extent to which they agree with the
computational model in order to develop a foundation
for predicting the sound field characteristics in differ-
ent regions of the ocean. For a deep ocean, where the
field is mainly formed by water-path signals propagat-
ing over rays that are not reflected from the waveguide
boundaries, the intensity structure of the field formed
by signals of the kilohertz frequency band agrees well
with the results of ray and wave calculations [1–4]. In
the case of a shallow sea, the problem becomes more
complicated, because signals reflected from the sur-
face and the bottom of the waveguide play a signifi-
cant role in the sound field formation. Therefore, the
calculations should take into account not only the
variations in the sound velocity profile along the prop-
agation path but also the characteristics of the agitated
wavy surface and the parameters of the bottom sedi-
ments [5–7].

Experimental studies of the intensity structure of
the sound field and its correlation with the computa-
tional model were the purpose of measurements car-
ried out in the Barents Sea. The sound field was stud-
ied in the southern deep-water part of the sea. Figure 1a
shows a map of the region where the experiments were
carried out and the location of a path of signal propa-
1063-7710/05/5103- $26.000282
gation ~80 km in length. The sea depth along the path
varied only slightly within 220–250 m.

The measurements were carried out in the first half
of September and, because of adverse weather condi-
tions (wind up to 12 m/s and sea state up to V), were
performed in three stages with small intervals
between them. Figure 1b shows the sound velocity
profiles ë(z) characterizing the conditions at these
three stages. The first two stages and the beginning of
the third stage occurred in virtually identical condi-
tions corresponding to the three profiles ë(z) shown at
the left of Fig. 1b. In the near-bottom water layers,
beginning from a depth of 200 m, a small increase in
the sound velocity was observed. Although this vary-
ing gradient was rather unstable in time and space, it
could play a certain role, leading to a decrease or
increase in the ray grazing angle near the bottom and,
hence, to a certain variation in the bottom reflection
coefficient.

Within the last part of the propagation path, approx-
imately beginning from a distance of 55 km, the hydro-
graphic conditions noticeably differed from those
described above and corresponded to the profile ë(z)
shown in the right-hand part of Fig. 1b. The difference
was caused by the influence of the warm Gulf Stream
current. Since this influence manifested itself within the
last portion of the path, the conditions of sound propa-
gation along the main part of the path could be consid-
ered to be invariable.
 © 2005 Pleiades Publishing, Inc.
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Fig. 1. Region of experiments in the Barents Sea: (a) position of the (1–2) path of propagation and (b) sound velocity profiles C(z)
for different stages of the experiments.
Two research vessels from the Acoustics Institute
participated in the experiments. One of them, the
transmitting vessel, moved along the path from point 1
to point 2 (Fig. 1a). At certain distances from the
receiving vessel, which was drifting during the whole
experiment, the transmitting vessel began drifting as
well and emitted sound signals. The latter were noise
signals emitted in turn by two sources in one-third-
octave frequency bands with the central frequencies fc =
1.25 and 3.15 kHz. The width of the main lobe of the
directional pattern at a level of 0.7 of the maximum
was ±18° and ±9°, respectively. The signal duration
was 2–3 min, and the maximum of the directional pat-
tern of the source was always directed at zero angle to
the horizon. The experiments were performed with
two different source positions: in the subsurface layer
at a depth of 10 m and under the discontinuity layer at
a depth of 100 m. The other vessel, the receiving one,
which was located near point 1, received the signals
by omnidirectional hydrophones at three different
depths simultaneously: in the near-surface channel at
a depth of 15 m, under the discontinuity layer at a
depth of 100 m coincident with one of the source
depths, and near the bottom at a depth of 200 m. It
should be noted that, during the time of measurements
at a given distance, the transmitting vessel maintained
a constant distance between the vessels by using a
special mode of operation of its propellers (the so-
called electric motion regime).

The sound field formed at the point of reception as
a result of a relatively long (2–3 min) transmission
represented a sum of all signals arriving over different
rays. Therefore, the received noise signals were char-
acterized by an envelope slowly varying in time and
determined by both interference effects and fluctua-
tions of individual signal levels due to the variability
ACOUSTICAL PHYSICS      Vol. 51      No. 3      2005
of the waveguide parameters. The received signals
were subjected to computer processing by a special
program with allowance for the interfering noise level,
which was recorded each time before and after the
reception of the transmitted signals.

Experiments studying the dependence of the inten-
sity structure of the field on the source depth were car-
ried out for two different types of the sound field: in the
first case, both corresponding points were in the subsur-
face layer; in the second case, at least one of them was
under the discontinuity layer. In the first case, the pres-
ence of a weak positive gradient of sound velocity in
the upper 25-m-thick layer determined the sound prop-
agation in the subsurface channel. Although the angular
range captured by this channel was small and did not
exceed 1.5°–2.0°, its effect on the formation of the total
sound field was considerable. In the second case, the
main role in the sound field formation was played by
the rather strong discontinuity layer lying at depths of
about 25 to 50 m. In this case, the field was formed by
bottom-reflected signals and, partially, by signals
reflected from both boundaries of the waveguide.
Therefore, the level and the structure of the sound field
were strongly affected by the reflection coefficients of
the bottom and the wavy surface of the sea within the
whole path of signal propagation.

To compare the experimental results with the theo-
retical estimates of the sound field characteristics, cal-
culations were carried out with the use of Vagin’s com-
puter code [8] subjected to some modification. To take
into account the effect of the lower boundary of the
waveguide, the absolute value of the bottom reflection
coefficient |V| was determined by the formula
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Table 1

 Type of 
sediment

Minimal values of V(χ) Maximal values of V(χ) Mean values of V(χ)

m n η m n η m n η

Sand 1.8 0.98 0.0078 2.1 0.83 0.03 1.9 0.9 0.019

Silty sand 1.6 0.98 0.0066 1.97 0.83 0.024 1.8 0.9 0.015

Sandy silt 1.4 0.985 0.003 1.9 0.87 0.03 1.66 0.93 0.015

Silt 1.2 1.02 0.001 1.65 0.94 0.026 1.44 0.98 0.014

Clay silt 1.2 1.03 0.0006 1.69 0.95 0.018 1.47 0.99 0.01
where a = n2(1 – η2) – cos2χ, b = 2ηn2, χ is the grazing
angle of a ray at the bottom, m = ρgr/ρw is the ground-to-
water density ratio, n = cw/cgr is the ratio of sound veloc-
ities in water and in the ground, and η is the loss factor.

This formula is applicable to ground where the con-
tribution of transverse waves to the reflection coeffi-
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cient can be neglected, which in most cases is true for
the upper sediment layer. For the bottom model under
consideration (an absorbing fluid half-space), when
estimating the reflection coefficient, it is necessary to
know the parameters m, n, and η. These parameters are
given in Table 1 for five types of bottom sediments. The
data were taken from the results of ~900 measurements
reported in the literature by different authors [9].

The use of the aforementioned bottom model is
expedient in estimating the sound field characteristics
for regions with a relatively flat bottom and for suffi-
ciently high frequencies. The experimental studies
under discussion were performed under such condi-
tions.

One can also use the generalized data shown in
Fig. 2, which illustrate the relation between the afore-
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Fig. 2. Relation of the acoustic parameters of the ground (the longitudinal wave velocity C and the coefficient K determining the
attenuation coefficient α) to the composition of the ground, its porosity P, and its density ρ.
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Table 2

Wind, Beaufort scale 3 4 5 6 7 8

Wind, knots
Waves, m/s

10 12 14 16 18 20 22 24 26 28 30 32 34

5.1 6.2 7.2 8.2 9.3 10.4 11.4 12.5 13.5 14.5 15.6 16.6 17.6

Variance σ2 0.01 0.03 0.06 0.12 0.21 0.36 0.58 0.89 1.34 1.93 2.74 3.76 5.12

Rms deviation, m 0.10 0.17 0.24 0.34 0.46 0.60 0.76 0.94 1.16 1.40 1.66 1.94 2.26

Rms height of waves, m 0.30 0.47 0.69 0.97 1.34 1.69 2.16 2.7 3.3 3.9 4.7 5.5 6.4

Height of waves h3%, m (3% 
of waves may be higher)

0.55 0.89 1.26 1.79 2.42 3.16 4.0 4.94 6.11 7.37 8.74 10.2 11.9

Mean height , m 0.11 0.17 0.25 0.34 0.46 0.59 0.77 0.96 1.16 1.40 1.68 1.95 2.27

Sea state II III IV V VI VII

h

mentioned characteristics of the ground and the
acoustic parameters of the bottom. They allow one to
correlate different characteristics of the upper layer of
bottom sediments (the type of sediments, the density
ρ (g/cm3), and the porosity P (%)) with such acoustic
parameters of the bottom as the longitudinal wave
velocity c (km/s), the attenuation coefficient α (dB/m),
and the coefficient K. Note that the attenuation coeffi-
cient α is related to the sound frequency f (kHz) as α =
Kfn ≈ Kf, because n ≈ 1–1.2 ≅  1, while the loss factor
is η ≈ 0.018Kc.

The absolute value of the coefficient of coherent
reflection from the wavy surface |V| was estimated by
the formula

where P = 2kσsinχ is the Rayleigh parameter, k =  is

the sound wave number, λ is the sound wavelength, σ is
the root-mean-square (rms) deviation of the surface,
and χ is the grazing angle with respect to the flat sur-
face.

Table 2 shows the parameters of surface waves that
are necessary for calculations in the case of a sea state
from II to VII.

The results of measuring the intensity structure of
the field for signals of both frequency bands and for
different source and reception depths are represented
by closed circles in Figs. 3–7. The thin lines in these
figures represent their calculated sound field charac-

V e
P

2

2
------

,=

2π
λ

------
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teristics for the experimental conditions. The calcula-
tions were performed for three values of the wind
speed: 0 (no wind waves, calm), 7 (sea state III), and
11.4 m/s (sea state V). In Figs. 3, 4, and 6, these values
refer to the upper, intermediate, and lower curves,
respectively. The single calculated curves shown in
Figs. 5 and 7 refer to any of the sea states. The param-
eters of the ground were taken for sandy silt and silt,
because its density varied within 1.4–1.6 g/cm3 along
the propagation path.

In all of the plots, the ordinate axis represents the
field intensity I (dB), and the abscissa axis, the dis-
tance r (km). The thick and thin monotone depen-
dences issuing from the point I = 0 at r = 1 km repre-
sent the spherical and cylindrical decay laws. The
dashed line parallel to the abscissa axis (at bottom
right) shows the level of interfering noise recorded
before and after the reception of the transmitted sig-
nals. In the analysis, for a more accurate comparison
of experimental and calculated levels of I(r), it is nec-
essary to take into account the attenuation of sound in
water. For a frequency fc = 1.25 kHz, this quantity,
determined as β = 0.028f 3/2 (dB/km), was small (β =
0.04 dB/km), and, even at the maximal distance of
76 km, it did not exceed 3 dB. Therefore, we ignored
this correction in our calculations.

However, for signals with fc = 3.15 kHz, the attenu-
ation is considerable: β = 0.16 dB/km. Therefore, in
Figs. 3b, 6, and 7, the cylindrical and spherical decay
laws are represented with allowance made for the spa-
tial attenuation.

As was mentioned above, the experiments were per-
formed for two types of conditions of the sound field
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Fig. 3. Experimental (closed circles) and calculated dependences of the sound intensity I on distance r with a source depth of 10 m,
a reception depth of 15 m, and fc = (a) 1.25 and (b) 3.15 kHz.
formation. In the first case, both corresponding points lay
near the sea surface, specifically, at depths of 10–15 m.
In this case, the effect of the upper boundary on the
received signal level was predominant, while the bot-
tom characteristics virtually did not affect the field
intensity. The experimental data and the results of cal-
culations for this situation are shown in Figs. 3a and 3b
for signals with central frequencies of 1.25 and 3.15 kHz,
respectively. One can see that, for both experimental
dependences I(r), the points belonging to the initial part
of the path (up to r ≅ 15–20 km) lie below the line rep-
resenting the cylindrical decay law and above the line
representing the spherical law. Thus, within these dis-
tances, the experimental dependences of the sound field
intensity on distance, I(r), were characterized by posi-
tive levels of the propagation anomaly A for both fre-
quencies. The maximal values of A did not exceed +(6–8)
dB. As the distance increased, the value of the propaga-
tion anomaly rapidly decreased, and, near the end of the
propagation path (at distances of 50–60 km), the quan-
tity A reached its minimum: A ≅  –(15–18) dB. The
experimental points lay either near the theoretical
curves for sea states III and V (Fig. 3b, fc = 3.15 kHz)
or considerably lower (Fig. 3a, fc = 1.25 kHz), which
was related to the considerable energy leakage from the
weak range-dependent thin subsurface channel under
severe wind–wave conditions.
ACOUSTICAL PHYSICS      Vol. 51      No. 3      2005
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Fig. 4. Same as in Fig. 3 with a source depth of 10 m, fc = 1.25 kHz, and a reception depth of (a) 100 and (b) 200 m.
Most of the experimental results were obtained for
the case of the sound field formation with the partic-
ipation of both the surface and the bottom of the sea
and also for the case of a predominant contribution of
the lower waveguide boundary. The comparison of
the experimental and calculated dependences I(r)
obtained for the signals with fc = 1.25 kHz at recep-
tion depths of 100 and 200 m are shown in Figs. 4 and
5 for source depths of 10 and 100 m, respectively.
Similar data for signals with fc = 3.15 kHz are shown
in Figs. 6 and 7.

Let us first consider the results obtained for sig-
nals of both frequency bands with a source depth of
USTICAL PHYSICS      Vol. 51      No. 3      2005
10 m and reception depths of 100 and 200 m lying
below the discontinuity layer. In this case, both
boundaries contribute to the formation of the sound
field. From Figs. 4 and 6, one can see that, for both
frequency bands, the experimental points lie below
the cylindrical-law line for all distances under study;
for fc = 1.25 kHz and distances greater than 10–15 km,
as well as for fc = 3.15 kHz and distances greater than
5 km, the experimental points lie still lower, below
the spherical-law line. The value of the propagation
anomaly at the smallest distances is close to zero for
fc = 3.15 kHz and does not exceed +(5–8) dB for fc =
1.25 kHz. At large distances, the minimal values of
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Fig. 5. Same as in Fig. 3 with a source depth of 100 m, fc = 1.25 kHz, and a reception depth of (a) 100 and (b) 200 m.
the anomaly are about –(18–20) dB for both fre-
quency bands.

From the data of Figs. 4 and 6, one can clearly see
the relation between the sound field characteristics
and the sea state. When at least one of the correspond-
ing points lies near the surface, the dependence I(r) is
necessarily formed with its participation. The experi-
mental points obtained for distances up to 40–50 km
lie near the calculated curve I(r) obtained for the sea
state V, which approximately coincides with the
experimental conditions. At the end of the path, a
slight increase in the signal level is observed for both
frequency bands, which is related to the changes in
the experimental conditions at the last stage due to
the warm Gulf Stream current (the right-hand plot in
Fig. 1b).

Now, we analyze the results obtained for signals of
the two frequency bands with both the source depth
(100 m) and the reception depths (100 and 200 m)
lying below the discontinuity layer (Figs. 5 and 7). In
this case, the surface waves do not affect the sound
field structure, which is confirmed by the plots in
Figs. 5 and 7, and the governing role is played by the
dependence of the field intensity on the coefficient of
reflection from the lower boundary of the waveguide.
As follows from the data presented, experimental
points obtained for fc = 1.25 kHz at virtually all dis-
tances lie near the line representing the spherical
ACOUSTICAL PHYSICS      Vol. 51      No. 3      2005
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Fig. 6. Same as in Fig. 3 with a source depth of 10 m, fc = 3.15 kHz, and a reception depth of (a) 100 and (b) 200 m.
decay law with maximal levels of propagation anom-
aly Ä no higher than +(8–10) dB at distances of up to
30 km and minimal values of about –(5–8) dB at the
end of the path. In this case, for all distances under
study, a better agreement between experimental data
and calculated dependences I(r) is observed for the
reception depth of 200 m, as compared to the reception
depth of 100 m. The experimental dependence I(r) for
the frequency band with fc = 3.15 kHz is character-
ized by positive values of the propagation anomaly
(no greater than +10 dB) at distances of up to 20 km
and by minimal levels of about –20 dB at the end of
the path.
USTICAL PHYSICS      Vol. 51      No. 3      2005
From the analysis of the experimental dependences
I(r) obtained for both frequency bands (fc = 1.25 and
3.15 kHz) with different positions of the corresponding
points, we conclude that these dependences are in fairly
good agreement with calculations despite the adverse
weather conditions and complex hydrographic data in
the region of the experiments. The results of this study
demonstrate a fundamental possibility of predicting the
sound field characteristics in such a complex medium
as the Barents Sea.

Thus, there are reasons to believe that, for broad-
band signals, the intensity structure of the sound field
in a shallow sea (provided that the ray theory applica-
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Fig. 7. Same as in Fig. 3 with a source depth of 100 m, fc = 3.15 kHz, and a reception depth of (a) 100 and (b) 200 m.
bility conditions are satisfied) can be adequately esti-
mated on the basis of the generalized data on the gran-
ulometric parameters of the bottom and the state of the
sea surface in the region of interest. The necessary data
on these characteristics for different regions of the ocean
can be found in the literature (see, e.g., [10–12]). Evi-
dently, for each chosen region, one has to take into
account both seasonal and spatial variability of the sound
velocity field, as well as the variation of the waveguide
thickness along the chosen propagation path.
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Abstract—The possibility of controlling localized fields in multimode regular waveguides on the basis of the
interference invariant principle is studied by numerical simulation. It is demonstrated that, by tuning the radia-
tion frequency of an array without changing the initial field distribution at the aperture, it is possible to perform
the scanning by a focal spot in a waveguide. Estimates of the efficiency of this method depending on the size
of a vertical linear array are presented. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

The practical needs of remote sensing of inhomo-
geneities in oceanic media lead to the problem of con-
trolling the focusing (localization) of sound fields in
multimode plane-layered waveguides. The problems
of field localization at a preset point of a regular
waveguide on the basis of the phase-conjugation prin-
ciple were discussed in [1, 2]. The implementation of
this idea in the field conditions was successfully dem-
onstrated in [3, 4]. The problems of the formation of
acoustic fields with a preset structure in multimode
waveguides were considered most extensively in [5,
6]. The use of the conventional approach to scanning
by a focal spot, which is connected with retuning of
the field distribution at the aperture, leads to compli-
cations and rising costs of field experiments. This sit-
uation makes it necessary to study and test fundamen-
tally new approaches to solving this problem that are
realistic from an experimental point of view.

The interference invariant principle [7–9] is suitable
for this purpose. The basis of this principle is the idea
of the possibility of leveling the phase variations of a
group of one-type modes due to the variations of the
observation conditions by shifting the radiation fre-
quency. The theory of the interference invariant was
developed and confirmed by multiple experiments for
the case of a point source. Its generalization to the case
of an extended vertical array, where one-type groups of
modes are excited in different ways at different depths,
is not obvious and deserves a detailed investigation. In
this paper, which is a further development of the ideas
formulated in [7–9], the results of numerical simulation
of controlling localized wave fields by tuning the radi-
ation frequency without changing the initial field distri-
bution over the aperture are given. Estimates of the effi-
ciency of this method depending on the array size are
presented.
1063-7710/05/5103- $26.00 0292
STATEMENT OF THE PROBLEM

Let us introduce a cylindrical coordinate system
(r, z, ϕ) and consider an axially symmetric waveguide
with the profile of sound velocity c(z). The water layer
in the waveguide is bounded from above by the free sur-
face z = 0 and from below by an impedance bottom z =
H(r). Omnidirectional sources are located at the coordi-
nate origin r = 0 at the depths zi, i = 1, 2, …, I, where I
is the number of elements of a vertical linear array. The
array radiates a monochromatic signal with the acoustic
power W0. The localization of the array field at the fre-
quency f0 at the reference point Q0(r0, z0) is formed on
the basis of the phase-conjugation principle. In the case
of moving to the point Qj(rj, zj), a destruction (spread-
ing) of the focal spot occurs because of the mode mis-
phasing produced by the change in the observation con-
ditions. Leveling of the phase variations of the modes,
i.e., recovery of the field focusing, is performed by
tuning the radiation frequency (the tuning frequency fj
and the frequency shift δfj = fj – f0) without changing
the distribution of sources. At the point Qj, the field
maximum |u(Qj)| is attained at the frequency fj. In
other words, at all other frequencies different from fj
(in the range δfj), the field magnitude at the point Qj
takes on smaller values.

We evaluate the localization quality by the focusing
factor qj, the bandwidth ∆fj, and the dimensions ∆rj
(longitudinal) and ∆zj (transverse) of the focal spot. We
determine the bandwidth and the dimensions of the
focal spot, which characterize its spreading, at the level
of 0.7 of the field maximum in the vicinity of the point
Qj. The dimensions ∆rj and ∆zj refer to the horizontal
and vertical directions, respectively. We evaluate the
focusing factor characterizing the excess of the field
© 2005 Pleiades Publishing, Inc.
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level in the localization region over the average (back-
ground) level in two different ways:

(1)

(2)

where

(3)

The quantity |umid| (Eq. (3)) determines the average
field level over the waveguide thickness in the vicinity
of the horizontal distance fj at the frequency rj. The
parameter  (Eq. (1)) characterizes the contrast of the

focal spot with respect to the field, and the quantity 
(Eq. (2)), the contrast of the localization region with
respect to the average energy density.

Let us describe the distribution of sources in the case
of focusing the array field at the reference point Q0. We
represent the vertical field distribution at the fre-
quency f0 at the coordinate origin, which is produced by
a point source located at the point Q0, in the form of a
finite sum of the normal modes of a discrete spectrum:

(4)

where

(5)

Here, ρ0 = ρ(r0, z0) and c0 = c(r0, z0) are the water den-
sity and the sound velocity at the distance r0 and depth z0,
ψm(r, z) and ξm(r) are the eigenfunction and the propa-
gation factor of the mth mode, and M is the number of
effectively propagating modes. In Eq. (5), the source
power is assumed to be equal to unity. The principle of
phase conjugation presumes that the distribution of par-
ticle velocities at the surface of the ith source of the
array is phase-conjugate with the field w0(0, zi) (Eq. (4));
i.e., the radiation power is

(6)
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In the absence of interaction of the array elements, from
the normalization condition  = W0, according
to Eq. (6), we obtain an expression for the proportion-
ality coefficient η0:

(7)

Such a phase distribution of sources produces a conju-
gate field, i.e., a field converging to the point Q0. Let us
sum up the fields of point sources. In this case, using
Eqs. (6) and (7), the radiation field of the array u(r, z)
can be reduced to the form

(8)

where

(9)

Here,

(10)

is the excitation coefficient of the mth mode.

NUMERICAL SIMULATION

We consider a regular plane-layered waveguide with
depth H = 120 m and the profile of sound velocity c(z)
given in Fig. 1. The parameters of the absorbing liquid
bottom are the ratio of the soil and water densities ρ =
1.9 g/cm3 and the complex refraction index n = 0.84(1 +
i0.03). We consider three equidistant linear vertical
arrays Dµ (µ = 1, 2, 3) with period d = 3 m and radiation
power W0 = 2 kW. The frequency is f0 = 230 Hz. The
lower sources of the arrays are located at the bottom.
The number of elements of the array D1 is I1 = 41 (the
array crosses the whole waveguide); the number of ele-
ments of the array D2 is I2 = 31 (the array crosses three-
quarters of the waveguide thickness); and the number
of elements of the array D3 is I3 = 21 (the array crosses
one-half of the waveguide thickness). The relative
bandwidth of frequency tuning does not exceed 15%:
0.85f0 ≤ fj ≤ 1.15f0. The coordinates of the reference
point Q0 are r0 = 40 km and z0 = 60 m. The coordinates
of the points Qj (j = 1, 2, …, 6), where the field is
scanned on the basis of the interference invariant prin-
ciple, are r1 = 30 km, z1 = 60 m; r2 = 35 km, z2 = 60 m;
r3 = 45 km, z3 = 60 m; r4 = 50 km, z4 = 60 m; r5 = 40 km,
z5 = 90 m; and r6 = 40 km, z6 = 30 m.

The results of numerical calculations are given in
the table and partially presented in Figs. 2–8. In these
figures, the dependences of the field magnitude (ampli-
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tude) on frequency at different dimensions of the radi-
ating array Dµ, µ = 1, 2, 3, are shown at the points Qj

(j = 0, 1, …, 6). From these dependences, the values of
the tuning frequency fj (and the bandwidth ∆fj) and the
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Fig. 1. Dependence of the sound velocity on depth.
position of the maximum of the field amplitude |u(rj, zj, fj)|
were determined. A calculation of the field amplitude at
the frequency fj as a function of horizontal and vertical
displacements with respect to the point Qj was con-
ducted to determine the dimensions ∆rj and ∆zj of the
focal spots. The dependences |u(r, zj, fj)|, r = var and
|u(rj, z, fj)|, z = var are not presented in this paper for the
sake of brevity. The bandwidth ∆f5, 6 for the points Q5, 6
is not indicated, since the tuning frequency fj goes
beyond the lower boundary of the values 0.85f0. In the
vicinity of the point Q6, the field is weaker in compari-
son with the background level (  < 1) because of its
concentration near the lower boundary. This prevents
the determination of the transverse dimension ∆z6 of
the focal spot and the focusing factor . For the cases
where two pronounced field maxima at different fre-
quencies are observed at the points, the table gives the
focusing parameters at each frequency. As one can see,
the definition given by Eq. (1) yields smaller values of
the focusing factor in comparison with the definition
given by Eq. (2):  > .

At the reference point Q0, where the field focusing
is considered on the basis of the principle of phase con-
jugation, the longitudinal dimension ∆r0 of a focal spot
is inversely proportional to the array length, while the
transverse dimension ∆z0 and the focusing factor  (or

) almost do not depend on its length. In the case of
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Fig. 2. Dependence of the acoustic field amplitude of an array on frequency at the point Q0, r0 = 40 km and z0 = 60 m, for arrays
D1 (solid line), D2 (dashed line), and D3 (dash–dot line).
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Fig. 3. Dependence of the acoustic field amplitude of an array on frequency at the point Q1, r1 = 30 km and z1 = 60 m, for arrays
D1 (solid line), D2 (dashed line), and D3 (dash–dot line).

Fig. 4. Dependence of the acoustic field amplitude of an array on frequency at the point Q2, r2 = 35 km and z2 = 60 m, for arrays
D1 (solid line), D2 (dashed line), and D3 (dash–dot line).
shifting the observation point by frequency tuning, the
field focusing partially recovers (in comparison with
the reference point). The tuning frequency does not
ACOUSTICAL PHYSICS      Vol. 51      No. 3      2005
depend on the array dimensions and decreases with
increasing distance. The latter assumes a simple explana-
tion [7]. At the same time, for example, at the points Q2, 3,
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Fig. 5. Dependence of the acoustic field amplitude of an array on frequency at the point Q3, r3 = 45 km and z3 = 60 m, for arrays
D1 (solid line), D2 (dashed line), and D3 (dash–dot line).

Fig. 6. Dependence of the acoustic field amplitude of an array on frequency at the point Q4, r4 = 50 km and z4 = 60 m, for arrays
D1 (solid line), D2 (dashed line), and D3 (dash–dot line).
the localization of the field with close parameters of
focusing occurs not at a single frequency but at two fre-
quencies. Their average value is close to the frequency
value obtained by the interpolation of the tuning fre-
quencies over the pairs of points Q0, 1 and Q0, 4, respec-
tively. This is apparently connected with the existence
ACOUSTICAL PHYSICS      Vol. 51      No. 3      2005
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Fig. 7. Dependence of the acoustic field amplitude of an array on frequency at the point Q5, r5 = 40 km and z5 = 90 m, for arrays
D1 (solid line), D2 (dashed line), and D3 (dash–dot line).

Fig. 8. Dependence of the acoustic field amplitude of an array on frequency at the point Q6, r6 = 40 km and z6 = 30 m, for arrays
D1 (solid line), D2 (dashed line), and D3 (dash–dot line).
(at single points in the waveguide space) of strongly
misphased groups of one-type modes. The manifesta-
tion of this effect becomes stronger with an increase in
ACOUSTICAL PHYSICS      Vol. 51      No. 3      2005
the array size. Except for the cases of more than one
maximum at different frequencies, the quality of
restored focusing does not noticeably depend on the



298 GRIGOR’EV, KUZ’KIN
Parameters of the focal spots at observation points Qj

j 0 1 2 3 4 5 6

rj, m 40000 30000 35000 45000 50000 40000 40000

zj, m 60 60 60 60 60 90 30

fj, Hz D1 230.0 240.7 224.3 219.7 224.2 203.4 198.8

246.3 234.7 241.8 250.9

D2 230.0 240.8 224.3 219.5 224.0 203.4 199.0

245.9 234.5 239.7 247.8 

D3 230.0 238.5 229.4 219.6 224.0 203.8 202.2

246.5 248.9

∆fj, Hz D1 19.4 24.3 35.8 29.6 19.2 – –

D2 18.5 23.1 37.5 28.9 18.9 – –

D3 32.7 37.7 22.6 23.8 24.6 – –

∆rj, m D1 700 1180 1370 1380 1210 1080 550

1190 1410 1440 430

D2 930 1180 1730 1510 1220 1040 610

1160 1540 1680 370

D3 1390 1290 630 820 1440 1610 1470

1700 630

∆zj, m D1 24.1 27.1 22.2 26.3 29.2 25.4 –

23.4 23.2 54.2

D2 26.6 27.8 24.9 29.1 31.6 24.7 –

28.6 25.4 30.9

D3 22.8 35.6 23.9 39.7 43.8 23.5 –

29.7

D1 3.1 2.3 2.3 2.2 2.2 2.3 0.7

2.3 2.2 1.8 0.5

D2 2.9 2.5 2.2 2.2 2.3 2.4 0.5

2.2 2.1 1.7 0.4

D3 2.4 2.2 2.6 2.3 1.8 2.6 0.6

1.9 0.6

D1 3.7 3.0 2.9 3.0 2.9 3.3 –

2.9 2.7 2.6

D2 3.5 3.0 2.6 2.7 2.9 3.4 –

2.7 2.6 2.7

D3 3.9 2.7 3.6 2.5 2.0 3.8 –

2.6

q j'

q j''
size of the arrays D1, 2 or on the horizontal distance to
the reference point. In the case of a further decrease in
the aperture size (the array D3), deterioration of the
focusing quality is observed. The longitudinal dimen-
sion of the focal spot increases with respect to the ref-
erence point on average by a factor of 1.6, and the
focusing factor decreases approximately by a factor of
0.7. In the case of a change in the detection depth, the
focusing efficiency is determined by the sound velocity
profile. Physically, this corresponds to a displacement
of the focal spot mainly in the horizontal plane.

It is clear that these results are not connected with
the choice of the method of focusing of the array field
at the reference point. The only significant fact is that,
by tuning the radiation frequency of an extended
source, it is possible to level the phase variations of
modes due to the displacements of the observation
point. This confirms the possibility of transferring the
ACOUSTICAL PHYSICS      Vol. 51      No. 3      2005
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concept of interference invariance to the fields formed
by vertically extended arrays.

CONCLUSIONS
Thus, by numerical simulation, we tested a new

method of scanning by a focal spot in a multimode sys-
tem with exactly known parameters on the basis of the
interference invariant principle. The possibility of con-
trolling localized fields on the basis of tuning the radi-
ation frequency of an array without changing the distri-
bution of the initial field over the aperture is demon-
strated. Estimates of the efficiency of this method
depending on the dimensions of a vertical linear array
are given.
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Abstract—Effects of increasing the sound transmission loss of panels with the help of resonant systems on
the basis of equivalent representations are analyzed. Emphasis is placed on the least-studied resonant sys-
tems, the inertial bodies of which simultaneously interact with media on each side of the panels. A universal
expression for the sound transmission loss of panels with an arbitrary system of resonant elements with one
degree of freedom is presented. It includes the parameters common to all types of resonators (the total mass,
compressibility, quality factor, and characteristic frequencies). The expression can be directly used to com-
pare the efficiency of different types of resonant systems mounted on a panel and to determine their optimum
parameters. © 2005 Pleiades Publishing, Inc.
In recent years, considerable attention has been
devoted to studying resonant systems mounted on pan-
els, with the aim to reduce their acoustic radiation and
increase the sound transmission loss [1–7]. Neverthe-
less, as far as can be inferred from the publications,
only one paper [5] is devoted to the purposeful investi-
gation of physical phenomena determining the effects
of increasing the transmission loss of panels by using
various types of resonant systems and to their general-
ized description. It was found that these effects are
determined by one of three phenomena: soft reflection,
hard reflection, and acoustic compensation. The first
phenomenon is determined by a sharp decrease in the
input impedance of a panel after mounting resonant
systems on it. The second phenomenon is connected
with a sharp increase in the input impedance, and the
third phenomenon is related to the reduction of the
impedance to an almost purely imaginary value, which
results in the compensation of the sound pressure or
volume velocity. In this connection, an arbitrary system
used for increasing the sound transmission loss can be
ascribed to one of the three types: soft reflectors (SR),
hard reflectors (HR), or acoustic compensators (AC).

In [5], we considered only resonant systems
mounted on one side of a solid panel. These systems
can be conventionally called one-sided systems. In the
present paper, we generalize the results of [5] and
extend them to arbitrary systems of resonant elements
with one degree of freedom. Emphasis is placed on the
resonant systems that are mounted in holes in a panel,
so that their inertial bodies interact with media on both
sides of the panel. These resonant systems will be con-
ventionally called two-sided.

The analysis of the acoustic characteristics of panels
with resonant systems and the generalization of the
1063-7710/05/5103- $26.00 ©0300
results are performed on the basis of the equivalent rep-
resentation method. The essence of this method con-
sists in determining acoustically equivalent systems. Its
application enables us to combine different resonant
systems into one of three types and to use unified rela-
tions for evaluating their acoustic characteristics.

We consider a system of two-sided compressible
resonators schematically shown in Fig. 1. Resonators
whose vibrations are accompanied by a change in their
volume will be called compressible. The axis of vibra-
tion of resonators, in the general case, may deviate from
the normal to the panel surface (the case of tilted reso-
nators). Such a resonant system on a panel is character-
ized by the following parameters: the total surface mass
of the resonant elements and the panel (M); the mass of
inertial bodies of resonant elements per unit area (m);
the stiffness per unit area (k) by which they are con-
nected and which includes the stiffness of the air vol-
ume and the stiffness of mounting; the quality factor of
a resonator Q; the relative areas of interaction with the
medium on both sides of the panel (σ1, σ2); and the
slope angle of the axis of vibration with respect to the
normal to the panel (α) for tilted resonators.

Each of the resonant systems analyzed below can be
considered as a particular case of two-sided compress-
ible resonators. One-sided compensators (Fig. 2a) are a
particular case of two-sided compensators in which one
of the interacting areas is equal to zero (σ1 = 0 or σ2 = 0).
Incompressible two-sided resonators (Fig. 2b) can be
considered as a limiting case of compressible resona-
tors when their areas of interaction are equal (σ1 = σ2).
A panel with dynamic vibration absorbers (Fig. 2c) can
be considered as a limiting case of the absence of direct
interaction with the medium (σ1 = σ2 = 0). Helmholtz
resonators (Fig. 2d) can be considered as a particular
 2005 Pleiades Publishing, Inc.
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Fig. 1. Schematic diagram of a two-sided compressible resonator.
case of one-sided compensators with a small area of
interaction (σ ! 1) and a very small mass of their iner-
tial bodies.

Therefore, the relations describing the behavior of
two-sided compressible resonators (Fig. 1) should be
valid for arbitrary systems of resonant elements with
one degree of freedom.

Here, as in [5], we use the simplest mathematical
model describing the transmission of normally incident
sound waves through an infinite homogeneous purely
inertial panel with a regular system of similar resona-
tors whose parameters are assumed to be known. The
resonator dimensions and the distances between them
are assumed to be small (compared to the sound wave-
length).

The transfer matrix for two-sided compressible res-
onators (AC2, Fig. 1), both direct and tilted, can be
written in one of two forms:

(1)

(2)

Transfer matrices (1) and (2), accurate to a permutation
of M1 and M2 (which corresponds to turning over the
system), are expressed in terms of following the five
parameters: the total surface mass of the system (M);
the static stiffness of the system (kh), determined by the
change in its volume with a change in pressure; the tun-
ing frequency of the system (ωt) corresponding to the
maximum of the transmission loss of the panel with res-
onators with a sufficiently high quality factor; the
mass–elasticity–mass resonance frequency (ω12), at

AAC2
1 M2ω

2/khΩt– iωMΩ12/Ωt

iω/khΩt 1 M1ω
2/khΩt– 

 
 
 

;=

AAC2
1 iωM2

0 1 
 
  1 0

iω/khΩt 1 
 
  1 iωM1

0 1 
 
 

;=

Ωt 1 ω/ωt( )2– iω/ωtQt;+=

Ω12 1 ω/ω12( )2– iω/ωtQt;+=

M1 M2+ M, M1M2 khM ω12
2– ωt

2––( ).= =
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which a dip in the transmission loss is observed; and the

equivalent quality factor (Qt = Q ).

For two-sided compressible direct resonators (Fig. 1),
the quantities involved in Eqs. (1) and (2) are deter-
mined by the expressions

(3)

The expressions for two-sided compressible tilted reso-
nators coincide with the corresponding expressions for
direct ones if we make the substitutions

(4)

Consequently, tilted resonators are equivalent to direct
resonators if their parameters satisfy Eqs. (4). Here, the
primes designate the parameters of equivalent direct
resonators. The mass–elasticity–mass resonance fre-
quency for direct resonators of any type has the form

(5)

and, for tilted resonators, it has the form

(6)

For direct one-sided compensators (σ2 = 0), Eqs. (3)
take the form

(7)

and, for tilted one-sided compensators,

(8)

For direct one-sided compensators (AC) mounted on
side 1 (Fig. 2a), the value of M1 coincides with the sur-

k/m/ωt

kh
k

σ1 σ2–( )2
------------------------;=

M1

m Mσ2–
σ1 σ2–

---------------------;=

ωt
2 k

Mσ1σ2 m 1 σ1– σ2–( )+
-----------------------------------------------------------.=

m' m α , k'cos
2

k α2 , σ1'cos σ1 α ,cos= = =

σ2' σ2 α , M'cos M m α .sin
2

+= =

ω12 kM/ M m–( )m( ),=

ω12 kM/ M m αcos
2

–( )m αcos
2( ).=

kh k/σ2; M1 m/σ; ωt
2 k/ m 1 σ–( )( );= = =

M1 m α /σ; ωt
2cos k/ m 1 σ αcos–( )( ).= =
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(a)

(b)

(c)

(d)

(e)

αα

Fig. 2. Panels with resonant systems: (a) one-sided acoustic compensators, (b) two-sided incompressible resonators, (c) dynamic
vibration absorbers, (d) Helmholtz resonators, and (e) tilted two-sided incompressible resonators.
face mass of the material of which their inertial bodies
are made.

For an incompressible two-sided direct (HR, Fig. 2b)
or tilted (HR2, Fig. 2e) resonator and for a panel with
dynamic vibration absorbers (DVA, Fig. 2c), the trans-
fer matrices have the same form:

(9)AHR AHR2 ADVA
1 iωMΩ12/Ωt

0 1 
 
 

;= = =

Ωt 1 ω/ωt( )2– iω/ωtQt;+=

Ω12 1 ω/ω12( )2– iω/ωtQt.+=
Here, the tuning frequency for a panel with dynamic
vibration absorbers corresponds to their resonance fre-

quency ωt = . For two-sided incompressible
direct resonators, this frequency is determined from the
expression

(10)

and, for tilted two-sided incompressible resonators,
from

(11)

For a panel with Helmholtz resonators (σ2 = 0, σ1 ! 1),
the direct interaction of which with the panel is

k/m

ωt
2 k Mσ2 m 1 2σ–( )+( ) 1–

,=

ωt
2 k Mσ2 m 1 2σ αcos–( )+( ) 1–

.=
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M

Mσ

h, Qt, ωt

h

= h, Qt, ωt

h

M1

M2

Fig. 3. Equivalence of a panel with acoustic compensators and a system consisting of two panels with Helmholtz resonators between
them; M1 = m/σ, M2 = M – m/σ, M is the total surface mass, m is the mass of inertial bodies per unit area, and σ is the relative area
of resonators.
neglected, the tuning frequency of the system is equal
to the resonance frequency and its transfer matrix can
be written as

(12)

where h is the averaged thickness of the air cavities of
resonators. Below, we use the more convenient dimen-

sionless quantity = hωt/c, which represents the wave
thickness. By analogy with the Helmholtz resonators,
for other types of compressible resonators, we use the

equivalent wave thickness  = ρcωt/kh.

Thus, the transfer matrix of any of the systems under
consideration can be expressed in terms of the same
parameters (M, kh, ωt, ω12, and Qt). Therefore, if, for
two systems, the values of these parameters are the
same, these systems, with a properly chosen orienta-
tion, are equivalent to each other; that is, they are indis-
tinguishable from the acoustical point of view.

The following systems with properly selected
parameters are acoustically equivalent to each other:
panels with Helmholtz resonators and one-sided com-
pressible resonators tilted by 90°; a panel with dynamic
vibration absorbers and a panel with two-sided incom-
pressible direct or tilted resonators; one-sided compen-
sators and two-sided compressible resonators, both of
which can be direct or tilted.

Thus, any resonant system on a panel can be
assigned to one of the three classes of systems: soft
reflectors, hard reflectors, or acoustic compensators.
Resonant systems belonging to one class may be acous-
tically equivalent. Therefore, two-sided incompressible
(Figs. 2b, 2e) and compressible (Fig. 1) resonators can
also be called two-sided hard reflectors and two-sided
acoustic compensators, respectively.

Two systems are equivalent, accurate to orientation,
if their total masses, tuning frequencies, and equivalent
quality factors coincide and, in addition, if the equiva-
lent wave thicknesses are equal for soft reflectors, the
mass–elasticity–mass resonance frequencies are equal

ASR
1 iωM

0 1 
 
  1 0

iω/khΩt 1 
 
 

,=

kh ρc2/h,=

h

he
ACOUSTICAL PHYSICS      Vol. 51      No. 3      2005
for hard reflectors, and both the equivalent wave thick-
nesses and mass–elasticity–mass resonance frequen-
cies are equal for compensators.

According to the representation of the transfer
matrix of compensators in form (2), a panel with com-
pensators (one- and two-sided) is equivalent to a system
consisting of two panels with surface masses M1 and M2
and Helmholtz resonators between them with the same
tuning frequency, equivalent quality factor, and equiva-
lent thickness (Fig. 3). Note that the masses M1 and M2
may take negative values. Therefore, it is convenient to
use the equality of the parameters M1 and M2 as a crite-
rion of the equivalence of compensators. In particular,
from this equivalent representation for compensators, it
is seen that a one-sided acoustic compensator is equiv-
alent to a panel with soft reflectors (Helmholtz resona-
tors), provided that the surface mass of the material of
the inertial body of the compensator is equal to the total
surface mass (M1 = M or M2 = M).

The sound transmission loss of panels with compen-
sators is described by the equality

(13)

At the tuning frequency, the sound transmission loss is
approximately determined as

(14)

Since all types of resonators are special cases of com-
pensators, Eqs. (13), (14) are valid for any resonator.

We introduce the efficiency parameter Θ for resona-
tors of any type as a quality-factor-independent coeffi-
cient by which the increase in the transmission loss
after mounting the resonators can be found from the
approximate expression

(15)

TL 20
1
2
---

a12

ρc
------- a11 a22 a21ρc+ + + 

 log=

=  20 1 i
h Mω Ω12 ih+( )/ρc+( )

2Ωc

---------------------------------------------------------+ .log

TL ωt( ) 20 Mωt/2ρc( )log≈

+ 20 1 ωt
2/ω12

2– ih+( )Qt .log

∆TL ωt( ) 20 ΘQt( ), Qt @ 1.log≈
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From Eq. (14) it follows that the efficiency parame-
ter for resonators mounted on a single panel with fixed
total mass equals

(16)

In particular, for hard reflectors,  = 0 and ΘHR = |1 –

/ |, and, for soft reflectors, ωt = ω12 and ΘSR = .
For hard reflectors, it may be convenient to express the
efficiency parameter in terms of the mass of equivalent
dynamic vibration absorbers m1 as ΘHR = m1/M. For
two-sided hard reflectors, the mass of equivalent
dynamic vibration absorbers is determined by the
equality m1 = (m – Mσ)2/(Mσ2 + m(1 – 2σ)). For com-
pensators, the efficiency parameter is also conveniently
expressed in terms of the panel masses M1 and M2 in the
equivalent representation

(17)

Let us consider the dependence of the efficiency
parameter on the resonator mass for various types of
resonators. Figure 4 shows the dependence of the effi-
ciency parameter of various types of hard reflectors on
the share of mass corresponding to inertial bodies
(m/M). It should be noted that, for hard reflectors, the
efficiency parameter does not depend on frequency and
does not exceed unity. For direct two-sided hard reso-
nators (HR2), the efficiency parameter becomes equal
to zero when the surface masses of the panel material
and resonators coincide (m = Mσ) and approaches unity
when the mass of resonators or the mass of the panel
tends to zero. Figure 4 shows that, by turning the axis

Θ 1 ωt
2/ω12

2– ih+ .=

h

ωt
2 ω12

2 h

ΘAC h M1M2ωt/ Mρc( ) i– .=

0 0.2 0.4 0.6 0.8 1.0

0.2

0.4

0.6

0.8

1.0
Θ

σ = 0.50

σ = 0.25

HR2-180

HR

HR2

HR2-90

m/M

Fig. 4. Efficiency parameter of hard reflectors: dynamic
vibration absorbers (HR), direct two-sided hard reflectors
(HR2), and tilted by 90° (HR2-90) and turned-over
(HR2-180) two-sided hard reflectors.
of vibration of resonators, it is possible to increase the
value of the efficiency parameter at a constant mass of
resonators.

Figure 5 displays the dependence of the efficiency
parameter on the mass of inertial bodies for compensa-
tors. The parameter of efficiency has a minimum corre-
sponding to soft reflectors (Helmholtz resonators) of
the same equivalent thickness when the tuning fre-
quency is equal to the mass–elasticity–mass resonance
frequency. For turned-over (tilted at 180 degrees) one-
sided compensators, the efficiency parameter is consid-
erably greater than for direct compensators. For small
masses of the inertial bodies of resonators, two-sided
compensators have large values of the efficiency
parameter. The value of the efficiency parameter of
compensators that corresponds to its local maximum
does not depend on the scheme of the compensator and

equals Θ = |i – Mωt/4ρc |, because, in this case, the
compensators are equivalent to a system consisting of
two panels with equal masses (M1 = M2 = M/2) with
Helmholtz resonators between them.

Thus, the acoustic properties of panels with a wide
class of systems of resonant elements with one degree
of freedom were investigated. Acoustic equivalence is
established for various schemes of resonators: the
equivalence of panels with dynamic vibration absorbers
and panels with two-sided incompressible resonators;
panels with acoustic compensators and panels with
two-sided compressible resonators, as well as their
equivalence to two panels with Helmholtz resonators
between them; and the equivalence of tilted and direct
resonant systems were all established. Resonant sys-
tems are classified on the basis of equivalent represen-

h

0 1 2 3 4 5

0.2

0.4

0.6

0.8

1.0
Θ

AC-180

SR

AC2

m,  kg/m2

AC

Fig. 5. Efficiency parameter of acoustic compensators: one-
sided compensator (AC), direct two-sided compensator
(AC2), turned-over one-sided compensator (AC-180), and
soft reflector (SR); M = 5 kg/m2, h = 0.03 m, ft = 100 Hz,
σ1 = 0.25, and σ2 for AC2 depends on m and varies from 0.5
to 0.6.
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tations. A universal relationship is derived for evaluat-
ing the effect of an increase in the transmission loss of
a single panel after mounting any type of resonators on
it and also for determining the optimal parameters of
the resonant systems.
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Structure of the Focal Region at a Focusing
with a Time Reversal of Waves
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Abstract—A focusing array with a time reversal of waves in an inhomogeneous medium is considered. It is
shown that, at the focus of such an array, an oscillation trap can be formed. In a homogeneous medium, a wave
first travels to the array focus, is focused, and then travels away from the focus, whereas, in an inhomogeneous
medium, the wave does not travel at all. In the oscillation trap, an intense oscillation is formed, which arrives
from nowhere and escapes to nowhere. The size of the oscillation trap is much smaller than that of the focal
spot of the array in free space. The physical nature of this phenomenon and the possible areas of its practical
application are discussed. © 2005 Pleiades Publishing, Inc.
Many problems of acoustics can be solved by using
focused antenna arrays [1, 2]. However, the use of the
arrays considered in [1, 2] implies monochromatic
transmitted signals and, more importantly, the absence
of strong inhomogeneities in the medium (i.e., inhomo-
geneities that can affect the array performance). The
implementation of a broadband focused array in a mul-
tipath inhomogeneous medium encounters fundamen-
tal difficulties caused by the fact that the inhomogene-
ities of the medium cannot be a priori compensated for.
The purpose of this work is to consider the possibilities
offered by the compensation for statical irregular inho-
mogeneities via the use of the time reversal of waves
(TRW) [3, 4]. A focused array tuned using the TRW is
not only protected from the influence of inhomogene-
ities and multipath propagation in the medium but also
has a higher spatial resolution because of the formation
of a volume aperture due to wave scattering from inho-
mogeneities. A specific feature of such an antenna array
is that, with the use of the TRW procedure, the oscilla-
tions emitted by the array elements can be filtered and
phased so as to produce a trap for the oscillations at the
array focus. This term can be used to denote the place
where intense oscillations are localized in a small spa-
tial region and emit nothing into the medium in the
absence of scatterers in the trap itself. The size of the
region of oscillation localization can be much smaller
than the size of the focal spot of the same array in a
homogeneous medium. With the use of the TRW, in an
inhomogeneous medium, an array can be created that
features electronic scanning and has a number of spatial
channels higher than the number of the array elements.
The spatial resolution of such an array may exceed the
1063-7710/05/5103- $26.00 0306
ratio λ/D, where λ is the wavelength and D is the array
aperture.

To clarify the specificity of focusing an array using
the TRW, let us consider an example of an array in an
inhomogeneous medium. Our consideration will be
based on numerical models of the array and the
medium. Let us consider an array consisting of N
receiving–transmitting elements placed along a hori-
zontal line and separated by n units of length. Such an
array configuration simplifies the calculations,
although, generally, the array may have an arbitrary
shape. Let the focal point O be at a distance R from the
array, on the line perpendicular to the line of the ele-
ments at the array midpoint. For our purpose, which
consists in revealing the specificity of the focused array,
it is sufficient to consider the focusing in the plane con-
taining the array. Let us use a Cartesian coordinate sys-
tem with the origin at point O, the y axis directed from
O to the array center, and the x axis crossing this line at
a right angle. Thus, y and x are the longitudinal and
transverse coordinates, respectively. Let the signals
received by the array have a continuous uniform spec-
trum. The sources of the signals can be both at point O
and in its vicinity. We must know the distances from
each array element to each possible transmitting point.
These distances are given by the formula

(1)

Here, k is the ordinal number of the receiving–trans-
mitting array element, starting from the edge of the
array, and x and y are the distances measured from the
point O in its vicinity.

W k x y, ,( ) R y–( )2 k 0.5N–( )n x–( )2+ .=
© 2005 Pleiades Publishing, Inc.
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Fig. 1. Directivity pattern of a broadband focusing array. The amplitude is shown (a) as a function of coordinates (x, y) and
(b) in the form of isolines. The array parameters appearing in Eq. (1) are as follows: N = 32; R = 100; and n = 4.
To focus the array at point O in a homogeneous
medium, one must sum the signals of all array receivers
in view of the fact that the signals arrive with different
delays as determined by Eq. (1) at x = 0 and y = 0. The
result of such a summation is referred to as the array out-
put. Because the delays are known for an arbitrary point
O, they can be a priori compensated for in such a way
that the signals leaving point O arrive at each receiver
simultaneously. To do so, the delays of the arriving sig-
nals should be decreased by the known values W(k, 0, 0).
Now, if the signals of all receivers are summed, one
obtains the array focused at point O. The signal transmit-
ted from point O with instantaneous amplitude equal to
unity will have instantaneous amplitude equal to N at the
array output. The signals transmitted from other points
will arrive at each receiver with delays that are also
known. These delays are

(2)

Now, the array output is a function of frequency for
each point (x, y). The frequency response of the channel
has the following form [5]:

(3)

Here, m is the frequency expressed as the number of
the frequency samples that are separated by 2π/M,
where M is the number of samples in the time-domain
Fourier transform. With such a definition of the fre-
quency, which is especially advantageous for numerical
calculations, the frequency in hertz is mF, where F is
the frequency of sampling the signal in time [5].

The signal at the array output is determined by
the inverse Fourier transform of the product of the

WO k x y, ,( ) W k x y, ,( ) W k 0 0, ,( ).–=

Q m x y, ,( ) i
2π
M
------mWO k x y, ,( ) 

  .exp
k

∑=
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signal spectrum and frequency response of the array
output (3):

(4)

Here, H(m) is the time-domain Fourier spectrum of
the signal and t is time. To obtain the array response for
the signal at a point (x, y), one should know the shape
of the signal or its Fourier spectrum H(m).

Let us define the directivity pattern G(x, y) of the
array as the time-averaged array response to a noise sig-
nal with a uniform time-domain spectrum. Such a sig-
nal is produced by using a random sequence of numbers
generated by a computer. In this case, the directivity
pattern is given by the formula

(5)

Here, UN(t, x, y) is determined by Eq. (4) for H(m)
equal to the Fourier spectrum of the computer-gener-
ated random sequence with length M.

Figure 1 shows the directivity pattern of the focused
array for N = 32, R = 100, n = 4, and M = 128. This type
of directivity pattern is peculiar to a focused array in a
homogeneous medium.

Let us consider how the result of focusing will
change in a medium with strong inhomogeneities that
substantially influence the array performance. Suppose
that the inhomogeneities lead to random changes in the
delays between points (x, y) and the receiving array ele-
ments. Let these changes vary within several units, with
an interval of spatial correlation that is shorter than the
distance between the array elements. Such a physical
model of the medium coincides with that considered in
[6, 7] (in [7], see pp. 195–197). With the problem at
hand, one should not calculate or estimate the parame-
ters of the random wave field, as in [6, 7]. It is quite suf-

U t x y, ,( )
1

2πM
------------ Q m x y, ,( )H m( ) i

2π
M
------mt 

  .exp
m

∑=

G x y,( ) 1
M
----- UN t x y, ,( ) t.d

0

T
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Fig. 2. Directivity patterns of a focused array in an inhomogeneous medium for examples (a) A and (b) B.
ficient to specify the values of fluctuations for the
delays at the receiving elements. To do so, let us
describe the inhomogeneous medium in a way that
allows one to determine the process of wave propaga-
tion not only from point O but also from points (x, y).
For every such point, an individual dependence of the
delays in the wave propagation to the array elements
takes place. The shape of this dependence is determined
by the parameters appearing in the model of the inho-
mogeneous medium. Here, we consider two examples
of the medium that differ in the parameters of correla-
tion functions. In example A, the changes in delays at
points (x, y) correlate with each other, while, in exam-
ple B, they do not correlate.

Example A is obtained from example B by narrow-
ing the two-dimensional spectrum of the spatial fre-
quencies of delays by a factor of eight compared to the
spectrum of example B. As a result, in example A, the
delays between points (x, y) and the array elements vary
smoothly.

Let us try to focus the array in the inhomogeneous
medium in a manner that is used in a homogeneous
medium, that is, by compensating only for the regular
delays given by Eq. (1) with no changes in the irregular
ones. Figure 2 shows the calculated directivity patterns
of the focused array for the case when changes in the
delays are added to the function W(k, x, y) appearing
in Eq. (3); all other parameters are the same. According
to Fig. 2, the directivity pattern has drastically changed
in comparison with Fig. 1. In such a situation, one usu-
ally says that the directivity pattern has “failed.” In
view of the fact that many acoustic media are inhomo-
geneous, the failure of the pattern is a serious obstacle
to the use of focused arrays in acoustics. Note that the
effect of the failure is more pronounced for arrays with
higher numbers N of the receivers, that is, for more effi-
cient arrays.

Let us use the results obtained to determine which
inhomogeneities can be treated as strong. The inhomo-
geneities should be considered as strong if they sub-
stantially influence the array directivity pattern that is
formed in the same way as in a homogeneous medium.
A comparison of Figs. 1 and 2 shows that the inhomo-
geneities used in the computations are strong.

To avoid the failure of the directivity pattern, it is
advantageous to use the time reversal of waves (TRW)
[3, 4]. The TRW process consists of two steps [3]. At
the first step, a short pulse is transmitted from the point
of probable array focus (point O in our case). This pulse
propagates in the inhomogeneous medium. With the
aforementioned model of the medium, the wave trans-
mitted from point O will arrive at the receiving ele-
ments with the following distribution of the arrival
times:

(6)

where k is the ordinal number of the array element and
F(k) are random increments of the delays caused by the
inhomogeneities of the medium.

Signal (6) received by each array element is stored,
which is necessary to proceed to the next step. The sec-
ond step consists in that the stored signals received by
all array elements are reversed in time and transmitted
from the same points at which they were received. The
signals are sent to the same medium that is supposed to
be frozen for the time of the first and second steps.
Hence, the second step yields the time-reversed signals
with opposite signs of the delays. The delays that
increased the propagation time will now decrease this
time, and vice versa. In the backward propagation of
the signals, the delays remain the same as in the direct
propagation, because the distribution of the delays is
independent of the propagation direction. It is useful to
consider the delays not only for point O but also for all
points (x, y) that can be reached by the signal transmit-
ted at the second step. Thus, in view of the first and sec-
ond steps, the delay between points (x, y) and each
receiving array element takes the form

(7)

Here, F(k, x, y) are the medium-caused changes in
the delays from points (x, y) to each of the k array ele-
ments.

WOF k 0 0, ,( ) W k 0 0, ,( ) F k( ),+=

WOF k x y, ,( ) W k x y, ,( )=

+ F k x y, ,( ) W k 0 0, ,( )– F k 0 0, ,( ).–
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According to Eq. (7), the pulse transmitted from
point O (x = 0, y = 0) into the inhomogeneous medium
at the first step will arrive at the same point O at the sec-
ond step simultaneously for all k array elements. The
time-domain shape of the received pulse will be com-
pletely identical to that of the transmitted pulse [4].
This is the main idea of the TRW. However, the TRW
procedure allows one to focus an array in an inhomoge-
neous medium not only to receive its own signal but
also to receive an arbitrary broadband signal whose
shape is known in advance.

The spectrum of the signal received at the first step
(which consists of transmitting the known signal into
the medium) has the following form at the kth array ele-
ment:

(8)

Here, B(ω) is the Fourier spectrum of the pulse
transmitted at the first step. This function is known.
Therefore, Eq. (8) allows one to find the frequency
response z(ω, k) of the channel from point O to the kth
receiver. To avoid problems in solving Eq. (8) for the
frequencies at which the absolute value of B(ω) is equal
to zero or too small, one should use the technique pro-
posed in [8]. Its essence consists in that one in advance
changes the absolute values equal or close to zero in the
spectrum of the function chosen to represent B(ω) to
finite absolute values while retaining the argument.
According to [8], such a procedure eliminates the diffi-
culties of solving an equation of type (8). Upon finding
the function z(ω, k), one can focus the array so as to
receive an arbitrary broadband signal emitted from
point O. It will be an array that uses the TRW proce-
dure, although the wave is not time-reversed but rather
focused for the reception of the signal arriving from
point O.

For such focusing, one should multiply the spectrum
of an arbitrary signal received by an array element by a
function z*(ω, k) that is complex-conjugate to the func-
tion found in the TRW procedure. After that, the Fou-
rier spectrum of the signal transmitted from point O and
received by the kth array element takes the form

(9)

where BN(ω) is the spectrum of the arbitrary signal at
point O.

Formula (9) can be treated as the result of filtering
the signal, whose spectrum is BN(ω), by the filter,
whose frequency response is the squared absolute value
of z(ω, k). Being the absolute value squared, such a fre-
quency response has a constant component. Because of
the frequency-independent component, the filter given
by Eq. (9) lets all frequencies pass without distortions
and makes all N signals received by the array elements
be in phase. As a result of this processing of the signal,
the array becomes focused at point O.

With an arbitrary medium, the squared absolute
value of the frequency response can have both constant

S1 ω k,( ) B ω( )z ω k,( ).=

SN ω k,( ) BN ω( )z ω k,( )z* ω k,( ),=
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and variable components. The correlation noise can
exist in this case [8]. In our case, when only signal
delays are random, the squared frequency response
appearing in Eq. (9) is equal to unity, and no correlation
noise is observed.

The signals arriving at the array elements from
points (x, y) will pass through the filter whose fre-
quency response differs from z(ω, k) if the signal ori-
gins do not coincide with the point O. In this case,
Eq. (9) transforms to the expression

(10)

By using Eq. (10), one can calculate the directivity
pattern of the array. To do so, one can use the same
method as in calculating the free-space directivity pat-
tern (see above). The function BN(ω) must be defined as
the Fourier spectrum of a random sequence to use
Eq. (5) at the terminal step of calculations. The fre-
quency responses appearing in Eq. (10) are determined
by the delays introduced earlier [5]:

(11)

To obtain the array response as a function of time
and coordinates, as in Eq. (4), it is sufficient to substi-
tute Eq. (11) into Eq. (9), to apply the inverse Fourier
transform with respect to frequency m, and to sum the
result over all k.

Figure 3 shows the calculated directivity patterns for
the focused array. These patterns are obtained by using
the TRW with the same parameters as in Fig. 1 for the
two examples of the medium, A and B. The heights of
the peaks at the centers of all curves are the same and
are exactly equal to the height of the central peak in
Fig. 1. Hence, no failure of the array directivity pattern
occurs if the TRW procedure is used. On the contrary,
the directivity pattern sharpens.

It should be noted that both directivity patterns
shown in Fig. 3 are much narrower than the directivity
pattern shown in Fig. 1 for the ideal case of a free
medium. The possibility for the directivity pattern to be
noticeably narrowed in an inhomogeneous medium
was considered in [3], where an experimentally discov-
ered tapering of the directivity pattern was reported. In
explaining this effect in [3] and other papers, the
authors emphasized the increase in the array aperture
due to the signal scattering. In our case, such an expla-
nation is insufficient. Here, the effect of wave scattering
in the volume of the medium is used: a one-dimensional
antenna array transforms to a volume one because of
the inhomogeneities of the medium.

In a strongly inhomogeneous medium, the directiv-
ity of the array is governed by the statistical properties
of the medium [4]. In turn, these statistical properties
are determined by the specificity of the wave propaga-

SN ω k x y, , ,( )
=  BN ω( )z ω k x y, , ,( )z* ω k 0 0, , ,( ).

z ω k x y, , ,( )

=  i
2π
M
------m W k x y, ,( ) F k x y, ,( )+[ ] 

  .exp
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Fig. 3. Directivity pattern of a focused array with the TRW in an inhomogeneous medium for examples A and B.
tion in the volume of the inhomogeneous medium. Vol-
ume scattering forms the statistical properties of the
wave field. To determine the directivity, it is necessary
and sufficient to know frequency response (11) without
knowing how and at which angles the waves are scat-
tered in the medium. The possibility to ignore the
details of wave propagation in the medium in determin-
ing the array directivity pattern can give an impression
that such concepts as the aperture and diffraction do not
contribute to the array directivity at all. This is not true.
The complex character of wave propagation in the
medium volume is the only factor that allows one to
obtain the frequency response depending on coordi-
nates (x, y) as in examples A and B. It is very important
that the frequency responses of the propagation chan-
nels between points (x, y) and individual array elements
substantially differ from each other. Such an effect can
be produced by nothing but the wave fields scattered in
the volume of the medium.

The aforementioned method serves to focus the
array at point O. To focus the array at another point, it
is sufficient to emit a short pulse from this point, to
receive it at N elements of the array, and to determine
the frequency responses for each element, just as in the
aforementioned processing procedure. The frequency
responses obtained in this way allow one to focus the
array for signal reception from the point from which the
short pulse was sent at the first step. With such a tech-
nique, the array can be tuned for simultaneously receiv-
ing signals from an arbitrary number of points. Here,
the number of independent points of the array focusing
is not limited by the number of array elements.

All the aforementioned considerations are valid for
a medium whose parameters are constant in time. If the
parameters vary to an extent that can influence the qual-
ity of focusing, the procedure of tuning the array with a
pulsed signal sent from all reception points of interest
should be repeated.

The array with the TRW also has a number of inter-
esting features if it is used for signal transmission. In an
inhomogeneous medium, such an array can produce a
trap for the oscillations (OT), which is characterized by
a local increase in the oscillation intensity and has a
rather small size in comparison with that produced by
the diffraction of waves by the array aperture. The OT
is not the source of waves emitted into the medium. The
properties of the OT can be found from Eq. (4). This
expression is a function of time. To obtain the time
dependence of the array output, one should specify the
time dependence for the signal sent to the medium at
the first step of the TRW. This dependence appears in
Eq. (4) in the form of the Fourier spectrum, H(m). Let
us suppose that this function does not depend on m and
is equal to unity for all m. This means that the signal is
a pulse with a duration of one sample of time, which is
emitted at the time equal to zero. Then, quantity (4) can
be calculated. Function (4), the array output, will also
be a pulsed signal with its maximum at the zero time.
This is the result of substituting Eq. (3) into Eq. (4) if
H(m) = 1. Figure 4 shows the array response to such a
pulse in a homogeneous medium at three instants of
time. The three responses are shown in an amplitude
form as the curves of equal intensities of the oscilla-
tions. The signal successively takes the values shown
from right to left. These curves correspond to the wave
travelling to the focus, passing the focal point, and then
travelling away from it. In an inhomogeneous medium,
the situation is different: there is no travelling wave. If
one plots Fig. 4 for an inhomogeneous medium, the only
maximum will be at the center with noise of an approxi-
mately constant level to the left and to the right of it.

The situation is illustrated in Fig. 5. Here, the ampli-
tude distributions are shown for the field at the array
both for the instant of the exact focusing and for the pre-
vious and subsequent two instants of time. In Fig. 5a,
corresponding to a homogeneous medium, the wave
travels through the focal point of the array. Figure 5b
corresponds to a strongly inhomogeneous medium of
type B. This wave travels nowhere. It appears at the
instant of focusing, but there is no increase in its ampli-
tude at the previous and subsequent instants that corre-
spond to approaching the focus and travelling away
from it. This means that, in the inhomogeneous
medium, the oscillation produced by the TRW at the
ACOUSTICAL PHYSICS      Vol. 51      No. 3      2005
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Fig. 4. Responses of the focused array to a short pulse for three instants of time. The instants correspond to the following time sam-
ples measured from the instant of focusing: –8, 0, and +8. The responses are represented in forms of amplitudes (upper plots) and
isolines (lower plots).
focus radiates nothing in any direction. One can closely
approach the OT without detecting it unless one enters
the focusing point itself. Such an oscillation trap cannot
be obtained by controlling the array transmission from a
single plane in free space. Here, the interference and dif-
fraction of waves in the volume of the medium are essen-
tial, although the array itself can be linear in this case.

The oscillation trap can be used in measurements.
One can also form a set of OTs with a given configura-
tion in space. Such an opportunity can be useful for
solving a number of physical problems. For instance,
an OT does not radiate by itself but, if a scatterer falls
in the trap, this scatterer under the influence of intense
oscillations begins to radiate waves, which can be
observed at a long distance from the OT. This is an ideal
dark-field method.

An OT can be used for nondestructive testing to
monitor the formation of cracks in structures. To do so,
one should create an OT in the probable region of
cracking. If no cracks are present, the OT will not man-
ifest itself, but, if the crack exists, a scattered signal will
be generated that can be detected by a sensor.

Let us consider the intensity of oscillations in an OT.
Let the pulse that is sent to form the OT have an ampli-
tude a. The signals received by the array elements will
have amplitudes a/v, where v  is the amplitude attenua-
tion due to the natural propagation loss. Let each array
element emit a pulse with an amplitude Sa to produce
the OT. Then, the amplitude within the OT will be

A NSa/v .=
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Fig. 5. The array outputs versus the longitudinal coordinate
at five progressive instants of time: the first instant corre-
sponds to the solid curve; the second, to the dash–dot curve;
the third (the exact focusing), to long thick dashes; the
fourth, to the dotted curve; and the fifth, to another solid
curve. The outputs are calculated for (a) a homogeneous
medium and (b) an inhomogeneous medium of type B.
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Thus, the signal amplitude in the OT compared to
the amplitude of the initial pulse is determined by the
ratio NS/v. With a large number N of array elements,
one can make the signal amplitude in the OT much
higher than that of the initial pulse.

It is known [9] that an acoustic transmitter placed in
an oil well causes an increase in the well production. In
the recent years, the geological conditions of oil mining
have become more complicated. Resources that are
hard to extract represent the major part of the oil depos-
its in operation, and this part tends to increase [9]. That
is why an improvement in the technology of oil produc-
tion is urgent. One of the promising methods for inten-
sifying oil extraction is acoustic action on the well,
which is realized by placing a transducer into it. It is
known that the efficiency of the acoustic effect on the
well increases when the intensity of the sound field
increases. Moreover, experimental data [9] show that
the acoustic effect on the physical and chemical pro-
cesses that leads to an increase in oil production is
based on mechanisms of a threshold nature in sound
intensity. It is difficult to insert a high-power transducer
into the well. However, the intensity of acoustic vibra-
tions in the well can increased almost without limit by
focusing the radiation from the surface or from other
places close to the well. In this case, the radiator in the
well only serves to focus the radiation of high-power
transducers at the required point of the inhomogeneous
medium. It is advantageous to use the OT for this pur-
pose. One can emit intense radiation from the ground,
and this radiation can be focused simultaneously or in
turn at a number of points that are planned in advance
for the OTs.

With the aforementioned phenomenon, one can cre-
ate efficient acoustic lenses by simple means. To obtain
a lens, it is sufficient to put (glue) together a number of
layers with rough surfaces and different sound speeds.
If such a layered structure is thick enough, it can form
a volume lens. This lens should be excited by N acous-
tic transducers. To tune the lens to a given focal dis-
tance, one can use the TRW procedure. The focal spot
of such a lens can be smaller in size and have sharper
boundaries than an ordinary lens with the same trans-
verse dimension.
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Abstract—Algorithms based on the WKB approximation are proposed for the fast and accurate calculation of
the group time delays and effective attenuation coefficients of normal waves in the deep-water sound channel
of the Arctic Ocean. These characteristics of the modes are determined in the adiabatic approximation by inte-
grating the local group velocity and attenuation coefficient over the horizontal distance between the ends of the
propagation path. According to the WKB method, the local group velocity is the ratio of two quantities. The
first one is the sum of the length of the ray corresponding to the mode and the side displacement of the ray at
the reflection by the ice cover. The second one is the sum of the travel time of the sound signal along the ray
cycle and the time delay caused by the side displacement. The grazing angle of the ray is determined from the
condition of quantization for the phase integral. According to the WKB method, the local attenuation coefficient
of the mode is specified as the ratio of the squared modulus of the coherent reflection coefficient at the lower
boundary of the ice cover and the sum of the cycle length and the side displacement of the ray. Simple recurrent
relations are proposed to estimate, with fair accuracy and short calculating time, the phase integral, the integral
that describes the cycle length, and the related local group velocities and attenuation coefficients. The capacity
and efficiency of the algorithms are confirmed by the comparison of the aforementioned mode characteristics
calculated by using the proposed relations and the precise computer code. The calculations are performed with
the sound speed profiles obtained from the temperature and salinity measurements during the SEVER and
SCICEX-1995 expeditions. © 2005 Pleiades Publishing, Inc.
To numerically model the ocean monitoring meth-
ods based on acoustic tomography [1–3], matched-field
processing [4–7] in the adiabatic approximation, and
mode filtering [8, 9], one needs rather fast, robust, and
accurate algorithms for calculating the characteristics
of normal waves (modes). Such characteristics include
the local wave numbers of modes, their phase and
group velocities, the attenuation coefficients, and the
corresponding integral quantities, namely, the phases,
the group time delays (GTD), and the effective (aver-
aged over the propagation path) attenuation coefficients
(EAC) of normal waves. In the adiabatic approxima-
tion, the GTD of a mode is determined by integrating
the local group velocity over the distance along the
path. The corresponding EAC is given by integrally
averaging the local attenuation coefficient of the mode.
The aforementioned integral characteristics of the
modes can be found by the numerical retrieval of the
local complex eigenfunctions and eigenvalues of the
modes for a number of vertical sound speed profiles
along the path. For this purpose, computer programs
can be used (e.g., [10, 11]). However, such a procedure
implies multiply executing these programs for a broad
frequency band with a large number of values of the
1063-7710/05/5103- $26.00 0313
waveguide parameters that depend on distance. Thus,
the computational expenses may be high. The use of the
WKB method in numerically determining the mode
characteristics can substantially reduce the calculation
time and increase the efficiency of the algorithms for
estimating the waveguide parameters from the data of
experiments studying the sound fields in the ocean.

In this paper, universal iterative algorithms based on
the WKB method are presented. These algorithms pro-
vide fast, robust, and accurate calculations of the local
group velocities, the local attenuation coefficient, the
GTD, and the EAC for normal waves in deep-water
regions of the Arctic Ocean. In deriving the formulas
used in these algorithms, the under-ice medium is mod-
eled as a stratified one, and the local profile of the sound
field at a fixed distance is approximated by a continuous
piecewise linear function that increases with depth. The
number of nodes in the local profile is arbitrary but suf-
ficient to fully describe the specificity of the spatial
structure of the sound speed in deep-water Arctic
regions.

According to the WKB method, the local group
velocity of an individual mode is given by the ratio of
two quantities. The first quantity is the sum of the
© 2005 Pleiades Publishing, Inc.



 

314

        

KRUPIN

                                                                                            
length of the ray cycle corresponding to this mode and
the side displacement of this ray at reflection from the
ice cover. The second one is the sum of the travel time
along this ray within a single cycle and the delay caused
by the aforementioned displacement of the ray. The
grazing angle of the ray is determined from the known
condition of quantization for the phase integral. The
values of the side displacement and the corresponding
time delay are the partial derivatives of the phase in the
coherent reflection coefficient at the water–ice interface
with respect to the grazing angle and the frequency.
With the WKB formalism, the local attenuation coeffi-
cient of an individual mode is specified as the ratio (in
decibels) of the squared modulus of the coherent reflec-
tion coefficient at the lower ice surface and the sum of
the length of the aforementioned ray cycle and its side
displacement.
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Fig. 1. Sound speed profiles calculated by using the data on
the thermohaline structure measured in the oceanographic
surveys on the paths (a) from Spitsbergen Island to Point
Barrow (the SEVER expedition) and (b) from the Nansen
basin to the Beaufort Sea (the SCICEX cruise, 1995).
The length of the ray cycle and the cyclic travel time
are the integrals over depth, in which the integrands
have singularities at the ends of the integration interval
(at the turning points). For this reason, standard quadra-
ture formulas are hardly applicable to the calculation.
With the accepted piecewise linear approximation of
the local sound speed profile, the integrals can be calcu-
lated for each layer by simple recurrent relations that
involve elementary functions. These relations provide a
sufficiently high accuracy in determining the local
group velocity and the local attenuation coefficient and
lead to a substantial decrease in the calculation time in
comparison with exact computer codes based on the
modal representation of the sound field. The proposed
algorithm also allows one to rapidly calculate the GTD
and the EAC with both an accuracy and calculation
time nearly independent of frequency.

To confirm the working capacity and calculating
efficiency of the aforementioned algorithms, the calcu-
lated dependences of the group velocity, the local atten-
uation coefficient, the GTD, and the EAC on the mode
number are calculated for the modeled arctic
waveguides with the natural sound speed profiles pre-
sented in Fig. 1. It is shown that these calculations fit
the results obtained by using the mode computer code
[11] to a high accuracy.

In what follows, the guided modes of lower numbers
n = 1, 2, …, N are considered. Such modes correspond
to the rays refracted upwards and reflected only by the
ice surface. In accordance with the WKB method [12,
13], the local group velocity v n of an individual mode
with number n is given by the ratio

(1)

Here, Dn is the cycle length for a ray with a grazing
angle χn =  at the water–ice interface
(this length is equal to the distance between two succes-
sive reflection points at the lower ice surface); ξn is the
complex horizontal wave number of the nth mode; k =
2π/c0 is the wave number in water; c0 = c(0) = 2 is the
sound speed in water near the ice surface; ∆n is the hor-
izontal displacement of the ray bundle at reflection by
the ice surface; tn is the travel time along the ray within
a single cycle; and τn is the time delay associated with
this displacement. The values of Dn and tn are deter-
mined as Dn = D(χn) and tn = T(χn), where, for an arbi-
trary grazing angle χ at the water–ice interface, the
functions D(χ) and T(χ) are given by the integrals

(2)

(3)

v n Dn ∆n+( )/ tn τn+( ).=

Reξn( )/k[ ]arccos

D χ( ) 2 χ c0
2/c z( )2 χcos

2
–[ ]
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The grazing angles χn are found from the equation of
quantization for the phase integral:

(4)

(5)

In Eqs. (2)–(4), the following notations are used: l is
the thickness of the ice cover; zt ≡ zt(χ) is the depth of
the turning point of the ray with the grazing angle χ
(this turning point is the only solution to the equation
c0/c(zt) – cosχ = 0); and ϕs is the phase of the coherent
reflection coefficient at the interface between water and
the ice layer. The aforementioned relations are valid for
all modes with numbers n = 1, 2, …, N and grazing
angles χn ≤ χb, where χb =  is the graz-
ing angle of the ray touching the bottom. According to
[12, 13], quantities ∆n and τn are determined by the

expressions ∆n = –  and τn = – ,

where ξ = kcosχ is the real part of the horizontal wave
number corresponding to an arbitrary grazing angle χ
of the ray at the water–ice interface and ω is the cyclic
frequency. According to Eqs. (1)–(5), the group veloc-
ity of the nth mode can be expressed as follows:

(6)

(7)

In addition, according to Eqs. (2) and (5), the integrals
D and J are related by a simple expression:

(8)

Thus, to determine the group velocity, one should cal-
culate the integral J(χ), its derivative with respect to the
grazing angle, and the simple roots of Eq. (4).

The integrands in the expressions for J and D have
singularities at the ends of the integration interval,
which are the turning points of the ray with the grazing
angle χ. Hence, the standard quadrature formulas are
hardly applicable. However, with our approximation of
the local sound speed profiles in the form of piecewise
functions of depth, the integrals J and D can be calcu-
lated layer by layer with the use of rather simple recur-
rent relations expressed in terms of elementary func-
tions. Within each individual layer, the function c(z) is
supposed to have the form

(9)
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where cl is the sound speed at the interfaces z = zl =

 of the aforementioned water layers with

thickness hl, gl = (cl + 1 – cl)/hl are positive vertical gra-
dients of the sound speed in these layers, and L is the
maximal number of water layers.

Let us now consider the recurrent procedure of cal-
culating the integral J as a function of the grazing angle
χ in more detail. Suppose that the grazing angle χ of the
ray corresponds to the turning depth zt = zt, l + 1 within
the (l +1)th layer, that is, within zl + 1 ≤ zt, l + 1 ≤ zl + 2.
Hence, the grazing angle χ falls within the interval

 ≤ χ ≤  , where  =  and

 = . Denote the corresponding
integral J = J(χ) as J = Jl + 1. Then,

(10)

where

(11)

If the turning depth zt = zt, l of the ray with the graz-
ing angle χ is within the lth layer (within the interval
zl ≤ zt, l ≤ zl + 1) or  ≤ χ ≤ , where  =

 and  = , the inte-
gral J = Jl can be expressed as follows:

(12)

where the functions fj(z, χn) are given by Eq. (11). By
explicitly calculating the integrals following the first
summands on the right-hand sides of Eqs. (10) and
(12), the following expressions can be derived:
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where

Then, in view of the formulas for the aforementioned
integrals and the equalities ut, l = 0 and ut, l + 1 = 0, which
are the consequences of the vanishing functions fl(zt, l, χ)
and fj(zt, l + 1, χ) at the turning points, Eqs. (12) and (10)
can be reduced to the form

(13)

(14)

The quantity Sl – 1 in Eqs. (13) and (14) defines the first
summand of Eqs. (10) and (12), these formulas being
valid for the grazing angles  ≤ χ ≤  and  ≤
χ ≤ , respectively. Thus, according to Eqs. (13) and
(14), the integral J(χ) can be calculated by using the
recurrent expression
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where

In view of Eq. (8), the differentiation of Eqs. (15) and
simple transformations lead to the following recurrent
relations for the function D(χ):

(16)

To find the roots χ = χn (n = 1, 2, …, N) of Eq. (4), a
standard procedure can be used (the method of interval
bisection or the secant method, for instance). These
procedures require multiple calculations of both the
phase integral J(χ) with the use of recurrent formulas (15)
and the phase ϕs(χ, kl) of the coherent reflection coeffi-
cient. The local group velocities {v n, n = 1, 2, …, N}
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can be found according to Eqs. (6) and (7), where the
quantities Jn and Dn are given by recurrent relations
(15) and (16) at χ = χn, n = 1, 2, …, N. In turn, the
resulting quantities Jn and Dn can be used to rapidly cal-
culate the local attenuation coefficients of the modes
under the influence of the volume absorption of elastic
waves in the ice cover and the scattering of the elastic and
sound waves by the rough surface of the ice. For the nor-
mal waves captured by the under-ice sound channel, the
local attenuation coefficients denoted as {βn (dB/km),
n = 1, 2, …, N} are determined by the WKB method
[13] as follows:

(17)

where |Vs(χn)| is the modulus of the coherent reflection
coefficient of the mode at the water–ice interface.

Let us consider the results of the test computations.
Such results include the dependences of the modal
group velocities, the attenuation coefficients, the GTD,
and the EAC on the mode number. In Figs. 2–4, these
results are presented for two deep-water arctic
waveguides with an ice cover. The latter was modeled
as a uniform absorbing elastic layer with the mean
thickness l = 3.5 m and the following parameters [14]:
cp = 3832.7 m/s (the velocity of longitudinal waves);
cs = 1903.5 m/s (the velocity of shear waves); δp =
0.058 dB/m/kHz (the attenuation of the longitudinal
waves); δs = 0.348 dB/m/kHz (the attenuation of shear
waves); and ρ = 0.91 g/cm3 (the ice density). The sea floor
was modeled as a uniform liquid absorbing half-space
with a velocity of longitudinal waves cb = 1600 m/s, a den-
sity of 1.8 g/cm3, and an attenuation of 0.1 dB/m/kHz. The
choice of the model for the sea floor is not important,
because we consider normal waves that do not interact
with the bottom.

Figures 2a and 2b correspond to the aforementioned
model of the arctic waveguide with an ice cover in the form
of a homogeneous absorbing elastic layer of constant thick-
ness l = 3.5 m and with the range-independent c(z) profile
shown in Fig. 1a. This profile was obtained by averag-
ing the profiles at the intermediate points of the Euro-
pean part of the oceanographic survey, namely, from
Spitsbergen Island to Point Barrow. The length of the
survey was 2000 km, and the mean sea depth was H =
3000 m. The sound speed profiles were calculated from
the temperature and salinity profiles measured in the
SEVER experiment [15]. Figure 2a compares the modal
group velocities {vn, n = 1, 2, …, 20} calculated accord-
ing to Eqs. (4)–(6), (15), and (16) in the WKB approxima-
tion with the group velocities calculated, using the modi-
fied mode computer code found in [11], by the formula

(18)

βn 20 Vs χn( ) 103/ ∆n χn( ) Dn χn( )+[ ] ,×10log–=

v n

∂Re ξn( )
∂ω

--------------------
1–

Re
ξn

ω
-----

wn
2

c z( )2
------------ zd

0

H

∫



= =

∫ –
∂Gb

∂ ω2( )
--------------wn H( )2 ∂Gs

∂ ω2( )
--------------wn 0( )2+

1–





.

ACOUSTICAL PHYSICS      Vol. 51      No. 3      2005
Here, the quantities wn(z) and λn =  (the squared
complex horizontal wave number for the nth mode)
are the normalized eigenfunction and the nth eigen-
value, respectively, for the following spectral bound-
ary problem:

(19)
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Fig. 2. Dependences of (a) the group velocity vn (m/s) and
(b) the attenuation coefficient βn (dB/km) at a frequency of
250 Hz for the modeled horizontally uniform arctic
waveguide with an ice cover of constant thickness (3.5 m):
(°) the precise mode computer code and (*) the WKB
method.
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In these equations, λ = ξ2 is the spectral parameter, ξ is
the horizontal wave number, H is the thickness of the
water layer, c(z) is the sound speed in the water layer,
and Gs and Gb are the input admittances of the uniform
ice layer and the bottom at the boundaries z = 0 and z =
H, respectively. Formula (18) is obtained in a way sim-
ilar to that used in [16] to derive the expression describ-
ing the group velocity in an oceanic waveguide with a
free upper boundary. However, first boundary condi-
tion (20) at the water–ice interface was now used
instead of the condition w = 0 at the free boundary z = 0.
The eigenfunctions wn appearing in Eq. (18) satisfy the
normalization condition 
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Fig. 3. Dependences of the GTD (Tn, s) on the mode num-
ber for the modeled arctic waveguide with range-dependent
characteristics and a stochastically rough ice cover at fre-
quencies of (a) 80 and (b) 250 Hz: (°) the precise mode
computer code and (*) the WKB method.
(21)

The aforementioned admittances are calculated as

(22)

where χ =  is the grazing angle of the plane
wave incident from the water on the ice cover; Vs is the
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cover at frequencies of (a) 80 and (b) 250 Hz: (°) the precise
mode computer code and (*) the WKB method.
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complex reflection coefficient for the plane wave at the
water–ice interface, which is determined according to
Brekhovskikh formula [17]; kb is the wave number for
longitudinal waves in the sea floor (in view of the
absorption); and m is the ratio of the densities of the
bottom material and water. The final expression for Gs

as a function of ξ can be found in [7].

The data presented in Figs. 3 and 4 correspond to the
modeled deep-water arctic waveguide with a stochasti-
cally rough ice cover and with the spatial distribution of
the sound field shown in Fig. 1b. In the latter figure, the
sound speed profiles c(z, r) are presented for the initial
19 equidistant points of the initial part of the propaga-
tion path, with the distances 0 ≤ r = R = 500 km. The
path passes along the oceanographic survey from the
Nansen basin to the Beaufort Sea, between the points
(85° N, 46° E) and (73.6° N, 156.45° W). The parame-
ters of the ice cover were as above. At each distance r,
the sound speed profiles were calculated according to
the empirical formula of Chen, Millero, and Lee with
the temperature and salinity profiles [18] measured
from the ice surface to the bottom at 10-m increments.
These data were obtained in the SCICEX transarctic
cruise of an American submarine in 1995.

Figures 3 and 4 show the dependences of the GTD
(that is, the times of mode propagation along the paths)
{Tn, n = 1, 2, …, 20} and the EAC (that is, the attenua-
tion coefficients averaged over the path) {〈β〉 n (dB/km),
n = 1, 2, …, 20} on the mode number. These quantities
are calculated in the adiabatic approximation by inte-
grating the inverse local modal group slownesses sn =
vn(r)–1 and the local modal attenuation coefficients over
distance:

(23)

(24)

Here, R is the path length and n = 1, 2, …, N. To pre-
cisely calculate the aforementioned integral character-
istics with Eqs. (23) and (24), multiple executions of
rather complicated procedures are required. These pro-
cedures include solving the spectral boundary problem
given by Eqs. (19), (20), and (22) to find the local com-
plex eigenfunctions wn(z, r) and wave numbers ξn(r) of
the modes for the sequence of the c(z, r) profiles along
the path. For this purpose, one should use the coherent
reflection coefficient at the water–ice interface as the
function Vs(χ) appearing in Eq. (22) for the admittance
Gs in boundary condition (20). Upon numerically deter-
mining the values of {ξn(r) and wn(r), n = 1, 2, …, N},
the local modal group velocities {v n(r), n = 1, 2, …, N}
were determined by Eq. (18) and the local modal atten-
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uation coefficients {βn, n = 1, 2, …, N} were calculated
as βn = 20( )Im(ξn) × 103 dB/km.

The dependences of the quantities Tn and 〈βn〉 ,
which are shown in Figs. 3 and 4, were obtained by
both numerically solving spectral problem (19), (20),
(22) with the use of the precise mode computer code
[11] and using the WKB approximation according to
Eqs. (4)–(6) and (15)–(17). The coherent reflection
coefficient Vs(χ) appearing in Eqs. (17) and (22) was
calculated according to Kudryashov’s formulas [19]
with the material and statistical geometrical parameters
of arctic ice. The formulas by Kudryashov imply that
the autocorrelation functions of the roughness at the
two boundaries of the ice cover are the same and follow
the exponential law R(d) = exp(–d/lc), where d is the
separation of two points of the ice cover, the correlation
length lc being large compared to the sound wavelength
in water. The geometrical parameters of the ice cover
were specified as follows: the mean ice thickness l =
3.5 m; the standard deviations of the lower and upper
boundaries of the ice cover σ1 = 2.3 m and σ2 = 0.6 m;
lc = 40 m; and the cross-correlation coefficient of the
two boundaries of the ice cover K = 0.7.

According to Figs. 2–4, the WKB-calculated (by
Eqs. (4)–(6) and (15)–(17)) dependences of the group
velocities {v n, n = 1, 2, …, N}, the attenuation coeffi-
cients {βn, n = 1, 2, …, N}, and the integral character-
istics {Tn, n = 1, 2, …, N} and {〈βn〉 , n = 1, 2, …, N}
coincide with those obtained by numerically calculat-
ing the complex eigenvalues and eigenfunctions of the
spectral boundary problem given by Eqs. (19), (20),
(22) to a high accuracy. However, the WKB-based cal-
culations of the aforementioned characteristics take a
much shorter time (by a factor of several tens) than the
time required for the calculations based on the mode
computer code, irrespective of frequency.

One can expect that the WKB-based algorithms for
calculating the group velocities and the attenuation
coefficients of modes are most useful in the following
situations: (i) in calculating the dependences of the
mode characteristics on the parameters of the thermo-
haline structure of the under-ice medium in the arctic
waveguide (on the thickness and the salinity of the
desalinated and haloclinic layers or the layer of Atlantic
water masses, for instance); (ii) in calculating the
dependences of the mode characteristics on various
parameters of the ice cover and on the sound frequency;
(iii) in calculating the travel times of the modes in the
under-ice sound channel on long propagation paths
with range-dependent temperature and salinity profiles;
and (iv) in calculating the time–frequency dispersion
curves and many other characteristics of the modes.

The calculated values of the GTD and the EAC can
be quite useful for selecting the optimal central fre-
quency and the bandwidth of the probing signal, for
choosing the length of the propagation path, and for
determining the group of most informative modes with
high intensities in implementing acoustic methods of

e10log
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monitoring the thermohaline structure [20, 21] and the
ice cover [4, 7].

ACKNOWLEDGMENTS

This work was supported by the Russian Foundation
for Basic Research (project no. 01-02-16636) and the
US Civilian Research & Development Foundation
(project no. RG2-2407-MO-02).

REFERENCES

1. W. H. Munk and C. Wunsch, Rev. Geophys. Space Phys.
21, 777 (1983).

2. E. C. Shang, J. Acoust. Soc. Am. 85, 1531 (1989).
3. P. Sutton, W. M. Moravitz, B. D. Cornuelle, et al.,

J. Geophys. Res. 99, 12487 (1994).
4. E. Livingston and O. Diachok, J. Acoust. Soc. Am. 86,

1909 (1989).
5. A. Tolstoy and O. Diachock, J. Acoust. Soc. Am. 89,

1119 (1991).
6. L. M. Brekhovskikh, A. N. Gavrilov, V. V. Goncharov,

et al., Izv. Ross. Akad. Nauk, Fiz. Atmos. Okeana 38,
726 (2002) [Izv., Acad. Sci., Atmos. Oceanic Phys. 38,
642 (2002)].

7. V. D. Krupin, Akust. Zh. 48, 788 (2002) [Acoust. Phys.
48, 697 (2002)].

8. A. G. Voronovich, V. V. Goncharov, A. Yu. Nikol’tsev,
and Yu. A. Chepurin, Akust. Zh. 38, 661 (1992) [Sov.
Phys. Acoust. 38, 365 (1992)].

9. Yu. A. Chepurin and A. N. Gavrilov, in Acoustics of the
Ocean: Proceedings of IX School–Seminar of Academi-
cian L. M. Brekhovskikh (GEOS, Moscow, 2002),
pp. 182–187.

10. M. B. Porter and E. L. Reiss, J. Acoust. Soc. Am. 77,
1760 (1985).

11. V. D. Krupin, Sudostr. Prom-st, Ser. Akust., No. 2, 82
(1989).

12. K. M. Guthrie, J. Sound Vibr. 34, 289 (1974).
13. C. T. Tindle and D. E. Weston, J. Acoust. Soc. Am. 67,

1614 (1980).
14. D. F. McCammon and S. T. McDaniel, J. Acoust. Soc.

Am. 77, 499 (1985).
15. I. V. Polyakov and L. A. Timokhov, Meteorol. Gidrol.,

No. 7, 68 (1994).
16. D. M. F. Chapman and D. D. Ellis, J. Acoust. Soc. Am.

74, 973 (1983).
17. L. M. Brekhovskikh, Waves in Layered Media (Akad.

Nauk SSSR, Moscow, 1957; Academic, New York,
1980).

18. Environmental Working Group (EWG), Joint U.S.–Rus-
sia Atlas of the Arctic Ocean [CD-ROM] (National
Snow and Ice Data Center, Boulder, CO, 1998).

19. V. M. Kudryashov, Akust. Zh. 42, 247 (1996) [Acoust.
Phys. 42, 215 (1996)].

20. G. I. Kozubskaya, V. M. Kudryashov, and K. D. Sabinin,
Akust. Zh. 45, 250 (1999) [Acoust. Phys. 45, 217
(1999)].

21. V. D. Krupin, in Acoustics of the Ocean. Atmospheric
Acoustics: Proceedings of XIII Session of the Russian
Acoustic Society (GEOS, Moscow, 2003), Vol. 4,
pp. 44–47.

Translated by E. Kopyl
ACOUSTICAL PHYSICS      Vol. 51      No. 3      2005



  

Acoustical Physics, Vol. 51, No. 3, 2005, pp. 321–327. Translated from Akusticheski

 

œ

 

 Zhurnal, Vol. 51, No. 3, 2005, pp. 383–390.
Original Russian Text Copyright © 2005 by Lavrov.

                                  
Fracture Localization in Space as a Cause of Variations
in the Amplitude Distribution of Acoustic Emission Signals

A. V. Lavrov
Moscow State Mining University, Leninskiœ pr. 6, Moscow, 119991 Russia

e-mail: avlavrov@mail.ru
Received October 7, 2003

Abstract—The change in the spatial distribution of acoustic emission sources in the course of the deformation
and fracture of samples of materials and rocks is accompanied by changes in the amplitude distribution of the
received signals because of the geometric spread of the elastic wave front. It is customary to characterize the
amplitude distributions of acoustic emission signals in terms of the b value (the slope of the differential ampli-
tude distribution). In particular, the localization of the sources may cause a decrease in the b value, which is
usually interpreted as a precursor of macrofracture. A correct interpretation of the decrease in the b value is only
possible if the location of the sources in space is accomplished and a correction for the spread and attenuation
of elastic waves is introduced. © 2005 Pleiades Publishing, Inc.
1. INTRODUCTION

1.1 Amplitude Distribution
of Acoustic Emission Signals

Deformation and fracture of rocks and materials is
accompanied by mobilization of defects of different
types and sizes. One of the manifestations of the defect
formation process is acoustic emission (AE), i.e., the
emission of elastic waves due to irreversible or partially
reversible structural changes. Among the AE mecha-
nisms are, for example, the twinning or outcrop of dis-
locations or their clusters to boundaries of mineral
grains, growth of microcracks and macrocracks, pore
closure, etc. [1–7].

Modern instruments are capable of measuring the
parameters of individual AE signals (the arrival time,
amplitude, duration, and spectrum), as well as the
parameters of the AE flux (number of signals per unit
time, time gap between the signals, and others). If the
measurements use several receiving channels, the AE
source can be localized; i.e., the coordinates of the defect
that produced the signal can be found. The localization
on a plane requires at least three channels, and localiza-
tion in space, four. The high cost of the receiving chan-
nel, which contains a receiving transducer, a preampli-
fier, filters, and analog-to-digital converter, impels
researchers to limit their AE measurements to an avail-
able number of channels, which is not always capable of
providing the localization. The AE measurements, in a
laboratory and under field conditions alike, are often per-
formed with single-channel equipment (see, e.g., [8]).

The amplitude distribution of the received AE sig-
nals and its variation in the course of loading character-
izes the evolution of the fracture process in time. For
1063-7710/05/5103- $26.00 0321
instance, the amplitude analysis can reveal specific
stages of the rock fracture and, in particular, the transi-
tion of the fracture from one hierarchical level to
another [9].

Amplitude distributions of AE signals are usually
represented in logarithmic coordinates with the
abscissa axis representing the logarithm of the ampli-
tude or the amplitude in decibels and the ordinate axis,
the logarithm of the number of events whose amplitude
is higher than that specified on the abscissa axis. We
will conventionally refer to the plot obtained in this
manner as the cumulative plot. We will use the term dif-
ferential plot to refer to the plot if its ordinate axis
shows the logarithm of the number of events whose
amplitudes fall into a given range. An example of the
cumulative amplitude distribution of the AE signals
produced by the diametric compression of a disk-
shaped sample of crinoid limestone is shown in Fig. 1
[10]. The threshold recording level was chosen in the
experiment to be 40 dB, i.e., higher than the level of
laboratory and circuit noise.

The cumulative plot in Fig. 1 can be approximated
by the straight line

(1)

where A is the amplitude in volts; N is the number of
signals whose amplitude is higher than A; and the
b value, which enters into expression (1), characterizes
the slope of the amplitude distribution. In Fig. 1, b =
1.33.

Expression (1) has the same form as the Gutenberg–
Richter law known in seismology. Gutenberg–Richter’s
law is usually regarded as evidence of the self-similar-
ity of the geological medium. Expression (1) plays a

Nlog a b A,log–=
© 2005 Pleiades Publishing, Inc.
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Fig. 1. Cumulative amplitude distribution of AE signals produced by the diametric compression of a disk-shaped limestone
sample [10].
key role in the substantiation of the self-organized crit-
icality concept in the physics of earthquakes [11, 12].

The differential amplitude distribution correspond-
ing to Eq. (1) is described by the expression [13]

n(A)dA = kA–mdA, (2)

where n(A)dA is the number of signals whose ampli-
tude is in the range from A to (A + dA). The dimension-
less exponent m characterizes the slope of the differen-
tial amplitude distribution. A comparison of expres-
sions (1) and (2) shows that 

b = m – 1. (3)

The logarithmic differential distribution often dif-
fers from the linear function described by Eq. (2). The
deviation of the curve at small  (near the AE mea-
surement threshold) is due to the incompleteness of the
AE measurements. The deviation of the curve on its
right side is due to the small size of the statistics of
high-amplitude events [9, 13]. The m parameter is usu-
ally estimated by processing the central linear part of
the plot.

The perfect linear shape of the amplitude distribu-
tion described by Eqs. (1) and (2) corresponds to the
linear energy distribution in logarithmic coordinates,

 = f( ), where E is the energy of the received
AE signal. Deviations in the amplitude distribution in
its leftmost and rightmost parts cause similar deviations
from the linear behavior of the energy distribution. The
actual shape of the energy distribution can be approxi-
mated by the expression [14]

(4)

where d and k are constant numbers.
Experiments show that the parameter b depends

on the type of the rock and on the conditions of the
experiment. In the process of loading the rock sam-
ples, a reduction in the b value is often observed as
macrofracture is approached. For example, in the
course of loading a dolerite sample, the b value

Alog

nlog Elog

n E( )dE
1

d 2π
-------------- 1

E
--- lnE k–( )2/ 2d2( )–[ ] ,exp=
decreases from 0.3–0.9 at the beginning of the exper-
iment to 0.0–0.3 when the sample approaches its ulti-
mate stress [13]. The decrease in the b value when
approaching the ultimate stress is usually treated as a
possible precursor of a macrofracture. In fact, the
decrease in the b value means a relative increase in
the contribution of high-amplitude events to the net
AE emission. High-amplitude AE signals are pro-
duced by large cracks; therefore, a decrease in the
b value may be regarded as a result of crack fusion,
development of higher rank cracks, and transition of
the fracture process to a higher hierarchical level fol-
lowed by macrofracture.

This study demonstrates that the decrease in the
b value may be caused not by the growth of defects gen-
erating the AE signal but by their localization in space.
If the signal amplitude is measured neglecting the
spread of the wave front, the localization of the fracture
causes a decrease in the b value very similar to that
observed in the experiments. Such a major mistake in
processing and interpreting the AE measurement data
obtained in the experiments on rock deformation occurs
in all cases when the location of the source in space is
impossible (for example, when the AE equipment used
offers less then four channels).

1.2. Effect of Elastic Wave Attenuation
on the Amplitude Distribution of AE Signals

Unander [15] has theoretically shown that the atten-
uation of elastic waves in the course of their propaga-
tion from the AE source (defect) to the receiver affects
the amplitude distribution of AE signals. As an exam-
ple, he considered a uniform distribution of sources in
a hemisphere centered at the receiver. The amplitude
distribution of received signals was calculated for the
case when the sources have the same intensity. It was
found that the amplitude distribution of the received
signals differs from the linear function and the b value
depends on amplitude and ranges from 0.0 to 3.0.
A nonuniform source intensity distribution was also
ACOUSTICAL PHYSICS      Vol. 51      No. 3      2005
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analyzed, and the b value was found to depend on
amplitude and to lie within 0.0 to 3.0 as well [15].

The amplitude distribution and b values are affected
by the source intensity and the attenuation coefficient.
It was shown that an increase in the attenuation coeffi-
cient shifts the amplitude distribution to the right, i.e.,
reduces b. A similar decrease in the b value is observed
if the source intensity increases at a nonzero attenuation
coefficient (i.e., the geometric spread is accompanied
by a dissipation loss) [15]. Unander has thus shown that
the b value decrease may be caused by an increase in
the energy of events, as well as by the growth of the
attenuation coefficient of elastic waves due to the
increase in the number of defects when approaching
fracture.

Weiss [16] corroborated the conclusions drawn in
[15] by using a different theoretical method. He has
shown that, if the amplitudes of the emitted signals are
equal and no attenuation takes place, the cumulative
distribution of the received signals in the logarithmic
coordinates is a linear function with a slope of b = 3.0.
A nonzero attenuation coefficient causes the distribu-
tion to be nonlinear. Like Unander, Weiss only consid-
ered the sources uniformly distributed in a sphere of
radius R centered at the AE receiver.

1.3. Fracture Localization

The effect of the spread and attenuation of elastic
waves on the observed amplitude distribution of AE
signals was studied in [15, 16] for a particular arrange-
ment of sources in space, namely, for the uniform dis-
tribution in a sphere centered at the AE receiver. In real
experiments, the sources may be irregularly distributed
over the space occupied by the sample, i.e., the sources
may be localized. The localization of the AE sources
originates from a number of causes. Among these are
the initial inhomogeneity of the medium, a nonuniform
distribution of relatively weaker sources, a layered
structure, cracks, etc. For example, experiments [17] in
which AE sources were located by eight-channel equip-
ment have shown that the uniaxial loading of layered
sandstone creates a fracture localization zone as early
as at initial stages of loading (at a stress lower than
0.3σcompr , where σcompr is the rock’s ultimate uniaxial
compression strength). This zone is subparallel to the
layers, which are in turn perpendicular to the loading
direction.

Along with the localization due to the initial inho-
mogeneity of rock, the fracture localization in macroc-
racks is observed at the final deformation stage. In par-
ticular, granite and sandstone samples were subjected
to triaxial compression at a constant lateral pressure of
50 MPa [18]. The AE was measured with a six-channel
system, which was capable of locating the sources in
three dimensions. In the experiment, a feedback in the
ACOUSTICAL PHYSICS      Vol. 51      No. 3      2005
AE activity was provided, which allowed one to extend
the time taken by the fracture stage near the sample’s
ultimate stress and also beyond it.

In granite, which is a relatively homogeneous fine-
grained rock, the transition from the formation of
sparse microcracks to localization of the sources in a
macrofracture occurred abruptly after the peak axial
stress was left behind.

The time between the passing of the peak stress and
the formation of the macrofracture was several tenths of
a second. The b value remained approximately constant
and equal to ≈3.0 until the sample reached its ultimate
stress. At the ultimate stress, a few tenths of a second
before the macrofracture, the b value began to decrease.
By the time the macrocrack was formed, the b value
decreased to 1.0–1.5. The fractal dimension D of the
spatial source distribution in the same sample did not
exhibit such a precursor variation and remained equal
to ≈2.7 until the macrofracture was initiated when D
fell to 1.7–1.8 [18]. In another granite sample, no pre-
cursor decrease in the b value was observed.

In limestone, which is characterized by a relatively
high inhomogeneity, the localization scenario was
somewhat different [18]. Similar to experimental
results reported in [17], clustering of AE sources was
observed long before the stress reached its maximum
value. Beginning with the moment when the stress
reached its peak, the b value gradually decreased from
3.0–3.5 to ≈2.5. The formation of macrofracture was
accompanied by a further and faster decrease in the
b value from 2.5 to 1.5–2.0. The gradual decrease in
the b value in limestone was accompanied by a grad-
ual decrease in the fractal dimension of the spatial
source distribution from D ≈ 2.5 at the peak stress to
D ≈ 1.5 at the moment when the macrofracture was
formed [18].

A detailed study of fracture localization and of shear
band microstructure was reported in [19], where it was
noted that the beginning of inhomogeneous deforma-
tion corresponds to the ultimate stress stage, while the
final formation of the shear bands corresponds to the
post-ultimate-stress stage. The number of shear bands
depends on the lateral pressure σ3 and grows with σ3.
The shear bands were clearly seen after the experiment
was completed and the samples were taken out of the
chamber.

Summarizing the above brief review of experimen-
tal studies of the fracture localization observed in the
course of the deformation of rock samples, the follow-
ing should be noted. The formation of microfractures is
preceded by clustering of defects in space, which can
be revealed by the location of AE sources, as well as by
deformation measurements. The uniform defect distri-
bution over the sample volume is followed by a more
complex distribution, which clearly exhibits irregularly
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shaped clusters usually resembling half-disks, disks,
ellipsoids, etc. As the next section shows, such a quali-
tative redistribution of AE sources over the sample may
change the b value of the amplitude distribution of the
received signals if it is calculated neglecting the source
location.
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Fig. 2. Simulated amplitude distributions of received AE
signals: (a) basic case (the sources are uniformly distributed
over the sample); (b) the sources are distributed over the
shear band, and the AE receiver is at the intersection of the
shear band and sample’s lateral surface; and (c) localization
of the sources in the shear band, where the AE receiver is at
the center of sample’s lateral face.
2. SIMULATION OF THE b-VALUE VARIATIONS 
DUE TO FRACTURE LOCALIZATION

Below, we study the effect of the geometric spread
of elastic waves on the amplitude distribution of
received AE signals. The loss is absent, and reflection
from the sample boundaries is neglected. Amplitudes of
all emitted signals are equal. Amplitudes of the
received signals are A = 1/r, where r is the distance from
the AE source to the receiver.

2.1. Uniform Source Distribution over a Prism Sample

First, consider the uniform distribution of 105

sources over a sample in the form of a rectangular par-
allelepiped with a height-to-base side ratio of 2 : 1 (the
base is square). This is the basic geometry. It describes
the source distribution typical of the initial stage of
loading of the prism sample. The AE receiver is placed
at the center of sample’s lateral face. The amplitude dis-
tribution of received AE signals for this configuration is
shown in Fig. 2a. The abscissa axis represents the dec-
imal logarithm of the received signal amplitude, .
The  values are divided into ten categories, the
number of signals in each category is calculated, and
these numbers are plotted on the ordinate axis on the
logarithmic (base ten) scale. It can be shown that the
slope of this histogram equals b. In Fig. 2a, b = 3.0,
which is in a good agreement with the values obtained
experimentally [18].

One should note the plateaus of the histogram in the
rightmost and leftmost parts of Fig. 2a. This behavior
resembles real experimental observations.

2.2. Fracture Localization in Shear Bands

Figure 3a illustrates the situation in which a fracture
localization zone in the form of an oblique shear band
is formed and the AE receiver resides at the intersection
of this zone and the sample’s lateral face. The localiza-
tion zone is inclined to the sample axis at an angle of
45°. The ratio of the sample height to its base side is
2 : 1. The localization zone thickness is 1/20 of the base
side, which agrees well with experimental results
reported in [19]. The number of sources uniformly dis-
tributed over the localization zone is 105.

The amplitude distribution of the received AE
sources is shown in Fig. 2b. The slope of the histogram
in its central part yields b = 2.0. In the left and right
parts, deviations from the linear behavior are observed.
The value of b = 2.0 is typical of the uniform source dis-
tribution over a plane (if the receiver itself lies in the
same plane). Thus, changing from the source distribu-
tion over the sample volume to the distribution over a
narrow localization layer that passes through the loca-
tion of the AE receiver reduces the b value from 3.0 to
2.0. This reduction is caused by the change in the frac-
ture zone geometry alone rather than in the amplitude
distribution of the source.

Alog
Alog
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Even more dramatic changes in the amplitude dis-
tribution of the received signals are observed when the
receiver is at the center of the sample’s lateral face
(Fig. 3b) rather than at the intersection of the localiza-
tion zone and the lateral face. The localization zone
passes through the sample center at an angle of 45° to
the longitudinal axis, and its thickness is 1/20 of the
base side length. The sample height-to-base edge ratio
is 2 : 1, as above.

The amplitude distribution corresponding to the
configuration of Fig. 3b is shown in Fig. 2c. A typical
feature of this distribution is its strong nonlinearity.
Except for the rightmost part of the histogram, the slope
is characterized by b < 2.0. In the central part of the dis-
tribution, regions with b = 0.0 and even b < 0.0 are
present.

In real samples, several localization zones are often
observed. This effect must lead to even more complex
amplitude distributions of the received AE signals and
to a decrease in the b value relative to that at the scat-
tered microcrack accumulation stage (compare Figs. 2a
and 2c).

2.3. Source Localization in a Sphere

Experiments on the sample deformation in which the
sources were located show that, due to the inhomogeneity

Sample

AE receiver

Fracture-localization
zone

(‡)

Sample

AE receiver

Fracture-localization
zone

(b)

Fig. 3. Rock sample with the AE receiver mounted on it.
ACOUSTICAL PHYSICS      Vol. 51      No. 3      2005
of rock, a localization in the form of irregular and often
isometric clusters may already be observed at the early
stages (Section 1.3). Without aiming at imitating clusters
of the real geometry, let us consider the amplitude distri-
bution of the received signals produced by sources uni-
formly distributed over a sphere for various receiver posi-
tions relative to the sphere center. The sphere radius R
equals 1.0; the total number of sources is 106. When the
receiver resides at the center of the sphere, the amplitude
distribution of the received signals proves to be linear,
with b = 3.0. This result coincides with the b value
obtained for a similar configuration in [15, 16].

When the receiver is at the boundary of the sphere
(i.e., at a distance of 1.0 from its center), the distribu-
tion of the received signals remains mainly linear, with
a certain flattening in its leftmost and rightmost parts
(Fig. 4a). In the central part of the distribution, the
b value is 3.0.

When the receiver is placed outside of the cluster-
ization region at a distance of twice the sphere’s radius,
the distribution becomes nonlinear with a negative
slope (b < 0.0) in its leftmost part. Note that real exper-
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Fig. 4. Simulated amplitude distributions of received AE
signals for the sources localized in a sphere and the AE
receiver placed (a) at the sphere boundary and (b) at a dis-
tance of 10R from the center of the sphere.
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iments detect only those AE signals whose amplitude is
above a certain threshold level. Therefore, the region
with the negative slope, typical of low amplitudes, may
be absent. In some experiments (for example, in [13]),
b < 0.0 was observed.

Moving the receiver further away from the center of
the sphere makes the left part of the distribution with a
slope of b < 0.0 even more pronounced, and the distri-
bution becomes actually symmetric. As an example,
Fig. 4b shows the amplitude distribution for the
receiver placed at a distance of 10R from the center of
the sphere.

For the sake of comparison, consider the clustering
of the sources in a cube of length 2.0 on the edge. When
the receiver is at a distance of 10.0 from the cube’s cen-
ter, on the perpendicular constructed at the center of the
cube face, the amplitude distribution is actually uni-
form with b = 0.0. A similar behavior is observed when
the receiver is at a distance of 100.0 from the cube’s
center. Simulations performed for the receiver placed at
the center of the cube provide a linear distribution with
b = 3.0 and a weak flattening in its rightmost and left-
most parts, similar to the situation illustrated in Fig. 4a.
This again shows that the clustering may reduce the
b value from 3.0 to 0.0 solely because of the geometric
spread of the elastic wave rather than a change in the
amplitude distribution of the emitted signals.

CONCLUSIONS

Fracture localization in the shear planes changes the
amplitude distribution of the received AE signals and
the b value because of the spread of the elastic waves as
they propagate from the source to the AE receiver.
A change in the geometry of the fracture zone from
three-dimensional (a uniform source distribution over
the sample volume) to two-dimensional (a shear band
with the receiver located in its plane) reduces b from
3.0 to 2.0. In real experiments, this reduction can erro-
neously be interpreted as evidence of a change in the
energy distribution of the sources, i.e., an increase in
the relative contribution of higher energy events. Such
changes are usually regarded as precursors of macrof-
racture. To a certain extent, the decrease in b due to the
localization can be regarded as the precursor, because it
is an indication of the rearrangement of microcracks
before macrofracture.

The fracture localization into three-dimensional
clusters (sphere, cube) distorts the amplitude distribu-
tion and makes it nonlinear, decreasing the b value to
0.0 and even to negative values. The spread of the elas-
tic waves flattens the amplitude distribution of the
received signals in its leftmost and rightmost parts,
which agrees well with actual observations.

The results of our study show that experimental
measurements of the AE signal amplitude distribution
that do not allow for the amplitude decrease due to the
spread of the waves (1/r) cannot be regarded as correct.
In particular, all measurements of the b value made by
one-, two-, or three-channel AE systems should be con-
sidered incorrect. To retrieve correct amplitude distri-
butions, the system must locate the sources and allow
for the spread and attenuation of waves. An example of
correct AE spectra measurements with allowance for
the elastic wave attenuation in the course of propaga-
tion can be found, e.g., in [20], where the fracture of
wood and fiberglass composite materials under
mechanical loading is studied.

Using one receiver, one can correctly measure the
distribution of time intervals between sequentially
received AE signals. These intervals, as well as the
amplitudes, are distributed according to the power scal-
ing law (in certain cases at least). Such measurements
were performed, for example, in [8]. In addition, qualita-
tive changes in the character of the fracture process are
accompanied by changes in the AE frequency spectra.
These spectra provide information on the parameters of
propagating cracks [21]. An efficient method for analyz-
ing the AE signals, which has become rather popular in
the recent years, is the wavelet analysis [22, 23].
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Abstract—A regularization of the exact Fredholm integral equations for the field or its derivative on a scatter-
ing surface is proposed. This approach allows one to calculate the scattering or diffraction of pulsed wave fields
by curved surfaces of arbitrary geometry. Mathematically, the method is based on the replacement of the exact
Fredholm integral equations by their truncated analogs, in which the contributions of the geometrically shad-
owed regions are cancelled. This approach has a clear physical meaning and provides stable solutions even
when the direct numerical solution of mathematically exact initial integral equations leads to unstable results.
The method is mathematically substantiated and tested using the problem of plane-wave scattering by a cylinder
as an example. © 2005 Pleiades Publishing, Inc.
One of the most powerful methods for solving the
problems of acoustic, electromagnetic, or seismic wave
diffraction by curved boundaries is the integral equa-
tion method [1–3]. In the framework of the latter, a
problem is reduced to solving exact Fredholm integral
equations of the first or second kind for the field or for
its normal derivative at a scattering boundary. For
pulsed wave fields characterized by a broad spectrum of
wavelengths, this method is only one to provide solu-
tions for diffraction by a surface of an arbitrary shape in
both the long and short wave regions, as well as in the
intermediate resonance region.

According to Green’s theorem [4], the scalar field
U(r) at the internal points of a medium can be
expressed through its value and the value of its normal
derivative at an arbitrary boundary r = rs:

(1)

where U0(r) is the direct field of the sources and G(r, rs)
is the Green function of free space.

For the Dirichlet and Neumann boundary condi-
tions, assuming that the internal point in Eq. (1) tends
to the boundary of the region r  rs and separating
the singular part from the Green function, we obtain a
Fredholm equation of the second kind for the field or
for its normal derivative at the curved boundary of the
medium. For example, in the case of the Dirichlet

U r( ) U0 r( )=

+ S U rS( ) ∂
∂ns

--------G r rs,( ) G r rs,( ) ∂
∂ns

--------U rs( )–
 
 
 

,d

S

∫

1063-7710/05/5103- $26.00 0328
boundary condition (U(rs) = 0), we have the following
equation for the normal derivative V(rs) = ∂U(rs)/∂ns:

(2‡)

In the case of the Neumann boundary condition, a
similar equation is obtained for the field at the surface
U(rs):

(2b)

We note the symmetry of boundary conditions (2a)
and (2b) for the problems with Dirichlet and Neumann
boundary conditions. If we ignore the fact that U(rs) is
the field at the boundary and V(rs) is its derivative, the
only difference between Eqs. (2a) and (2b) is the differ-
ence in the signs of the integrals and normal derivatives
taken with respect to different arguments of the Green
function.

Thus, the problem of the wave field diffraction by an
arbitrary boundary is initially reduced to solving Eq. (2).
Then, substituting the resulting value of the field or its
normal derivative at the boundary in Eq. (1), we can
calculate the wave field at any point of the region with
a curved boundary under consideration. Note that the
classical Kirchhoff approximation for the field on the
illuminated part of the surface corresponds to the first
terms in Eqs. (2).

Naturally, in the case of an arbitrary scattering sur-
face, this approach can be efficient only with the use of
numerical methods. A numerical solution of Eq. (2) is

V r( ) 2V0 r( ) 2 S 'V r'( ) ∂
∂n
------G r r',( ).d

S

∫–=

U r( ) 2U0 r( ) 2 S 'U r'( ) ∂
∂n'
-------G r r',( ).d

S

∫–=
© 2005 Pleiades Publishing, Inc.
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possible by the iteration method or on the basis of the
grid approximation, namely, by replacing the Fredholm
integral equation of the second kind (Eq. (2)) with a set
of linear algebraic equations for the values of the field
or its normal derivative at the nodes of a certain grid at
the boundary.

However, a direct numerical solution of the Fred-
holm integral equations in diffraction problems allows
one to obtain stable solutions when the slopes and cur-
vatures of the surface are relatively small, whereas, in
the case of steep slopes and great curvatures, the
numerical methods become unstable, leading to ill-
posed matrices in the grid approximation or to diver-
gent solutions in the iteration method [1, 2].

This occurs because, when the surface is character-
ized by steep slopes and large heights of the surface
roughness, the contribution of multiply reflected waves
becomes dominant. It also includes the contribution of
mutually shadowed points of the surface. According to
[5], this contribution is cancelled in different orders of
the series expansion in terms of the scattering multi-
plicity, which leads to divergent iterations. Let us con-
sider the problem of a plane wave

scattered by an arbitrary boundary with the Dirichlet
condition. With allowance for the fact that the Green
function of free space has the form

we can represent Eq. (2) as

(3)

where n1 is the normal vector to the surface at the point
r1 and e12 is the unit vector in the direction of r1 – r2. If
we solve Eq. (3) by the iteration method, the first cor-
rection to the zero iteration,

can be represented as

(4)

In the geometrical optics limit k0|r1 – r2| @ 1, the main
contribution to integral (4) is made by the vicinities of
the stationary points r2 = rs of the phase function

(5)

U0 r( ) ik0r( )exp=

G r r',( ) 1
4π
------ ik r r'–( )exp

r r'–
----------------------------------,=

V r1( ) 2i k0n1( )U0 r1( )=

– 2 S2V r2( ) n1e12( ) ik0
1

r1 r2–
------------------– 

  G r1 r2–( ),d

S

∫

V0 r1( ) 2i k0n1( ) ik0r1( )exp V0 r1( ),= =

V1 r1( ) 2 S22i k0n2( ) ik0r2( ) n1e12( )expd

S

∫–=

× ik0
1

r1 r2–
------------------– 

  1
4π
------

ik0 r1 r2–( )exp
r1 r2–

----------------------------------------.

h r2( ) k0r2 k0 r1 r2– ,+=
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which are determined from the condition

where ts is the tangential vector at the point rs. Thus, at
stationary points, the following condition should be met:

(6)

Introducing the unit vector  along the wave number

of the incident wave as k0 = k0 , we represent condi-
tion (6) in the form

(7)

This condition can be satisfied in two ways [5]:

or
(8)

According to [5], the first of these conditions corre-
sponds to specularly reflecting points, and the second,
to shadowing points.

An estimate of integral (4) in the geometrical optics
limit can be obtained by the stationary phase method.
For this purpose, we expand the phase function in the
vicinity of a stationary point by using the surface cur-
vature lines as a local coordinate system (ξ, η) [6]:

(9)

The expansion coefficients in formula (9) can be calcu-
lated by taking into account that the derivatives along
the surface curvature lines correspond to the tangential
unit vectors along the curvature lines, ∂r/∂ξ = tξ and
∂r/∂η = tη, and that, along the curvature lines, the Frene
formulas for plane curves are valid [6]:

(10)

where Kξ = 1/Rξ is one of the two principal curvatures
of the surface at a nonsingular point (Rξ is the curvature
radius).

Using relations (10) for the first derivatives of func-
tion (5), it is easy to obtain a relation equivalent to
Eq. (7):

For the second derivatives, we obtain the expressions

ts∇ s( )h rs( ) 0,=

k0ts( ) k0 e1sts( )+ 0.=

ek0

ek0

ek0
e1s+( )ts 0.=

e1sts ek0
ts–=

e1s ek0
.–=

h r2 rs≈( ) h rs( )=

+
1
2
---

∂2h rs( )
∂ξ2

-----------------∆ξ2 2
∂2h rs( )
∂ξ∂η

-----------------∆ξ∆η
∂2h rs( )

∂η2
-----------------∆η2+ +

 
 
 

.

∂tξ /∂ξ Kξn=

∂n/∂ξ Kξtξ ,–=



∂h/∂ξ tξ ek0
e21+( ),( ).=

∂2h

∂ξ2
-------- Kξ n ek0

e21+( ),( )
1 tξe21( )2–

r12
---------------------------,+=

∂2h
∂η∂ξ
-------------

∂2r12

∂η∂ξ
------------- ek0

e21+( ), 
  tξe21( ) tηe21( )

r12
----------------------------------.–=
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Thus, for the shadowed points satisfying condition (8),
the expansion of the phase function in their vicinity can
be represented in the form

Substituting this expression into integral (4) and per-
forming the integration, we obtain

(11)

Replacing es1 with  according to Eq. (8) (es1 = –e1s),
we represent Eq. (11) in the form

(12)

Thus, one can see that the contribution of the shadow-
ing stationary points is equal (correct to the sign) to the
field value at the shadowing point and can differ from it
in sign if the projection of the normal to the surface at
the shadowing point onto the vector of the incident
wave is positive. This occurs, for example, for the sin-
gly shadowed points of the surface.

The situation described above explains the origin of
the difference between the physical picture of the wave-
field propagation, which occurs without penetration of
the field through a scattering surface with perfect
boundary conditions, and exact boundary integral equa-
tions (2), which do contain such a contribution. This
contribution proves to be completely cancelled in the
exact solution of integral equation (2). The mechanism
of this cancellation is evident from the aforementioned
geometrical optics estimate of the contribution made by
the shadowing points. However, in the numerical calcu-
lations, because of the finite accuracy of the approxima-
tions used, the contribution of the field propagating
beyond the reflecting boundary ceases to be completely
cancelled, which leads to unstable and even divergent
solutions.

Thus, it becomes necessary to apply the regulariza-
tion of the initial integral equations to eliminate the
contribution made by the mutually shadowed points of
the surface. Mathematically, such a regularization can
be constructed as follows [7–13]. For simplicity, we
consider the case of a convex body, so that, when a
plane wave is incident on it, only singly shadowed
points of its surface are present.

Let us represent Eqs. (2) in the operator form

(2c)

h r2 rs≈( ) h rs( ) 1
2 r12
------------ 1 tξe21( )2–( )∆ξ2(+=

– 2 tξe21( ) tηe21( )∆ξ∆η 1 tηe21( )2–( )∆η2+ ).

V1 r1( )

=  
k0 k0ns( ) n1e1s( )

π r1s

-------------------------------------- ik0h rs( )( )2πi
k0

--------
r1s

nses1( )2
-----------------------.exp

ek0

V1 r1( ) –2i n1ek0
( ) ik0r1( )

nsek0
( )

nsek0
( )2

----------------------exp=

=  V0 r1( ) nsek0
( ).sgn–

V 2V0 LV ,+=
where L is the integral operator, V0 is the field produced
by the external source on the surface under consider-
ation, and V is the desired field or its normal derivative
on the surface.

We formally divide the field of the surface source
generated by the plane wave in two parts in such a way

that  is equal to the field of the incident wave on the
illuminated part of the surface and to zero on the shad-

owed part of the surface, while  is equal to the field
of the incident wave on the shadowed part of the surface
and to zero on the illuminated part. In this case, the fol-
lowing relation is evidently valid:

(13)

First, we show how, in the geometrical optics
approximation, from Eq. (2c) we obtain a physically
evident result: the field on the shadowed part of the sur-
face is equal to zero.

Substituting Eq. (13) in Eq. (2c) and performing a
single integration, we obtain

(13a)

Using the geometrical optics relation (17), which, in
terms of the new notation, takes the form

(14)

we represent Eq. (13a) as

The subsequent iterations of this equation can be easily
performed, because, at each iteration, the contributions
of the shadowed and shadowing points are cancelled,
and, after the nth iteration, we obtain

Assuming that the operator L is a compression operator
(to a small extent at least), we find that the following
relation is valid in the limit n  ∞:

which corresponds to the conventional Kirchhoff
approximation in the geometrical optics approxima-
tion.

Now, from the integral operator L, we formally sep-
arate the part  corresponding to the geometrical optics

contribution over the illuminated region: L =  + ,

where  is the operator associated with the diffraction.
Then, at the first iteration with respect to the scattering
multiplicity, we have

(15)

V0
+

V0
–

2V0 2V0
+ 2V0

–.+=

V 2V0
+ 2V0

– L2V0
+ L2V0

– L2V .+ + + +=

L2V0
+ 2V0

–,–=

V 2V0
+ L 2V0

– LV+( ).+=

V 2V0
+ Ln 2V0

– LV+( ).+=

V 2V0
+,=

L

L̃ L

L̃

V 2V0
+ 2V0

– L2V0
+ L̃2V0

+ L2V0
– L2V .+ + + + +=
ACOUSTICAL PHYSICS      Vol. 51      No. 3      2005



REGULARIZATION OF BOUNDARY INTEGRAL EQUATIONS 331
Since the contribution of the shadowing points and
the geometrical-optics contribution of the incident field
in the shadowed region cancel each other [5], we obtain

(16)

Simplifying Eq. (21), we represent it in the form

Integrating this equation once again, we obtain

(17)

Taking into account that, according to condition (22),
we have

we reduce Eq. (23) to the form

which is valid for an arbitrary nth iteration. Again
assuming that the operator L is a compression operator,
for an infinite number of iterations we obtain

(18)

Thus, according to Eq. (18), the solution to initial prob-
lem (2c) can be represented as the sum

(19)

where V1 denotes the sum of an infinite series. This sum
itself can be obtained as a formal solution to the integral
equation

(20)

which differs from initial equation (2c) in only the
form of the inhomogeneous term, in which the field
incident on the illuminated part of the surface is inte-

grated by the diffraction operator  and which, there-
fore, has a certain smallness compared to the initial

incident field .

Then, using the similarity of Eqs. (2c) and (20) and

taking into account that the operators L and  are lin-
ear, the solution to Eq. (20) can be sought in a form
analogous to that of the source, namely,

If we assume that the operators L and  commute,
Eq. (20) can be reduced to initial equation (2c) for the

function , and this equation, in its turn, can also be
regularized. Thus, by repeatedly applying the regular-

L2V0
+ 2V0

–.–=

V 2V0
+ L̃2V0

+ L 2V0
– LV+( ).+ +=

V 2V0
+ L̃2V0

+ L 2V0
– L2V0

++( )+ +=

+ L2 L̃2V0
+ L2 2V0

– LV+( ).+

2V0
– L2V0

++ L̃2V0
+,=

V 2V0
+ LiL̃2V0

+ Ln 2V0
– LV+( ),+

i 0=

n

∑+=

V 2V0
+ LiL̃2V0

+.
i 0=

∞

∑+=

V 2V0
+ V1,+=

V1 L̃2V0
+ LV1,+=

L̃

V0
+

L̃

V1 L̃Ṽ1.=

L̃

Ṽ1
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ization described above, solution (19) can be repre-
sented in the form of a series:

which is a formal solution to the integral equation

(21)

Hence, we have shown that initial equation (2c) con-
taining the geometrical optics contribution of the mutu-
ally shadowed points of the surface can be transformed
by the mathematically exact regularization procedure
into a form that completely excludes the geometrical
optics contribution of the mutually shadowed points. In
this case, in the zero approximation, the solution to this
equation is equivalent to the Kirchhoff approximation.

The only considerable disadvantage of regularized
representation (19)–(21) is the insufficiently clear defi-

nition of the diffraction operator : it is determined as
the part that remains after the subtraction of the geo-
metrical optics contribution. This definition allows no
constructive approach to solving Eq. (21).

To find a constructive approach to the regulariza-
tion of Eq. (2c) on the basis of geometrical optics rela-
tion (14), we transfer the definiteness in the field sepa-
ration to the operator. For this purpose, we separate the
integral operator L into two parts corresponding to the

illuminated  and shadowed  parts of the surface:

L =  + . We also represent the field incident on the
surface from the external source 2V0 as a sum of two

fields, 2V0 = 2  + 2 , in such a way that the geomet-
rical optics condition of type (14) or (16) is satisfied:

(22)

This condition now serves for the determination of the

functions 2  and 2  by the quite clearly defined

operator . Evidently, in the geometrical optics limit,

the functions 2  and 2  correspond to the incident

field on the illuminated 2  and shadowed 2  parts
of the surface. In the general case, relation (22) is
equivalent to the integral equation with a stable clearly

defined operator :

(23)

We repeat the above regularization procedure with
allowance for relation (22) and with the new under-

V 2V0
+ L̃2V0

+ L̃
2
2V0

+ L̃
3
2V0

+ …+ + + +=

=  2V0
+ L̃

n
2V0

+,
n 1=

∞

∑+

V 2V0
+ L̃V .+=

L̃

L0
+ L0

–

L0
+ L0

–

V0
+ V0

–

L0
+2V0

+ 2V0
–.–=

V0
+ V0

–

L0
+

V0
+ V0

–

V0
+ V0

–

L0
+

2V0
+ 2V0 L0

+2V0
–.+=
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standing of the functions 2  and 2 . Integrating ini-
tial equation (2c), we obtain

(24)

With allowance for relation (22), part of the terms in
Eq. (24) are mutually cancelled, and Eq. (31) can be
represented as

(25)

Continuing the iteration process in the same way as
was done for Eq. (22), solution (25) can be represented
in a form similar to Eq. (26):

(26)

where V1 is the solution to the integral equation

(27)

The set of integral equations (23), (26), and (27) is
fully equivalent to initial equation (2c). Formally,
Eq. (27) has the same form as Eq. (2c) and could be reg-
ularized in the same way as was done for Eq. (20).
However, another form of the initial field for V1,

namely, 2V0, complicates the procedure because of

the noncommutativity of the operators L and  and
will not be discussed in this paper. Nevertheless, as will

be shown below, the zero approximation 2  satisfy-
ing Eq. (23) already adequately approximates the exact

V0
+ V0

–

V 2V0
+ 2V0

– L0
+2V0

+ L0
–2V0

+ L2V0
– L2V .+ + + + +=

V 2V0
+ L0

–2V0
+ L 2V0

– LV+( ).+ +=

V 2V0
+ V1,+=

V1 L0
–2V0

+ LV1.+=

L0
–

L0
–

V0
+

1
ϕ

2

0

ϕ

k

Fig. 1. Geometry of the problem for a circular cylinder. The
numbered circles denote the points of stationary phase,
which have the domains of existence (0) ϕ ∈  [π/2, π],
(1) [π/3, π/2], and (2) [5/3π, 2π]. The arrows indicate the
directions of their motion with the displacement of the point
at which the field is considered.
solution to the problem. The next correction can be
obtained by retaining the inhomogeneous term as the

estimate of the solution to Eq. (27), V1 = 2 , so
that the solution (26) is represented as

To test the general regularization method, we used
the problem of plane-wave scattering by a circular cyl-
inder, for which an analytical solution exists in the form
of a Rayleigh series [3]:

(28‡)

for the Dirichlet boundary condition and

(28b)

for the Neumann boundary condition.
In this case, Eqs. (2a) and (2b) have the form

(29‡)

(29b)

where the initial fields are expressed as

and the distance between two points of the surface is
denoted as

The angles ϕ and ϕ ' are conveniently measured
starting from the center of the most shadowed point
of the surface that is to the rear of the incident wave
(Fig. 1). Note that, for a circular cylinder, three points
of stationary phase are present (see Fig. 1): one shad-
owing point with the domain of existence ϕ ∈  [π/2, π]
and two reflecting points with the domains of existence
ϕ ∈  [π/3, π/2] and ϕ ∈  [5/3π, 2π].

The truncated equations for 2  and 2  in terms
of this notation have the form

(30‡)

(30b)
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Fig. 2. Angular (in radians) distribution of the currents over the surface of a circular cylinder with the Dirichlet boundary condition
for different wavelengths from the interval ka ∈  (0.5, 30). The distribution is obtained by solving the nonregularized boundary inte-
gral equation with the number of discretization points N = 300.
Equations (29) and (30) were solved numerically by
the finite-difference approximation of these equations,
replacing the integral term by the corresponding inte-
gral sum over N points. The resulting set of algebraic
equations with the dimensions N × N can be solved by,
e.g., the Gauss method.

Figure 2 shows the solution to integral equation (29a)
for the normal derivative of the field (below, for brevity,
we consider the surface currents by analogy with the
corresponding electromagnetic problem) in the prob-
lem of plane-wave diffraction by a circular cylinder
with the Dirichlet boundary condition. The solution is
calculated at N = 300, without using the regularization,
for different values of the dimensionless wave number
ka in the interval from 0.5 to 30.

One can see that, near the natural resonance fre-
quencies of the cylinder, for the internal problem we
have a set of wavelengths or frequencies near which the
use of the initial nonregularized equation leads to con-
siderable deviations of the numerical solution from the
smooth exact solution represented by the Rayleigh
series. If, on the basis of such numerical results, we try
to calculate the diffraction of a pulsed field by the cyl-
inder by taking the Fourier integral with respect to fre-
quency, we arrive at a result far from reality. This
occurs because Eq. (29a) contains the contribution of
the resonance waves of the internal problem, which
should be cancelled in the exact solution, while, in any
ACOUSTICAL PHYSICS      Vol. 51      No. 3      2005
numerical calculation, the parasitic contribution proves
to be considerable because of the finite accuracy.

The regularization method was tested by the exam-
ples of problems, with the Dirichlet and Neumann
boundary conditions, both near the resonances and
away from them. For the Dirichlet condition, one of the
resonances corresponds to ka = 5.33 and, as a close
nonresonance value, we used ka = 5.81. For the Neu-
mann condition, as a resonance value we chose ka =
7.01 and, as a close nonresonance value, ka = 6.8.

Figures 3a and 3b show the direct solution to Eq. (29a)

and the approximation 2  obtained by solving trun-
cated equation (30a) in comparison with the exact solu-
tion in the form of Rayleigh series (28a) (the dashed
line) for the nonresonance wavelength ka = 5.81. In
Fig. 3a, one can see a full coincidence of the solution to
the initial equation with the Rayleigh series. The solu-

tion to truncated equation (30a) for 2  (Fig. 3b) does
not exhibit such a good coincidence with the exact solu-
tion in the form of the Rayleigh series but still provides
a quite acceptable approximation for the surface cur-
rents, especially in the light-shadow region.

Figures 4a and 4b show similar solutions for surface
currents for the resonance case with a close wavelength
ka = 5.33. In this case (as is seen from Fig. 4a), the solu-
tion to the initial integral equation qualitatively differs
from the exact solution in the form of the Rayleigh

series. Figure 4b shows the approximation 2 , which,
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Fig. 3. Angular (in radians) distribution of the currents over the surface of a circular cylinder with the Dirichlet boundary condition
when the currents are excited by a nonresonance plane incident wave with ka = 5.81. The dashed lines show the exact solution
obtained by summation of Rayleigh series (28a). The solid lines show (a) the zero approximation 2  obtained by numerically
solving regularized (truncated) integral equation (30a) and (b) the numerical solution to initial integral equation (29a).
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Fig. 4. The same as in Fig. 3 but for the resonance case ka = 5.33.
being the solution to truncated integral equation (30b),
practically repeats the corresponding result obtained
for the nonresonance case (see Fig. 3b).

Similar results for a cylinder with the Neumann
boundary condition are shown in Figs. 5 and 6. Again,
one can see that the solution to initial integral equation
(29b) proves to be unstable in the vicinity of the internal
resonance of the cylinder, while the zero approximation
2  of the regularized equation is stable to resonance
and, in this sense, is a uniform approximation to the
exact solution.

V0
+

Note that, for the Neumann boundary condition, the

accuracy of the zero approximation 2  proves to be
somewhat inferior to that in the case of the Dirichlet
boundary condition. This occurs because, at the bound-
ary of the light-shadow region by which the initial inte-
gral operator L is truncated, the incident wave field
tends to zero for the Dirichlet boundary condition and
to a constant equal to two for the Neumann boundary
condition. Therefore, with the truncation of the integral
operator, a more considerable diffraction contribution
from the boundary of the integration region is retained
in the case of the Neumann boundary conditions.
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Fig. 5. Angular (in radians) distribution of the currents over the surface of a circular cylinder with the Neumann boundary condition
when the currents are excited by a nonresonance plane incident wave with ka = 6.8. The dashed lines show the exact solution
obtained by summation of Rayleigh series (28b). The solid lines show (a) the zero approximation 2  obtained by numerically
solving regularized (truncated) integral equation (30b) and (b) the numerical solution to initial integral equation (29b).
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Fig. 6. The same as in Fig. 5 but for the resonance case ka = 7.01.
Now, let us show that the splitting of solution (26) is
exact. For this purpose, we consider the numerical solu-
tion of remaining equation (27), which, for the cylinder,
takes the form

(31‡)

V1 ϕ( ) i
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z( )zd
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∫
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(31b)

In Figs. 7a and 7b, the dashed lines show the differ-
ence between the exact solution given by the Rayleigh
series for the surface currents in the Dirichlet problem
and the solution to the truncated equation for  for the
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Fig. 7. Angular (in radians) distribution of the correction currents V1 (Eq. (39a)) (solid line) over the surface of a circular cylinder
with the Dirichlet boundary conditions under the excitation by the (a) nonresonance ka = 5.81 and (b) resonance ka = 5.33 plane
incident waves. The dashed lines show the difference between the exact solution to the problem in the form of Rayleigh series (28a)
and the regularized approximation 2  (Eq. (29a)) shown in Figs. 3b and 4b.V0
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incident waves. The dashed lines show the difference between the exact solution to the problem in the form of Rayleigh series (36b)
and the regularized approximation 2  (Eq. (38b)) shown in Figs. 5b and 6b.U0
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same values of the resonance and nonresonance wave-
lengths. The solid lines in these figures show the direct
numerical solution to Eq. (39a).

Figures 8a and 8b show the corresponding results
for the problem with the Neumann boundary condition.

From the figures presented in this paper, it follows
that, in the nonresonance case, the solution to Eq. (31)
for V1 yields the correction that should be added to
obtain the exact solution. In the resonance case, all fac-
tors related to the instability of the initial integral oper-
ator are retained, which leads to a considerable devia-
tion of the numerical solution for V1 from the exact
solution. It should also be noted that, in all cases, the

sum of the solutions, V = 2  + V1, reproduces with a
machine accuracy the result of the direct numerical
solution of initial integral equation (29).

Thus, in this paper, we have shown that when, in the
presence of shadowed points of the surface, the numer-
ical solution of the initial boundary integral equation
proves to be unstable in the vicinity of the resonance
wavelengths, it is possible, in the framework of exact
mathematical procedures, to transform the initial inte-

V0
+
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gral equation into an equivalent set of two integral
equations whose form is such that already the stable
solution to one of them reproduces with fair accuracy
the solution to the exact problem. The second of these
equations structurally coincides with the initial one and
can also be regularized. The details arising in this situ-
ation will be considered in a future paper.

REFERENCES
1. D. Colton and R. Kress, Integral Equation Methods in

Scattering Theory (Wiley, New York, 1984; Mir, Mos-
cow, 1987).

2. V. F. Apel’tsin and A. G. Kyurkchan, Analytical Proper-
ties of Wave Fields (Mosk. Gos. Univ., Moscow, 1990)
[in Russian].

3. R. B. Vaganov and B. Z. Katsenelebaum, Fundamentals
of the Diffraction Theory (Nauka, Moscow, 1982) [in
Russian].

4. P. M. Morse and H. Feshbach, Methods of Theoretical
Physics (McGraw-Hill, New York, 1953; Inostrannaya
Literatura, Moscow, 1958 and 1959), Vols. 1 and 2.

5. E. G. Liszka and J. J. McCoy, J. Acoust. Soc. Am. 71,
1093 (1982).

6. G. A. Korn and T. M. Korn, Mathematical Handbook for
Scientists and Engineers, 2nd ed. (McGraw-Hill, New
York, 1968; Nauka, Moscow, 1984).
ACOUSTICAL PHYSICS      Vol. 51      No. 3      2005
7. G. A. Maksimov and D. N. Lesonen, in Proceedings of
Scientific Session MIFI-99 (Mosk. Inzh.–Fiz. Inst., Mos-
cow, 1999), Vol. 1, p. 153.

8. G. A. Maksimov and D. N. Lesonen, in Proceedings of
XI Session of the Russian Acoustical Society (GEOS,
Moscow, 2001), Vol. 1, p. 189.

9. G. A. Maksimov and D. N. Lesonen, in Proceedings of
Scientific Session MIFI-2002 (Mosk. Inzh.–Fiz. Inst.,
Moscow, 2002), Vol. 5, p. 76.

10. G. A. Maksimov and D. N. Lesonen, in Acoustics of the
Ocean: Proceedings of IX Scientific School–Seminar of
Academician L. M. Brekhovskikh Combined with XII Ses-
sion of the Russian Acoustical Society (GEOS, Moscow,
2002), p. 241.

11. G. A. Maximov and D. N. Lesonen, in Official Publica-
tion of the Forum Acusticum Sevila 2002, Special Issue
of Rev. Acust. 33 (2002), NUM-08-002-IP. ISBN: 84-
87985-07-6.

12. G. A. Maksimov and D. N. Lesonen, in Proceedings of
Scientific Session MIFI-2003 (Mosk. Inzh.–Fiz. Inst.,
Moscow, 2003), Vol. 5, p. 56.

13. G. A. Maximov and D. N. Lesonen, in Proceedings of
the Tenth International Congress on Sound and Vibra-
tion (Int. Inst. of Acoustics and Vibration, Stockholm,
2003), CD, Vol. 4, P-150, p. 1961.

Translated by E. Golyamina



  

Acoustical Physics, Vol. 51, No. 3, 2005, pp. 338–346. Translated from Akusticheski

 

œ

 

 Zhurnal, Vol. 51, No. 3, 2005, pp. 402–411.
Original Russian Text Copyright © 2005 by Sankin.

        
Luminescence Induced by Spherically Focused
Acoustic Pulses in Liquids

G. N. Sankin
Lavrent’ev Institute of Hydrodynamics, Siberian Division, Russian Academy of Sciences,

pr. Akademika Lavrent’eva 15, Novosibirsk, 630090 Russia
e-mail: sankin@hydro.nsc.ru

Received May 15, 2003

Abstract—The determination of the phase of the bubble oscillation at the instant of light emission, which is a
key issue for understanding the origin of cavitation luminescence of liquids, is discussed. The observation of
luminescence in the course of the nucleation and growth of a bubble up to its collapse is performed in a bipolar
wave consisting of a compression phase followed by a rarefaction phase in the regime of a two-fraction bubble
cluster formation. The space–time distributions of the luminescence intensity and pressure and the dynamics of
the cluster in water and a glycerin solution are investigated at the early stage of cavitation. A correlation
between the maximal density of light flashes and the positive pressure pulses in the field of superposition of the
initial and secondary cavitation compression waves is revealed. It is shown that the spherical focusing of acous-
tic pulses both away from the boundaries of the liquid and near its free surface makes it possible to compare the
luminescence intensities for different rates of the pressure decrease. © 2005 Pleiades Publishing, Inc.
INTRODUCTION

Cavitation luminescence in liquids is the subject of
numerous publications [1]. It is well known that, when
the collapse occurs near a solid boundary or a free
boundary of a liquid, the spherical shape of a bubble is
distorted [2, 3] and its luminescence weakens or com-
pletely disappears [4, 5]. The boundaries complicate
the pattern of the wave motion in the liquid, which
affects the intensity of the luminescence. To eliminate
the undesirable consequences of these factors, various
focusing systems that form convergent pulses or quasis-
tationary acoustic waves away from the boundaries of
the liquid are used [6, 7].

Quasi-stationary tests do not make it possible to
monitor the dynamics of sonoflashes in correlation with
the bubble dynamics. Therefore, the issue of the phase
of bubble oscillations and the moments of light emis-
sion remains open to discussion [1, 8]. This problem
may be solved by using the excitation of luminescence
of liquids in a pulse mode corresponding to the first
period of an ultrasonic wave [9]. With this approach, it
is possible to observe the whole dynamics of the cavi-
tation process and the luminescence in the course of the
nucleation, growth, and collapse of bubbles [10]. The
position of the focus of negative pressure, at which,
according to theoretical estimates, the coefficient of
increase of the gas bubble radius reaches its maximum
[11], is essential. From the results of previous studies
[10, 12, 13], it follows that the beginning of lumines-
cence of a liquid in an acoustic field correlates with the
phase of rarefaction and with the process of cavitation
rupture of the liquid.
1063-7710/05/5103- $26.00 0338
At the reflection of a wave from a free surface,
owing to the inversion of the wave amplitude, it is pos-
sible to use not only the energy of the rarefaction wave
but also the energy of the compression pulse for pro-
ducing cavitation, which in this case mainly occurs in
the near-surface region. The rate of the pressure
decrease at the reflection of a shock wave (SW) consid-
erably increases compared to the case of focusing
within the bulk of the liquid. The number of bubbles
formed at such a cavitation is greater than that at the
cavitation in the liquid bulk. At the reflection of an SW
from a cylindrical or flat radiator, the formation of a
highly disperse foamy medium is possible [14, 15].

In the case of an SW reflected from a free surface,
the amplification of collective processes (including the
luminescence) connected with cavitation is achieved
[10], which, according to [16], may influence the inten-
sity of the emission spectrum in the UV region. These
preliminary studies showed that, at the reflection of an
SW from a free surface, the detected amount of light is
considerably greater than that in the case of the focus-
ing within the bulk of the liquid.

In the present paper, the early stage of the lumines-
cence of a liquid is investigated with an acoustic pulse
produced by a radiator in the form of a spherical seg-
ment and focused at the region near the free surface of
the liquid.

EXPERIMENTAL

The cavitation was produced by an electromagnetic
generator of SWs [17] with a radiator mounted at the
bottom of a container (Fig. 1). The radiator shaped like
© 2005 Pleiades Publishing, Inc.
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a spherical segment had an aperture D = 70 mm and a
focal length F = 55 mm. For studying the dynamics of
the cavitation processes, high-speed filming was per-
formed by an Imacon 468 camera (DRS Hadland Ltd,
8 frames, an exposure time of 10 ns) through glass win-
dows of the container by the technique described in
[18]. The design of the container excluded the light
emission from the radiator and joints under the pulsed
loading. The experiments were carried out at room tem-
perature in distilled water and in a 10% glycerin solu-
tion, which exhibits a brighter cavitation luminescence
[19].

The intrinsic luminescence of the cavitation zone
was observed using an R5600U-06 photomultiplier
tube (PMT) (Hamamatsu, with a spectral range of 260–
530 nm, a time resolution of 5.8 ns in the output circuit,
and a photocathode diameter of 8 mm). To measure the
space–time distribution of luminescence of the region
adjacent to the radiator axis (the z axis), the image
formed in the focal area of the SW radiator was trans-
ferred with a magnification Kopt by using a 50-mm lens
L1 to a nontransparent screen with a rectangular open-
ing of height Dv and width Dh, behind which the PMT
was placed. The screen, together with the PMT, could
be moved by a fine-adjustment screw along the z' coor-
dinate parallel to the radiator axis. The size of the open-
ing in the screen and the magnification of the optical
system are given in Table 1. The coordinates of the
point of observation z and z' are related as

(1)

Thus, the light flashes observed using the PMT refer
to the part of the compression wave with the duration

(2)

(see Table 1), where c is the speed of sound in the liq-
uid. The optical system was dimmed; the dark signal
was equal to 3 × 103 pulses per second.

The time count was taken from the instant of the
current discharge of the generator. For synchroniza-
tion, we used the antenna signal induced by the elec-
tromagnetic field of the current in the coil. The trig-
gering of the oscilloscope, flash lamp, and camera was
performed by using a DG 535 trigger-pulse generator
(Stanford Research Systems). The signals were recorded
by TDS 784A digital oscilloscopes (Tektronix, an ana-
log input of 1 GHz, a sampling frequency of 4 GS/s, 8 bit).

RESULTS AND DISCUSSION

Cavitation

To obtain a detailed picture, high-speed filming of
the hydrodynamic processes was used. The case of
focusing of the wave at the area near the free surface,
which was perpendicular to the generator axis, was
studied [20]. With the aforementioned geometry of the
radiator, the focus of the rarefaction wave was 5 mm
closer to the radiator than the focus of the compression

z' zKopt.=

∆τ Dv / Koptc( )=
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wave [17]. For reducing the influence of the free sur-
face on the cavitation cluster at the focus of the rarefac-
tion wave, the free surface was spaced from the radiator
at a distance equal to or greater than the focal length for
the compression wave. At the early stage (<7 µs), this
influence was excluded due to the finite velocity of
sound propagation (~1.5 mm/µs), because, in this case,
the distance between the liquid boundary and the center
of the cluster exceeded 5 mm.

Figure 2 illustrates the overall picture of the cavita-
tion phenomenon for the pressure at the radiator ps =
9.7 MPa. In this experiment, the liquid surface was at
the focal plane of the generator at z = 0 mm. The initial
pulse produces the first cavitation cloud (4) extended
along the axis (in the form of an ellipse). As is seen from
the figure, the center of the cloud is 5–10 mm below the
focus, which corresponds to the amplitude distribution
of the negative pressure phase measured earlier [17].
For the case of cavitation far from the boundary of the
liquid, the dynamics of the cluster (4), whose form
mainly depends on the negative pressure component in
the initial wave, was described in [21]. In the case under
consideration, i.e., with a free surface, its dynamics is
almost the same.

The cavitation of the liquid also occurs in the
reflected wave, the pressure in which is inverted. The
cavitation zone is located directly under the free surface
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Fig. 1. Schematic diagram of the experiment (the part
within the dashed line was installed when necessary):
(1) generator of current pulses, (2) container, (3) flash lamp,
(4) mirror, (5) depolished glass, (6) Imacon 468 camera,
(7) antenna, (8) generator of delayed pulses, (9) photomul-
tiplier tube with a diaphragm, (10) light guide, (11) FOPH
300 pressure gauge, (12) TDS 784A oscilloscope, and
(L1, L2) lenses.

Table 1.  Resolution of the optical system

No. Liquid Kopt
Dv ,
mm

Dh ,
mm

∆τ,
µs

1 Water 0.8 1.0 2.0 0.8

2 10% glycerin solution 0.9 1.2 1.3 0.9
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Fig. 2. Cavitation induced by a focused shock wave in water near the free surface (z = 0) for ps = 7.7 MPa. The free surface coincides
with the top edge of the frame. Numerical designations are explained in the text.

Fig. 3. Photographs of cavitation near the free surface (z = 0 mm) for different pressures at the radiator output: ps = (a) 5.9, (b) 7.7,
and (c) 9.7 MPa.
and has the form of a conic foglike cloud (6). The top
of the cone is surrounded by a cavitation ring (5). The
filmogram shows that the area occupied by the near-
surface cloud varies with time, but no collapse to an
unmeasurable size is observed [22].

The intense cavitation observed in the cloud (6) is
the result of the combined action of the compression
and rarefaction half-waves at their interference. There-
fore, the height h of the cloud is approximately equal to
the half-wavelength (see, e.g., [23]):

(3)

where t1 and t2 are the times of arrival of fronts 1 and 2
at the focus.

It is established that the form of this almost conic
cloud depends on both the pressure amplitude at the
radiator output (Fig. 3) and the position of the free sur-
face relative to the radiator (Fig. 4). As a rule, the max-
imal height h and angle 2 Θ of the cone increase with
the growth of the pressure amplitude at the radiator. The

h c t1 t2–( )/2,=
geometrical characteristics of the cavitation cloud
under the free surface at z = 0 are given in Table 2.

One should also note the changes in the shape of the
cloud for different depths of the radiator. As the radiator
approaches the free surface, the cavitation cloud (6)
separates into two clouds (Fig. 4a). Conversely, as the
radiator moves away from the free surface, the lower
cloud boundary becomes convex towards the radiator
(Fig. 4c). The cause of the change in the form of the
cavitation cloud is a pressure field that can be approxi-
mately evaluated by the measured pressure field in the
absence of cavitation [17]. At the radiator axis, for z =
–10 mm (below the focal point), the delay t1 – t2
between the compression wave and the rarefaction
wave coming from the radiator periphery is greater than
the corresponding delay at the focus. Therefore, after
the reflection of the compression wave from the free
surface, this wave interferes with the rarefaction wave
according to Eq. (3) at a depth h|z = –10 mm > h|z = 0. As a
result, the pressure has two minima along the z axis,
ACOUSTICAL PHYSICS      Vol. 51      No. 3      2005
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Fig. 4. Cavitation near the free surface 3 µs after the wave front has reached the free surface at ps = 5.9 MPa for different positions of
the free surface: z = (a) –10, (b) 0, and (c) + 10 mm.
and a cavitation region is formed in each of these min-
ima, which is clearly seen in Fig. 4a.

Figure 5 shows the phase velocity of propagation of
the lower edge of the cloud, v l, which was measured
from the filmogram within intervals of 100 ns. The time
dependence of v l begins from the value equal to the
sound speed, then reaches its maximum (3.3 km/s for
ps = 7.7 MPa) and drops to zero, which corresponds to
the terminal stage of the cluster growth. As follows
from the Fig. 2, an acoustic wave whose front is clearly
visible in the filmogram (3 and 7) propagates from the
cluster (6).

In the process of propagation and reflection of the
shock wave producing the cavitation, a considerable
change in the pulse shape was observed. As in [21], we
observed the so-called forced acoustic scattering
waves (2) diverging from the elliptic cavitation cloud (4).
The secondary acoustic compression waves (3, 7) are
also observed at the formation of the near-surface clus-
ter (6) [24]. The source of the secondary cavitation
waves (SCW) is found to be the intersection of normals
to the SCW fronts and is located inside the cavitation
cloud.

Luminescence

For determining the distribution of light flashes in
time, the signal from the PMT was summed up. Fig-
ure 6 shows the signal of the PMT whose observation
area was near the free surface. The signal was averaged
over 32 frequent (of frequency 0.16 Hz) shots. Under
these test conditions, the wave reached the free surface
at t0 = 35 µs. The result of addition shows that, at the
early stage of luminescence, three groups of flashes
with different typical intensities can statistically be dis-
tingushed within separate intervals of 34.7–35.4, 35.4–
36.2, and 36.2–37.3 µs. The duration of every single
flash was shorter than the time resolution of the output
circuit of the PMT (5.8 ns).

The study of the dark current and the PMT operation
at low illuminations suggests that the pulse intensities
in the first and second groups correspond to the detec-
tion of single photons. The pulses belonging to the third
ACOUSTICAL PHYSICS      Vol. 51      No. 3      2005
group correspond to several photons reaching the PMT.
The total number of photons for a flash of maximal
intensity was on the order of 105.

In the next run of tests, the free surface of water was
above the focus at z = 5 mm; i.e., a gap between the
extended cloud and the conic cloud was present. In this
gap, which was not distorted by cavitation, a film was
shot and the pressure was measured. The results of the
test are presented in Fig. 7 [20]. The filmogram (Fig. 7a)
consists of two parts: the first part has eight frames and
the second part has four frames.

For finding the space–time relation between the
flashes and the compression waves, statistical data were
collected for the time delay of every flash with every
equidistant position of the slit center (Dh = 1.2 mm) cor-
responding to z from –5.2 to 4.4 mm; these data are pre-
sented in Fig. 7b. (Note that the true slit position z' can
be computed by formula (1).) The number of the PMT
pulses is presented in the form of histograms with a lin-
ear scale; the histograms are constructed on the basis of
the time positions of the pulses. The time interval of the
histograms is chosen to be equal to 100 ns, which is less
than ∆τ (Table 1). The pulse amplitude was not consid-
ered. For z = 4.4 mm, 78 pulses were counted. The traces
of waves (A, B, and B') detected from filmograms and
oscillograms are superimposed in the same figure for
comparing the dynamics of luminescence with the pres-
sure sign. The oscillogram of pressure measured at the
focus for ps = 5.9 MPa is shown in Fig. 7c.

As is seen, for z > 0, three groups of flashes are also
present in the signal in this case.

The first group is presumably produced by the bub-
bles that remained from preceding tests, in which they

Table 2.  Parameters of the near-surface cloud for z = 0

ps, MPa Θ max h, mm max v l, m/s

3.0 65° ± 2° 1.52 ± 0.05 2270 ± 60

4.3 64° ± 2° 1.69 ± 0.05 2500 ± 60

5.9 67° ± 2° 1.96 ± 0.05 2950 ± 60

7.7 62° ± 2° 2.16 ± 0.05 3350 ± 60
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did not have enough time to rise to the surface or to dis-
solve, and that are compressed in the initial wave (AB).
The intensity of this group of flashes, as will be seen
below, increases with the decrease in the interval
between tests. The second group is recorded at the
moment of cavitation of the liquid. The third group of
flashes corresponds to the collision of the SCW front
(B') with the near-surface cloud. The light of this group
is recorded only for several upper positions of the PMT
slit because of the light reflection from the bubbles in
the elliptic cavitation cloud. For the PMT positions cor-
responding to z < –2.8 mm, only two groups of flashes
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Fig. 5. Velocity of the lower edge of the near-surface cavi-
tation cloud as a function of time for the pressure values
ps = (1) 7.7, (2) 5.9, (3) 4.3, and (4) 3.0 MPa.

Fig. 6. Inverted signal of the photomultiplier tube averaged
over 32 frequent shots (16 shots for each of the positions z =
–0.6 mm and z = –1.8 mm) for ps = 7.7 MPa in the 10%
glycerin solution. Numbers 1, 2, and 3 indicate the group
numbers, and t0 is the time of the shock-wave front arrival
at the free surface.
were detected: (i) from the remaining bubbles com-
pressed in the AB wave and (ii) from the bubbles
expanded in the rarefaction phase (BB') and com-
pressed by the SCW (B').

In the next run of tests, a 10% glycerin solution was
used. Figure 8 shows the histograms of luminescence
for the case of focusing the shock wave at the free surface
in the modes of rare (frequency f = 0.01–0.02 Hz, histo-
grams 1–5) and frequent (f = 0.16 Hz, histogram 1')
shots. The test results show that, for rare shots, the first
group of flashes near the surface (with the center of the
diaphragm at z = –0.6 mm) is practically absent.

Figure 8 also shows the isobars of the pressure at the
axis that were calculated for a plane pressure pulse by
using a model without cavitation. The pressure in the
pulse was approximated by a formula from [25]:

Here, p is measured in megapascals, t in seconds, and
patm = 0.1 MPa.

The excess of the duration of every phase (positive
and negative) of the compression wave over the interval
∆τ calculated with formula (2) made it possible to relate
all flashes near the moments corresponding to maxi-
mum or minimum pressure to one sign of pressure. The
analysis of histograms 4 and 5 showed that the lumines-
cence of the liquid does not occur in the rarefaction
phase (BB') during the expansion of bubbles. The
flashes are observed behind the front B' in the compres-
sion wave. The arrival of the SCW at the area of near-
surface cavitation is the cause of the third group of
flashes observed in histograms 1–3 at the moments t =
36.5–37 µs. The cavitation-free model for this cavita-
tion zone predicts the minimum of pressure at the time
interval t = 35.5–36.5 µs. In the experiment, this time
interval is characterized by positive pulses produced by
the SCW (wave A' in Fig. 7), which explains the appear-
ance of the second group of flashes.

As was mentioned above, the luminescence in the
first group of flashes is caused by the collapse of gas
bubbles. The luminescence in the near-surface cloud is
determined by the bubbles caused by cavitation and,
hence, filled mainly with vapor. They cannot be filled
with the gas drawn from the atmosphere above the sur-
face. From Table 2, it follows that, at the early stage of
cavitation, this is impossible owing to the supersonic
phase velocity v l of the propagation of the lower
boundary of the bubble cloud, which exceeds the mass
velocity of the medium by more than 60 times. There-
fore, during the time of observation of the cloud
(≤7 µs), the depth of penetration of water with gas bub-
bles captured near the surface is much smaller than h.
The comparison of results for different liquids shows
that the number of luminescence pulses in the second
group of flashes, when normalized by the number of
shots and the area of the PMT slit, for the aforemen-

p t( ) patm 37 1 3 107× t( )tanh+( ) 1.6 106× t( )cos+=

× 0.7 106× t–( ).exp
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axis of the process). (b) Histograms of luminescence for ps = 7.7 MPa, for equidistant values of z from –5.2 to 4.4 mm (32 rare-
mode tests for every slit position), with the wave traces extracted from the filmogram (A is the front of the initial wave, B is the front
of the rarefaction wave, and A', B' are the fronts of the SCWs). The plus and minus signs show the sign of pressure at the axis in the
precavitation mode. (c) Pressure for ps = 5.9 MPa, r = z = 0 mm (the focus); at the instants A, B, and B', the pressure is equal to zero.
The dashed line corresponds to the pressure without cavitation (obtained by an approximation).

Fig. 8. Histograms of the luminescence pulses for ps = 7.7 MPa in the 10% glycerin solution; each histogram is summed over
16 runs. Curves 1–5 correspond to rare shots for z = –0.6, –1.8, –3.0, –4.2, and –5.4 mm, respectively; curve 1' corresponds to fre-
quent shots for z = –0.6 mm (an inverted histogram). Isolines of pressure at the axis are superimposed; the isolines are calculated
using the model without cavitation.
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Table 3.  Pressure amplitudes and the total number of light flashes accumulated in 16 shots

ps, MPa
, MPa

z = 0
r = 0

, MPa
z = 0
r = 0

, MPa
z = 3 mm
r = 5 mm

Luminescence
z = –0.6 mm, r = 0

group 1 group 2 group 3

3.0 65 ± 5 –18 ± 3 0 ± 0.5 1 9 1

4.3 70 ± 5 –20 ± 3 1 ± 0.5 8 18 4

5.9 75 ± 5 –33 ± 3 4 ± 0.5 8 13 8

7.7 75 ± 5 –39 ± 3 6 ± 0.5 15 12 14

9.7 75 ± 5 –42 ± 3 8 ± 0.5 – – –

p1
+ p1

– p2
+

tioned glycerin solution is 2.8 times greater than the
corresponding number for water. This agrees well with
the data reported by other authors [19] and confirms the
cavitation origin of the bubbles of the near-surface
cloud.

The histograms of luminescence of the cloud (6 in
Fig. 2) were constructed for various pressures at the
radiator output. The generator operated in the mode of
frequent shots (the repetition frequency depends on the
charging voltage and is given in [17]). Every histogram
was summed over 16 runs. The results are presented in
Fig. 9. For all operating modes, regardless of the pres-
sure amplitude and the frequency of repetition of the
runs, three groups of flashes are present in the figure.
The number of flashes in every group, together with the
values of pressure amplitudes in the compression phase

, in the rarefaction phase , and in the SCW ,
are presented in Table 3. The dependence of the shock
wave velocity on pressure leads to the time shift of the
second group of flashes. As a consequence, for a lower
pressure, the wave from the generator reaches the free
surface later. The time interval between the first and
third group of flashes is t13 = 1.7 ± 0.4 µs. It can be eval-

p1
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+
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Fig. 9. Histograms of the luminescence signals in a 10% glyc-
erin solution for ps: (1) 3.0, (2) 4.3, (3) 5.9, and (4) 7.7 MPa;
every histogram is averaged over 16 frequent shots. The free
surface is at z = 0, and the center of the area of observation
is at z = –0.6 mm.
uated by the formula t13 = t1 – t2 – h/c. With allowance
for Eq. (3), it is close to half the time interval between
the initial (with front A) and secondary (with front B')
compression pulses (Fig. 7c), which can be related to
the first and third groups of flashes, respectively.

CONCLUSIONS

The combined investigation, including the detection
of the luminescence of liquid, the pressure measure-
ment, and the high-speed filming in the course of the
cavitation, has made it possible to determine the space–
time correlation between the maximal density of
flashes and the positive pressure pulses at the focusing
of the compression and rarefaction waves. In the case of
the focusing at a near-free-surface area, it is possible to
distinguish three groups of flashes. Away from the liq-
uid boundary, only two groups of flashes were
observed. Every group of flashes corresponds to a pos-
itive peak of pressure in both the initial and the second-
ary compression waves:

(i) The first group of flashes is synchronized with the
action of the compression phase of the initial wave (AB,
Fig. 7) and is determined by the luminescence of the
collapsing bubbles that remained from previous tests.
The number of these bubbles depends on the pressure
in the rarefaction phase of the initial wave, and, hence,
the intensity of flashes of group 1 grows with the
increase in the initial pressure at the radiator output. It
also grows with the increase in the frequency of tests,
i.e., with the decrease in the time that elapsed after the
previous test, which reduces the possibility of the bub-
bles rising to the surface or dissolving.

(ii) The second group of flashes emitted by the ellip-
tic cluster is produced by the bubbles expanded in the
rarefaction phase of the initial wave (BB', Fig. 7) and
compressed by the secondary cavitation wave (wave
front B', Fig. 7). As is known from [26], the bubbles in
a cavitation cluster at the focus of the rarefaction wave
are kinematically divided into two fractions: expanding
and collapsing bubbles. This process is accompanied
by the transformation of the rarefaction wave into the
compression wave [21] with which the second group of
flashes correlates.
ACOUSTICAL PHYSICS      Vol. 51      No. 3      2005
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(iii) For the second group of flashes emitted by the
near-surface cluster, it is possible to assume the same
mechanism of luminescence as for the cluster formed in
the rarefaction phase of the initial wave. In this case, the
pressure in the near-surface layer also has a phase of
compression and a phase of rarefaction after the reflec-
tion. The cavitation occurs in the compression pulse of
the initial wave reflected from the free surface and is
accompanied by the transformation of the rarefaction
wave into the compression wave [24]. Hence, one can
expect that the cavitation and the wave processes are
similar to the processes that occur far from the liquid
boundary in the case of a bipolar wave [26]. Unlike the
luminescence of the elliptic cluster, the intensity of
flashes in group 2 is smaller and the number of flashes
is greater than, for instance, in group 3. The total num-
ber of flashes in group 2 is constant, because the vol-
ume of this cluster (see Table 2), as well as the pressure
in the compression phase of the initial wave (Table 3),
practically does not depend on the pressure at the radi-
ator output.

(iv) The collapse of the bubbles of the near-surface
cloud under the external action of the positive phase of
pressure of the secondary cavitation wave arriving from
the elliptic cloud is the source of light within the time
interval corresponding to the third group of flashes. It
explains the growth of the number of flashes with the
increase in pressure in the secondary cavitation wave.

In the case of spherical focusing at the free surface,
the decrease in the duration and increase in the ampli-
tude of the rarefaction wave occurs. The concentration
of cavitation bubbles in the cluster grows, and their
maximal radius decreases. As was shown in [26], the
expansion of bubbles after the first collapse is more iso-
tropic (without formation of high-speed jets) than their
expansion in the case of the pulsed compression of gas
[27] or cavitation [28] cavities in an external SW, where
the shape of bubbles is unstable. These results testify to
a more spherical collapse of bubbles of the smaller size
fraction in a two-fraction cluster under the action of the
SCW. In addition, the decrease in the lifetime of a bub-
ble reduces the diffusion of gas into the bubble and con-
tributes to a deeper collapse [29]. Thus, one can expect
an enhancement of the collapse and the luminescence
intensity of a bubble in a two-fraction cluster compared
to a monodisperse one.
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Abstract—The problem of the diffraction of a zero-order convergent cylindrical wave by a cylindrical shell
with a longitudinal fixation along one of its generatrices is considered. The problem is solved on the basis of
using the so-called helical waves, which are aperiodic eigensolutions to the equations of the shell motion. The
diffraction field is represented in the form of a convergent series in cylindrical harmonics. The method of the
solution allows for a generalization to several cases of longitudinal fixation with conditions of different forms.
The calculation of the scattering amplitude of the diffraction field is carried out for various frequencies and shell
parameters. © 2005 Pleiades Publishing, Inc.
The diffraction of sound waves by elastic shells of
different shapes is still of considerable theoretical and
practical interest, which is confirmed by the large num-
ber of papers concerned with this subject (see, for
example, [1–8]). These papers mainly consider homo-
geneous shells and shells with a periodic transverse fix-
ation [2]. To solve such problems, it is possible to
restrict consideration to solving the equations of shell
oscillations by trying solutions periodic in angle. At the
same time, the problem of sound diffraction by a shell
with a longitudinal fixation of its surface can be of great
practical interest. In this case, the solutions to the equa-
tions for shells should be sought in the class of aperi-
odic functions [9]. In this paper, we solve precisely this
problem.

To simplify the process, we consider a convergent
cylindrical wave coaxial with the shell as the field inci-
dent on the shell and a perfectly rigid fixation of the
shell surface along the line θ = const. The generaliza-
tion of the problem to the case of, e.g., a plane wave or
several longitudinal fixations of, e.g., an impedance
form does not represent a major difficulty.

Since dependence on the coordinate z is absent in
this problem, the shell oscillations can be described by
the following set of two differential equations [10]:

(1)

where U = (v , w)T is the vector of the shell displacement
and L is the matrix differential operator of the form
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Here, θ is the polar angle, v  is the displacement in
angle θ, w is the displacement perpendicular to the
shell surface, a is the shell radius, and h is the shell

thickness. In addition,  =  =  is the

square of the wave number for longitudinal waves in a
plate, ρ is the density of the shell material, E is the

Young modulus, σ is the Poisson ratio, and ∆ = .

Vector f has the form

(2)

where p(a) is the sound pressure on the outer surface of
the shell. The quantity p(r, θ) satisfies the Helmholtz
equation

(3)

where ∆ =  +  + ,  = , ω is the cir-

cular frequency, and c is the sound velocity in the
medium around the shell.

The solution to Eq. (3) can be represented in the
form

(4)

where p0 and p1 are the sound pressures in the incident
and scattered waves, respectively. In this case,
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where an are unknown coefficients and (k0r) and

(k0r) are the Hankel cylindrical functions of the
first and second kind.

The solutions to Eqs. (1) and (3) must satisfy the
boundary conditions

(6)

(7)

Here, ρ0 is the density of the acoustic medium around
the shell and u = (v , w, ) is the vector of generalized

displacements (  = ). Equation (7) describes the

conditions imposed on the components of the vector of
shell displacements along the generatrix θ = π.

Introducing new dimensionless parameters Y = kpa,

y = k0a, and H = , the set of Eqs. (1) can be rewritten

in the form

(8)
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Fig. 1. Dispersion curves for the solution to Eq. (12) at H = 0.1.
We represent the solution to Eqs. (8) and (9) in the
form of the sum of vectors

(10)

Here, U0 is the eigensolution to Eqs. (8) and (9) (with
the right-hand side equal to zero). We try the compo-
nents of the vector U0, which is determined by Eq. (10),
in the form

(11)

Here, A and B are some arbitrary constants.
Substituting Eqs. (10) and (11) into Eqs. (8) and (9),

we obtain a homogeneous system of algebraic equa-
tions, which leads to a dispersion equation with respect
to ν:

(12)

The quantity ∆(ν) is the third-order polynomial with
respect to ν2, and, therefore, the solution to Eq. (12) has
three independent roots. This is confirmed by Fig. 1,
where the solutions to this equation are given as the
functions of the dimensionless parameter Y = kpa. (The
values of ν < 0 correspond to imaginary values.) One
can see that there is one real and two imaginary roots up
to the values of Y < 1; at Y > 1, there are two real and
one imaginary roots (the physical interpretation of this
fact is given in [8]). Correspondingly, solutions (11) to
Eq. (12) can be represented in the form of three compo-
nents:

(13)

where Aj and Bj are unknown constants. From the first
equation of the shell motion (Eq. (8)), it follows that

The vector U1 = (v 1, w1)T in Eq. (10) is the forced solu-
tion to Eqs. (8) and (9). We try this solution in the form

(14)

To “connect” the solutions U0 and U1, we expand the
functions v0 and w0 from Eqs. (13) on the interval [−π, π]
in the eigenfunctions (orthogonal to each other) of the
solutions given by Eqs. (14). This yields

(15)

U U0 U1.+=

v 0 B νθ, w0sin A νθ.cos= =

∆ ν( ) ν2 Y2–( ) H2

12
------ν4 1 Y2–+ 
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3
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B j

ν j

ν j
2 Y2–

----------------A j.=

v 1 bn nθ, w1sin
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∑ cn nθ.cos
n 0=
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v 0 B j v jn nθ,sin
n 1=
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∑
j 1=

3
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w0 A j w jn nθ.cos
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∑
j 1=

3
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Here,

(16)

where δn = 2 at n = 0 and δn = 1 at n > 0.

If the relation n2 =  is valid at certain n ≠ 0 and j,
i.e., νj is equal to an integer number, then, evidently,
v jn = wjn = 1 for this n. All other coefficients with this
value of j are equal to zero.

Substituting Eqs. (13) and (16) into Eqs. (8) and (9),
taking into account the boundary condition of Eq. (6),
and eliminating the unknowns bn, we obtain the follow-
ing relationship between the coefficients an and cn:

(17)

In Eq. (17), the following notations are introduced:

Let us solve Eqs. (8) and (17) as a set of equations.
Omitting intermediate mathematics, for the coefficients
an, bn, and cn, we obtain

(18)

Here, the following notations are used:
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where Zm is the modulus of the inertial impedance of a
plate made of the shell material.

Thus, we determined solution (10), which describes
the shell motion as a function of three arbitrary con-
stants Aj. To determine these constants, we use the con-
ditions given by Eqs. (7) at θ = π. As a result, we obtain
the following algebraic set of equations:

(19)

In Eqs. (19), we introduced the notation

∆j = 

The solution to Eqs. (19) has the form

(20)

where

Let us substitute the coefficients Aj determined by
Eq. (20) into Eqs. (18) and represent the amplitudes an
of the cylindrical harmonics of the field scattered by the
shell in the following final form:

(21)
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where n = 0, 1, 2, …, Ψ1n = , Ψ2n = ,

Ψ3n = .

The function Φν involves quantities of the form

(22)

One can readily see that the series on the right-hand
side of Eq. (22) is convergent, since, at large n, the com-
mon term of the series is majorized by the quantity
equal to a certain constant divided by n6.

From Eq. (21), it follows that, when H  0 (the
case of a thin-walled shell), we have a0 

− (y)/ (y) and an = 0 at n ≠ 0. Thus, the diffrac-
tion field p1 has the character of the scattering of a con-
vergent cylindrical wave by a perfectly soft cylinder. In
another case, when ρ/ρ0  ∞, we have a0 

(y)/ (y), an = 0 at n ≠ 0, and the field p1 is the
field of diffraction of a convergent cylindrical wave by
a perfectly rigid cylinder. If fixation conditions (7) are
absent, Eq. (21) yields a0 = A(y) and an = 0 for n ≠ 0,
which corresponds to the case of diffraction of a con-
vergent wave by a free shell.

It is necessary to make several remarks regarding set
of equations (19). The function Φν is the determinant of
the system involving the quantities νj (see Fig. 1) and
y = ωa/c, which depend on the frequency ω of the inci-
dent field (a convergent cylindrical wave in our case). If
the incident field is absent, the right-hand side of the
system is equal to zero and the equation Φν = 0 is the
dispersion equation for the determination of the eigen-
frequencies of oscillations for a shell with the fixation
conditions along the generatrix θ = π and with an
acoustic medium surrounding it. Since a sound radia-
tion into the medium occurs in the case of the shell
oscillations, the resonance frequencies of this system
are complex. If the external medium is absent, all ∆j =
0 and the solutions to the equation Φν = 0 describe the
eigenfrequencies of shell oscillations in vacuum.

Note that Eq. (21) gives a complete analytical solu-
tion to the stated problem. A further investigation can
be conducted only using numerical methods. Let us
take the scattering amplitude of the field p1 in the far
wave zone as the quantity for calculation. For this pur-
pose, we use the asymptotics of the Hankel functions

,

Q23

ν1
2 n2–

----------------
Q13

ν2
2 n2–

----------------

Q12

ν3
2 n2–

----------------

∆ j

ν j ν jπsin
---------------------

2
π
--- 1

δn ν j
2 n2–( )

--------------------------
Hn

1( ) y( )
Dn y( )

-----------------.
n 0=

∞

∑–=

H0
2( ) H0

1( )

H1
2( ) H1

1( )

Hn
1( ) y( ) 2

πy
------ i y

nπ
2

------– π
4
---– 

  1 O
1
y
--- 

 + ,exp=

π y 2π<arg<–
for y  ∞. As the result, we obtain an expression for
the scattering amplitude u of the field p1:

(23)

The calculation of the value of |u| by Eq. (23) was
performed at various physical and wave parameters of
the shell. This calculation shows that Parceval’s energy
identity is valid for the coefficients an; in our case, this
identity has the form

Calculation of the wave parameters for a shell that
are close to its complex resonance frequencies are of
special interest. Figure 2 presents the results of such a
calculation for the relative thickness of the shell H = 0.1
and two of its wave dimensions namely, Y = 0.7423
(Fig. 2a) and Y = 1.0753 (Fig. 2b). It follows from the
calculation that, in these cases, the scattering strongly
depends on the angle θ, and the irregularity of the scat-
tering pattern increases with frequency. To investigate
the rib influence on the result of scattering, we calcu-
lated the values of |u| at the same parameters without
the complex amplitudes A(y) that correspond to these
frequencies, are involved in a0, and describe the scatter-
ing of a convergent cylindrical wave by a free shell.
From Figs. 3a and 3b, it follows that the influence of a
rib at these resonance frequencies is essential and has
the same order of magnitude as the total scattering
amplitudes in Fig. 2.

To investigate the relative distribution of energy
among the different-number modes of the scattering pat-
tern, we performed the calculation for different physical
and wave parameters of the shell. Figure 4 demonstrates
the relative distribution of energy for the first eight
modes at the parameter H = 0.1 and wave dimensions
Y = (1) 0.1, (2) 0.3, (3) 0.7423, and (4) 1.0753. One can
see from the plot that the mode energies and, therefore,
their amplitudes noticeably decrease with the number
growth, which provides for a good convergence of the
series given by Eq. (23). Moreover, the mode energies
(except for the energy of the zero mode) rapidly
decrease with the decrease in the wave dimension of the
shell.

Figure 5 gives in more detail the relative distribution
of energy over the modes of the scattered field ampli-
tude for the cases Y = (1) 0.7423 and (2) 1.0753. The
mode numbers are plotted along the abscissa axis. In
the first case, the resonance for the mode of number 3
arises, and in the second case, for the mode of number 4.
The energy growth for the modes with these numbers
occurs basically on account of the energy of the zero
mode.

Together with the resonance cases, we considered
the cases of the so-called antiresonance scattering,

u i–( )nan nθ.cos
n 0=

∞

∑=

0.5 δn an
2

n 0=

∞

∑ 1.=
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Fig. 2. Modulus of the scattering pattern for H = 0.1 and Y = (a) 0.7423 and (b) 1.0753.

Fig. 3. Modulus of the scattering pattern due to influence of a rib of the shell for H = 0.1 and Y = (a) 0.7423 and (b) 1.0753.
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Fig. 4. Relative energy distribution for seven modes of shell
oscillations for H = 0.1 at frequencies Y = (1) 0.1, (2) 0.3,
(3) 0.7423, and (4) 1.0753.
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Fig. 6. (a) Modulus of the scattering pattern of the shell and (b) the influence of a rib of the shell on the scattering pattern for
H = 0.03 and Y = 0826955.
where the modulus of the scattered field amplitude is of
a circular character, i.e., is almost independent of the
angle θ and is governed by the quantity A(y) describing
scattering by a ribless shell.

Figure 6a represents the total scattering amplitude
that corresponds to the case H = 0.03 and Y = 0.826955.
One can see from the plot that the modulus of the scat-
tering amplitude is close to unity at all observation
angles θ. The scattering amplitude without the quantity
A(y), which corresponds to the antiresonance frequency
of the scattering pattern, is given in Fig. 6b. At this fre-
quency, the relation

(24)

is valid. In the calculation presented in the plot, n = 8.
In the case where condition (24) is satisfied, the ampli-
tude of the term of the corresponding number in series
(22) substantially increases. This series is involved in
the quantity Φν, whose value also considerably grows.

ImDn y( ) 0=
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Fig. 7. Relative energy distribution among the first nine
modes of shell oscillations for H = 0.03 and Y = 0.826955.
The reason for this is the fact that the scattered field is
practically determined by the function A(y) alone.
Thus, the antiresonance of the scattering pattern is an
indispensable consequence of the resonance of some
term of series (22).

Figure 7 gives the values of the scattering field
amplitudes up to the number n = 9 inclusive. From the
plot, it follows that, for the modes with nonzero num-
bers, number eight mode takes on the maximum value.
The amplitude of this mode is at least three orders of
magnitude higher than the amplitudes of all other
modes, except for the zero mode. This means that, in
this case, the rib influence on the amplitude of the scat-
tering pattern is mainly determined by the eighth oscil-
lation mode.

To investigate the resonance properties of the shell,
we calculated the values of its resonance frequencies in
the absence of the acoustic medium. Figure 8 presents
the dependence of the number of resonances of a “dry”
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Fig. 8. Number of resonance frequencies for a “dry” shell as
a function of its wave dimensions for H = (1) 0.03 and
(2) 0.1.
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shell with longitudinal fixation as a function of its wave
dimension Y. The calculation was performed for two
values of its relative thickness: H = (1) 0.03 and (2) 0.1.
This calculation gives a general idea of the number of
such resonances and their distribution. From the plot,
one can see that the number of resonances increases as
the relative thickness of the shell decreases and that this
number is very large in the frequency range under con-
sideration.
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Abstract—An exact study of radiation of an acoustic field due to radial/axial vibrations of a baffled cylindrical
piston, eccentrically positioned within a fluid-filled thin cylindrical elastic shell, into an external fluid medium
is presented. This configuration, which is a realistic idealization of a liquid-filled cylindrical acoustic lens with
a focal point inside the lens when used as a sound projector, is of practical importance with a multitude of pos-
sible applications in underwater acoustics and ocean engineering. The formulation utilizes the appropriate wave
field expansions along with the translational addition theorems for cylindrical wave functions to develop a
closed-form solution in the form of an infinite series. Numerical results reveal the key effects of excitation fre-
quency, cap angle, radiator position (eccentricity), dynamics of the elastic shell, and cap surface velocity dis-
tribution on sound radiation. © 2005 Pleiades Publishing, Inc.
1 1. INTRODUCTION

Analytical solutions of interior or exterior boundary
value problems in various fields such as potential the-
ory, acoustics, and electromagnetism are strictly depen-
dent on the shape of boundaries. In particular, when
multiple objects are present in a sound field, there is an
acoustical interaction between the objects due to cross
scattering [1–12]. Many researchers have studied the
mutual interaction between cylindrical objects sub-
jected to a primary acoustic field. Acoustic interaction
of two oscillating cylinders in an ideal fluid was consid-
ered in [1]. Scattering of acoustic waves from two par-
allel cylinders in a viscous fluid was analyzed in [2].
The acoustic field of an oscillating cylindrical body
close to a rigid screen was investigated in [3]. The tran-
sient interaction of two thin-walled cylindrical piezo-
electric ceramic underwater radiators (transducers) was
studied in [4]. Just recently, the problem of acoustic
radiation of a cylindrical radiator near a rigid/compliant
flat boundary was considered in [5]. Scattering of a
plane acoustic wave by an infinite penetrable (impene-
trable) circular cylinder parallel to another one of
acoustically small radius was examined in [6]. An exact
solution based on the classical modal series method for
the problem of radiation loading on a cylindrical source
freely suspended in a fluid-filled cylindrical cavity with
a permeable boundary has been developed in [7, 8].

A small cylindrical source freely suspended inside a
fluid-filled cylindrical elastic shell, which is itself sub-
merged in an unbounded acoustic field, may be regarded

1 This article was submitted by the authors in English.
1063-7710/05/5103- $26.00 ©0354
as a sensible model for a cylindrical acoustic lens when
used as a sound projector rather than a receiver. A prim-
itive model of a cylindrical acoustic lens was originally
analyzed in [9], where the author studied acoustic radia-
tion due to a time-harmonic pressure applied at the inner
boundary of an acoustic fluid body composed of two par-
allel, nonconcentric circular cylinders using the Helm-
holtz integral equation formulation. Similarly, acoustic
radiation from a shell-encapsulated concentric cylindri-
cal source in an infinite acoustic medium is studied in
[10, 11]. In a subsequent work, the latter analysis is
extended to the cylindrical transducer immersed in an
acoustic half-space [12]. Some recent applications of the
cylindrical acoustic lens are discussed in [13–15]. Just
recently, energy distribution and radiation loading of a
cylindrical source suspended within a nonconcentric
fluid cylinder was investigated in [16].

The acoustic radiation from pistons placed on baf-
fles has been considered extensively in the literature for
various piston and baffle geometries (i.e., planes,
spheres, cylinders, and spheroids). The self-radiation
impedance for the classic problem of a radially (axi-
ally) vibrating piston on a rigid sphere/cylinder is pre-
sented in [17, 18]. The mutual acoustic impedance of
pistons on a sphere and a cylinder are analyzed in [19]
and [20], respectively. The acoustic radiation imped-
ance of curved vibrating caps and rings located on hard
baffles of prolate and oblate spheroidal obstacles are
formulated in [21, 22]. Likewise, the problem of self-
and mutual radiation impedances for rectangular piston
sources vibrating on a rigid prolate spheroidal baffle is
investigated in [23]. Acoustic radiation from a radially
 2005 Pleiades Publishing, Inc.
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vibrating spherical cap set on a spherical baffle near a
rigid/soft flat boundary is studied in [24]. Just recently,
the problem of sound radiation from a liquid-filled
underwater spherical acoustic lens with an internal
eccentric baffled spherical piston was considered in
[25]. The principal objective of the current paper is to
study the effect of cap angle (effective radiation area)
on acoustic radiation from a fluid-filled cylindrical
acoustic lens containing an internal eccentric baffled
cylindrical piston. Therefore, the present work is in fact
a realistic extension of the basic model presented in
[16], for the case when the internal source is partially
baffled (i.e., it is not wholly vibrating) and a thin elastic
shell separates the inner and outer mediums. The pro-
posed model is a realistic idealization for an internal
focusing cylindrical acoustic lens.

2. FORMULATION

The problem considered here is that of computing
acoustic radiation from a cylindrical elastic shell with
an eccentric inner (baffled) cylindrical piston that is
radially/axially vibrating with a time-harmonic and
arbitrary velocity. The geometry and the coordinate
systems used are depicted in Fig. 1. The origins O1 and
O2 of the two cylindrical coordinate systems (r1, θ1) and
(r2, θ2), which are at distance r0 apart, are placed at the
center of the source and the fluid cylinder, respectively.
The direct distance between the center of the source and
the receiver (field point) is r1; the distance between the
center of the fluid cylinder and the receiver is r2. The
fluid is assumed to be inviscid and ideally compress-
ible. Thus, one may start with the familiar wave equa-
tion in an ideal compressible fluid [27]:

(1)

where p is the acoustic pressure, c is the ideal speed of
sound evaluated at ambient conditions, and ∇ 2 is the
Laplacian operator. As the cylindrical source is
assumed to undergo time-harmonic surface oscillations
with frequency ω, we expect solutions of the form [27]

(2)

where Re indicates the real part of a complex number
and the quantity (r, θ, ω) may be complex. Substitu-
tion of the above presumption into (1) yields a Helm-
holtz-type equation:

(3)

where k = ω/c is the acoustic wave number, and we have
assumed harmonic time variations throughout with the
e–iωt dependence and the overbar notation suppressed
for simplicity.

∂2 p

∂t2
-------- c2∇ 2 p– 0,=

p r θ t, ,( ) Re p r θ ω, ,( )e iωt–[ ] ,=

p

∇ 2 k
2

+( )p 0,=
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The cylindrical source is supposed to be rigid except
for a cap region (–θ0 ≤ θ ≤ θ0), which vibrates radially
(axially) with a prescribed velocity U(0) (U(1)). The cap
velocity can be expressed as a linear combination of
cylindrical modes in the form of an infinite series [18]

(4)

where (ω) and (ω) are the modal coefficients
of the radial and axial velocity distributions, respec-
tively. These coefficients can readily be determined
after multiplying both sides of (4) by cosmθl (m = 0, 1,
2, …), integrating over dθl, and exploiting the orthogo-
nality of the transcendental harmonics. As a result, we
obtain [18]
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(5)

The fluid in the interior of the cylindrical shell is
denoted region I, while the outer medium is denoted
region II. In region I, the possibility of both incoming
and outgoing (standing) waves exists, while, in region
II, only outgoing waves are possible. The solution of
the Helmholtz equation for the acoustic pressure inside
the fluid-filled cylindrical shell may be represented by

(6)

where εn = 1 for n = 0 and εn = 2 for n ≥ 1; kI = ω/cI is

the acoustic wave number in fluid medium I;  and

 are the cylindrical Hankel functions of the first
and second kind, respectively [28]; and an(ω) and bn(ω)
are unknown modal coefficients. Similarly, noting that
the external fluid medium is unbounded and keeping in
mind the radiation condition, the solution in the outer
region can be expressed as a linear combination of out-
going cylindrical waves as

(7)

where kII = ω/cII is the acoustic wave number in fluid
medium II and cn(ω) is an unknown modal coefficient.

The equations of motion for a closed cylindrical
elastic shell, including both membrane (extensional)
and flexural (inextensional) effects, are presented in
[29]. The general displacements of the cylindrical shell
are normally expressed in terms of the shell’s midsur-
face deflections. Considering only the nontorsional axi-
symmetric motions, the midsurface radial W(θ2, ω) and
tangential V(θ2, ω) displacements may be expanded in
cylindrical harmonics as [29]
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The equations of shell motion are satisfied if the
modal coefficients Wn(ω) and Vn(ω) satisfy the equa-
tions [29]

(9)

where β2 = h2/12b2, Ω = ωb/cp is a nondimensional fre-

quency parameter,  = E/(1 – ν2)ρs is the phase veloc-
ity of a compressional wave in the elastic shell, ρs is the
solid material density, h is the shell thickness, E is the
modulus of elasticity, ν is the Poisson ratio, and ∆pn =

 –  is the modal component of the pressure differ-
ential at the shell’s surface, which will be determined in
the next subsection.

Many radiation and scattering problems involve
waves of one characteristic shape that are incident upon
a boundary of some other shape. Thus, it is difficult to
satisfy the boundary conditions on that surface. There
exists, however, a class of mathematical relationships
called wave transformations that circumvent this diffi-
culty in many cases by allowing one to study the fields
scattered by various bodies, all of which are referred to
a common origin. Accordingly, in order to realize
orthogonality in the current problem, which involves
nonconcentric cylindrical boundaries, we can express
the cylindrical wave functions of the (r1, θ1) coordinate
system in terms of cylindrical wave functions of the
(r2, θ2) coordinate system through application of the
classical form of the translational addition theorem for
bicylindrical coordinates [30]:

(10)

where Xn( ) is one of the cylindrical Bessel functions of
order n; since, in our problem, the eccentric cylinders
have a common x axis, we set θ12 = 0 or π. The above
addition theorem may be put in a (computationally)
more advantageous form [5]:
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where

(12)

in which δn = 1/2 for n = 0 and δn = 1 for n ≥ 1, and the
following relation for the terms involving Bessel func-
tions of negative order is employed:

X–m( ) = (–1)mXm( ). (13)

Incorporation of (10) into (6) allows us to express
the pressure differential at the shell surface as

(14)

where

(15)

in which

(16)

The unknown modal coefficients an, bn, and cn and
modal components of the shell midsurface displace-
ments Wn and Vn must be determined by imposing suit-
able boundary conditions. Correspondingly, the conti-
nuity of normal velocity at the surface of the radi-
ally/axially vibrating source requires that

(17)

where ρI is the fluid density in the (inner) region I. Sim-
ilarly, the continuity of normal velocities at the inner
and outer surfaces of the shell demands that

(18)

where ρII is the fluid density in the (outer) region II. The
unknown modal coefficients can now be determined by
incorporation of the translational addition theorem in
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the stated boundary conditions and the equations of
shell motion. Therefore, employing (5), (6), and (10) in
boundary conditions (17) and (18), we obtain, for the
n ≥ 0 modes,

(19)

The unknown coefficients an(ω), bn(ω), and cn(ω)
may readily be computed by solving the linear systems
of equations (9) and (19). Subsequently, from (7), the
on-axis forward radiated far-field pressure amplitude,
|pII(r∞, θ2 = 0, ω)|, may be promptly calculated. This
completes the necessary background required for an
exact acoustic analysis of the problem.

3. NUMERICAL RESULTS

In order to illustrate the nature and general behavior
of the solution, we consider a numerical example in this
section. With respect to the large number of parameters
involved here, no attempt is made to exhaustively eval-
uate the effect of varying each of them. The intent of the
collection of data presented here is merely to illustrate
the kinds of results to be expected from some represen-
tative and physically realistic choices of values for
these parameters. From these data, some trends are
noted and general conclusions drawn about the relative
importance of certain parameters. Correspondingly,
noting the crowd of parameters that enter into the final
expressions and keeping in view the availability of
numerical data, we shall confine our attention to a par-
ticular model. The surrounding ambient fluid is
assumed to be water at atmospheric pressure and 300 K.
The elastic shell is taken to be a 3% stainless steel shell
of radius b = 100 cm and thickness h = 0.03b = 3 cm.
The piston is set on a rigid cylindrical baffle of radius a =
0.01b = 1 cm. The interior fluid is selected to be 3M
Company Fluorinert chemical FC-72 [31]. The
numerical values for the input parameters, which are
used in the calculations, are summarized in the table.
A MATLAB code was constructed to treat boundary
conditions, to determine the unknown modal coeffi-
cients, and to compute the acoustic field quantities as
functions of the distance parameter r0/b and the nondi-
mensional frequency kbe = ωbe/c, where be = bsin(θ0/2)
refers to the effective piston radius [18], for selected
cap angles θ0. Accurate computations for the deriva-
tives of cylindrical Bessel functions were accomplished
by utilizing (9.1.27) in [28]. The computations were
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performed on a Pentium IV personal computer with a
truncation constant of N = 30 to assure convergence in
the high-frequency range, and also in case of close
proximity of the source to the shell boundary (high
eccentricity).

Input parameter values

Parameter Numerical 
value Parameter Numerical 

value

Fluid properties Elastic shell

Pressure, bar 1.00 E, dyn/cm2 2.15 × 1012

Temperature, K 300 h, cm 0.3

cI, cm/s 5.12 × 104 ν 0.283

ρI, g/cm3 1.68 ρs, g/cm3 7.8

cII, cm/s 1.49 × 105 b, cm 10

ρII, g/cm3 0.997 a, cm 0.1
Figure 2 displays the effects of the nondimensional
frequency kbe, cap angle θ0, and source eccentricity
r0/b on the normalized far-field on-axis radiated pres-

sure magnitude (i.e., |pII(r∞, θ2 = 0, ω)|/ρII ) for an
axially vibrating shell-encapsulated baffled cylindrical
piston. Here, due to the similarity of the numerical
results, the plots associated with the radially vibrating
cap are not displayed for brevity. The main observa-
tions are as follows. The greatest pressure amplitudes
generally occur as the source is moved toward the
cylindrical boundary of the lens. At a fixed excitation
frequency, kbe, source eccentricity has a relatively mod-
erate effect on the far-field pressure for the fully vibrat-
ing cylinder θ0 = 180°. This effect noticeably increases
as the cap angle is decreased to θ0 = 30°. The overall
pressure magnitudes increase as the nondimensional
frequency kbe is raised. The highest on-axis far-field
pressure amplitudes and, thus, the most efficient sound
projection characteristics for the encapsulated lens are
noted for the smallest cap angle (i.e., θ0 = 30°). The
wholly oscillating source (θ0 = 180°) appears to be the
least favorable situation, as it exhibits a very low far-
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Fig. 2. The change in the normalized far-field on-axis radiated pressure magnitude for an axially vibrating shell-encapsulated baffled
cylindrical piston with the nondimensional frequency and source eccentricity at selected cap angles.
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Fig. 3. The change in the normalized far-field on-axis radiated pressure magnitude for an axially vibrating baffled cylindrical piston
suspended inside a fluid cylinder with the nondimensional frequency and source eccentricity at selected cap angles.
field pressure amplitude. Furthermore, to examine the
shell dynamic interaction effects, we have presented the
far-field pressure magnitudes in the absence of the
cylindrical shell in Fig. 3. Comments similar to those in
the above discussion can be made. The most important
observation is the general increase in the pressure
amplitudes for the partially vibrating pistons, espe-
cially for the cap angle θ0 = 30°. In contrast, encapsu-
lating the wholly vibrating source by the elastic shell
seems to cause a notable increase in the maximum
amplitude of the resonant pressure oscillations that
build up in the far field.

Finally, to check the overall validity of the work, we
first used our code to compute the normalized radiation
impedance load per unit area on the vibrating piston by
taking advantage of Foldy’s definition of radiated
power [26] for the case of an eccentric baffled radially
vibrating cylindrical cap suspended inside a water-
filled (ρs = ρI = ρII ≈ 1 g/cm3) very light and thin (h ≈
0.0001b) cylindrical shell immersed in water; i.e., we
utilized [18]
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(20)

where the asterisk denotes a complex conjugate quan-
tity. The radiation impedance can readily be obtained
after substituting the first expression of (4) and (6) into
(20) and exploiting the orthogonality property of the
transcendental harmonics. Figure 4 shows that the cal-
culated (normalized) radiation resistance (Re{Zr}/ρIcI)
and radiation reactance (Im{Zr}/ρΙcI) components pre-
cisely reduce to the curves appearing in the figure in
[18, p. 227]. Subsequently, further verifications were
made for a wholly vibrating cylinder (θ0 = 180°) sus-
pended inside a “very thin” shell filled with Fluorinert
chemical FC-72 and immersed in water. The on-axis
radiated far-field acoustic pressure corresponding to the
radially/axially vibrating cylinders was confirmed to
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closely duplicate the numerical results for the wholly
pulsating (n = 0)/oscillating (n = 1) modes presented in
Figs. 6–8 in [16].

4. CONCLUSIONS

Acoustic radiation from a liquid-filled cylindrical
lens with an eccentric inner cylindrical cap, undergoing
time-harmonic radial/axial surface vibrations, is stud-
ied. An exact treatment of the fluid/structure interaction
that involves utilization of the dynamic field equations,
the pertinent boundary conditions, and the translational
addition theorems for cylindrical wave functions is pre-
sented. Subsequently, the on-axis radiated far-field
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Fig. 4. The resistive and reactive components of the radia-
tion impedance load per unit area on the radially vibrating
cylindrical cap eccentrically suspended inside a water-filled
very light and thin cylindrical shell immersed in water.
sound pressure is evaluated for representative values of
the parameters characterizing the system. Numerical
results reveal that source eccentricity generally
improves the acoustic performance of the system. The
highest pressure amplitudes and, thus, the most effi-
cient sound projection are noted for the smallest cap
angle considered. Encapsulating the partially vibrating
(baffled) cylinder by the elastic shell causes a general
decline in the pressure amplitudes. In contrast, encap-
sulating the wholly vibrating (unbaffled) cylinder by
the elastic shell roughly doubles the maximum ampli-
tude of the resonant pressure oscillations that are devel-
oped in the far field.
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The scattering and absorption of sound by a mono-
pole–dipole resonator in a narrow pipe has been studied
earlier [1]. A resonator of this kind has the form of a
spherical cavity that has a neck (a Helmholtz resonator)
and is fastened by a small bar to the pipe wall. The
radius of the spherical cavity and the length of the bar
are assumed to be small compared to the wavelength of
sound. In fact, this resonator is a combination of mono-
pole and dipole resonators positioned at the same point.
The monopole and dipole scattered fields produced by
the resonator are orthogonal. The cited publication
shows that, at a certain friction (when the friction resis-
tance is equal to the radiation resistance), a single
monopole–dipole resonator completely absorbs reso-
nance-frequency sound in a narrow pipe. Note that, at
the optimal friction, a single monopole resonator (a
fixed Helmholtz resonator [2, 3]) and a single dipole
resonator (a rigid sphere fastened by a small bar to the
pipe wall [4]) absorb no more than half the energy of
the incident wave.

It is of interest to study the problem of sound
absorption by monopole–dipole resonators in a wide
pipe (a multimode waveguide). Below, it is shown that,
using such resonators, it is possible to completely
absorb the zero-order mode in a multimode waveguide.
The number of resonators required for this purpose can
be minimized by choosing their optimal positions in the
waveguide cross section. These conclusions are made
on the basis of solving an auxiliary problem on the scat-
tering of a plane sound wave from an unbounded array
of monopole–dipole resonators with friction. Let the
array lie in the plane z = 0 and the scatterers (Helmholtz
resonators mounted on small bars) be positioned at the
points with the coordinates x = qL, y = sl, where L and
l are the array periods along the x and y axes, respec-
tively; the periods satisfy the conditions L < λ and l <
λ, where λ is the sound wavelength; and q and s are
arbitrary integers. Let a plane harmonic wave with a
pressure p0(z) = , where k is the wave number
(the time factor  is omitted) be incident on
the array from the half-space z < 0. Under the effect of
this wave, the scatterers perform volume oscillations
and vibrations and produce monopole (p1) and dipole

ikz( )exp
iωt–( )exp
1063-7710/05/5103- $26.00 ©0362
(p2) scattered fields. The monopole and dipole fields of
the array are determined by the formulas [5]

(1)

(2)

where  = m2π/L,  = n2π/l,  =

, V is the volume velocity of a
monopole (a Helmholtz resonator), M is the dipole
moment of a vibrating sphere, the dipole axis coincides
with the z axis, ρ and c are the density of the medium
and the sound velocity in it,  = +1 for z > 0,

 = –1 for z < 0, and the summation is performed
over all integral values of m and n except for m = n = 0.
If the array periods are smaller than the sound wave-
length, the scattered fields p1 and p2 consist of a single
homogeneous plane wave and an infinite number of
inhomogeneous plane waves. The total field is equal to
p = p0 + p1 + p2.

The volume velocity of a monopole and the dipole
moment of a sphere can be obtained from the equations
of motion (volume oscillations and vibrations) of the
resonator positioned at the origin of coordinates (all
resonators are in phase). The equation of forced volume
oscillations has the form

(3)

where m1 is the air mass in the resonator neck; ξ1(t) is
the displacement of this mass; κ1 is the coefficient of
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elasticity; and f0, f1, and f2 are the complex amplitudes
of the resultant forces that arise due to the effect pro-
duced on the resonator neck by the sound fields p0, p1,
and p2, respectively. For a small (compared to the sound
wavelength) resonator, these force amplitudes are
expressed as

where σ1 is the cross-sectional area of the neck and a is
the radius of the spherical cavity. The volume velocity

of the monopole is V = σ1v 1, where v 1 = (t)exp(+iωt)
is the complex amplitude of the particle velocity.

The equation describing the forced vibrations of a
resonator mounted on a small bar under the effect of the
sound field has the form

(4)

where m2 is the mass of the spherical cavity; ξ2(t) is the
displacement of this mass; r2 is the friction factor; κ2 is
the coefficient of elasticity; and F0, F1, and F2 are the
complex amplitudes of the resultant forces due to the
effect produced on the rigid sphere by the sound fields
p0, p1, and p2, respectively [6]. For a small (compared to
the sound wavelength) sphere, these amplitudes are
approximately calculated as

where σ2 = 4πa2 is the surface area of the sphere and

v 2 = (t)exp(iωt) is the complex amplitude of the par-
ticle velocity. The dipole moment of a vibrating sphere
is M = 4πa3v 2.

From Eqs. (3) and (4), we obtain the complex ampli-
tudes of particle velocities:

v 1 = f0/Z1 = –σ1/Z1, v 2 = F0/Z2 = –i(ka/3)σ2/Z2,
where

R1 = –Re  =  is the monopole radiation resis-

tance,
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 = Im  =  is the

associated mass of the monopole,

R2 = –Re  = (ka)2  is the dipole radiation

resistance, and

 = Im  = 1 +  is

the associated mass of the dipole.
The total field is determined as

(5)

The monopole and dipole scattered fields produced by
the resonator array are orthogonal. The eigenfrequen-

cies of the resonators are ω1 =  and ω2 =

 for volume oscillations and vibrations,
respectively. Note that the acoustic coupling of two
closely spaced Helmholtz resonators in a free medium
was studied in [7].

Let us set r1 = R1, r2 = R2, and ω1 = ω2. This means
that, for volume oscillations and vibrations, the friction
resistance is equal to the radiation resistance and the
eigenfrequencies ω1 and ω2 coincide. Then, we obtain

 +  = [1 + ] and the total field

given by Eq. (5) contains no transmitted homogeneous
wave behind the array and no reflected homogeneous
wave before the array. Hence, the incident wave p0 is
completely absorbed by the array of monopole–dipole
resonators. The total field before the array consists of
the incident homogeneous wave and an infinite number
of inhomogeneous waves, and the total field behind the
array consists of inhomogeneous waves only.

The results obtained above suggest that sound
absorption by monopole–dipole resonators in a multi-
mode waveguide is possible. Indeed, total field (5) sat-
isfies the relations

 = 0 at x = (1 + 2q) and  = 0 at y = (1 +

2s), where q and s are any integers. This means that for-
mula (5) also describes the field in a waveguide with

rigid walls determined by the equations x = (1 + 2q),

y = (1 + 2s). The shapes of the cross sections of such

waveguides are shown in the figure, with the resonator
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positions represented by asterisks. Formula (5)
describes the field in a waveguide with a cross section
consisting of (L × l) rectangles that contain resonators
at their centers. The values of L and l can be varied, but
they must not exceed the wavelength of sound. The
minimum number of resonators that is necessary to pro-
vide for the absorption of the zero-order mode in a mul-

L

l*

* *

* * *

**

**

Shapes of the waveguide cross sections. The asterisks show
the resonator positions.
timode waveguide is equal to the minimum number of
(L × l) rectangles in the cross section of this waveguide.
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CHRONICLE

 

In Memory of Ivan Vladimirovich Anisimkin
(July 16, 1976–December 9, 2003)
On December 9, 2003, Ivan Vladimirovich Anisim-
kin, an outstanding young scientist from the Institute of
Radio Engineering and Electronics of the Russian
Academy of Sciences, was killed in a terrorist attack.

Today, we live in a troubled time, when one often
hears about explosions, holding of hostages, or killings
of innocent people. Many of us think that these crimes
are committed somewhere far away and that the proba-
bility of becoming a victim of such an attack is very
small.

However, our young colleague and one of our most
promising young scientists, Ivan Anisimkin, acciden-
tally found himself at the epicenter of an explosion det-
onated by a terrorist. On that day, Anisimkin, as usual,
walked towards his institute, which was situated in the
central part of Moscow, near the National Hotel. It was
there, next to the State Duma building, that the fatal
explosion took place.

Ivan Anisimkin was born on July 16, 1976, in
Ramenskoe, Moscow region. In 1999, he graduated
from the Moscow Institute of Physics and Technology
and started working at the Institute of Radio Engineer-
ing and Electronics, Russian Academy of Sciences,
where he simultaneously took post-graduate courses. In
2002, Anisimkin received the degree of Candidate of
Science for his brilliant work “Influence of Sorption
and Thermal Processes on the Acoustic Wave Propaga-
tion in Solid-State Structures.”
1063-7710/05/5103- $26.00 ©0365
As early as his student years, Anisimkin showed
outstanding abilities in research and published three
papers devoted to the study of heat transfer in subsonic
gas flows. In total, Anisimkin published 26 scientific
papers, which have made important contributions to
condensed-matter physics, physical acoustics, environ-
mental monitoring, analytical chemistry, biology, and a
number of interdisciplinary sciences. He put forward
ideas that have opened up new possibilities for obtain-
ing important information on the environment and on
the processes that occur on the surfaces of solids. He
developed new experimental techniques for studying
adsorption and desorption in gaseous media. He con-
structed high-sensitivity detectors and sensor arrays for
electronic systems that identify gaseous and liquid sub-
stances. He studied the sensitivity of normal plate
modes to external actions and revealed a much greater
difference in the responses of these than had been
known before.

The striking features shown by Anisimkin in his
work were his thoroughness and persistence in achiev-
ing his aim. In studying acoustic vibrations in piezo-
electric crystals, which had already been much studied
before, Anisimkin discovered a new type of acoustic
waves: quasi-longitudinal normal modes. They repre-
sent a new, tenth, type of acoustic vibrations that may
exist in a solid in the form of an exact solution to the
boundary-value problem. This result, which proved to
 2005 Pleiades Publishing, Inc.
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be the last one obtained by Anisimkin, is of fundamen-
tal significance for physical acoustics and will undoubt-
ably be included in future textbooks devoted to this area
of research.

Despite his youth, Anisimkin was well known
among Russian and foreign scientists. He gave some
brilliant talks at Russian and international conferences.
He received a number of Russian and international
research grants and was a laureate of the National Sci-
ence Support Foundation for “Outstanding Scientists,
Young Doctors and Candidates of Science.” The news
that he was the winner of a grant from the President of
the Russian Federation arrived after his death.

Being 27 years old, Anisimkin undoubtedly
belonged to the group of those gifted and active people
who form the elite of the nation and determine its
progress. He did not have enough time to make his
main discoveries, but the contributions to science that
he had already made during his short and brilliant life
will serve as the basis for new lines of research.
Anisimkin was a well-rounded, educated person: he
knew four foreign languages, loved music, and read
much about the history and culture of Russia, Italy,
Greece, India, China, and the Near East. Friends and
colleagues of Anisimkin appreciated his personal qual-
ities: his charm, even temper, respectful manners, hon-
esty, tact, and his wide scope of interests—all the fea-
tures that have always been associated with a Russian
intellectual and with the best representatives of Russian
science. Everyone around him was glad to see his sci-
entific achievements, his active interest in life, his good
prospects, and his youth.

This terrorist attack has ruthlessly cut down the life
of Ivan Anisimkin on its launching pad: it did not allow
him to fulfil his plans, to have a family of his own, and
to experience many other beautiful things that occur in
a human life. The shining memory of this wonderful
person and outstanding scientist will forever remain in
our hearts.

Translated by E. Golyamina
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