
  

Technical Physics Letters, Vol. 26, No. 6, 2000, pp. 447–451. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 26, No. 11, 2000, pp. 1–9.
Original Russian Text Copyright © 2000 by Afonin, Nazvanov.

                                                                                                  
Transmittance of Dispersed Nematic/Polymer Systems 
of the NCAP Type

O. A. Afonin and V. F. Nazvanov
Saratov State University, Saratov, 410601 Russia

Received September 9, 1999

Abstract—A stationary effect of the electric-field-induced variation of the transmittance of thin-film disperse
systems was studied theoretically. The systems consisting of a nematic liquid crystal (NLC) and a polymer
(NCAP-type systems) represent flattened spheroid droplets with a bipolar NLC structure. These systems are
characterized by a nonmonotonic dependence of the optical transmittance on the applied field strength for the
normal incidence of light. This dependence is interpreted within the framework of a proposed phenomenolog-
ical model based on the approximations of single scattering and anomalous diffraction. Experimental verifica-
tion of the model is performed for dispersed systems with a poly(vinyl alcohol) matrix. A good agreement of
the theoretical and experimental results is obtained. © 2000 MAIK “Nauka/Interperiodica”.
The study of electric-field-controlled attenuation
and scattering of light in dispersed systems represent-
ing the suspensions of droplets of nematic liquid crys-
tals (NLCs) in polymer matrices [1, 2] is an important
modern trend in the optics of liquid crystals. We will
consider NLC/polymer thin-film dispersed systems of
the so-called NCAP (Nematic Curvilinear Aligned
Phase) type formed by droplets of a bipolar NLC struc-
ture slightly flattened along the normal  to the film.
If the NLC exhibits positive anisotropy of the dielectric
permittivity ∆ε > 0 and the electric field E is parallel
to , then the electrooptical response of such systems
is characterized by a pronounced minimum (some-
times, with oscillations) of the field dependence of the
optical transmittance T(E) [3–7]. This fact can be used
for significant improvement of the contrast ratio of pro-
jection displays based on LC dispersions.

Earlier experiments [2, 3, 5, 8, 9] made it possible to
determine a scenario of the field orientation of a bipolar
NLC droplet having the shape of a flattened spheroid
with semiaxes a and b, b ≤ a (Fig. 1a). There are three
stages in this process: (I) azimuth-degenerate orienta-

tion of a droplet director  in the film plane for small
values of the electric field strength (0 ≤ E < Ec1);
(II) threshold reorientation of an NLC local director

(r) in the central part of a droplet at a certain critical
value Ec1(b), with retained initial positions of the poles
in the bipolar NLC structure; (III) orientational transi-

tion  ⊥  E   || E at a field strength Ec2(b) ≥ Ec1,
followed by smooth increase of the orientation ordering

(r) along E. In the case of a strong azimuthal surface
binding of NLC and polymer molecules and/or signifi-
cant anisometry of polymer capsules, it is possible that
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Ec2  ∞, which implies that the orientational process
is restricted to the stages (I) and (II) [5, 10].

In this work, we have performed for the first time an
approximate theoretical analysis of the above-men-
tioned electrooptical phenomena for the case when the
wave vector of the incident light k0 is parallel to the
direction of the orienting field E. In continuation of our
preceding works [11, 12], we compare the results of the
theoretical analysis with the experimental data
obtained previously.

With neglect of the effects of multiple light scatter-
ing [13, 14], the transmittance (transparency) of an
NLC/polymer dispersed system for nonpolarized or
linearly polarized light at normal incidence onto a layer
(k0 || E) is given by the Bouguer law: T = T0exp(–τ),
where τ is the optical thickness of the dispersed
medium and the coefficient T0 takes into account the
Fresnel reflection at flat interfaces and the absorption in
transparent electrodes of an electrooptical cell. An
expression for τ, which corresponds to the scenario of
the field orientation of bipolar NLC droplets (Fig. 1a)
can be presented as [11, 12]:
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Fig. 1. (a) A schematic diagram of structural changes in a bipolar NLC droplet of a flattened spheroid shape in an external electric

field E, showing cross sections by the ( , E) plane. Vector  (droplet director) indicates the direction of a line connecting point

defects of the NLC at the surface of a polymer capsule (see text for further details). (b) Plots of the mean orientation angle  of

NLC molecules in a droplet and the orientation angle ϑN of the droplet director  versus the reduced field strength .
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where 0 < CV < 1 is a volume fraction of droplets; d is
the thickness of the layer; Q1(E, ϑN) and Q2(E, ϑN) are
the attenuation efficiency factors for the components
polarized parallel and perpendicularly to the plane

(k0, ), respectively; h(b) is the droplet size distribu-
tion function; and bc(E) is a droplet size at which the
field of the strength E causes a threshold reorientation

 ⊥  E   || E. Coefficient 1 – CV in the second
term of (1) takes into account an increase in transparency
(“clarification”) of a dispersed medium at CV  1
[15, 16].

Let us consider first a field dependence of the
attenuation efficiency factors Q1(E, ϑN = π/2) and
Q2(E, ϑN = π/2) describing the droplets with the orien-

tation  ⊥  E at 0 < E < Ec2 (stages I and II in Fig. 1a).
Precise calculation of a vector field of the NLC local
director in a droplet (E, r) and the corresponding
functions Q1(E) and Q2(E) appears to be a rather com-
plicated physical problem. An approximate solution
can be obtained using a concept of the mean (over the
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N̂ N̂

N̂

n̂

TE
droplet volume V) direction of orientation of the NLC
molecules (E) = 〈 (E, r)〉V, which makes it possible
to employ a uniform uniaxial anisotropic spheroid with
an optical axis oriented parallel to (E) as an optical

model of the NLC droplet. In this case, vector  is not
collinear with the mean orientation direction (E)
(Fig. 1a, II). Within the framework of this model, the
attenuation efficiency factors Q1 and Q2 at a wavelength
λ are given, in the approximation of anomalous diffrac-
tion, by a well-known formula [17, 18]:
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cos  =  · E/E; no and ne are the NLC refractive indi-
ces for ordinary and extraordinary waves, respectively;
and np is the refractive index of the polymer matrix.

The function (E) can be obtained from the solu-
tion of a balance equation for elastic ΓK and dielectric
ΓE torsional moments acting upon a liquid crystal
inside a droplet: ΓK + ΓE = 0. We used the simplest
tangential form of the elastic moment [19] ΓK ≈

− πA2RK ϑN – ) and defined the dielectric

moment as ΓE ≈ πR3g2ε0(ε|| – ε⊥ )E2sin2 , where A is

a constant close to unity; R = l2/3b is the radius of a
sphere of equivalent volume; K is the mean modulus of
elasticity of NLC; g = 3εp/(2εp + );  = (ε|| +
2ε⊥ )/3; and ε||, ε⊥ , and εp are the principal dielectric per-
mittivities of NLC and the polymer dielectric permittiv-
ity, respectively. In this case, the static equation for 

can be represented as  – ) – sin2  = 0,

where  = gERA–1[ε0(ε|| – ε⊥ )K–1]1/2 is a reduced field
related to the orientation of . A solution of this equa-
tion at ϑN = π/2 that is of interest for us is given by:

(5)

Figure 1b shows the curves of ( , ϑN = π/2) and
ϑN( ). It is seen that structural changes of a single
bipolar NLC droplet start at  = 1 (E = Ec1). After that,

a smooth decrease of the angle  leads, according
to (3) and (4), to a decrease of a phase delay of an
extraordinary ray in the droplet. At a certain value  =

 (E = Ec2), a threshold orientational transition  ⊥

E   || E takes place. We demonstrated earlier [10]
that  is given by  = [5.7(l2 – 1)l–2 + 2.1WaRK–1]1/2,
where Wa is the coefficient of an azimuthal surface
binding of NLC and polymer molecules. The corre-
sponding value of bc(E) in (1) is a solution of the fol-
lowing equation:

(6)

We used a structural model developed previously [11]
(Fig 1a, (III)) to describe the oriented state of a bipolar

NLC droplet (  || E). Assume that a droplet consists of
a central part, with a uniform uniaxial orientation of the

local director  along  induced by the applied field
E, and an outer part with an undisturbed bipolar orien-
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tation (r) maintained by a strong tangential surface
binding of NLC and polymer molecules. The interface
between these areas is determined by a flattened spher-
oid (inscribed into the droplet) with semiaxes:

(7)

Thus, the droplet exhibits a bipolar structure with (r)
at  = 0. If   ∞, the droplet can be considered as
a uniform uniaxial anisotropic particle with the orienta-
tion  || E. The corresponding attenuation efficiency
factor Q1 ≡ 2(ϑN = 0) is calculated in the approximation
of anomalous diffraction with the use of equations (10)
and (12)–(16) from [11] modified so as to take into
account the flattened shape of a droplet.

We carried out an experimental verification of the
proposed model of the transparency variation effect for
NLC/polymer dispersed systems prepared by emulsifi-
cation of a commercially available mixture of
SZhK-(1–4) cyanobiphenyls in a 10% aqueous solution
of poly(vinyl alcohol) (PVA). A suspension of bipolar
NLC droplets in a thin PVA film was obtained by dehy-
dration. The droplets size distribution function h(b)
exhibited a maximum at bm ≈ 0.5 µm and could be
described well by a generalized gamma-distribution [20]:

(8)

with the parameters µ = 4 and η = 0.515. The film was
placed between two glass plates with transparent ITO
electrodes deposited on the inner surfaces. The thick-
ness of the film d and the volume concentration of drop-
lets CV were varied from 15 to 65 µm and from 0.15 to
0.45, respectively. A sinusoidal electric field with a fre-
quency of 1 kHz and a strength of up to 106 V/µm pro-
vided variation of the transparency of the cells. The
transmittance T was measured using a He–Ne laser (λ =
633 nm) at a temperature of 25°C and a detector collec-
tion angle of 20′.

Figure 2a shows the curves of reduced optical thick-
ness τ(E)/CVd (where τ = –ln(T/T0)) versus field
strength obtained by averaging of the experimental data
for a series of samples with different values of CV and d.
The values of the concentration parameter CVd corre-
spond to a linear fragment of the curve τ(CVd, E = 0),
shown in the inset in Fig. 2. The theoretical curve
τ(E)/CVd (solid line in Fig. 2a) was calculated for the
following set of parameters corresponding to the exper-
imental conditions: n0 = 1.52, ne = 1.72, np = 1.51, λ =
633 nm, l = 1.5, bm = 0.5, µ = 4, η = 0.515, K = 10–11 H,
Wa = 10–5 N/m, ε⊥  = 5, ε|| = 19, and εp = 8. The value of
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Fig. 2. (a) Plots of the reduced optical thickness τ/CVd of an SZhK-(1–4)/PVA thin-film disperse system versus root-mean-square
strength of the applied sinusoidal electric field E with a frequency of 1 kHz at the normal incidence of light with the wavelength
λ = 633 nm: (symbols) experimental data, (solid line) theoretical calculations (see text for the values of parameters), (dashed line)
theoretical calculations at   ∞. The inset shows an experimental curve of τ(CVd) at E = 0. (b) Theoretical maps of the optical

thickness τ/CVd and the mean attenuation efficiency factor 〈Q(ϑN = π/2)〉  versus the field strength E and the mean droplet size b32 .
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the fitting parameter was A = 0.5. The dashed curve in
Fig. 2a was calculated for   ∞ (or bc(E)  ∞),
which corresponds to a static position of poles in the
bipolar structure of a droplet [5].

Figure 2b shows the curves of the optical thickness
τ(E)/CVd of a SZhK-(1–4)/PVA system and the mean

attenuation efficiency factor 〈Q(ϑN = π/2)〉 = [Q1(ϑN =

π/2) + Q2(ϑN = π/2)] versus the field strength E and the
mean size of a droplet b32 = 〈b3〉/〈b2〉  for a group of
droplets belonging to the orientational states I and II
(Fig. 1a). It is clearly seen that a nonmonotonic charac-
ter of τ(E) is typical of large droplets and is related to
certain features in behavior of the function 〈Q(E, b32)〉 .
The nonmonotonic character of τ(E) disappears with
decreasing b32 and the corresponding curve T(E)
becomes S-shaped. The calculations show that the
value of the parameter ν = b32(ne – np)λ–1 that deter-
mines a boundary between the areas of monotonic and
nonmonotonic behavior of τ(E) and T(E) is ν ≈ 0.2.

Thus, a good agreement between the theoretical and
experimental results provides evidence of the adequacy
of the model proposed for a description of the electric-

ec

1
2
---
TE
field-controlled variation of the transparency of NCAP-
type liquid-crystalline disperse systems.
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Abstract—The evolution of capillary waves in a system of two liquid layers with a charged interface and the
upper layer with a free surface and finite thickness translating at a constant velocity parallel to the semi-infinite
lower layer is studied numerically within the framework of a linear mathematical model of capillary wave
motion. The interacting waves generated at the free surface of the upper layer and at the interface give rise to
an oscillatory instability of the interface, in addition to the Kelvin–Helmholtz instability. The new instability
arises if the upper layer velocity is sufficiently small. The increment of oscillations depends on the density ratio
of the liquids, velocity magnitude, and the charge at the interface. © 2000 MAIK “Nauka/Interperiodica”.
This paper deals with the instability of a charged
interface between two immiscible ideal liquids with
differing densities, the upper liquid flowing with a con-
stant velocity U parallel to the interface. The problem
was extensively studied by experimenters and theorists
inspired by various applications in geophysics, applied
physics, and chemical engineering [1–6]. However, the
research has been devoted to the case where each of the
liquids occupies a half-space, and little is known about
the instability development if the upper layer has finite
thickness.

1. Consider the simplest case of ideal incompress-
ible liquids in the gravitational field g, the upper layer
of a dielectric liquid having finite thickness h. Denote
the densities of the upper and the lower layer as ρ1 and ρ2,
respectively. Introduce the Cartesian coordinates such
that the XOY-plane includes an unperturbed interface
and the unit vector of the z-axis nz is perpendicular to
the interface and antiparallel to g. Thus, the lower layer
occupies the semi-infinite space z < 0. Let the interface
possess an electric charge of density σ in the absence of
perturbations from capillary flow.

In this system, the evolution of capillary waves can
be determined upon finding the harmonic potentials ψ1

and ψ2 of the velocity field in the upper and the lower
layer, respectively. The equations for ψ1 and ψ2 are

(1)

the boundary conditions being

∆ψ j 0; j 1; 2;= =
1063-7850/00/2606- $20.00 © 20452
z = h

(2)

z = 0

(3)

Here, ζ(x, t) and ξ(x, t) are the perturbations of the free
surface (in the upper layer) and the interface, respec-
tively, due to capillary waves; U is the constant velocity
of the upper layer relative to the lower one; α1 and α2
are the surface-tension coefficients of the free surface
and the interface, respectively; and ε is the permittivity
of the upper layer [6]. The X-axis is conveniently
directed along U. It is reasonable to seek for ψ1, ψ2,
ζ(x, t), and ξ(x, t) in the form

(4)
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Following [6], let us write expressions for the time
dependence of the capillary wave amplitudes for the
free surface and the interface in the context of (1)–(4):

(5)

(6)

where

ζ0 and ξ0 being the initial values of the capillary wave
amplitudes.

Consider the case where the upper layer is so thin
that the velocity field of the capillary flow in this layer
depends on h very slightly. Then we can assume that G
and H are equal in magnitude but differ in sign. [At any
boundary, the signs of G and H characterize the contri-
butions of the terms with exp(kz) and exp(–kz) to ψ1,
respectively.] Let us consider the interaction between
waves generated at the free surface and the interface.
Being linear with respect to small perturbations ζ and ξ,
the model implies the wave interaction to be resonant,
so that the wave frequencies are the same. From this
fact, we easily arrive at a quadratic equation for H:

(7)

An analysis of equation (7) indicates that the parameter
space has several regions where both of the roots are
positive. In particular, the roots are positive and differ
in magnitude materially if the coefficient of H is much
larger than the free term. Each of the roots Hj is associ-
ated with two stable and two unstable waves, as follows
from (5) and (6) with G = –H. The waves corresponding
to various Hj can easily be differentiated from each
other, since the corresponding instability increments

are approximately proportional to  and have differ-
ent orders of magnitude. Thus, there may be several
regions of instability in the parameter space if the upper
layer is sufficiently thin. To be specific, let us look at
the dispersion relation of the problem.

2. With dimensionless quantities, substituting (7)
into (2)–(6) at ρ2 = α2 = g = 1 yields the dispersion
relation
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(8)

The figure numerically computed from (8) illus-
trates the pattern of instability development as affected
by the thickness of the upper layer. The real part of ω
determines the frequency of the capillary wave,
whereas the imaginary part represents the instability
increment (if Imω > 0) or the damping constant (if
Imω < 0).

In panel (a), branches 1–3 refer to the capillary wave
motions from the interface, whereas branches 4 and 5
refer to those from the free surface. It is seen that the
two wave types do not interact with each other. Also
note that branches 4 and 5 are parallel straight lines
whose angle with the U-axis is dictated by the Doppler
effect. Obviously, branch 4 corresponds to a wave
directed as U, whereas branch 5 represents a similar
wave traveling in the opposite direction.

Panel (b) is computed for the upper layer thickness
h reduced to about 1. Here, the interaction between
branches 1–3 and 4–5 results in the appearance of new
components 6–10, whereas branches 1, 2, and 4 change
their shape. Branches 4, 6, 7, and 9 represent nondecay-
ing waves, whereas branches 8 and 10 contain both peri-
odic exponentially decaying components (Imω < 0) and
exponentially growing periodic waves (Imω > 0), the
latter implying instability. The unstable branch 10 cor-
responds to the classical Kelvin–Helmholtz instability.
Here, the critical velocity U∗  of the instability onset
goes up as h goes down, as illustrated by panels (a–c)
in the figure. In branch 8, the instability results from the
interaction between the capillary waves generated at
the free surface and the interface. The computation
shows that the instability branches 8 and 10 move in
opposite directions as h decreases, branch 8 shifting
toward smaller values of U. The effect becomes more
pronounced with decreasing ρ1, as seen from panels (b)
and (c).

3. The conclusions of this study are as follows.
There exists the interaction between the capillary
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Fig. 1. Instability development illustrated by the plots of the complex frequency components Reω = Reω(U) and Imω = Imω(U)
vs. the upper layer velocity U at k = 1, α1 = 0.5, and W = 0 for (a) h = 5 and ρ1 = 0.5, (b) h = 0.9 and ρ1 = 0.5, or (c) h = 0.9 and
ρ1 = 0.1.
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waves generated at the free surface and the interface, if
the upper layer thickness is less than the capillary con-
stant of the lower liquid. The interaction leads to the
previously unknown oscillatory instability, the instabil-
ity threshold lowers with the thickness of the upper
layer, although the increment falls as well. The effect is
more pronounced if the interface has an uncompen-
sated electric charge.
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Abstract—The mechanisms of formation of vacancies and radiation-induced adsorbed and interstitial atoms
in the cascades of atomic collisions induced by 25-, 40- and 50-eV Ar and Xe ions normally incident onto the
Al(100) surface at 300 K are discussed within the framework of the molecular dynamics approach. The num-
bers of bulk and surface vacancies formed in the course of a collision cascade exhibit two maxima in the case
of Xe ions and a single maximum in the case of Ar ions. © 2000 MAIK “Nauka/Interperiodica”.
The formation of surface and bulk vacancies and
radiation-induced adsorbed (adatoms) and interstitial
atoms in the atomic collision cascades induced by 25-,
40-, and 50-eV Ar and Xe ions normally incident onto
the Al(100) surface has been simulated by the molecu-
lar dynamics methods [1].

A model aluminum crystal consisted of 4032 atoms
arranged in 14 layers and had a lattice parameter of
4.05 Å. In the simulation, the periodic boundary condi-
tions were imposed onto the side boundaries [1]. At
high ion energies, a many-body atom–atom interaction
potential was added to the ZBL potential suggested
in [2]. The ion–atom interactions were also described
by the ZBL potential. The temperature was modeled by
setting a layer having a constant temperature at the side
boundaries and on the crystal “bottom” [3]. Interstitial
atoms and vacancies were generated by the algorithm
suggested in [4]. The initial coordinates of ions incident
onto a given region of the surface [5] were calculated
by the law of random numbers. In each case, we made
200 calculations for the cascades taking place in the ini-
tial crystal, every cascade being followed over a time
of 4 ps.

It was established that 40- and 50-eV Ar ions lose
about 90% of their initial energy in the first and second
atomic layers, whereas Xe ions, which penetrate deeper
into the Al crystal, lose about 60% of the energy in the
third and fourth layers. The reflection coefficient of Ar
ions was equal to unity, whereas that for Xe ions
decreased with an increase of the ion energy (0.96 for
25 eV, 0.73 for 40 eV, and 0.44 for 50 eV Xe ions). The
simultaneous interactions of an ion with two or three
recoil atoms and atoms from deeper layers of the crys-
tal resulted in the change of the sign of the velocity
component normal to the surface within the time inter-
vals of 0.2–0.4 ps and 0.1–0.2 ps upon the cascade ini-
tiation for Xe and Ar ions, respectively. In this case, the
1063-7850/00/2606- $20.00 © 20455
ion reflection can be considered as completion of the
“way clearing” for a heavy ion by light recoil atoms [6].

Figure 1 shows that Xe ions generate a larger num-
ber of stable adatoms than do Ar ions irrespective of
their energies. For Xe ions, the maximum number of
adatoms Nad is attained somewhat later (within
~0.8−1.0 ps) than that for Ar ions (~0.2–0.6 ps). In the
0.2–0.4 ps time interval, the number of adatoms Nad is
determined by interactions between an impinging ion
and the primary recoil atoms with the surface atoms,
and, possibly, by the curvilinear atomic collision
sequences emerging at the surface [7]. According to
[8], the threshold energy for generating atomic dis-
placement collision sequences along the 〈110〉  direc-
tions in Al crystals with the potential suggested in [2]
equals 6 eV, and therefore the atomic displacement col-
lision sequences along the 〈110〉  directions can arise
even for an ion energy as low as 25 eV. These mecha-
nisms are responsible for the formation of almost all the
adatoms and, within the 0.2–0.4 ps time interval, are
more effective for Ar than for Xe ions (because the Ar
ions provide for the formation of primary recoil Al
atoms with higher energies and with the velocity com-
ponent in the (100) plane exceeding its normal compo-
nent). The maximum mean square displacements of ada-
toms in the case of Ar ions (not discussed in detail here)
are formed within the ~0.5–0.6 ps interval and, thus, con-
firm that the process of adatom formation by Ar ions is
restricted to the collisional stage of the cascade. 

In the case of Xe ions, the maximum value of Nad is
attained due to interactions of the surface atoms with a
reflected ion and recoil atoms formed in the crystal bulk
within the 0.8–1.0 ps time interval. This process is
accompanied by an increase of the mean square dis-
placement of both adatoms and atoms in the crystal
bulk in the 0.5–1.0 ps time interval. The momentum can
be transferred from the bulk to surface atoms within
000 MAIK “Nauka/Interperiodica”
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Fig. 1. Numbers of adatoms (Nad) formed in a model Al crystal bombarded with (1) 25-, (3) 40-, or (5) 50-eV Ar ions and (2) 25-,
(4) 40-, and (6) 50-eV Xe ions as functions of the cascade duration.
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Fig. 2. Numbers of surface vacancies (Nv, s) formed during the model crystal bombardment with (1) 25-, (3) 40-, or (5) 50-eV Ar
ions and (2) 25-, (4) 40-, or (6) 50-eV Xe ions as functions of the cascade duration.
two to three steps of the atomic displacement collision
sequences within the 0.4–0.6 ps time interval. If an ion
leaves the crystal, the probability of adatom formation is
higher for Xe than for Ar ions, because the former ions
leave the crystal with an average energy of 2.5–5.5 eV,
whereas the latter ions leave it with an average energy
ranging within 1.5–2.0 eV, depending on their initial
energy. Also, almost no Ar ions can penetrate into the
crystal depth; the Ar ions can be inside the crystal for
only about 0.5 ps irrespective of their initial energy,
whereas 40- and 50-eV Xe ions can occur in the crystal
for about 1.2 ps and the 25-eV Xe ions, for about 0.7 ps,
which is comparable with the time necessary for the
formation of a maximum number of adatoms with max-
imum mean square displacements.
TE
It is seen from Fig. 2, that, irrespective of the initial
energy of Ar ions, the only maximum in the number of
surface vacancies Nv, s (vacancies in the first atomic
layer) is attained within 0.2–0.3 ps. The time intervals
of the Ar ion penetration into the crystal and its motion
out of the crystal differ by less than 0.1 ps, which
results in the overlap of the times characteristic of the
operation of various mechanisms of the vacancy and
adatom production and, thus, in the formation of a com-
mon resulting Nv, s maximum. In the case of Xe ions,
two Nv, s maxima are formed, of which the first one
arises within the same time interval as in the case of Ar
ions. The time corresponding to the second Nv, s maxi-
mum depends on the initial energy of ions. Usually, this
maximum is formed by those Xe ions which penetrate
CHNICAL PHYSICS LETTERS      Vol. 26      No. 6      2000
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into small crystal depths (1–3 atomic layers) and, leav-
ing the target, possess an energy sufficient for the for-
mation of an adatom and a surface vacancy. Depen-
dence of the number of bulk vacancies Nv, b on the cas-
cade duration is similar to the time dependence of Nv, s
irrespective of the bombardment conditions.

Data on the relocations of atoms show that the num-
ber NWS of atoms leaving their Wigner–Seitz cells in the
Xe-induced cascades attain two maxima, whereas in
the Ar-induced cascades, there is only one such maxi-
mum. The times necessary to attain the maximum NWS
values coincide with the times of attaining the Nv, s and
Nv, b maxima. Different numbers of the NWS maxima
and, accordingly, of the Nv, s and Nv, b maxima, for Ar
and Xe ions are associated not only with different char-
acteristic times of the forward and the reverse ion
motion in the crystal, but also with the fact that the
number of atomic relocations from the nth to the
(n − 1)th or (n – 2)th layer during the motion of a
reflected Ar ion in the crystal is much smaller than the
number of such relocations for a Xe ion. For example,
at the primary ion energy of 50 eV, the number of inter-
layer atomic relocations along the [100] direction
within one cascade equals to about 3.2 for both Ar and
Xe ions moving into the crystal bulk, whereas the num-
bers of reverse relocations (toward the surface) are 5.85
for Xe and only 1.8 for Ar ions.

In the case of Ar ions, a 2 ps-long cascade evolution
leads to the formation of a slightly larger number of
interstitial atoms than in the case of Xe ions, which is
explained by a higher probability of development of an
atomic displacement collision sequences along the
〈110〉  directions by Ar ions at the collisional stage of the
cascade. Another possible mechanism for the formation
of interstitials in an Al crystal may consist in the relo-
cation of atoms into the crystal for a depth of 1.5–2.0
lattice constants [9, 10]. For 50-eV Ar and Xe ions,
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 6      200
there are about 0.35 of such migrations per cascade.
The time of formation of the resulting maximum num-
ber of interstitials Nin (0.2–0.3 ps) is independent of the
incident ion type and energy and corresponds to the
collisional stage of the cascade development.

The simulations performed for Cu and Ni crystals
under the same bombardment conditions with the use
of the potentials suggested in [11] and [2], respectively,
showed that, usually, only one Nv, s maximum and one
or two Nad maxima can be formed within one cascade.
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Abstract—Data on the chemical shift of the beta decay time constant were used to determine the experimen-
tally justified half-lives of atomic tritium (t1/2)a = 12.264 ± 0.018 year and free triton (t1/2)t = 12.238 ±
0.020 year. © 2000 MAIK “Nauka/Interperiodica”.
The beta decay of tritium represents a superallowed
transition of the 1/2+  1/2+ type between terms of
the isospin doublet:

A theoretical analysis of this process in the particu-
lar case of a comparatively simple three-nucleon prob-
lem allows us to study various models of intranuclear
interactions. In order to verify adequacy of the existing
notions about the structure of nuclear wavefunctions,
the shape of the intranuclear potential, and the role of
the internucleon meson exchange in the beta decay, it is
necessary to know exact values of the main characteris-
tics of this transition, including the half-life of the free
triton (tritium nucleus). 

The excess mass of the second neutron in the tritium
nucleus being very close to the Coulomb energy of the
second proton in the helium nucleus makes the two
isospin states almost completely degenerate. Small
value of the liberated energy makes the beta spectrum
highly sensitive with respect to the structure of the elec-
tron phase space accessible for the beta-electron
(β-electron) appearing in the vicinity of the beta-active
nucleus. The electron environment of a triton affects
the beta decay rate, these changes exceeding in magni-
tude the half-life variations related to differences in the
accepted models of intranuclear interactions. As a
result, the experimental values of the beta decay half-
life t1/2 (or the decay time constant λ = ln2/t1/2), corre-
sponding to the decay of a triton entering into certain
atomic-molecular system, can be used in theoretical
calculations only provided that changes (chemical
shifts) of the decay time constant related to the effect of
electron environment upon the beta process in the triton
can be measured or calculated with sufficient precision
for the given atomic-molecular system.

In considering the process of β-electron formation
in the phase space of tritium-containing atomic-molec-
ular systems, it is a common practice to take into
account three possible reaction channels: (1) direct for-

H3
1 He3

2 e– ṽ 18.6 keV.+ + +
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mation of electrons with a continuous spectrum;
(2) electrons with a continuous spectrum formed at the
expense of orbital electrons replaced by β-electrons;
(3) decay into bound states, whereby β-electrons are
formed in the shells of daughter atoms. Although the
existing theory developed in [1, 2] is capable, in princi-
ple, of determining the probabilities of decay into
bound states for an arbitrary electron environment of a
triton, the values calculated by various researchers
show satisfactory agreement only for the simplest
atomic systems such as triton (T+) and tritium (T). The
ratio of probabilities for the decay into bound state and
continuum calculated for T+ in [3–5] are 1.10, 1.03, and
1.08%, respectively (∆λbt/λ = 1.07 ± 0.04%). A relative
increase in the decay rate, caused by the decay into
bound states, calculated for the T atom in [1–3, 5] is
0.56, 0.69, 0.66, and 0.55%, respectively (∆λba/λ =
0.62 ± 0.07%). The interaction between a β-electron
and an orbital electron in the final state leads to the
transfer of the orbital electron to a state in continuum,
while the β-electron may either stay in the bound state
in the resulting helium atom or occur in an s-state of the
continuous spectrum as well. This electron interaction
must produce an ∆λch/λ ≈ 0.15% increase the relative
decay rate of triton in the T atom [5, 6]. In tritium-con-
taining systems, where the phase volume accessible for
the beta-electron in the vicinity of triton is deformed by
molecular orbitals, the calculation of exchange correc-
tions to the beta decay probabilities may have only a
qualitative character.

For the direct formation of electrons with a continu-
ous spectrum as a result of the beta decay in the Cou-
lomb field of the nucleus, the effect of electron environ-
ment on the magnitude of the phase-space factor (f) is
described by introducing a parameter of screening of
the nucleus charge by orbital electrons and a parameter
of decrease in the observed upper boundary energy
caused by the excitation of atomic electrons as a result of
their interaction with the β-electron in the final state [7].
In recent years, a considerable effort of researchers in
solving the task of evaluating the mass of neutrino has
000 MAIK “Nauka/Interperiodica”
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stimulated theoretical investigations of the atomic
effects taking place in the high-energy part of the beta
spectrum of some tritium-containing atomic-molecular
systems such as T, T–, T2, CH3T, etc. [4, 5, 9, 10]. In the
case of decay in the ground state of a tritium atom,
about 70% of the electron transitions are to the 1s state
of 3He+ ion, ~25% of the transitions—to the 2s state,
~1.3%—to the 3s state, and so on [6, 8]. As a result, the
decay rate of triton in the tritium atom increases by
∆λex/λ ≈ 0.50% [4, 5] as compared to the value for the
free triton. The effect of electron screening, producing
perturbation in the low-energy part of the beta spec-
trum, was theoretically studied in detail only for the
decay of triton in the T atom and the T– ion [5] where
the screening potential is formed by simple electron
configurations, such as ns1 in the 3He+ ion and 1s2, 2s2,
or ns1ms1 in the neutral He atom. In the case of T atom,
the screening decreases the decay time constant by
∆λs/λ ≈ = 0.41% as compared to the value for the free
triton.

Thus, a complete set of theoretical corrections for
the decay half-life, taking into account four possible
atomic effects accompanying the beta process (decay
into bound states, exchange effect, screening of the
nuclear charge by orbital electrons, and excitation of
the orbital electrons) is available only for the free triton
and free tritium atom. This implies that the absolute
value of the decay half-life for the free triton can be cal-
culated only using the absolute value of this parameter
for the tritium atom, which has to be determined in
experiment. Direct measurement of the decay half-life
for the atomic tritium requires solving a very compli-
cated task of stabilizing free hydrogen atoms over a
period of time comparable with their half-life (the same
circumstance hinders the experimental determination
of decay half- lives of the T+ and T– ions).

An alternative approach to solving the task of exper-
imental determination of the time characteristics of
beta decay in unstable atomic-molecular systems con-
sists in performing special experiments on measuring a
difference in the decay rates of tritium in two com-
pounds, one of which can be characterized by the abso-
lute value of the decay time constant. Previously [11],
we have suggested a method for determining a differ-
ence between the decay time constants of tritium by
comparing the growth rates of the relative content of
radiogenic helium-3 and the base helium-4 in these
compounds. This method was used to measure a differ-
ence between the beta decay time constants of the
atomic and molecular tritium. According to the experi-
mental scheme, two identical samples of a gas mixture,
containing helium-4 and molecular tritium, were pre-
pared and then one sample was modified so as to con-
vert tritium into the atomic state. Thermalized free tri-
tium atoms were obtained by the mechanism of reso-
nance dissociation, whereby T2 molecules gained the
energy necessary to break the interatomic bond from
the second-order impact upon collisions with mercury
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 6      200
atoms excited in an RF discharge. The discharge, initi-
ated by an electric field with a strength of ~100 V/cm
at a frequency of 1 MHz, was maintained for a time
period of 171 min during which 2 × 1013 helium-3
atoms are formed in the gas mixtures. The possible
leaks of tritium and helium atoms from the ampules
were detected by proportional counters (sensitivity,
~106 T atoms) and an isotope mass spectrometer (sen-
sitivity, ~3 × 104 helium atoms). Five series of mea-
surements of the helium isotope ratios were performed
by sequentially admitting the gas mixtures with molecu-
lar and atomic tritium into a mass spectrometer chamber.
The relative difference of the beta decay time constant
for the molecular and atomic tritium determined from
these data is (λa – λm)/λm = 0.00257 ± 0.00045 [12]. The
indicated uncertainty corresponds to a single standard
deviation and is related primarily to the scatter of
helium isotope ratios from series to series.

Using the above result, we can determine the abso-
lute value of the half-life of atomic tritium, since the
half-life of molecular tritium was measured in direct
experiments. We have taken a weighted average of the
two most recently published (and well mutually consis-
tent) molecular tritium half-lives determined using the
helium isotope method [13] and the decay curve plotted
by measuring the bremsstrahlung radiation of β-elec-
trons [14]: 〈(t1/2)m〉  = 12.296 ± 0.017 year. Taking into
account that ∆t1/2/t1/2 = –∆λ/λ for ∆λ/λ ! 1, we obtain
(∆t1/2)ma = (t1/2)m – (t1/2)a = 0.0316 ± 0.0055 year. There-
fore, the absolute value of the half- life of atomic tri-
tium is (t1/2)a = 12.264 ± 0.018 year with an error deter-
mined almost completely by the uncertainty of 〈(t1/2)m〉 .
Since the 〈(t1/2)m〉  and (∆t1/2)ma values were determined
by the experimental methods taking into account all the
possible beta decay reaction channels, the (t1/2)a value
determined as described above corresponds to the total
probability of decay in the atomic tritium (including
both the processes leading to the continuous electron
spectrum and the decay into bound states). Therefore,
in using this (t1/2)a value to estimate the half-life of tri-
ton (t1/2)t , we have to take into account all four correc-
tions mentioned above for atomic effects in the free tri-
tium. Taking into account that each of these atomic cor-
rections is much less than unity, the half-life of the free
triton can be determined from the following relation-
ship:

where the second term in parentheses in the right-hand
part of this equation reflects a change in the (t1/2)t value
due to decay into the bound states of 3He+ ion–the only
possible atomic effect in the decay of the free triton.
Using the above theoretical atomic corrections and the

t1/2( )a 1
∆λba ∆λ ch ∆λ ex ∆λ s–+ +

λ
-------------------------------------------------------------+ 

 

=  t1/2( )t 1
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λ
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experimental value of (t1/2)a, we obtain the half-life of
the free triton (t1/2)t = 12.238 ± 0.020 year. This half-life
characterizes, for example, a decrease in the concentra-
tion of tritium nuclei as a result of beta decay in a fully
ionized hydrogen plasma.

In the case when only the Coulomb field of the
nucleus has to be taken into account (that is, when the
phase-space factor is calculated using the standard
Fermi energy and the decay into bound states is
ignored), the half-life of triton is (t1/2)tc = 12.396 ±
0.020 year. This value should be employed, in particu-
lar, for determining the beta decay energy deposition in
a tritiated plasma, where the energy liberated upon
decay into bound states is almost entirely carried away
by antineutrinos. The (t1/2)tc value must be also used in
calculating the reduced half-life of triton ft1/2 when the
upper energy boundary of the integration interval in the
phase space is taken equal to the difference of nuclear
masses of tritium and helium-3 (i.e., a difference in the
binding energies of the orbital electrons in the initial
and final atomic-molecular systems is neglected). Once
the exact ft1/2 value for triton is available, we may also
obtain independent estimates of some fundamental
quantities, such as the ratio of the Fermi and Gamov–
Teller coupling constants in the weak interactions and
the lifetime of the free neutron.
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Structural Changes of the Friction Surface
and Wear Resistance of a ZrO2–Y2O3 Ceramic
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Abstract—Quantitative parameters of the surface structures and the wear resistance of a ZrO2–Y2O3 ceramic
tested by friction on a steal disk have been determined. It is shown that the friction contact gives rise to quasi-
periodic cracks on the friction surface of the ceramic and leads to the formation of a transfer layer. It is estab-
lished that the wear intensity correlates with the intercrack spacing along the sliding direction and the amount
of the steel counterbody elements on the ceramic surface. © 2000 MAIK “Nauka/Interperiodica”.
The viscous phase-transformation-hardened ZrO2–
Y2O3 ceramics are promising materials for various tri-
botechnical applications [1]. A special feature of this
ceramic is the possibility to modify its structure, phase
composition, and mechanical properties over a wide
range and to influence the acting hardening (strength-
ening) mechanism by changing the chemical composi-
tion, sintering mode, and thermal treatment [1, 2].

It is well known that the friction occurring in metal–
ceramic couples can give rise to the systems of cracks
on the ceramic surface [3–7]. In particular, it was found
[5, 6] that high-speed friction (4–10 m/s) between a
ZrO2–Y2O3 ceramic and a steel counterbody results in
the formation of quasiperiodic cracks on the ceramic
surface dividing it into band fragments. Another impor-
tant feature of the friction and wear in such couples is
the transfer of a metal onto the ceramic surface with the
formation of the so-called transfer layer [3–7], whose
role in the surface structure formation and the wear
resistance of the ceramic is not completely understood
as yet. Quantitative information on the characteristics
of the transfer layer and their correlation with the
parameters of the crack structure and the wear intensity
would elucidate the wear mechanisms operative in
ceramic materials under the conditions of high-speed
friction on steel.

Our study was aimed at establishing a relationship
between the characteristics of the transfer layer formed
on the ceramic surface, the parameters of quasiperiodic
cracks formed on this surface, and the wear intensity of
ZrO2-based ceramic during its high-speed sliding over
a steel surface.

We studied the specimens of a ceramic having the
composition 97 mol % ZrO2 + 3 mol % Y2O3 prepared
by two methods–three-hour sintering in vacuum at
1750°C and five-hour sintering in air at 1600°C. These
methods, chosen in accordance with the recommenda-
tions given in [2], were dictated by the necessity of
1063-7850/00/2606- $20.00 © 20461
studying the surface structures and the wear resistance
of materials with markedly different grain size and
hardening mechanisms. The material obtained by sin-
tering in air consisted of 0.8-µm grains, in which the
hardening occurred mainly by the phase-transforma-
tion-induced mechanism. The other material, obtained
by sintering in vacuum, consisted of 4-µm grains, in
which the hardening occurred by the phase transforma-
tion mechanism combined with some other hardening
mechanisms. The physical and mechanical properties
of the ceramics of both types and the specific features
of the hardening mechanisms operative in these materi-
als were considered elsewhere [2]. 

The friction tests were performed by the pin-on-disk
scheme. The counterbody was a disk fabricated from a
cast high-speed steel. The sliding velocity ranged
within 4–10 m/s, the pressure varied from 1 to 10 MPa.
Both pressure and sliding velocity were selected by
analogy with other similar tests providing for the for-
mation of a system of cracks on the ceramic surface
dividing it into band fragments [5]. The friction path
was 1000 m irrespective of the test regime. The wear
intensity was measured by the loss in the material vol-
ume related to the friction path.

The microstructure of the ceramic samples was stud-
ied prior to and upon the friction tests on a Neophot 21
optical microscope and a JEOL JSM-84 scanning elec-
tron microscope equipped with a special Link-860
attachment for the electron microprobe analysis.

Figure 1 shows a typical friction surface with quasi-
periodic cracks. Upon measuring the intercrack spac-
ings along the sliding direction, we determined and
analyzed their distribution. It was established that the
shapes of such distributions were close to that of a nor-
mal distribution with pronounced maximum. The aver-
age intercrack spacing changed depending on the fric-
tion regime.
000 MAIK “Nauka/Interperiodica”
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Fig. 1. Typical cracks on the friction surface of a ceramic.
The arrow indicates the sliding direction.
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The electron microprobe analysis showed that the
friction surface of all the specimens contained the
chemical elements transferred from the steel counter-
body (Fe, V, Cr, Mn, W, and Mo), the concentrations of
which depended on the friction regime. The metallo-
graphy and electron microscopy studies showed that if
the concentrations of elements from the steel disk on
the ceramic surface was low, the transfer layer was non-
uniformly distributed over the surface–large regions of
the ceramic surface contained no transfer layer at all. At
high concentrations of these elements, the transfer
layer uniformly coated the whole friction surface of the
ceramic.

Figures 2a and 2b show the plots of the wear inten-
sity I and the average intercrack spacing D along the
sliding direction as functions of the concentration C of
the elements from the steel counterbody on the ceramic
surface. To within the measurement error, the experi-
mental data for both studied materials were described
by the same relationships, which allowed the obtained
results to be analyzed irrespective of the initial struc-
ture of the ceramic and the friction parameters. As is
seen from Fig. 2a, the function I(C) is nonmonotonic.
First, with an increase in C, the wear intensity also
increases. Then, at C > 6%, the growth changes to
decrease and finally, at C > 17%, the wear intensity
slightly increases again. A similar behavior, especially
in the concentration range from 0 to 17%, is also char-
acteristic of the D(C) function. The similar shapes of
the I(C) and D(C) curves suggests a direct relationship
between the I and D values. Indeed, the data presented
in Fig. 2c confirm the presence of such a correlation: an
increase in D results in the corresponding increase in I.
This indicates that the volume of the material removed
from the ceramic surface is determined by the charac-
teristic spacing in the crack system.

One can assume that the above correlations are
caused by the following. The increase in D and I at a
concentration C ranging within 0–6% corresponds to a
situation where the dominating process is the transfer
of the ceramic material onto the steel counterbody. It is
highly probable that this process is favored by a rela-
tively low temperature (below the melting point of the
steel) in the contact zone and a relatively high viscosity
of the transfer layer, which facilitates the “adhesion
detachment” of the ceramic fragments separated by the
cracks. The maximum at C = 6% in Figs. 2a and 2b cor-
responds to a regime providing the strongest adhesion
seizure because of a high diffusion activity of the trans-
fer layer. This process is accompanied by the develop-
ment of considerable contact stresses, cracking-
induced separation of the fragments, and subsequent
delamination, and detachment of large ceramic frag-
ments. The temperatures attained in the zone of the fric-
tion contact were estimated by a method analogous to
the calculations of Lim and Ashby [8]. These estimates
show that the concentrations C ranging from 0 to 6%
correspond to the temperatures ranging from 700 to
1000°C, i.e., the temperatures lower that the melting
CHNICAL PHYSICS LETTERS      Vol. 26      No. 6      2000
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point of steel, whereas at C > 6%, the temperature
increases and, finally, reaches a level of 2000°C.
Apparently, the formation of maxima on the I(C) and
D(C) curves (Fig. 2a, b) corresponds to the transition of
the solid transfer layer into a quasiliquid state.

A decrease of both D and I with an increase in the
concentration observed for C > 6% corresponds to a sit-
uation where the transfer of the material from the steel
counterbody onto the ceramic surface is prevailing. The
material transfer is favored by high temperatures
(which can be as high as the melting point of steel)
developed in the zone of the tribological contact. As a
result, a quasiliquid film is formed on the ceramic sur-
face. A continuous transfer layer formed on the ceramic
surface plays the role of a soft coating increasing the
real sample–counterbody contact area and, thus, pro-
viding a lower level of contact stresses on the friction
surface of the ceramic. As a result, the processes of
stress relaxation in the surface layers of the ceramic are
accompanied by the formation of a quasiperiodic struc-
ture of cracks separated by small spacings (which is
seen from the moderate wear intensity). A slight
increase in I at C > 17% seems to be associated with
degradation of the mechanical properties of the subsur-
face layers of the ceramic. This degradation increases
with the temperature in the tribological contact zone.

Thus, our studies proved a certain correlation
between the quantitative parameters of the quasiperi-
odic structure of cracks, the concentration of chemical
elements transferred from the steel counterbody to the
ceramic surface, and wear resistance of the ceramic.
Under the friction conditions studied, there are at least
two factors that influence the intercrack spacing and the
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 6      200
wear intensity. The first is the adhesion detachment of
fragments of the ceramic at temperatures be low the
melting point of the steel in the tribological contact
zone. The second factor is a decrease of the level of
contact stresses caused by the transition of the transfer
layer into a quasiliquid state at temperatures in the tri-
bological contact zone exceeding the melting point of
the steel. In this case, the characteristic spacing in the
crack system determines the volume of the material
removed from the ceramic surface.
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Annealing of the Radiation-Induced Defects
in Natural Diamond
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Abstract—Radiation-induced defects in a natural type IIa diamond were studied by analysis of the electronic
absorption spectra in the visible range measured upon annealing of the pre-irradiated samples for various times
at 550°C. Equations describing the growth and decay of intensity for the absorption peaks of seven defects are
presented. © 2000 MAIK “Nauka/Interperiodica”.
We have studied the formation of neutron-irradia-
tion-induced defects and their behavior during subse-
quent vacuum annealing in a natural type IIa diamond–
a wide-bandgap photoconductor with a small concen-
tration of nitrogen impurity (>1017 cm–3) [1]. The radi-
ation defects, produced in a diamond sample (X20) by
exposure to a neutron flux in a nuclear reactor, were
transformed by isothermal annealing at 550°C in a vac-
uum of 6 × 10–3 Torr for various times (varied within
several tens of hours), with periodic extraction of the
sample from the furnace. In order to provide for a better
resolution of the absorption peaks in the visible rage,
the spectra were measured upon cooling the sample
to 80 K.

Figure 1 shows the optical absorption spectra mea-
sured on the sample upon irradiation in an IR-8 reactor
1063-7850/00/2606- $20.00 © 20464
and subsequent isothermal annealing for t = 10, 20, and
30 h. The spectra exhibit the following clearly distin-
guishable peaks (nm): 741 (1.673 eV; defect type,
GR1) [1–6], 723 (1.713 eV) [7], 594.4 (2.086 eV) [3, 8],
503.2 (2.463 eV) [1, 3–5], 486 (2.549 eV), 470
(2.638 eV; defect type, TR12) [1, 3, 6], 465 (2.664 eV),
446 (2.781 eV), 429 (2.888 eV; defect type, N3) [3].
Ann additional weakly resolved peak is observed at
657.4 nm (1.837 nm).

As seen from Fig. 1, the annealing results in varia-
tion of the relative peak intensities, including both the
growth of some peaks (594.4 and 503.2 nm; defect
type, H3) and the drop of some others (741 nm (GR1),
and 723, 675.4, 446, and 429 nm). No changes were
observed in intensity of the peaks at 465, 470 (TR12),
and 486 nm), probably, because the annealing duration
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Fig. 2. The optical absorption spectra (specific absorbance k, mm–1, versus wavelength λ, nm) measured at 80 K for the type IaA
(sample X04) and type IIa (sample $05) diamonds irradiated in the IR-8 reactor and isothermally annealed at 550 °C for t = 50 h.
(several tens of hours at 550°C) was insufficient for
manifestation of the corresponding defect kinetics.

Taking into account that the amount of annealed
defects (decreasing with increasing annealing time) is
proportional to the area under the absorption peak and
can be described by a sum of two (fast and slow) expo-
nents [4, 5], the density of these defects normalized to
unity can be expressed as

(1)

The normalized density of unannealed (multiplicated)
defects increases with time as

(2)

The unknown coefficients a1, a2, τfast, and τslow can be
determined from the experimental data (Fig. 1). Note
that the sum of coefficients at the exponents in equa-
tions (1) and (2) is unity.

An analysis of the experimental data obtained dur-
ing the isothermal annealing (550°C) of a radiation-
induced defect manifested by the peak at 723 nm
showed that the time variation of the defect density can
be described by the equation

(3)

Here, the defect density was normalized to unity
according to formula (1) before annealing of the dia-
mond sample (t = 0, A723 = 1). The decay time constants
of the slow components for the defects manifested at
723 and 741 nm were quite close to each other (81.59
and 94.98 h).

A a1/ a1 a2+( )( ) t/τ fast–( )exp=

+ a2/ a1 a2+( )( ) t/τ slow–( ).exp(

A 1 a1/ a1 a2+( )( ) t/τ fast–( )exp–=

– a2/ a1 a2+( )( ) t/τ slow–( ).exp

A723 0.56 t/5.25–( ) 0.44 t/81.59–( ).exp+exp=
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 6      200
According to the exponential decay model, a con-
siderable decrease (to a level of exp(–4) ≅  0.02) of the
fast and slow decay components for the 723-nm defect
is observed upon the annealing at 550°C for t = 4τfast =
21.0 h and t = 4τslow = 326.16 h, respectively.

The density of defects manifested at 594.4 nm
increases with the annealing time in IIa diamond by the
law

(4)

As is known, the growth of this defect continues during
the annealing at temperatures up to 1000 K [3]. The
defect structure begins to breaks at 1100 K and is com-
pletely annealed at 1300 K. The growth of this defect
was not correlated with the behavior of the GR1 defects
(with decreasing density), while there is a definite rela-
tionship with the growth reported for H3:

(5)

(6)

During the annealing at 550°C, the density of GR1
drops to a level of exp(–4) = 0.02 after 250 h, while the
density of H3 increases by this time to 0.981 of the
nominal value.

It was reported that the concentration of the TR12
defects in a sample annealed at 460°C increases during
5 h and then remains constant. No defects with such
dynamics were observed under our experimental condi-
tions (550°C, 10–30 h) for the times exceeding 5 h.

The absorption peak assigned to the uncharged
vacancies V0 (429 nm; GR2, GR3) decreases in the
course of annealing according to equation (1) with the

A594.4 1 0.30 t/20–( ) 0.70 t/350–( ).exp–exp–=

AGR1 0.74 t/12.34–( )exp 0.26 t/94.98–( ),exp+=

AH3 1 0.74 t/12.34–( )exp– 0.26 t/94.98–( ).exp–=
0
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coefficients a1/(a1 + a2) = 0.81, τfast = 4.48 h, and τslow =
60.40 h.

We have also observed another decreasing peak at
446 nm not previously reported in the literature. The
behavior of this peak is also described by equation (1)
with the coefficients a1/(a1 + a2) = 0.37 and the charac-
teristic fast and slow component ties τfast = 7.24 h, and
τslow = 330.43 h.

In order to gain additional statistics, we have contin-
uously annealed two other samples (X04, IaA type;
X05, IIa type) for 50 h at the same temperature. After
this prolonged annealing, amplitudes of the peaks at
741, 723, and 675.4 nm significantly dropped and could
be no longer resolved in the spectra. At the same time,
amplitudes of the growing peaks at 594.4 and 503.2 nm
markedly increased, while all the other peaks remained
unchanged, probably, because the annealing tempera-
ture (550°C) was insufficient to modify the defect
structures (Fig. 2).

Thus, we have studied isothermal annealing of the
radiation- induced defects in natural diamonds of the
IIa type and determined coefficients of the equations
describing the dynamics of variation of the density of
defects corresponding to well resolved peaks in the vis-
ible range of the optical absorption spectra. The exper-
TE
imental data reveal the transformation of GR1 defects
into H3.
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Abstract—The mechanism of inelastic quasimicroplastic deformation revealed earlier in solids in the range of
very low strains (ε ≈ 10–6) has been considered. The calculation of the energy density of the quasimicroplastic
deformation shows that it proceeds by the mechanism of single structural relaxation events in the vicinity of
point defects in the lattice. © 2000 MAIK “Nauka/Interperiodica”.
We have studied irreversible quansimicroplastic
(QMP) room-temperature deformation in the range of
low strains (ε ≈ 10–6), which is usually considered as
elastic deformation. The QMP deformation was
observed for all types of both plastic and brittle materi-
als characterized by qualitatively opposite trends in the
physical and mechanical properties and, hence, can be
regarded as a fundamental property of solids [1].

The plane-parallel plates of various materials were
tested by the of three-point bending method according
to the loading–unloading scheme with a 1- to 2-s-long
stepwise increase of loading in the range of initial
deformation. The total deformation of loaded samples
was measured by the opticomechanical method, after
which the samples were unloaded and their residual
deformation was measured. No material creep was
observed during these tests. A more detailed descrip-
tion of these tests is given elsewhere [1].

Stresses resulting in the irreversible QMP deforma-
tion (σ = 5 × 104–105 Pa) are lower by about six orders
of magnitude than the theoretical ultimate shear
strength, by about four orders, than the yield point and
the real ultimate strength, and by two orders than the
stress of microplastic flow in metals (i.e., the minimum
stress giving rise to a dislocation motion [2]) [1]. The
potential Peierls barrier, which should be overcome by
moving dislocations in covalent crystals, is much
higher than the barrier in plastic metals. Calculations
show that the activation energy per unit dislocation
length in copper is smaller by five orders of magnitude
than that in corundum, whereas the critical shear stress
σc is smaller by four orders of magnitude in copper than
in corundum. In other words, the critical stresses of the
dislocation motion in copper, σc , and in a covalent crys-
tal, σ, are related as σc ~ 10–4σ [1, 3], which explains a
comparatively high brittleness of the covalent crystals.
The calculated value of the critical shear stress σ in
covalent crystals is higher by about five orders of mag-
nitude than the stress of the QMP deformation mea-
1063-7850/00/2606- $20.00 © 20467
sured in our experiments [1]. All these facts indicate
that the mechanism of QMP deformation is of a specific
nature, not related to the collective motion of disloca-
tions. In order to elucidate the mechanism of QMP
deformation, we have to estimate the energy stored by
a solid during deformation.

The potential energy of elastic stresses in a solid is
a function of the stress and displacement tensors,
which, in the general case, can be represented as

where  and si, k are the components of the stress and
strain tensors, respectively.

Reducing the above expression to the principal axes
of the stress tensor, we arrive at the relationship

where  are the principal stresses and sii are the diag-
onal components of the strain tensor, which, for isotro-
pic media, are related as sii = (σ11/E) – ν(σ22 + σ33)/E,
where E is Young’s modulus and ν is Poisson’s ratio.

The energy stored by a solid during deformation can
be estimated under the assumption that, in the first
approximation, σ11 = σ22 = σ33 = σ. Thus, we obtain

(1)

(2)

Solving (1) and (2) simultaneously, performing
integration (at ν = 0.3), and taking into account that
E = 2G(1 + ν) (where G is the shear modulus), we
arrive at the relationship for estimating the energy den-
sity in a solid undergoing shear deformation

U = 0.5σ2/G.

dU σi k, dsi k, ,
i k, 1=

3

∑=

σi k,

dU σiidsii,
i

3

∑=

σii

dU 3σdsii,=

sii s 1 2ν–( )/E.=
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A similar expression was used to estimate the elastic
energy density and the mechanical decrement for a cop-
per sample in the fatigue tests [4].

Under shear stresses, G = σ/  (where α is the
shear angle) and, therefore, U = 0.5σ . If a dislo-
cation migrates along the sliding direction, the mutual
displacement of two atoms located on different sides of
the sliding plane is determined as the function s(x) =
s( ). The total path of a dislocation moving in the

Peierls potential relief is S = (x) = ( ) =
εq, where εq is the relative residual strain of the sample
or, in our case, the QMP deformation, which can be
determined experimentally. Therefore, the energy den-
sity of the QMP deformation can be estimated using the
relationship

Uq = 0.5σεq. (3)

The energy density of plastic deformation can be
estimated by the relationship Up = EN, where N = l/V
is the dislocation density in the volume V, E =
(Gb2l/4π)ln(R/r) is the dislocation energy (where b is
the Burgers vector, R is the dislocation radius, r is the
radius of the dislocation core, and l is the dislocation
unit length). The energy of the dislocation unit length
in copper, determined from the above formula upon the
substitution of the parameters characteristic of copper
samples (G = 4.9 × 1010 Pa, b = 2.56 × 10–10 m, R = 1 ×
10–2 m, r = 1 × 10–10 m [6]), is E = 4.47 × 10–11 J/cm.
Taking for a deformed metal N = 1012 cm–2 [6], we
obtain for copper Up = 44.7 J/cm3 (which agrees, to
within the order of magnitude, with the latent energy of
deformation in copper experimentally determined at the
average degree of sample deformation 28.8 J/cm3 [7]).

The energy densities of the QMP deformation in
various materials, Uq, estimated by (3) using the exper-
imentally determined εq values, are given in the table.
It is seen that the Uq values of the materials tested are
smaller by 8–10 orders of magnitude than the energy
density of the same material experiencing plastic flow,
Up. As is also seen from this table, the QMP properties
are also inherent in some typical brittle materials such
as cast iron, glass, and marble, which are characterized
by the absence of noticeable plastic deformation before

αtan
αtan

αtan

si∑ si∑ αtan
T

fracture. We would like to especially point out the data
on the QMP deformation of polished single-crystal
samples of natural and synthetic quartz, germanium
and silicon possessing, a higher degree of their struc-
tural perfection, a high brittleness, in comparison with
that of the corresponding polycrystal line samples. The
nature of chemical bonding in covalent crystals [1]
excludes any noticeable plastic flow in these crystals
even at high stresses and temperatures [8, 9]. It was also
emphasized [10] that, below a certain temperature
(250°C for germanium and 600°C for silicon), the
mechanism of plastic deformation in covalent crystals
exhibits substantial changes. However, as is seen from
the table, high brittleness of covalent single crystals
does not exclude the manifestation of noticeable QMP
properties in these crystals.

Along with the estimates of the activation energy
and the critical shear stress of the dislocation motion
[1], our energy density calculations for the QMP defor-
mation show that the generation of dislocations and the
formation of a dislocation structure during QMP defor-
mation is impossible even for a typical plastic material
such as copper. Thus, the QMP deformation has a spe-
cific nature different from the nature of the mechanisms
of macro- and microplastic flow in metals. Comparable
levels of energy losses during the QMP deformation in
materials possessing opposite trends in the physical and
mechanical properties indicate that the mechanism of
the QMP effect is the same in various classes of solids.

Variation of the structural and mechanical properties
of solids under various mechanical factors (resulting in
the destruction of their crystal lattice) and the action of
the liquid phase on the crystal structure and strength of
various materials were considered in [11, 12]. It was
shown that mechanical properties of solids are directly
related to the character of imperfections in their real
structure characterized by the presence of various
defects and microdistortions (vacancies, atoms in meta-
stable states, dislocations, crowdions, etc.). Elastic
pulses in a solid, which can be generated even by very
small mechanical actions, may give rise to substruc-
tural changes in the region of defect localization [12].
The use of the above concepts can help in elucidation
of the QMP mechanism.

Since the nucleation and motion of dislocations dur-
ing the QMP deformation are impossible because of
Energy density of the QMP deformation in solids

No. Material Uk, J/cm3 ε, 10–6 No. Material Uk, J/cm3 ε, 10–6

1 Quartz (natural single crystal) 3.4 × 10–8 0.8 2 Quartz (synthetic single crystal) 7.1 × 10–9 0.4

3 Silicon (single crystal) 4.1 × 10–9 0.6 4 Silicon (polycrystal) 1.0 × 10–7 1.0

5 Germanium (single crystal) 3.2 × 10–8 0.9 6 Cast iron 4.8 × 10–7 3.6

7 Copper 1.1 × 10–7 1.1 8 Glass 3.0 × 10–8 0.8

9 Marble 3.0 × 10–8 2.1 10 Quartz (fused) 2.1 × 10–8 0.6
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insufficient energy transferred to a solid, it can be
assumed that the QMP deformation proceeds by the
mechanism of single structural-relaxation events in the
vicinity of defects, which requires a considerably lower
energy. Indeed, it is well known that the energy U
required for the generation and migration of point
defects varies within (1.2–4.4) × 10–19 J [6]. Therefore,
proceeding from the energy Uq absorbed by a solid, one
can state that the QMP deformation, e.g., in a copper
sample, can give rise up to 1012 cm–3 point defects. This
is consistent with the data on the number of point
defects formed during the plastic deformation in NaCl
(ε = 10%)—~1018 cm–3 [13]. However, atoms occur-
ring in nonequilibrium positions in the region of defect
localization are not located in the potential minima and,
therefore, can migrate into more stable positions by
overcoming lower energy barriers than those overcome
by an atom located at the crystal lattice site. With due
regard for these facts, one can assume that the energy of
QMP deformation is spent mainly for displacing the
vacancies or atoms from metastable positions in defect
regions of the lattice to more stable positions. This con-
clusion is also confirmed by data on the migration ener-
gies of defects [6], which, on the average, are almost
half as small as the energies of their generation.
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A Capacitance Technique for the Study of Trapping Centers
in Powdered Luminophors
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Abstract—A method of thermostimulated capacitance (TSC) measurements is suggested for the investigation
of trapping centers and energy band structure of powdered luminophors with the recombination emission type.
Expressions were derived for the capacitance of a luminophor layer in a slit planar structure. A ZnS–In lumi-
nophor was studied using a special sample configuration adapted for the TSC measurements. © 2000 MAIK
“Nauka/Interperiodica”.
Using parallel measurements implementing various
thermoactivated effects, it is possible to determine
parameters of the charge trapping centers and the
energy band structure of semiconductor crystals and
films [1]. Powdered luminophors are predominantly
studied by methods based on the thermoluminescence
(TL) and photostimulated current measurements,
which sometimes fail to reveal the trapping centers
present in the samples.

We believe that implementation of the method of
thermostimulated capacitance (TSC) measurements in
powdered materials would provide for a higher quality
of the impurity monitoring in luminophors used in var-
ious light sources and data display systems. The TSC
method can be based on the phenomenon of the exter-
nal field screening by free charge carriers in a symmet-
ric metal–insulator–metal structure [2–4]. The capaci-
tance of these structures depends on the applied voltage
and the concentration of free charge carriers.

We have studied the powdered semiconductor mate-
rials by TSC method using special slit planar structures
comprising a system of parallel conducting (aluminum)
interdigital strip electrodes formed by a photolitho-
graphic method on a sitall (glass-ceramic) substrate
(Fig. 1a). A distance between the electrode strips was
comparable to the luminophor grain size (40 µm) and
the metal strip width was 16.7 µm. Then, the substrate
surface with electrodes was coated with luminophor in
the form of a suspension in ethanol (3–5 g/cm3). Using
this method of application allowed the material to be
studied in the “pure” form, excluding the possible
effects of binding agents on the electrical properties of
samples. Simplicity of the application and removal of a
luminophor layer made it possible to use the same sub-
strate matrix with various luminophors, which pro-
vided better reproducibility of the other experimental
conditions. Note that the studied systems are somewhat
analogous to the metal–insulator-semiconductor struc-
tures formed on the surface of aluminum contacts as a
1063-7850/00/2606- $20.00 © 20470
result of insulating aluminum oxide layer formation
upon oxidation in air.

Figure 1b shows an equivalent electrical scheme of
the planar structure studied. According to this scheme,
the capacitance of this structure is

(1)

where Cl.eq , Cs, and Cd are the capacitances of the lumi-
nophor layer, sitall substrate, and dielectric (insulator)

C Cs

CdCl.eq

Cd 2Cl.eq+
-------------------------  . Cs Cl.eq,+ +=

~

1 23

(a)

(b)

12

3

4
Cd Ceq Cd

Cs

Fig. 1. Schematic diagrams of (a) a planar electrolumines-
cent capacitor structure and (b) an equivalent electrical
scheme: (1) glass-ceramic (sitall) substrate; (2) aluminum
electrodes; (3) luminophor layer; (4) insulator layer.
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layers, respectively, and the approximation takes into
account that Cl.eq ! Cd. Since the luminophor is not con-
tinuous, the equivalent capacitance of this layer can be
written, using the Odelevskiœ relationship for the dielec-
tric permittivity of a statistical two-component system
(luminophor in air or vacuum) [5], in the following form:

(2)

where x2 is the layer fraction occupied by luminophor,
C0 is the geometric capacitance of the region occupied
by luminophor, Cl is the capacitance of a continuous
luminophor layer of the same thickness, and C0l is the
voltage-independent capacitance of the luminophor
layer (the dielectric permittivity of air is taken equal to
unity). The value of Cl can be expressed as [4]

(3)

where Ns0 is the surface density of equilibrium free
charge, Nscv is the bound surface charge density, and Ns
is the surface density of the charge induced by external
factors (temperature, illumination, etc.); in low-con-
ductivity (high-resistivity) semiconductors, Ns0 ! Ns .
Taking into account that qNscv/U = C0l , we obtain Cl =
C0l = qNscv/U and 

(4)

The induced surface charge density can be written as
Ns = nsLeq [4], where ns is the concentration of nonequi-
librium (minority) free charge carriers and Leq is the
size equivalent to the interelectrode gap. If the function
ns = f(T) has a maximum, then the position of this max-
imum would coincide with that of the curve Cl.eq =
Cl.eq(T) in the temperature region where εl(T) = const
(since dCl.eq/dT = 0 when ∂ns /∂T = 0). Therefore, upon
determining the temperature of maximum for Cl.eq(T),
we may calculate the energies of levels corresponding
to the trapping centers using the well-known relation-
ships for the thermostimulated current. The TSC
method outlined above can be applied to luminophors
in which ionization of the emitting and trapping centers
is accompanied by transitions to the conduction band.

For example, we will present the results of investi-
gation of the trapping centers in a ZnS–In luminophor
by TL and TSC method. The capacitance of the sample
structure was measured by an MPP-300 total conduc-
tivity bridge. For small variations of the sample capac-
itance, the bridge unbalance is proportional to ∆Ceq.
The out-of-balance signal, amplified by a lock-in U2-8
amplifier, entered to the Y-input of an N-307 X–Y
recorder, and the thermocouple signal entered the
X-input. The luminophor was excited and the TSC
curve measured under the conditions conventional for
the thermostimulated luminescence and current mea-
surements.

Cl.eq C0 1
x2

1 x2–( )/3 x2/ Cl/C0l 1–( )+
------------------------------------------------------------------+ 

  ,=

Cl

q Ns Nscv Ns0+ +( )
U

---------------------------------------------,=

Cl.eq C0 1
x2

1 x2–( )/3 x2C0lU/qNs+
-----------------------------------------------------------+ 

  .=
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Figure 2 shows the TL and TSC curves measured for
a ZnS–In luminophor. The TL curve exhibits three low-
temperature peaks (T1 = 123 K, T2 = 183 K, and T3 =
228 K) and one peak at elevated temperatures (T4 =
383 K), which is significantly distorted as a result of the
temperature-induced luminescence quenching. The
corresponding trapping centers are characterized by the
energies E1 = 0.26 eV, E2 = 0.395 eV, E3 = 0.492 eV, and
E4 = 0.89 eV. A single peak observed in the TSC curve
is situated at T = 383 K.

Using these experimental data, we may refine the
energy band diagram of this luminophor. The TSC
curve indicates that the thermal devastation of low-tem-
perature traps is not accompanied by the appearance of
free charge carriers. Therefore, excited states of the
corresponding trapping centers occur in the forbidden
band at a distance of E1, E2, and E3 from the ground
state. In the region of positive temperatures on the cen-
tigrade scale, the devastation of traps is accompanied
by the production of free charge carriers which recom-
bine via the conduction bands.
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Fig. 2. Experimental curves of (1) thermoluminescence and
(2) thermostimulated capacitance for a ZnS–In luminophor.
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Abstract—A one-dimensional simulation of the nonlinear diffusion of magnetic field through a shield made of
the solid solution (V1 – XCrX)2O3 is carried out. Also simulated is the current switching from this shield to load
when the former undergoes a metal–insulator transition. Pronounced steepening of a current pulse edge in the
load circuit is demonstrated to be possible. © 2000 MAIK “Nauka/Interperiodica”.
This paper continues the study reported in [1],
where a one-dimensional model has been suggested to
describe the diffusion of magnetic field into a substance
experiencing a metal–insulator transition under the Joule
heating conditions, the solid solution (V1 – XCrX)2O3

being used as a model substance. The nonlinear dif-
fusion could be exploited in high-current pulse
switches [2]. The device in its simplest form is based
on the magnetic diffusion through a shield situated
between the cavity of a current source and that of a
load circuit.

The analytical solutions presented in [1] were essen-
tially derived for the stationary diffusion in infinite
media. To make a further step toward practice, we con-
sider the case of pulsed current (magnetic field) and a
shield of finite thickness. It would be important to ana-
lyze the switching process in terms of the pulse shape
and shield boundary conditions, although the analysis
can be performed only numerically. 

Let a current source and an R–L load circuit be con-
nected by a strip line, as shown by Fig. 1. Initially, the
load is shorted out by a rectangular shield made of the
solid solution (V1 – XCrX)2O3. The solution composition
is specially selected X ≈ 0.0055 so that it undergoes a
metal–insulator transition if heated by about 100 K
above a starting temperature (room temperature). To
roughly estimate the propagation of a current pulse, the
shield may be considered as a transmission line with
distributed inductance and conductance, the line con-
ductivity being variable (Fig. 1).

We consider the current switching from shield to
load as the one-dimensional nonlinear diffusion of the
magnetic field B through the shield, neglecting the edge
effects related to a finite strip width and to possible
instabilities of the phase boundary [3]. The magnetic
field is assumed to depend on the coordinate x and time
1063-7850/00/2606- $20.00 © 20472
t only. Following [1], we write a magnetic field diffu-
sion equation as

(1)

where νm = c2/4πσ is the magnetic viscosity and σ is the
conductivity. It has been demonstrated previously that
a typical pulse length, which lies in the microsecond
range, corresponds to a small Reynolds number [1]. We
may therefore omit the mass transfer term in the right-
hand side of (1), arriving at

(2)

Equation (2) is written in a scalar form because B has a
single component perpendicular to the plane of Fig. 1.

∂B
∂t
------- rot u B×( ) rot νmrot B( ),–=

∂B
∂t
------

∂
∂x
------ νm

∂
∂x
------B 

  .=

B RL

LL

I

g

ll

g

Fig. 1. One-dimensional model of the current switch (the
shield being represented by the hatched box): I = current in
the source, LL = load inductance, RL = load resistance, l =
shield inductance per unit length, and g = shield conduc-
tance per unit length.
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Furthermore, the Joule heat absorbed in the shield
obeys the equation

(3)

As the last step, we define a model dependence of σ on
Q for (V1 – XCrX)2O3. If Q < 350 J/cm3, then σ =
103 (Ω cm)–1. When Q rises from 350 to 357 J/cm3,
then σ linearly decreases to 10 (Ω cm)–1. At higher Q,
the conductivity remains constant. The value 7 J/cm3

corresponds to the latent heat of the phase transition.
The other parameter values are as in [1]. Also recall that
all types of heat transfer in the shield can be neglected,
since the process takes a few tens of microseconds [1].

Equations (2) and (3) with the relation σ(Q) consti-
tute the system under study, describing the nonstation-
ary magnetic field diffusion through the shield. The ini-
tial condition for (1) is B(x) = 0. The boundary condi-
tion for the front (source) side of the shield corresponds
to the magnetic field (or current) created by the current
source in the strip. The boundary condition for the rear
(load) side of the shield is dictated by the load deter-
mining a relationship between the magnetic field
strength and its derivatives with respect to x and t.

The main challenge facing the computation of the
diffusion is the abrupt variation in σ within a narrow
interval of Q. The current density in the shield changes
sharply at the point of the phase transition giving rise to
a singularity of the discontinuity type. Since ∇ B is pro-
portional to the current density, we may transform
equation (3) to the integral form:

(4)

where E = ∇ B is the electric field strength. Since

νm(q) is the known function, the left-hand side of (4) is
a known single-valued function f(Q), so that one can
compute the inverse function g{f[Q(x, t)]} = νm(x, t)
prior to computing the diffusion. Thus, the time-depen-
dent distribution of the magnetic viscosity is deter-
mined from

(5)

Note that, unlike the current density, the electric field is
continuous in the vicinity of a metal–insulator inter-
face. That is why equations (2) and (5) are easy to solve
numerically.

We considered two types of the current (magnetic
field) pulses. The first type is a sine wave taken over a
quarter of the period, as exemplified by the discharge of

∂Q
∂t
-------

νm

4π
------ ∇ B( )2.=

νm q( )
0

Q

∫ dq
c2

4π
------ E2 τ ,d

0

t

∫=

c2

4πσ
----------

νm x t,( ) g
c2

4π
------ E2 τd

0

t

∫ .=
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a capacitor bank. The second type is characterized by
the power growth B ∝  1/(t – t0), which is typical of an
MK-2 magnetic-cumulation generator. In the latter
case, we used a variable time step, because the deriva-
tive of the external magnetic field varies rapidly during
a pulse. The pulse sharpening was nearly the same in
both cases. Figure 2 presents the computed magnetic
field as a function of time for different sections of the
shield: the source side (curve 1), the section at 1/3 of
the shield thickness (curve 2), the section at 2/3 of the
shield thickness (curve 3), and the load side (curve 4).
At the source and the load side, the magnetic field is
proportional to the current through the source and the
load, respectively. The dashed line shows the motion of
the metal–insulator interface. Note that the load
receives a current pulse with a materially steeper edge.

The shape of current pulses in the load is governed
by the load parameters. If RL and LL are small (the load
being similar to a short circuit), then the load shunts the
shield when a current wave reaches the load side of the
shield. This results in slowing down the wave and
smoothing the current pulse at the load. If RL or LL is
large (Fig. 2), the voltage across the strip line rises
sharply when a current wave reaches the load side of
the shield. As a result, the current through the shield
returns to a high level, although the shield has low con-
ductivity now. A singularity is thus formed at this stage
of the current wave propagation (indicated by the arrow
in Fig. 2). The effect resembles the wave reflection in a
linear network with distributed parameters. However,
the network under study is essentially nonlinear.

In conclusion, we formulate an approximate condi-
tion for shield–load matching. A current wave moves
through the shield, occupying a layer of thickness ∆x
around the metal–insulator interface. The thickness can
easily be estimated from the speed of the interface [1].

10
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Fig. 2. Diffusion of magnetic field through the shield at
LL = 38 nH/cm and RL = 10–3 Ω cm (38 nH and 10–3 Ω for
a strip width of 1 cm, respectively). The field is computed
for (1) the source side of the shield, (2) the section at 1/3 of
the shield thickness, (3) the section at 2/3 of the shield thick-
ness, and (4) the load side of the shield.
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We thus arrive at the following approximate equations
for the optimum load parameters: LL = ∆xl and RL =
∆x/g, where l and g are, respectively, the inductance
and the conductance per unit length for the equivalent
circuit of the shield (Fig. 1).
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Abstract—It is experimentally demonstrated that the intensity of the radiation-induced luminescence (RIL) of
KU-1 and KI quartz glasses at 450 nm increases more than ten times upon the proton irradiation (proton energy,
8 MeV; dose rate, 5 × 103 Gy/s; dose, up to 1.2 × 107 Gy) to a dose of 106 Gy. At a dose exceeding 106 Gy, the
spectral efficiency of the ionizing radiation energy conversion reached ~10–6 nm–1 in the maximum of the RIL
band at 450 nm for all types of glasses. After preliminary low-rate γ-irradiation (below 0.5 Gy/s), the RIL inten-
sity in the beginning of the proton irradiation and its variation with the proton dose depend on the concentration
of impurities in the quartz glass. The RIL intensity buildup depends on the formation of positively and nega-
tively charged microscopic regions in glasses. © 2000 MAIK “Nauka/Interperiodica”.
Radiation action upon wide-bandgap dielectrics
causes recharging of their electron–hole centers by the
radiation-induced charge carriers. This process is
accompanied, as a rule, by the radiation-induced lumi-
nescence (RIL) [1, 2]. By studying the variation of the
absolute and relative intensity of bands in the RIL spec-
tra with increasing radiation dose, it is possible to
assess the mechanisms and kinetics of formation of the
optically active centers in materials. In this work, we
have studied the room-temperature RIL kinetics in
quartz glasses upon proton irradiation (proton energy,
8 MeV; dose rate, 5 × 103 Gy/s).

The RIL spectra of quartz glasses consist of three
broad bands peaked at approximately 300, 450, and
645 nm [3]. The luminescence bands at 450 and
645 nm are usually related to an oxygen-deficit center
(≡Si–Si≡) and a hole center at the non-bridging oxygen
(≡Si–O), respectively [1, 3, 4]. We detected the RIL
intensity variation in the course of proton irradiation in
the maximum of the strongest luminescence band at
450 nm. The chemical compositions of KU-1 and two
types of KI quartz glasses studied in this work are
shown in the table.

As the radiation dose increases, the RIL intensity in
KU-1 and KI (1) glasses grows to approximately the
same level with a characteristic time of 500–1000 s
(Fig. 1). By the end of the irradiation (at a total dose of
about 107 Gy), the RIL intensity increases by a factor of
approximately 20 for KU-1 and 10 for KI (1) relative to
the initial level. At a dose exceeding 106 Gy, the RIL
spectra of glasses corresponded to the published data [3]. 

The concentration of the noninteracting electron–
hole traps filled in the course of irradiation, Ntf , is given
1063-7850/00/2606- $20.00 © 20475
by the formula:

where  is the dose rate (5 × 103 Gy/s), ρ is the density
of the material (2.23 g/cm2), Ee – h is the energy of an
electron–hole pair formation (about 2–2.5 Eg), Eg is the
band gap (about 9 eV) [1]. Let us assume that the char-
acteristic time of RIL intensity buildup (about 103 s) is
equal to the characteristic time τ of trap recharging.
Then, we arrive at the value Ntf ~ 1021–1022 cm–3 which
appears to be physically unrealistic.

It is more probable that RIL variations are related to
the process redistribution of the filled electron–hole
traps in the bulk of the glass. Using Al2O3-based mate-
rials, Plaksin et al. [5] demonstrated that the RIL char-
acteristics of wide-bandgap dielectrics are related to the
formation of charged microscopic regions in the bulk of
the material, which influence the charge state of the
optically active centers. In particular, the increase of the
RIL intensity in the band of the F-centers (415 nm) is
determined by the formation of negatively charged

N tf
ρḊτ
Ee h–
-----------,=

Ḋ

Chemical composition of glasses

Glass Metal admixtures, at. % OH groups, at. %

KU-1 Al, Fe, Na (<0.001) 4 × 10–2

KI (1) Co, Fe, Mn (<0.1) 2–4 × 10–4

KI (2) Zr(0.49), Sr(0.021), As(0.005), 
Mo(0.06), Ba(0.9)

2–4 × 10–4
000 MAIK “Nauka/Interperiodica”
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Fig. 1. Plots of the RIL intensity (λ = 450 nm) versus time for proton-irradiated quartz glasses: (a) KU-1, (b) KI (1).
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Fig. 2. Plots of the RIL intensity (λ = 450 nm) versus time for proton-irradiated quartz glasses upon preliminary γ-irradiation:
(a) KI (1) (squares) and KI (2) (triangles), (b) KU-1.
regions (containing an excess of the negatively charged
traps) in Al2O3 single crystals upon the proton irradia-
tion (proton energy, 8 MeV; dose rate, 5 × 103 Gy/s).
The negative charging of boundaries relative to the bulk
of grains in Al2O3 : Cr3+ ceramics was manifested by an
increase in intensity of the RIL band of chromium ions
(690 nm). We believe that the increase of the RIL inten-
sity in quartz glasses is also determined by the forma-
tion of negatively and positively charged microscopic
region in the bulk of the materials. Apparently, such a
nonuniform distribution of the electric charge in
glasses may be retained for a long time after irradiation.
Repeated RLL measurements (after two weeks) in an
irradiated sample showed intensive RIL in the begin-
TE
ning of the irradiation, followed by a slow increase with
the same characteristic time (500–1000 s) as before.

Under low-intensity irradiation, the volume distri-
bution of the charged electron–hole traps depends sig-
nificantly on the concentration of the impurities in
glasses. The KI (1) glass (in contrast to KI (2) and
KU-1 glasses) exhibits an optically inhomogeneous
state with visually detectable flaky dark areas with a
typical size of 1 mm upon γ-irradiation at a dose of
104 Gy (Co60 source with a dose rate of 0.5 Gy/s).

Preliminary γ-irradiation of quartz glasses leads to a
high-intensity RIL in the beginning of the proton irra-
diation (Fig. 2). The KU-1 and KI (1, 2) glasses were
γ-irradiated to the doses of 108 and 104 Gy and stored at
CHNICAL PHYSICS LETTERS      Vol. 26      No. 6      2000
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room temperature for one and four years, respectively.
The RIL intensity of the γ-irradiated KU-1 and KI (1)
glasses (108 Gy and 104 Gy, respectively) increases
with increasing dose of the proton irradiation up to the
level of RIL intensity typical of the glasses that were
not exposed to γ-irradiation. The γ-irradiated KU-1
glass exhibits a substantially smaller characteristic time
of the RIL intensity variation in comparison with the
value for the unexposed glass. On the contrary, an
approximately eightfold drop of the RIL intensity with
the characteristic time of about 100 s takes place in the
γ-irradiated KI (2) glass (104 Gy). Therefore, prelimi-
nary low-rate γ-irradiation (below 0.5 Gy/s) reveals
dependence of the RIL intensity and kinetics on the
concentration of impurities in glasses.
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 6      200
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Electrical Switching in Metal–Insulator–Metal Structures 
Based on Hydrated Vanadium Pentoxide
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Abstract—The phenomenon of switching in sandwich structures based on a V2O5 gel was studied. The switch-
ing effect with an S-shaped I–V characteristic is explained by a metal–insulator transition taking place in
a vanadium dioxide phase formed in the initial gel film in the course of electroforming. The switching param-
eters (including the threshold voltage) were studied as functions of the temperature and pressure. It is shown
that these switching devices can be used as highly effective microtransducers. © 2000 MAIK “Nauka/Interpe-
riodica”.
In recent years, there is an increasing interest of
researchers toward the investigation of thin-film non-
crystalline semiconductors. This is explained to a con-
siderable extent by the development of the solid-state
electronics actively implementing amorphous, glassy,
and polymeric materials in various elements and func-
tional devices. The materials are frequently obtained, in
particular, by methods of “sol–gel” technology.

Hydrated compounds of vanadium, such as a vana-
dium pentoxide gel (V2O5 · nH2O), are of considerable
interest from the standpoint of practical applications [1].
For example, planar structures based on the V2O5 gel
were reported to exhibit a switching effect with an
S-shaped current–voltage (I–V) characteristic [1, 2].

The phenomenon of negative differential resistance
offers potential prospects for the creation of various
electronic devices such as switches, generators, sen-
sors, etc. In many cases, more convenient technical
solutions are provided by sandwich structures of the
metal–insulator–metal (MIM) type, rather than by the
conventional planar systems, which is explained, in
particular, by the general tendency toward miniaturiza-
tion of the equipment [3]. This trend is related to the
requirements of increasing degree of integration,
reducing consumed (and dissipated) power, and grow-
ing speed of operation. However, no data were reported
on the switching effect in sandwich structures based on
the hydrated vanadium pentoxide. The purpose of our
work was to study the phenomenon of switching in the
M/V2O5 gel/M system and the effect of external factors
(temperature and pressure) on the switching parameters.

In our work, vanadium oxide was obtained by a vari-
ant of the sol–gel method with certain modifications.
A powder of vanadium pentoxide was melted in an
alundum crucible in a muffle furnace (Tm = 670°C). The
melt was heated to T = 900°C, homogenized at this
temperature for 1 h, and rapidly quenched by pouring
into water at room temperature. This results in the for-
1063-7850/00/2606- $20.00 © 20478
mation of a homogeneous gel-like solution capable of
wetting substrates and spreading over a substrate sur-
face to form a film of relatively uniform thickness.
Upon drying of the solution, this film transforms into a
xerogel (a gel with partly removed water). The air-dried
xerogel films represent a virtually X-ray amorphous
phase with a water content of n = 1.6–1.8 [1]. These
films exhibit a quasi-one-dimensional layered structure
with the V2O5 layers composed of involved fibers
linked by water molecules. The thickness of V2O5 xero-
gel films may vary within broad limits, ranging from
~100 nm (for the films obtained by spin-coating) to sev-
eral tens of microns.

The MIM structures were prepared by applying
~1-µm-thick gel films onto metal underlayers depos-
ited in vacuum onto glass substrates. The upper elec-
trodes represented a gold-coated wire pressed to the gel
surface (Fig. 1a). It was found that an important factor
consists in selecting a metal for the underlayer (bottom
electrode). Indeed, the planar switches using Al and Cr
contacts exhibited degradation in the course of opera-
tion [2]. We have used Al and Au layers, obtained by
thermal evaporation and deposition in vacuum, or V
layers prepared by magnetron sputtering. Aluminum
and vanadium entered into chemical reactions with
V2O5 immediately upon the gel film application, as was
evidenced by alteration of the film color and etching of
the metal underlayer, although the switching effect in
these systems was still observed. Gold underlayers
have proved to be most inert and were used in the
experiments described below.

The resistance of initial sandwich structures was of
the order of ~10 MΩ. Upon electroforming, the I–V
curves of the samples became S-shaped (Fig. 1b), while
the resistance of the low-conductivity (off) state
decreased to Roff ~ 0.5 MΩ. The process of electroform-
ing was qualitatively similar to that reported for the
amorphous semiconductors [4], sandwich structures
000 MAIK “Nauka/Interperiodica”
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Fig. 1. (a) Schematic diagram of the MIM structure studied: (1) glass substrate; (2) gold underlayer; (3) V2O5 gel film; (4) vanadium
dioxide switching channel; (5) pressed Au contact. (b) I–V curves of the MIM structure upon electroforming (T = 293 K).
based on the anodic VO2 films [5], and planar structures
based on the V2O5 gel [1]. The switching threshold volt-
age was Vth = 10–20 V at room temperature and
decreased with increasing temperature. Figure 2 (curve 1)
shows the plot of Vth(T), from which it is seen that
Vth  0 as the temperature increases to T < 330–
340°C. This value almost coincides with the tempera-
ture of the metal–insulator transition in VO2 (Tt =
341 K) [6]. Thus, we may conclude that switching in
the V2O5 gel based MIM structures is related to the
metal–insulator transition in a vanadium dioxide phase.
The Vth(T) curve is satisfactorily described within the
framework of the critical temperature model [6] typi-
cally applied to the materials featuring a metal–insula-
tor transition.

A switching channel composed (completely or
partly) of VO2 (Fig. 1a) appears in the initial film in the
course of electroforming [1, 2, 5]. In contrast to purely
stoichiometric VO2 single crystals, in which the resis-
tance jump upon the metal–insulator transition reaches
up to five orders of magnitude [6], the resistance of our
samples increased only by a one–two orders of magni-
tude. This fact may indicate that the switching channel
is composed not entirely of VO2. The vanadium dioxide
phase developed in the course of electroforming may
have the shape of filaments or inclusions. In addition,
the transition may be suppressed by deviation from the
VO2 stoichiometry in the channel. Note that the elec-
troforming process may be replaced by the laser treat-
ment [7], whereby certain areas of the film are exposed
to a laser beam, which may provide for the obtaining of
more stable and reproducible switching parameters.

We have studied the effect of uniaxial compression
on the switching parameters. The pressure was devel-
oped by applying a load F immediately to the gold con-
tact (upper electrode). The results of these measure-
ments are presented by the Vth versus F plot in Fig. 2
(curve 2). As the pressure p increases, the threshold
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 6      200
voltage drops similarly to the behavior observed in
amorphous semiconductors [4]. The Roff value
decreased with increasing F as well. It was difficult to
evaluate the pressure p in our experiments, since the
area of contact was undetermined. A rough estimate,
based on the print diameter D measured on the sample
film surface observed in a microscope, for a load of F =
0.34 kgf yields D < 50 µm and pmax = 4Fg/πD2 ≈ 2 ×
109 Pa = 20 kbar (g = 9.8 m/s2).

It should be noted that the metal–insulator transition
temperature Ttr of VO2 increases with the pressure p [6],
which must lead in the general case to an increase in
Vth ; however, the switching parameters Vth , Roff , etc.,
depend not only on the Ttr value but on the switching
channel dimensions as well, the latter being also modi-
fied by the applied pressure. Note also that, as demon-
strated in [8], a uniaxial (in contrast to hydrostatic)
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Fig. 2. The plots of threshold voltage Vth versus (1) temper-
ature and (2) pressure (load) at T = 293 K.
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compression may produce a decrease (rather than
increase) in the transition temperature. Finally, the
resistance of the semiconducting VO2 phase may also
strongly depend on the level of mechanical stresses [9].

In concluding, we would like to comment on the
application aspect of the results presented above. Ele-
ments with an S-shaped I–V characteristic are promis-
ing from the standpoint of creating sensors for various
physical parameters. Moreover, the possible generation
of relaxation oscillations in systems containing these
elements makes it possible to design the frequency-sen-
sitive transducers [5], since the frequency of oscilla-
tions in the system depends on Vth and, hence, on the
external factors. The method of frequency conversion
offers obvious advantages, including high resolution,
stable parameters, convenient output signal processing
and computer interfacing, possibility of remote moni-
toring, high protection level against interference during
the data transfer.

The temperature and pressure dependence of the
threshold parameters of the switching devices based on
vanadium pentoxide sandwich structures suggests their
possible application in thin- film microtransducers sen-
sitive to temperature and mechanical factors related to
pressure (force, shift, etc.). It should be emphasized
that the “vertical” sandwich MIM configuration is more
convenient for the pressure transducers as compared to
the planar variant, where the signal registration requires
bending of the substrate [8. 9]. The task of finding new
materials for microtransducers has became very urgent
(see, e.g., a special issue of the Sensor Review journal
[10] specially devoted to this subject). Important
aspects of this problem are compatibility with the
present-day integrated-circuit technology, the possibil-
T

ity of creating distributed networks (matrices) of trans-
ducers, and a number of other requirements specific for
each particular type of sensors [3, 10]. We believe that
the compounds featuring the metal–insulator transition
(especially vanadium oxides) and switching devices
based on these materials offer a promising base for the
creation of such transducers.
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of a Low-Pressure Inductively Coupled RF Discharge 

Near the Quenching Threshold 
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Abstract—A refined self-consistent volume-averaged model of a low-pressure inductively coupled RF dis-
charge is proposed. It is demonstrated that taking into account finite dimensions of the near-electrode space-
charge region leads to a double-valued dependence of the equilibrium electron temperature on the discharge
pressure and power. There is a critical power level, dependent on the pressure and working chamber geometry,
below which no stationary inductively coupled discharge can exist in the system. The theoretical results show
good agreement with experiment. © 2000 MAIK “Nauka/Interperiodica”.
Low-pressure inductively coupled RF (ICRF) dis-
charge, obtained at a working gas pressure such that the
mean free path of gas particles exceeds the gas-dis-
charge chamber (GDC) dimensions, is widely
employed in vacuum-plasma etching and deposition
technologies as an effective source of low-energy ions.
Advantages of using ICRF discharge in the ion-plasma
etching reactors and ion sources include a high plasma
density (up to 1012 cm–3), low ion energy scatter (∆ε1 ≤
5 eV), relatively low working pressures (p = 10–4–
10−3 Torr), high efficiency (energy lost per ion creation
η ~ 30–80 eV), the absence of incandescent parts, a
large working life with reactive gases, and the possibil-
ity of independently controlling the ion energy and den-
sity. For these reasons, the number of works devoted to
the experimental and theoretical investigation of the
nature and features of the low-pressure ICRF discharge
has been rapidly increasing in the past years.

Lee et al. [1–4] have developed a self-consistent,
volume-averaged model describing the stationary
states of the ICRF discharge, which made it possible to
calculate the plasma parameters, including the electron
temperature (Te), ion (ni) and electron (ne) number den-
sities, ion (ji) and electron (je) current densities, dis-
charge impedance, etc., as functions of the external fac-
tors (GDC size and geometry, working gas type and
pressure, power P absorbed in the RF discharge, etc.).
Note that a similar approach to determination of the
plasma parameters in the ICRF discharge was previ-
ously suggested by Bondarenko et al. [5].

The above model assumes that the discharge is
bounded by an equipotential surface of GDC (where
ji = je) and comprises a quasineutral plasma region
(ne ≈ ni), characterized by an isotropic Maxwell elec-
tron energy distribution function (EEDF) and featuring
ionization and excitation of the working gas molecules,
1063-7850/00/2606- $20.00 © 20481
and a collisionless near-wall space-charge region
(ni @ ne) where the main plasma–wall potential drop
takes place with an allowance for the simplifications
made in the model; the laws of conservation of the
number of particles and energy in the integral form for
a stationary ICRF discharge can be written as

(1)

where the integration is performed over the plasma vol-
ume V and surface S. Here, e is the electron charge, νi

is the frequency of ionizing electron–atom collisions, εc

are the mean electron energy loss due to inelastic colli-
sions [2], εT = Te(2 + 0.5ln(Mi /me)) is the kinetic energy
transferred to the GDC wall by an electron–ion pair
(calculated for the Maxwell EEDF), Mi and me are the
masses of ion and electron, vB = (2Te/Mi)1/2 is the ion
velocity at the plasma–deposit interface corresponding
to the Bohm criterion (Bohm velocity).

By averaging of the electron and ion number densi-
ties over the plasma volume and surface and using a lin-
ear approximation of the ionization cross section as
function of the energy [6], equations (1) can be reduced
to the following form:

(2)
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where Ci is the constant describing the ionization cross-
section, Ui is the ionization potential, d = V/S is the geo-
metric parameter,  is the electron number density

averaged over the volume V,  is the ion number den-
sity averaged over the surface S, PS = P/S is the specific
power, η is the energy lost per ion creation. The set of
equations (2) yields a solution for which Te is indepen-
dent of P and is uniquely determined by the similarity

PS jiη Te( ); η εc εT ; ji+ eniv B,= = =

ne

ni
T

parameter nad or pd (p = nakTg, Tg = 300 K), by analogy
with the well-known result for a glow discharge column
[6], while ne, ni , and ji are directly proportional to P at
a constant value of pd.

These results, albeit well agreeing with experiment
[7, 8] in a broad range of external conditions, cannot
explain the quenching of an ICRF discharge upon
decrease in the working gas pressure and discharge
power. Therefore, it was of interest to develop this
model so as to determine the region of existence of the
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Fig. 1. Numerical solutions of the system of equations (4) for a low-pressure ICRF discharge characteristics Te and j  as functions
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stationary states of an ICRF discharge at extremely low
working gas pressures and small specific powers.

In order to solve this task, it is necessary to refine the
meaning of the geometric parameter d = V/S and,
accordingly, the similarity parameter pd that uniquely
determines the Te value. For the sake of simplicity and
illustration, we will consider a model of infinite flat
plasma capacitor with an interelectrode spacing 2d0
(the results obtained below are readily generalized to
include the case of cylindrical or spherical geometry).
At large concentrations of charged particles, the thick-
ness of the near-electrode space-charge region is h ! d0
and the plasma volume virtually coincides with GDC,
while the geometric parameters is d ≈ d0. However, in
the limiting cases of low pressure and small power
(and, hence, small plasma density), the value of h
becomes comparable with the interelectrode distance
and can no longer be neglected. In these cases, the size
d determines a halfwidth of a region in the plasma
where d = d0 – h.

According to the model under consideration, the
near-wall regions are characterized by ni @ ne . An
equation relating the plasma parameters to the thick-
ness h is provided by the Child–Langmuir “3/2 law” for
a current of positive ions with the initial velocity vB in
a flat layer [6]:

(3)

where ϕsh is the potential drop in the near-wall region,
ϕpl = 0.5Teln(Mi /me) is the plasma–wall potential drop
[6], and 2Te is the potential drop across the plasma. Tak-
ing into account that d = d0(1 – ξ), where ξ = h/d0 is a
dimensionless layer thickness, we may write equa-
tions (2) in the following form:

(4)

Figure 1a illustrates the solutions to equations (4) by
a family of Te versus pd0 plots for various vales of the

parameter PS , and Fig. 1b presets a family of Te ver-

sus PS  for various pd0 (working gas, argon; /  ≈
0.3; gas constants Ci , Ui taken from [6]; function εc(Te)
taken from [9]). As seen from Fig. 1a, taking into
account the size of the near-electrode regions leads to a
new, double-valued function Te(pd0) determining the
threshold values of pressure for the region of existence
of the stationary states of plasma at various values of
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the parameter PS . For the comparison, a dashed
curve in Fig. 1a shows a solution of system (2) for the
Te(pd0) in the limiting case of system (4) for ξ  0.

The parameter PS , depending both on the power
absorbed by the discharge and on the GDC geometry,
represents essentially an additional similarity parame-
ter for a low-pressure ICRF discharge. For a fixed GDC
size, a decrease in the working gas pressure leads to an

increase in the minimum value of PS  at which the
plasma may occur in a stationary state. Figure 2 shows

a plot of (PS )cr versus (pd0)cr . Using equations (4),
possessing a universal character, it is possible to calcu-
late the plasma concentration and the charged particle
current density for an ICRF discharge in a given GDC
and study these values as functions of the external
parameters. Figures 1c and 1d present the curves of

ji (pd0) and ji (PS ).

In order to verify the above theoretical results, we
have performed a series of experiments on a vacuum
setup with a cylindrical metal GDC (diameter, 250 mm;
length, 60 mm) [7] equipped with an ICRF discharge
ion source [10] corresponding in the first approxima-
tion to a flat capacitor model. The experimental data on
the current density and the discharge quenching thresh-
old in this ion source were processed in terms of the

d0
2

d0
2

d0
2

d0
2

d0
2 d0

2 d0
2

pd0, Torr cm
10–310–4 10–2 10–1
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Fig. 2. The plots of critical power (ICRF discharge quench-
ing) and dimensionless layer thickness ξ (for the critical
power of discharge quenching) versus gas (argon) pressure.

Open circles represent the experimental PS  values.d0
2

0
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model and are plotted in Figs. 1c and 2. As seen, the
theory and experiment exhibit good qualitative agree-
ment near the ICRF discharge quenching threshold for
pd0 < 10–2 Torr cm. According to our estimates, the
overstated (by a factor of 2–3) threshold values of

(PS )cr are related to considerable (tens to hundreds of
Watts) resistive losses of power in the inductor and in
the generator coupling device and to the RF induced
heating of GDC elements (which is especially pro-
nounced, as noted in [11], in the region of low gas pres-
sures where the inductor potential reaches several kV).
For the more precise measurements, special calibration
investigations of the RF circuit have to be performed
according to the methods described in [11]. Note also
that the experimental system employed did not reveal a
high-temperature branch of equilibrium plasma states
predicted by the theory.

Thus, the further investigations require both the
experimental approach to be improved and the ICRF
discharge model to be refined by introducing correc-
tions for the boundary conditions, realistic EEDF [8],
and the energy dependence of the inelastic interaction
cross sections.
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Electric Field Induced Anomalous Relaxation 
in a Liquid Not Contacting with Potential Electrodes

N. N. Krasikov and O. V. Shuvaeva
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Abstract—It is experimentally demonstrated that a contactless exposure of alcohols to a high-strength electric
field gives rise to an optical anisotropy varying with time both during the exposure and upon switching off the
electric field. The effect is related to a field-induced structurization of the liquid and the formation of quasielec-
tret layers with anomalous relaxation properties. © 2000 MAIK “Nauka/Interperiodica”.
Anomalous physical phenomena are usually
observed in structurizable media capable of storing
energy and possessing spatially inhomogeneous physi-
cal properties [1]. An interesting phenomenon of this
type, related to the accumulation of electric energy, is
the behavior of liquids during contactless exposure to
an electric field of high strength (when the electric cur-
rent is small and caused entirely by leakage conduc-
tivity).

We have studied the effect of electric field on the
properties of liquid media. The field was generated by
a source of dc voltage U = 15–20 kV. The upper elec-
trode was separated from the liquid by an air gap, while
the lower electrode was separated from liquid by the
cell bottom [2]. The insulating transparent cell with a
sample of liquid was placed into a KFK-2 photoelectro-
colorimeter. The optical scheme of the instrument was
modified by installing an additional polaroid for the
light beam at the output of the illuminator channel. The
sensitivity was improved by using a Shch-300 milli-
voltmeter and taking all the measures necessary to
exclude the electric breakdown and eliminate leakage
currents. The optical absorption was determined as per-
centage of the value corresponding to a neutral state
(with the field switched off). The system response was
measured either upon switching on the high-voltage
source or immediately after switching off the field.

Figure 1 shows the results of experiments with
aqueous glycerol solutions. The duration of exposure to
the electric field was 5 min. During this period of time,
the optical transmission coefficient η virtually attains a
plateau (saturation); after switching off the field, η
gradually restores 100% of the initial level observed in
the liquid before exposure. The η value exhibited no
variations in pure (doubly distilled) water and varied
only slightly in chemically pure glycerol. Similar
results were obtained for the monoatomic alcohols not
reported in this work.
1063-7850/00/2606- $20.00 © 20485
The experimental results are indicative of the anisot-
ropy, which arises in the alcohol studied and its aque-
ous solutions upon exposure to the field and varies after
switching off the applied voltage, showing anomalous
relaxation behavior over a time period of several min-
utes. The anomalous relaxation deviates from the Max-
well relaxation τ0 = εε0/γ reflecting microscopic polar-
ization processes depending on γ and ε–conductivity
and permittivity of the medium, respectively (ε0 is the
dielectric constant). The anomalous relaxation behav-
ior is apparently caused by the microscopic process of
space-charge polarization, whereby the charge carriers
and dipole molecules are initially linked together into
associates and clusters. A directed motion in the elec-
tric field must be preceded by the detachment of charge
carriers from these formations characterized by the
binding energy U. Then, the relaxation time τ is evalu-
ated by Frenkel [3]: τ = τ0exp(U/kT), where k is the

----------------------------------------
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Fig. 1. Time variation of the transmission coefficient η of a
polarized light with λ = 750 nm upon switching on (t = 0)
and off (t = 5 min) a high voltage applied to (1) pure glycerol
(reagent grade) and aqueous glycerol solutions containing
(2) 25 and (3) 50 vol % H2O.
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Boltzmann constant and T is the temperature of the
medium.

Previously [4], a similar variation of the potential
difference across a liquid upon switching the field on
and off was observed with the aid of an electric probe
oriented in the field direction. However, this method
cannot reliably characterize the true relaxation time
because the results depend on the input resistance of the
measuring instrument and its amplifier scheme.

We have observed a difference between the relax-
ation processes accompanying the field action and
afteraction, the relaxation time constant τ being usually
greater in the latter process than in the former. This dif-
ference is evidence that the electric field favors the for-
mation of new stable structures in the liquid studied,
possessing electret properties and having large U val-
ues [5]. The oppositely charged quasielectret layers of
heterocharges can form in the surface layers of liquids
acquiring an ordered structure under the action of elec-
trostatic forces and hydrogen bonds [6].

Let us consider features of the formation of these
quasielectret layers in the system studied. Switching on
the electric field leads to deformation and orientation
polarizations in the medium, which are virtually instan-
taneously set on the experimental time scale. This is
followed by the space-charge polarization [7] charac-
terized by an anomalous relaxation time of the order of
seconds or minutes. Although the process of the
quasielectret layer formation may involve several
stages (withdrawal of charge carriers from potential
wells, directed charge transfer, near-surface layer for-
mation), the possible stages cannot be resolved on the
integral pattern of variation of the optical response sig-
nal (Fig. 1). The resulting quasielectret field may com-
pensate for the initial field determined by the surface
charge density σ and permittivity of the liquid ε2 (E2 =
σ/ε2ε0). We will assume that the limiting quasielectret

– –––––– –

+++++ + +

ε1

ε2

E1

E2 l2

ε3

+
E3 l3

1

2

4
3

l1

Fig. 2. Schematic diagram of a three-layer capacitor model-
ing the residual polarization of liquid: (1) air gap; (2) liquid;
(3) insulating layer; (4) potential electrode.
T

layers compensate for the applied field in both magni-
tude and direction.

This system can be modeled by a three-layer capac-
itor comprising an air gap l1, a liquid layer l2, and an
insulating layer (glass) l3 the corresponding permittivi-
ties ε1, ε2, ε3 and the electric field strengths E1, E2, E3

(Fig. 2). Our task reduces to evaluating the field
strength E2 in a liquid with quasielectret layers.

Applying the Gauss theorem and the second Kirch-
hoff law to the interfaces between layers [7] in a model
system with short-circuited electrodes, we obtain the
following system of equations:

(1)

Upon solving this system, we obtain the residual field
strength E2 in a liquid with quasielectret layers:

(2)

In the system studied in our experiments, this field
strength may amount to the value E2 ≈ 4.5 × 103 V/m
characteristic of the moment of switching off the
applied field. The residual field decays in the process of
anomalous relaxation (see the right-hand branch in
Fig. 1 for t > 5 min), depending on the conductivity of
liquid and on the charge carrier binding energy in the
quasielectret layers determining anisotropy of the
system.

Apparently, the E2 value characterizes relaxation of
the polarized light intensity in the liquid before and
after application of the high voltage. The afteraction
results in restoration of the initial equilibrium state of
100% light transmission characteristic of the isotropic
liquid.

Thus, a high-strength electric field acting upon a liq-
uid not contacting with the potential electrodes favors
structurization in the liquid composed of asymmetric
(in particular, polar) molecules. The electric field
energy concentrates in the layers possessing residual
space-charge polarization typical of the electret state of
the substance, which is confirmed by the results of
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measurements of the intensity of transmitted linearly
polarized light.
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Two-Channel Helical Arc Formation 
between Graphite Electrodes at a Reduced Pressure

V. D. Shimanovich, I. P. Smyaglikov, A. I. Zolotovskiœ, S. M. Pankovets, 
N. I. Chubrik, and S. V. Goncharik

Institute of Molecular and Atomic Physics, Belarussian Academy of Sciences, Minsk, 220072 Belarus
Received December 30, 1999

Abstract—Experiments showed that an electric arc in helium between graphite electrodes (I = 60–120 A; L =
3–6 mm; PHe = 1–500 Torr) may exist in two different spatial-temporal modes: (i) a stationary mode with axi-
symmetric current channel and (ii) a nonstationary mode with two helical channels emerging from an anode
spot and rotating at 10–20 kHz around the side surfaces of cylindrical electrodes. © 2000 MAIK “Nauka/Inter-
periodica”.
Our investigations of the process of fullerene syn-
thesis [1] showed that an arc discharge generated in a
buffer gas at low pressure may exist in two modes spon-
taneously switching irrespective of the discharge
parameters. The first mode represented a stationary axi-
symmetric arc and the second appeared as a nonstation-
ary plasma column with periodic brightness pulsations.
The ratio of times of discharge operation in two modes,
as well as the structure and frequency of pulsations in
the nonstationary stage, depended on the buffer gas
type and pressure P and the arc current I. At PHe =
100 Torr, the arc occurs for approximately equal time in
both modes, while at a pressure below a few Torr only
the nonstationary mode exists. It was suggested [1] that
the nonstationary mode formation may be related to an
overheating instability in the gas phase.

In order to elucidate the structure of the nonstation-
ary arc mode, we have investigated the arc in a wide
range of discharge parameters using the method of
high-speed photography in a shot-by-shot mode and in
a continuous scan mode, whereby the arc image in var-
ious cross sections was monitored at a time resolution
of up to 10–6 s.

Figure 1 shows a sequence of arc images (I = 80 A;
PHe = 10 Torr) obtained at a frequency of 50 pictures/s
1063-7850/00/2606- $20.00 © 20488
and an exposure time of 10–6 s (these conditions
excluded distortion of the arc image as a result of insta-
bility) [1]. As seen, the arc channel is curved and con-
tinuously changes its orientation in space. In addition,
the arc images indicate that no any longitudinal motion
of bright objects takes place in the discharge gap.

An analysis of the instantaneous arc images (Fig. 1)
and their variation in the longitudinal and transverse
sweep mode (Figs. 2a and 2b) showed that the arc
formed under the indicated conditions comprises two
helical channels rotating around the side surfaces of
cylindrical electrodes. The differential brightness of
channels observed in the longitudinal sweep is proba-
bly explained by attenuation of the channel remote
from the point of observation as a result of light absorp-
tion and scattering in the central region of the arc.

Figure 2 shows a schematic diagram of the rotating
arc (central inset) and the continuous sweep patterns
obtained by method of computer simulation (Figs. 2c
and 2d), corresponding to the experimental observa-
tions. The principal agreement between experiment and
calculations indicates that the proposed model can be
used to describe the behavior of rotating arc in the
range of discharge parameters studied.
Fig. 1. Sequential photographs of the arc (I = 80 A; PHe = 10 Torr) obtained at a frequency of 50 pictures/s and an exposure time of

10–6 s.
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(a)

(b)

(c)

(d)

Fig. 2. A model of two-channel helical rotating arc formed between graphite electrodes at a reduced pressure (central inset) and the
continuous sweep images of the (a, c) longitudinal and (b, d) transverse cross sections of the arc.
A nonstationary character of the arc can be
explained by competition of the physical processes
involved in the supply of vapors and carbon from anode
to discharge gap and their removal from the discharge
zone. A decrease in the gas pressure may give rise to
overheating instability in the arc plasma with distrib-
uted anode localization because of insufficient heat
removal from the arc. Under certain discharge condi-
tions, this leads to a rapid (~10–5 s) transformation of
the arc from stationary to nonstationary mode with the
formation of electrode spots and contracted current
channels. These spots and channels are pushed by the
magnetic field to the side surface of cylindrical elec-
trodes and rotate around the system axis.

Stability of a helical channel rotating at high speed
increases upon its splitting into two symmetric helical
columns emerged from a common anode spot. The for-
mation of two current channels increasing stability of a
plasma formation was previously reported in [2].

The appearance of the anode spot results in increas-
ing erosion and growing partial pressure of carbon in
the discharge gap. This, in turn, facilitates heat removal
from the discharge plasma by way of both radiative and
convective thermal conductivity. As a result, the over-
heating instability decays and the stationary axisym-
metric arc mode restores. The transition from stationary
to nonstationary mode and back is repeated during the
entire lifetime of the arc discharge.

The above pattern is indirectly confirmed by the
observed dependence of the arc structure on the buffer
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 6      200
gas pressure. Indeed, only the two-channel rotating
helical arc exists in the system at a gas pressure below
a few Torr. This fact indicates that the energy removed
from the discharge plasma at such a low pressure is
insufficient to suppress the overheating instability.
A decrease in the radiative and convective thermal con-
ductivity with decreasing gas pressure is consistent
with the commonly accepted notions about transfer
processes in gases and plasmas.

We believe that an investigation of a relationship
between the regions of fullerene formation in an arc-
discharge reactor and the alternating axisymmetric and
rotating helical arc modes may provide important infor-
mation on the mechanisms of formation of the third
allotropic state of carbon.

The authors are grateful to G.A. Dyuzhev for fruit-
ful discussions.
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Laser-Induced Graphite Superhardness 
and Transformation into Amorphous Carbon

in a Near-Surface Layer of Cast Iron
G. I. Kozlov

Institute for Problems of Mechanics, Russian Academy of Sciences, Moscow, 117526 Russia
Received January 21, 2000

Abstract—An analysis of the microstructure and Raman spectra shows that the formation of superhard struc-
tures in a near-surface layer of cast iron, observed upon a special laser treatment of the gray iron surface covered
by a thin layer of inductor (copper), is related to the transformation of graphite (present in the cast iron) into
amorphous carbon. A possible mechanism of this process is proposed, which includes the stages of graphite
transition into a liquid phase, supercooling of the liquid carbon, and its transformation into a condensed amor-
phous phase. © 2000 MAIK “Nauka/Interperiodica”.
In the previous work [1], we demonstrated an inter-
esting phenomenon of the induced formation of super-
hard structures in cast iron upon laser processing of the
gray iron surface covered by a thin layer of an inductor
(copper).

The induction phenomenon consists in a control
action of the inductor crystal structure on the develop-
ment of laser-induced phase transformations in the
near-surface layers of metals and alloys contacting with
the inductor in the course of their cooling. We have
demonstrated [1] that the induction effect of copper on
gray iron leads, first, to a substantial saturation of the
surface layer of cast iron with carbon and, second, to
the austenite stabilization. The latter results in a signif-
icant decrease of the austenite transformation tempera-
ture and, due to this, in a substantial grain size reduc-
tion in the structures (including carbides and pearlite)
formed in the course of the cast iron cooling, an analy-
sis of the phase composition did not allow us to deter-
mine the main structural components responsible for
the high microhardness. However, this analysis showed
the formation of martensite in small amounts insuffi-
cient for the laser-induced hardening of the gray iron
surface covered by an inductor. The only “prompt”
enabling us to explain high values of the microhardness
was provided by the results of the microstructure anal-
ysis, which revealed the presence of a significant
amount of carbon in a globular form in the zone of
melting.

In this work, we made an attempt at determining
whether these carbon inclusions can be classified as
graphite or represent some other carbon structure. For
this purpose, we measured and analyzed the Raman
spectra of carbon inclusions from the zone of laser
action at the first step (i.e., from a depth of 0.5 mm) [1].
Figure 1 compares the Raman spectrum of inclusions
with the spectra of pyrographite and diamond [2]. The
1063-7850/00/2606- $20.00 © 20490
latter spectra exhibit characteristic narrow peaks at
1580 and 1332 cm–1, respectively.

Note that the Raman spectrum of the globular car-
bon inclusions exhibits a characteristic two-hump band
that occupies virtually the entire spectral range from
pyrographite to diamond. This can be considered as
evidence of a significant disordering of the graphite
structure in a near-surface layer of cast iron resulting
from laser processing of a gray iron surface covered by
a thin layer of copper. This disordering leads to an
almost complete loss of a long-range order typical of
ordered crystalline structures, size reduction, and ran-
domization of the molecular structures of carbon, that
is, to the amorphization of carbon. Judging by the width
of the Raman peaks, the carbon particle size is as small
as 50–80 nm, which is typical of nanocarbon.

It is interesting to compare the Raman spectrum of
these carbon inclusions with the Raman spectrum of
amorphous carbon synthesized from hydrocarbons by,
for example, CVD method [3] (Figs. 1c and 1d). It is
amazing, but the spectra of these two carbon structures
formed under absolutely different conditions appear to
be almost identical, which proves our assumption that
the globular carbon formed by laser processing of gray
iron with a thin layer of inductor (copper) deposited on
its surface is essentially an amorphous carbon (glass-
carbon).

A question naturally arises as to what is the mecha-
nism of graphite transformation into amorphous carbon
under laser irradiation of the cast iron surface covered
by a copper layer? Note, first of all, that graphite
present in the cast iron and phase-separated in the
course of crystallization from melt grows from one cen-
ter and branches in various directions to form a flaky
structure with strongly curved lobes. For this reason, a
microsection of the cast iron (Fig. 2a) exhibits linear
000 MAIK “Nauka/Interperiodica”
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Fig. 1. Raman spectra of (a) pyrographite, (b) polycrystalline diamond film, (c) carbon inclusions in the zone of laser action, and
(d) amorphous carbon.
and curved graphite plate lets corresponding to various
cross sections of the graphite flakes. 

Figure 2b shows that significant changes of the car-
bon structure take place in a near-surface layer of cast
iron upon the laser treatment of its surface. It is seen
that the laser action leads to transformation of the initial
carbon plate lets of various shapes into globules, some
of these possessing an almost perfect spherical shape.
This process can take pace in a near-surface layer of
cast iron, provided that carbon occurs in a liquid state
at a certain time moment after the laser action. This
assumption, based on the analysis of the cast iron
microstructure after the laser action, explains both the
coalescence of carbon into drops (globules) and the
subsequent formation of amorphous carbon. The latter
can be considered as a result of transition of a strongly
overcooled liquid phase into a condensed state. It is
known that fast cooling of some melts is accompanied
by the formation of an amorphous condensed state
rather than of an ordered crystal lattice.

However, it is likely that, under the conditions of
laser treatment, the liquid phase of carbon can form and
exist only under high pressure. That is why a question
arises if there is a basic possibility of realization of high
pressures in our experiments.

The calculation of thermal and phase stresses in a
near-surface layer caused by laser irradiation of the sur-
face of cast iron covered by a copper layer is a complex
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 6      200
(a)

(b)

Fig. 2. Photographs of gray iron microstructure (magnifica-
tion, ×80) showing (a) the structure of graphite plates in the
microsection plane prior to laser treatment and (b) the struc-
ture of amorphous carbon in a near-surface layer of cast iron
after the laser irradiation.
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problem that needs special consideration. Analysis of
the existing data and estimates of the possible stresses
within the framework of a simplified one-dimensional
model indicated that the laser action and the subsequent
crystallization of cast iron and copper from melt in the
course of cooling can cause stresses amounting to 4 ×
108 Pa due to a substantial difference of the thermal
coefficients of linear expansion. Such high stresses can
facilitate the transition of graphite into liquid carbon.

Thus, the mechanism of amorphous carbon forma-
tion in a near-surface layer of cast iron upon laser irra-
diation of the surface covered by copper is probably
related to several interesting processes, in particular,
the development of significant thermal stresses in the
course of laser action and subsequent cooling of cast
iron and copper and the transformation of graphite into
the liquid state followed by overcooling of liquid car-
bon and its transformation into an amorphous state.
TE
Note finally the general character of the described
phenomena. Laser action on various combinations of
metals and alloys makes it possible to realize extremal
conditions allowing one to control phase transforma-
tions. This method can be used for directed modifica-
tion of a material surface aimed at improving its physi-
comechanical characteristics and for the creation of
novel materials exhibiting unique properties.

The author is grateful to Prof. V. I. Konov and I. Vla-
sov for fruitful discussions and assistance.

REFERENCES
1. G. I. Kozlov, Pis’ma Zh. Tekh. Fiz. 26 (24), 61 (1999)

[Tech. Phys. Lett. 25, 997 (1999)].
2. V. I. Konov and S. A. Uglov, Kvantovaya Élektron.

(Moscow) 25, 291 (1998).
3. K. J. Hüttinger, Chem. Vap. Deposition 4, 151 (1998).

Translated by A. Chikishev
CHNICAL PHYSICS LETTERS      Vol. 26      No. 6      2000



  

Technical Physics Letters, Vol. 26, No. 6, 2000, pp. 493–495. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 26, No. 11, 2000, pp. 90–95.
Original Russian Text Copyright © 2000 by Drozdov, Vostrikov.

                                                                                                           
Structural Features and Energy of Small Water Clusters
S. V. Drozdov and A. A. Vostrikov

Institute of Thermal Physics, Siberian Division, Russian Academy of Sciences, Novosibirsk, 630090 Russia
Received January 31, 2000

Abstract—Collisions between water clusters (H2O)n , n = 27, with relative velocities V = 1, 3, or 10 km/s and
various initial temperatures, were studied by the molecular dynamics method within the framework of a polar-
ization model. It was found that the clusters may either stick together (at V = 1 km/s), break into fragments
(V = 3 km/s), or form compressed (excited) molecules (V = 10 km/s) dissociating into H+ and OH–. Inside the
cluster, the charge is transferred by the H+ hopping mechanism. Upon fragmentation, the clusters separate into
H+(H2O)i and OH–(H2O)j ions. © 2000 MAIK “Nauka/Interperiodica”.
Processes involved in the collisions between weakly
bound molecular clusters play an important role in the
gas dynamics and the physics of atmosphere. Our inter-
est in studying these collisions was inspired by the
experiments [1–5] which revealed the phenomenon of
polar dissociation of the H2O molecules into H+ and
OH– in (H2O)n clusters, followed by the spatial separa-
tion of charges upon collision of these (H2O)n clusters
with solid surfaces. Note that the polar fragmentation
of clusters composed of polar molecules can be a chan-
nel of charged particle production in the atmosphere, an
important factor in the gaso- and aerodynamic investi-
gations, and a possible reason of the aircraft sensor
electrization [6].

Unfortunately, the kinetics of intracluster polar dis-
sociation cannot be studied in a direct laboratory exper-
iment because the characteristic time of this process is
of the order of a period of intramolecular vibrations. In
order to solve the problem, we have employed the
method of molecular dynamics (MD), formed (H2O)27
clusters, and studied collisions between these clusters
moving with a relative velocity of V = 1, 3, or 10 km/s.
The results of the MD simulations revealed signifi-
cantly nonequilibrium character of the excitation of
water molecules in clusters. At V = 10 km/s, this exci-
tation led to a polar dissociation of H2O molecules with
charge separation inside the clusters. The calculated
probability of separation into ions is small, which is
explained by the small size of clusters. In experiment,
the probability of separation for a water cluster with
n = 300 was estimated at ~10–7 [2]. In model calcula-
tions, a significant increase in n is hardly possible, since
a rather complicated character of the model of water
molecule leads to a nonlinear (~n3) increase in the com-
putation time.

Computation model. It was necessary to select a
model of water molecule so as to provide for the possi-
bility of studying the polar dissociation of H2O. For this
reason, we have employed a polarization model of Still-
1063-7850/00/2606- $20.00 © 20493
inger and Davis [7, 8]. According to the model adopted,
the H2O molecule consists of two protons (H+) and a
negatively charged oxygen ion (O2–) possessing a sca-
lar polarizability. The total interaction potential com-
prises a sum of two terms. The first term is additive and
represents a sum of pairwise interaction potentials for
each pair of atoms in the system. These are the central
potentials, their particular forms depending on the
interacting atoms. At large interatomic distances, these
functions behave like usual Coulomb potentials of
interaction between charged particles. At small spac-
ings, the character of interaction dramatically changes.
The second term represents a nonadditive potential tak-
ing into account a polarization energy related to the
dipole moments induced in oxygen atoms in the field of
other charges and dipoles in the (H2O)n cluster. The
motions of atoms were modeled by numerically inte-
grating the system of Newton equations. The integra-
tion time step was 0.1 fs, which is markedly smaller
compared to the period of atomic vibrations in H2O. All
calculations were performed without truncation of the
potentials.

The collisions were modeled by setting the initial
directions of motion of the whole cluster, whereby the
same velocity vectors were added to all atoms. The
velocity vectors of colliding clusters were parallel and
oppositely directed. The calculations were performed
in the clusters center-of-mass frame of reference.
Because of a significantly nonequilibrium character of
processes involved in the collision, the cluster temper-
ature T was calculated as a measure of the kinetic
energy taking into account only the internal (rotational
and vibrational) degrees of freedom of each molecule.

In order to describe the formation of H+(H2O)i and
OH–(H2O)j ions in the clusters, we have employed a
“geometric” criterion. According to this, the “molecu-
lar” bond between H+ and O2– was considered as bro-
ken if the distance between proton and oxygen
exceeded 1.3 Å. On display, this was clearly manifested
000 MAIK “Nauka/Interperiodica”
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Fig. 1. Time variation of the number density of molecules in
water clusters colliding at T = 100 K with various relative
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Fig. 2. Time variation of (1) the number of ion pairs N,
(2) the rotational energy, and (3) the vibrational energy of
molecules in water clusters colliding at a relative velocity of
V = 10 km/s and various temperatures T = 20 (a); 70 (b);
130 (c); 200 K (d).
T

by the proton and oxygen no longer belonging to the
same molecule: the proton, spaced by a considerable
distance from the “mother” oxygen and could be
“trapped” by a different oxygen atom.

Calculation results. The collisions between
(H2O)27 clusters were simulated under the following
conditions: temperature T = 20, 70, 100, 130, and 200°C;
relative velocity V = 1, 3, and 10 km/s.

Figure 1 shows the plots of the number density of
molecules q in the system of colliding clusters versus
the time upon collision t for various relative velocities.
As seen, q attains a constant level for t > 4 ps in the sys-
tem of clusters colliding at V = 1 km/s, which indicates
that the two clusters merged together to form a com-
mon system. Note that the time of attaining the level
q = const was longer as compared to that required for
fragmentation of the clusters colliding at V = 3 or
10 km/s. This implies that the fragmentation takes
place before the collision energy would be distributed
among all molecules in the system.

The formation of charged particles was observed
only for V = 10 km/s. It should be noted that the kinetic
energy of clusters colliding at V = 10 km/s is 2.33 eV
per molecule, which is approximately 1/7 of the energy
of polar dissociation of the isolated H2O molecule
(~17 eV), but about four times the threshold energy of
the polar dissociation (autoprotolysis) in water
(0.58 eV—a significant decrease in the energy of polar
dissociation in water is explained by solvation of the H+

and OH– ions [9]).
Figure 2 shows the time variation of the number of

ion pairs N and the rotational vibrational energy of mol-
ecules in water clusters colliding at a relative velocity
V = 10 km/s. As seen, despite the continuous (classical)
energy distribution over the vibrational degrees of free-
dom in the model adopted, the collision process exhib-
its a nonequilibrium character. The internal degrees of
freedom have different relaxation times. The maximum
number of ion pairs is observed for t = 0.11–0.13 ps,
while their lifetime is maximum at T = 130 K.

On display, the pattern of ion pair formation was as
follows. At the time instant of maximum compression,
compressed (excited) groups of molecules appeared
with the OH bond lengths below 1.3 Å. In these mole-
cules, the OH bonds exhibited breakage with the for-
mation of H+ and OH– ions. The proton could rapidly
move to the other part of the cluster. The cluster frag-
mentation resulted in separation of the molecular
groups containing H+ and OH–. After a certain period of
time, the oppositely charged ions approached each
other due to the Coulomb attraction and recombined.
Note that electric fields and charges always present in
real systems may hinder the recombination of H+

and OH–.

Since the formation of H+ and OH– ions, their solva-
tion, cluster fragmentation, and charge recombination
proceed within comparable tie intervals, the cluster size
ECHNICAL PHYSICS LETTERS      Vol. 26      No. 6      2000
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affects not only the kinetic energy of collision, but the
probability of the solvated shell formation and the
degree of fragmentation as well. It was naturally sug-
gested that the ion pair formation in colliding clusters of
greater size would begin at lower relative velocities V.
This assumption was confirmed by the results of our
calculations of the collision of (H2O)64 with a solid sur-
face [10].

This work was supported by the Russian Foundation
for Basic Research (project nos. 98-02-17804 and
98-02-17845).
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Abstract—A sample of the natural type IIa diamond was pre-irradiated in a nuclear reactor and then annealed
under isothermal conditions at 550°C. The experimental data were used to calculate a decrease in concentration
of the neutral vacancy defect called GR1, corresponding to a phononless band (PLB) at 741 nm, and an increase
in concentration of the derivative defect H3 with PLB at 503.2 nm for a broad range of annealing times
(0−300 h) and temperatures (100–900°C). Calculations performed using a single activation energy Em =
2.43 eV for both fast and slow components of the GR1 defect transformation process indicate that the annealing
of GR1 and the production of H3 are really observable above 450°C (400°C being the threshold temperature).
At 700–900°C, the fast component contributes over the annealing time interval 0.002–0.251 h, after which the
annealing of GR1 is determined by the slow component alone. © 2000 MAIK “Nauka/Interperiodica”.
The purpose of this work was to assess the possibil-
ity of restoring the electrical properties of neutron-irra-
diated diamonds by means of annealing. Changes in the
material structure were monitored by measuring the
optical absorption spectra containing bands assigned to
the radiation defects. We assumed that the electrical
properties of diamond are related to the content and
behavior of structural defects.

We have studied the dynamics of annealing of the
GR1 defect and production of the derivative defect H3
in the course of isothermal annealing of a neutron-irra-
diated diamond sample in a broad range of tempera-
tures. These data will be used in subsequent analysis,
which falls outside the framework of this experimental
investigation.

A sample of the natural diamond pre-irradiated in an
IR-8 reactor contained a great number of defects,
including GR1. During the exposure, the fluence of fast
neutrons reached 1.5 × 1017 cm–2 for E > 3 MeV and
1.3 × 1018 cm–2 for E > 100 keV, the fluence of thermal
neutrons was 1.97 × 1018 cm–2, and γ-radiation dose was
3 Grad.

The GR1 defect studied in this work represents a
neutral vacancy [1] (that is, a zero-dimension defect
according to Schottky), which is most simple from the
standpoint of defect monitoring and data interpretation.
On heating the crystal, mobility of this defect increases
to a very large extent. As a result, the GR1 defects
migrate over the sample and emerges at one-, two-, and
three-dimensional defects (e.g., exhibiting annihilation
or emerging under the dislocation extraplane, at the
crystal boundary, or on any other plane). Therefore,
annealing leads to the loss of GR1 defects with the for-
1063-7850/00/2606- $20.00 © 20496
mation of stable complexes with other defects (of both
intrinsic and impurity type). In particular, collision
with an A-type center (a diatomic nitrogen impurity
defect) leads to the GR1 transformation into H3 [3].

As is known, annealing of the GR1 vacancy defects
in a material is proportional to the temperature. Trans-
formation of the corresponding absorption bands are
readily observed at 550°C even for a comparatively
short annealing times, while the treatment at 600°C
may lead to decay of this defect [3]. For this reason, the
experiment on isothermal annealing was performed at
550°C during a time reaching several tens of hours, at a
10-h step. The treatment was effected in a vacuum of
6 × 10–3 Torr. The measurements and calculations were
performed both for the annealing of GR1 and the pro-
duction of H3, the derivative defect.

The presence of defects and their concentration
were determined from the optical absorption spectrum
measured in the visible range. In order to suppress the
phonon vibrations of the crystal lattice, the measure-
ments were performed at the liquid nitrogen tempera-
ture. The defect concentration AGR1 was determined as
the area under the corresponding absorption band in the
spectrum.

Variation of the GR1 defect concentration AGR1 (nor-
malized to unity) with time during the isothermal anneal-
ing can be described by a sum of two exponents [4],
which reflects the two-component mechanism of this
process:

(1)
AGR1 a1/ a1 a2+( )( ) t/τ fast–( )exp=

+ a2/ a1 a2+( )( ) t/τ slow–( ).exp
000 MAIK “Nauka/Interperiodica”
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By plotting the experimental data in semilogarith-
mic coordinates (Fig. 1), it is possible to separate the
slow and fast components and determine the parame-
ters of equation (1). Then, variation of the normalized
concentration of GR1 defects during annealing of the
natural type IIa diamond at 550°C can be presented as
function of the annealing time t (h):

(2)

where the fast component is characterized by the time
constant τfast = 12.34 h and the slow component, by
τslow = 94.98 h.

Using the experimental data obtained for the iso-
thermal annealing at 550°C, we may calculate the time
constants τfast and τslow for the annealing at any other
temperature T, assuming that the GR1 defect transfor-
mation in type IIa diamonds retains its two-component
character:

(3)

(4)

where Em = 2.43 eV [5] is the activation energy for the
vacancy migration and kB = 8.617 × 10–5 eV/K is the
Boltzmann constant.

Using the above data, we have calculated the AGR1
values in the temperature interval 100–900°C using
formula (1) with the preexponential coefficients 0.74
and 0.26 taken from formula (2). The results of these
calculations are presented in Fig. 2. As is seen, anneal-
ing at a temperature above 800°C results in vanishing
of the GR1 band intensity within one hour or less, in
agreement with the published data [5]. The drop of AGR1
at T = 700–900°C takes place within a time interval
0−3 h and is described by a single straight line, which
implies that only one component (slow) contributes to
the process. The action of fast component, markedly
affecting the total loss of GR1, is restricted to annealing
times of the order t ≅  4τfast . For the temperatures T =
900, 800, and 700°C, the corresponding annealing
times are 6.5 s, 61.2 s, and 15.1 min, respectively. Note
that isothermal annealing over this short time interval
may be difficult to perform and study because of ther-
mal inertia and some features of the furnace design.

At the temperatures T = 650 and 550°C, contribu-
tion of the fast component (Fig. 1) can be followed up
to a time of t ≅  4τfast ≅  1.2 and 50 h, respectively, after
which only the slow component is determining the loss
of GR1. For this reason, the curves describing a
decrease in the defect concentration at t > 1.5 and 60 h
(for T = 650 and 550°C, respectively) can be approxi-
mated by straight lines in the semilogarithmic scale
employed. For the annealing at T = 450–500°C, both

AGR1 0.74 t/12.34–( )exp=

+ 0.26 t/94.98–( ),exp

τ fast τ0 fast, Em/ kBT( )( )exp=

=  1.623 10
14–

28200/T( ),exp×

τ slow τ0 slow, Em kBT( )( )exp=

=  1.249 10
13–

28200/T( ),exp×
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fast and slow stages can be traced over the entire inter-
val of annealing times (0–300 h) studied, since the
characteristic time t ≅  4τfast for these temperatures
(452.8 and 5644 h, respectively) exceeds 300 h.

In the temperature range from 100 to 400°C (Fig. 1),
defects of the GR1 type in the natural type IIa diamond
are virtually not annealed. Thus, the temperature T =
400°C can be considered as a threshold for the GR1
type defect transformation. Using a lower activation

energy  = 1.68 eV [5] for the fast component and
retaining Em = 2.43 eV for the slow component, we
obtain a slower annealing of GR1, since the time con-
stant of the former process would increase to τfast =
6.356 × 10−10exp(19500/T). For example, at T = 973 K

(700°C) and  = 1.68 eV, we obtain τfast = 0.3200 h
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Fig. 1. Annealing of GR1 defects in a pre-irradiated type IIa
diamond sample at various temperatures (°C) over a time
period of 0–300 h.
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diamond sample at various temperatures (°C) over a time
period of 0–3 h.
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(instead of 0.0627 h with Em = 2.43 eV). This approxi-
mately equals to τfast(Em = 2.43 eV) = 0.3013 h
observed for the annealing temperature T = 923 K
(650°C), which implies a 50-K shift in the annealing
temperature. The existence of two values of the activa-

tion energy (Em and ) is still unexplained [5], but
produces little effect upon the calculation results.

Accumulation of the H3 defects is described by the
following formula derived using the experimental data
obtained 550°C and assuming the time constants τfast
and τslow determined for GR1 to be valid for H3 as well:

(5)

where the defect concentration AH3 is normalized to
unity. Figure 3 shows the curves of the H3 defect pro-
duction calculated by the equation

(6)

and plotted in logarithmic coordinates. As seen, the
curves are well approximated by straight lines of the
type f(t) = const · t for the annealing times decreasing
from 300 h at 450°C to, e.g., 1 h at 600°C. Then the
curves attain a plateau (AH3 = 1). The proportionality to
the annealing time is quite understood. Indeed, expand-
ing the small exponents into series and restricting the
expansion to two terms, we obtain from equation (6)
the following approximate expression valid for any
temperature of annealing of the natural type IIa dia-
mond:

(7)

For example, the accumulation of H3 at 550°C
(Fig. 3) for t ≤ 3 h is approximately described by for-

Em
f

AH3 1 0.74 t/12.34–( )exp– 0.26 t/94.98–( ) ,exp–=

AH3 1 0.74 t/τ fast–( )exp– 0.26 t/τ slow–( )exp–=

AH3 0.74τ slow 0.26τ fast+( )t/ τ fastτ slow( ).=
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Fig. 3. Accumulation of H3 defects in a pre-irradiated type
IIa diamond sample at various temperatures (°C) over a time
period of 0–300 h.
T

mula (7) as AH3 = 6.270 × 10–2t, with the maximum
error (at t = 3 h) reaching 12%.

Note that, taking into account that defects of the
H3 [1] type are annealed at T > 1073 K (800°C), no cor-
rections for the loss of these defects was introduced
into our calculations.

The total amount of the H3 defects accumulated in

the sample (for t  ∞) is  = 0.644 nm mm–1,
which corresponds to about 17% of the initial concen-

tration of GR1 (  = 3.841 nm mm–1).

The above results indicate that data on the isother-
mal annealing of the pre-irradiated natural type IIa dia-
mond at 550°C can be used to calculate concentrations
of the GR1 and H3 defects in a broad range of temper-
atures (100–900°C). Naturally, the results for 550°C
are independent of the activation energies for the
vacancy migration, because these parameters are
implicitly represented by the values τfast = 12.34 h and
τslow = 94.98 h obtained from experiment.

A significant decrease in the concentration of GR1
takes place upon the annealing for t ≅  4τ (by analogy
with, e.g., the radioactive decay, which is natural since
the two processes are described using identical mathe-
matical formalism). Thus, should the fast component
dominate (700–900°C), the annealing time can be
restricted to t ≅  4τfast , otherwise the annealing must pro-
ceed for t ≅  4τslow.
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reactor (Kurchatov Institute of Atomic Energy, State
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in a Lead Plate–Emulsion Sandwich Chamber
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Abstract—The electron–photon shower development in a lead plate–emulsion sandwich chamber with a total
effective lead thickness of 3.5 radiation units was studied for an electron energy of 26 GeV. The experimental
electron multiplication coefficient (Pexp = 19.4 ± 1.4) agrees with a theoretical value (Pcalcd = 20.4) calculated
with corrections for the particle scattering and absorption. © 2000 MAIK “Nauka/Interperiodica”.
Recently, a series of experiments, involving the
method of “far neutrinos” and detectors with large
masses (≈100 tons), have been suggested to reveal the
phenomenon of neutrino oscillations. Direct observa-
tion of the νµ  ντ oscillations in the MINOS [1] and
OPERA [2] projects is expected using lead plate–emul-
sion sandwich detectors weighing about 1000 tons.
Nuclear photoemulsions offer good possibilities for
identifying electrons in the νe + N  e– + X reaction
and, hence, the νµ  νe oscillations as well. In the
photoemulsion experiment, the system sensitivity with
respect to this mode is limited only by the νe admixture
in the νµ beam.

Using nuclear photoemulsions provides a good
quality of the primary electron beam rejection from an
admixture of the π0 meson decay products. These prod-
ucts are separated as having two or four tracks due to
charged particles, in contrast to a single electron pro-
duced in the νe + N  e– + X reaction. In order to
assess the possibility of electron energy determination
in a hybrid photoemulsion experiments, we have stud-
ied the electron–photon shower development in a lead
plate–emulsion sandwich chamber.

Experimental design. The emulsion chamber com-
prised 22 layers of an R-2T nuclear photoemulsion
spaced by 1-mm-thick lead plates. The total thickness
of lead was 20 mm, the radiation pathlength in lead
being 5.6 mm. The 50 × 50 mm2 emulsion plates repre-
sented a sandwich of 180-µm-thick cellulose triacetate
films coated from both sides with a 50-µm-thick cast
emulsion layers. In order to exclude the contact of lead
with the nuclear photoemulsion, the emulsion layers
were coated with protective gelatin coatings having a
thickness of a few microns.
1063-7850/00/2606- $20.00 © 20499
The assembled chamber was exposed to a beam of
26-GeV electrons extracted from the accelerator of the
Institute of High-Energy Physics. The exposure time
was controlled so as to provide a total spill of 104 elec-
trons. The layers of exposed emulsion reveal the pattern
of the electromagnetic shower development upon pas-
sage through the lead plates.

The tracks in emulsion were visualized and ana-
lyzed on a MAS-1 setup [3], where the emulsion layers
were scanned in depth and the tracks corresponding the
high-energy electrons incident normally to the emul-
sion surface were unambiguously distinguished. The
normal-incidence emulsion chamber ensures determi-
nation of the electron track direction with good preci-
sion. The chamber design provides for the matched
passage from one emulsion layer to another, with the
coordinate system being rigidly fixed with respect to
the cut plate sides in the chamber. The accuracy of
matching was 10 µm.

Experimental results and discussion. The visual-
ization of tracks began from the first emulsion layer
along the beam propagation direction. Here, the tracks
with directions close to the normal to the emulsion
plane (within a ±15° angle) were determined. A total
examination of this layer revealed the integral pattern
of the emulsion chamber filling by the tracks of elec-
trons from the primary beam. Figure 1 illustrates this
integral pattern by a projection of the track distribution
onto one of the coordinate axes lying in the plane of
emulsion. Here, points show the results of track count-
ing over an 0.1 × 32 mm2 band region (0.1 mm is the
size of the objective visual field in one direction, and
32 mm is the scan length over the emulsion layer in the
perpendicular direction). The solid curve in Fig. 1 pre-
000 MAIK “Nauka/Interperiodica”
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sents approximation of the experimental data by the
expression

where xc = 23.1 ± 0.4 mm, σ = 8.6, and Y0 = 301. As is
seen, there is a pronounced background pedestal under
the Gaussian curve. Apparently, this background is
explained by the presence of electrons with different
energies, entering as an admixture into the primary
beam.

In order to study the electromagnetic cascade devel-
opment in the emulsion upon passage through the lead
plates, we have performed analogous integral examina-
tion of the penultimate emulsion layer in the emulsion
chamber. Figure 2 shows the corresponding experimen-
tal data and the result of their approximation by a Gaus-
sian function. The total multiplicity of particles upon
the electron beam passage through the lead–emulsion
sandwich is determined by the area under this curve.

In order to obtain a correct value of the coefficient
of cascade multiplication in the shower, the experimen-
tal data have to be corrected. This is related primarily to
the background subtraction from the distributions
depicted in Figs. 1 and 2. Since the shower develop-
ment in a cascade essentially reflects variation of the
number of particles with the energy, we may expect that

Y
A

σ π
-----------e

–
x xc–

σ
------------- 

 
2

Y0,+=

Data: Data1_B
Model: Gauss
Chi^2 = 0.30532
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Fig. 1. Electron track distribution measured in the first
emulsion plate along one of the coordinate axes lying in the
plane of emulsion. Total number of tracks, calculated using
the approximating Gaussian curve, is 3830.
T

particles in the beam and in the background are charac-
terized by different multiplication coefficients. In order
to calculate the multiplication coefficient for electrons in
the beam, we must analyze processes involved in their
electromagnetic interaction with the substance [4, 5],
including (1) internal bremsstrahlung radiation, (2) pair
production, (3) Compton effect, and (4) ionization
losses.

The total number of electrons in the cascade with an
energy above E is given by the formula [5]:

where P(E0, E, n, t) is the probability to find n electrons
with energies above E at an absorbing substance depth
t for the primary electron beam energy E0. 

Using the reference data from [6], we obtain the fol-
lowing distribution of the absorption losses ∆Eabs (MeV)
as function of the total lead thickness X (mm):

The function of the electron multiplication upon the
beam traveling through a distance t (in radiation units)
in lead can be presented as

N E0 E t, ,( ) nP E0 E n t, , ,( ),
n 0=

∞

∑=

∆Eabs X( ) 14.7 5.4X– 0.7X
2
.+=

n t( ) 4.4– 11.9t 2.4t
2
.–+=

Data: Data1_B
Model: Gauss
Chi^2 = 3.38411
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Fig. 2. Electron distribution measured in the penultimate
emulsion plate along one of the coordinate axes lying in the
plane of emulsion. Total number of tracks, calculated using
the approximating Gaussian curve, is 74300.
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In our case, taking into account the absorption of
cascade electrons in lead, the electron multiplication
coefficient can be presented in the following form:

where the upper integration limit is determined by the
number of radiation units in lead and the lower, by the
effect of electron absorption and multiple scattering in
lead.

A fraction of the cascade electrons is lost, besides
absorption, as a result of their multiple scattering by
large angles during passage through the lead plates. The
multiplication coefficient calculated for the cascade
electrons with an allowance for their absorption and
multiple scattering in lead is Pcalcd = 20.4.

The experimental value of the electron multiplica-
tion coefficient Pexp was determined using the formula

where (x)dx is the total number of tracks in the

penultimate emulsion plate (described by the Gaussian

function without background) and (x)dx is the inte-

PP n t( ) t,d

0.5

3.7

∫=

P
exp

G2 x( ) xd∫
G1 x( ) xd∫

------------------------ 19.4 1.4,±= =

G2∫
G1∫
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gral distribution of tracks in the first plate of the emul-
sion chamber (background subtracted). The integration
limits are indicated in Figs. 1 and 2. The experimental
value of the electron multiplication coefficient in lead
and the result of calculation with the absorption and
scattering corrections coincide to within the experi-
mental error.

This work was supported by the Russian Foundation
for Basic Research, project nos. 99-02-16195 and
98-02-17428.
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Simulation of the Stepped Surface
of a High-Resolution X-ray Diffractor

M. I. Mazuritsky, E. M. Latush, A. V. Soldatov, G. A. Ugol’nitskiœ, 
V. L. Lyashenko, and A. Marcelli

Rostov State University, Rostov, Russia
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Abstract—Three possible schemes of a high-resolution stepped X-ray diffractor have been analyzed, including
those based on the steps of equal angular widths, the steps of equal heights (i.e., distances from the step edge
to the beginning of the next step), and the symmetric steps (where a distance from the step edge to the focusing
circumference is equal to the distance from the focusing circumference to the edge of the next step). It is shown
that the first and the third schemes provide most stable characteristics. © 2000 MAIK “Nauka/Interperiodica”.
An X-ray radiation spectrum with simultaneous
beam focusing can be obtained with the aid of a cylin-
drically or spherically bent perfect crystals [1–3]. The
methods using cylindrically bent crystals were first
considered long ago [4–8]. The methods used for
focusing the radiation generated in a small volume (i.e.,
by a point source) provide a rather high spectral resolu-
tion. The resolving power is usually understood as a
dimensionless ratio E/∆E or λ/∆λ, where E is the
energy of an X-ray quantum and λ is the radiation
wavelength. Denoting the angle formed by the incident
beam and the reflecting atomic plane of the crystal
by θ, we obtain from the Bragg law that the admissible
deviation from the exact Bragg angle, ∆θ, determines
the resolution, λ/∆λ = /∆θ, and depends on the
crystal mosaicity, the method used for obtaining the
X-ray spectrum, and the area of the reflecting Bragg
surface of the crystal or the so-called diffractor. The
zone of the Bragg (diffraction) reflection is understood
as a set of points on the crystallographic surface for
which, within the given wavelength range (λ – ∆λ ≤
λ ≤ λ + ∆λ), the Bragg angle falls within θ – ∆θ ≤ θ ≤
θ + ∆θ.

The larger the value of ∆θ, the greater the diffraction
zone area and, as a consequence, the aperture and the
intensity of the spectrum obtained. However, the attain-
ment of a high spectrum intensity is not the only
requirement; it is also necessary to reach a high spectral
resolution (usually associated with a small reflecting
area of the crystal). Both conditions can simultaneously
be met by using not one but several crystals. The prin-
ciple of a stepped diffractor, each step of which is an
individual bent crystal, was considered in a number of
works [9–11]. A variant of the high-transmission pseu-
dospherical stepped X-ray diffractor meeting the condi-
tion of a high spectral resolution was first suggested
in [10], where high spectral resolution was attained due
to a constant angular width of each step (∆ϕ = const).

θtan
1063-7850/00/2606- $20.00 © 20502
Previously [12, 13], we developed an algorithm for the
computer simulation of diffraction zones for crystals
with various surface curvatures (cylindrical, ellipsoi-
dal, toroidal, etc.). Below, we will systematically ana-
lyze three possible models of stepped X-ray diffractors
providing a high spectral resolution and the relation-
ship between the maximum possible aperture and the
resolving power of a diffractor.

Figure 1a shows a pseudospherical stepped diffrac-
tor similar to that considered earlier [10, 11] and the
optical scheme of the corresponding focusing spec-
trometer. Figure 1b schematically shows a section of
this diffractor by the plane of the focusing circle with
the center at the point O'. The focusing circumference
located in the horizontal plane passes through the point
S of location of a point radiation source, the upper dif-
fractor point A0 (the middle of the central step), and,
finally, the point I of the detector location. The section
of each step by the focusing circle plane is an arc of the
circumference of the radius Ri = OAi(Ri = R–i), with
AiBi = AiDi , where i = –N, – (N – 1), … 0, …, (N – 1),
N. Now, introduce the following notation:

(1)

The angles αi  |βi – αi |, and ω determine the location of
the center, the angular halfwidth of the ith step on the
focusing circumference, and the total angular width of
the diffractor, respectively.

Obviously, the radiation incident onto the centers of
each step forms the same angle with the tangent. It is
this angle that is called the Bragg angle θ. Denote the
range of the Bragg angle variation (caused by the finite
angular halfwidth ±∆θi of the ith step) by ∆θi . In spec-
troscopy, the ∆ϕi value does not exceed 10–2 rad. Then,

α i A0OAi, βi∠ A0OBi, ∆ϕ i∠ β i α i– ,= = =

∆θi AiSBi, ω∠ B N– OBN .∠= =
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the approximate formula relating these quantities can
be written as

(2)

The maximum ∆θi value sets the spectral resolution of
a diffractor. Now, we will consider three different mod-
els of a stepped diffractor and compare their limiting
apertures and spectral resolving power.

The first model suggested in our earlier study [10] is
characterized by the steps having equal angular widths,
i.e., ∆ϕi = const(i). The angle ω with the vertex at the
point O is divided into 2N + 1 equal angles (Fig. 1b).
Then, the halfwidth of each step is determined as

(3)

The total aperture of such a diffractor (and, therefore,
also the integrated radiation yield) equals the sum of
the apertures of individual steps. In the polar coordi-
nates with origin at the point O, the middle point of
each step lying on the focusing circumference is deter-
mined by the angle αi and the radius Ri:

(4)

The angle θ is determined by the position of the point S
on the circumference. The corresponding maximum
angular width ω of a stepped diffractor cannot exceed 2θ.
Now, denote the diffractor height along the Z-axis
by H, then Li = DiBi . The aperture of each step can be
written as

(5)

Then the total aperture of a diffractor consisting of
(2N + 1) steps is given by the following equation:

(6)

In the limit (at E/∆E  ∞), we arrive at the following
integral:

(7)

The apertures calculated by formulas (6) and (7) coin-
cide.

The second model of diffractor suggested in [9] is
characterized by the constant interstep spacing, st =

∆ϕ i

θtan α itan+
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Ri – Ri + l . Using the above notation, we arrive at the fol-
lowing expressions for the angles at i > 0:

(8)

(9)

At some values of the parameters st and β0, the
quantity ∆ϕi can acquire a negative value at the ith stage
of the construction procedure. However, as is seen from
Fig. 1b, such a solution is impossible. The geometric
considerations show that ∆ϕ = βi – αi and βi > αi . Thus,
within the framework of this model, it is impossible to
design a diffractor with arbitrary resolving power
because the latter is determined by the parameter β0.

Finally, consider the third (“symmetric”) variant of
a stepped diffractor based on the following principle.

α i 1 i st/R0( )–( ),arccos=

∆ϕ i 1 i st/R0( )–( )arccos=

– 2 1–( )k
1 k st/R0( )–( )arccos

k 1=

k i 1–=

∑ 1–( )iβ0.+

O
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Fig. 1. Optical scheme for obtaining an X-ray spectrum and
beam focusing. The XYZ are the reference systems; O' and
O are centers of the focusing circle and the step curvatures,
respectively; S and I are the points of location of the radia-
tion source and its image, respectively.
0
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The halfwidth of the zeroth step is limited, ∆ϕ0 ≤ ∆θ =
(∆λ/λ) . The initial angles are α0 = 0 and β0 = ∆ϕ0.
It is necessary that the following equations would be
fulfilled: BiCi = CiDi + 1 and, therefore, also DiAi = AiBi .
The angles are related as

(10)

One can readily show that, in this variant of diffrac-
tor, ∆ϕi + 1 < ∆ϕi (in other words, the spectral resolution
of each step it higher than the resolution of the preced-
ing one). Therefore, the total resolution of the diffractor
is determined by the resolution of the central step alone
and does not decrease with increasing number of steps.
Thus, in this model, an increase in the number of steps
provides a higher spectral yield without any deteriora-
tion of the resolution. Thus, the condition ∆ϕi < ∆θ is
fulfilled, which provides the necessary resolution of the
diffractor. The total number of steps is determined by
the condition |βN | ≤ ω/2. The diffractor aperture is
obtained as

θtan

α i 1+cos 2 βicos α i, βi 1+cos– 2α i 1+ βi.–= =

105

104

103
0 20 40 60 80 100

N

λ/∆λ
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b

c

Fig. 2. Resolving power λ/∆λ as function of the number of
steps, N, for three models of the X-ray diffractor: (a) the
model with ∆ϕ = const, (b) the symmetric model, and (c) the
model with st = const.
T

(11)

Figure 2 illustrates the resolving power for each dif-
fractor step. Irrespective of the diffractor model used,
the total diffractor resolution equals the minimum value
of all the step resolutions. We calculated the diffractor
resolution at R0 = 320 mm and θ = 60°. Obviously, for
a real diffractor containing three to five steps, differ-
ences between the above models are insignificant.
However, the first (∆ϕ = const) and the third (symmet-
rical) models allow one to use any arbitrarily large
number of steps close to its limiting value determined
by the spectral properties (the rocking curve) in order to
attain the maximum possible aperture. However, this is
not always possible for the second model, where
st = const. The point is that, at a fixed value of the
parameter β0, the value of st must fall within an interval
equal to 1% of its absolute value, which provides ful-
fillment of the inequality ∆ϕi > 0. Outside this range,
the construction is inevitably restricted to the first sev-
eral steps only. Thus, the first and the third models pro-
vide more stable characteristics.
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on a Photorefractive Crystal for the Processing

of Varying Speckle Fields
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Abstract—A method for the simultaneous processing of speckle fields generated by several single-fiber mul-
timode interferometers is developed. The method uses a multichannel correlation filter based on a single pho-
torefractive crystal. Mutual influence of the neighboring channels is analyzed, and it is shown that the simulta-
neous processing of several channels can be performed with the help of a single photorefractive crystal, pro-
vided that the interchannel spacing is not smaller than half of the size of the optical field pattern formed in the
crystal plane. © 2000 MAIK “Nauka/Interperiodica”.
Holographic correlation filters are promising struc-
tures for the processing of speckle patterns formed by
radiation fields of single-fiber multimode interferome-
ters (SFMI) [1, 2]. In particular, such a filter can be
based on a dynamic diffraction grating recorded in a
photorefractive crystal (PRC) [2]. An important advan-
tage of these correlation filters is their adaptability, that
is, the ability of the dynamic grating recorded in the
crystal to adjust itself to uncontrolled low-frequency
variations in the environment. This feature opens a
great field for the practical application of fiber optic
measuring networks.

However, the processing of signals from multidi-
mensional data transmitting and measuring networks,
consisting of a large number of fiber optic measuring
lines (channels), would require a large number of pho-
torefractive crystals. This substantially complicates the
processing system and makes it more expensive. A pos-
sible solution for this problem consists apparently in
using a single photorefractive crystal for the simulta-
neous processing of signals from several measuring
lines.

In this regard, the purpose of our work was to inves-
tigate the mutual influence of incoherent dynamic
speckle fields of several SFMI during the processing of
these fields with the help of a multichannel correlation
filter based on a single PRC.

The principle of operation of a PRC correlation fil-
ter is as follows. When a coherent optical radiation
enters the PRC, a set of chaotically oriented phased
gratings, resulting from interference of the primary
wave with a large number of secondary waves scattered
by crystalline defects, is formed within the crystal [2].
Such a complicated diffraction grating gives rise to the
fanning effect, whereby the power is transferred from
1063-7850/00/2606- $20.00 © 20505
the incident wave to the scattered waves due to diffrac-
tion of the former wave on the chaotic set of gratings.
Intensity of the fanning waves depends on the contrast
m of the interference pattern formed by interference of
the incident and scattered beams.

When another radiation (incoherent to the primary
one) enters the crystal, one more set of chaotically ori-
ented diffraction gratings will be recorded in the bulk
and one more fanning wave will be excited. Based on
the theory [3, 4], one can demonstrate that, for the case
of overlapping domains of mutually incoherent optical
fields, the contrast of the resulting interference pattern
can be expressed as

(1)

where m0 is the initial contrast of the interference pat-
tern, σ(ζ) is the parameter describing overlap of the
incoherent field domains in the crystal, and k is the con-
stant describing the degree of spatial nonuniformity of
the incoherent field.

Using methods developed in [5], we can show that,
when cross-sections of the optical fields have approxi-
mately circular shapes, the overlap parameter can be
expressed as

(2)

where ζ = x/d, x is the spacing between the centers of
the fiber guide end images formed in the crystal plane,
and d is the linear dimension of the fiber end image.

Formulas (1) and (2) show that, in the case of par-
tially or totally overlapping optical fields from different

m
m0

1 kσ ζ( )+
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Fig. 1. Schematic diagram of the experimental setup: (1) He–Ne laser; (2) objective lens; (3) single-fiber multimode interferometer;
(4) piezoelectric ceramic element; (5) polarizer; (6) Bi12TiO20 crystal; (7) photodetector; (8) low-frequency oscillator; (9) lock-in
amplifier.
sources (ζ < 1), the homogeneity of the field in the
overlap region increases and the contrast m decreases,
which results in the mutual lowering of intensities of
the fanning waves in both channels.

The mutual influence of channels in a two-channel
adaptive filter was investigated experimentally. Mutu-
ally incoherent radiations of two SFMI (Fig. 1), which
were sinusoidally modulated at frequencies ω1 and ω2
with the help of piezoelectric ceramic elements, passed
through a polarizer and were focused within the PRC
with an objective lens. The fanning signal was collected
by a photodetector and fed to the lock-in amplifiers
tuned, according to [2], to 2ω1 and 2ω2. This ensured
extraction of the contributions from each channel.

Figure 2 shows the amplitudes of fanning signals
measured in each channel as functions of the interchan-
nel spacing. When radiations of different SFMI passing
through the crystal are sufficiently separated from each
other, the level of the fanning signal in each channel
remains almost constant. In the case of substantially
overlapping images of the fiber guide ends, formed in
the crystal input plane (x ~ d /2), we observed substan-
tial lowering (by 3 dB) of the fanning signal in both
channels.

In order to experimentally investigate crosstalk
noises arising at small separations in both channels, we
placed an objective lens between the crystal and the
photoreceiver (Fig. 1). As a result, the two channels
were spatially separated in the far field. The signal from
the photoreceiver placed in the fanning field of the sec-
ond channel entered a selective amplifier tuned to the
operating frequency of the first channel (2ω1). This
allowed us to determine the degree of mutual influence
between the channels determined by the interaction of
their optical fields within the crystal. Figure 2 presents
the spectral component of fanning signal in the second
TE
channel, corresponding to the operating frequency of
the first channel, as function of the interchannel spacing
in the crystal. It was found that the level of this signal
is independent of the interchannel spacing and does not
exceed the level of intrinsic noise in the second channel
(11 dB). This result indicates that there is almost no
interpenetration of the information component between
the channels.

Thus, the results of investigations allow us to infer
that it is possible to process two or more signals of fiber
optic measuring lines (channels) with the help of a sin-
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Fig. 2. Fanning signals in different channels (dashed lines)
and the interference pattern contrast (solid line) vs. relative
interchannel spacing: (1) channel no. 1 (ω1); (2) channel
no. 2 (ω2); and (3) channel no. 1 (ω2).
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gle photorefractive crystal, provided that the distance
between images of optical fields of each channel in the
crystal plane is not smaller than half of the image
formed by one channel.
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Order Parameter of Oxygen Atoms and Superconductivity 
of YBa2Cu3O7 – dddd Compound

E. M. Gololobov
Institute of Solid State and Semiconductor Physics, Belarussian Academy of Sciences,

Minsk, 220072 Belarus
Received December 28, 1999

Abstract—The orthorhombic structure of compounds of the YBa2Cu3O7 – δ compositions was studied and the
long-range order parameter of oxygen atoms in the basal plane of the crystal lattice was determined. It is estab-
lished that the critical temperature Tc is more sensitive to changes in the order parameter than in the (7 – δ)
value. © 2000 MAIK “Nauka/Interperiodica”.
One of the most important tasks of the studies of
high temperature superconductors (HTSC) is to
improve the superconducting characteristics of materi-
als. The value of the critical temperature of transition to
the superconducting state (Tc) in YBa2Cu3O7 – δ super-
conductors is determined mainly by the amount of oxy-
gen atoms (7 – δ) and their ordering during the forma-
tion of an orthorhombic crystal lattice. The supercon-
ducting properties of the YBa2Cu3O7 – δ compounds are
usually characterized by the parameter (7 – δ). Numer-
ous theoretical and experimental studies show that the
critical temperature Tc also depends on the order of
oxygen atoms in the …–Cu–O–Cu–… chains running
along the b-axis in the basal (110) plane. However, the
long-range order parameter and its value are almost
never considered in the structural studies of HTSC
materials.

The present study is aimed to determine the long-
range order parameter η for oxygen atoms located in
the basal (110) plane and introduce this parameter into
the practice of X-ray diffraction studies of the
YBa2Cu3O7 – δ compound.

The theoretical study [1] showed that orthorhombic-
ity (∆) of the YBa2Cu3O7 – δ compounds is determined
not only by the difference in the a and b lattice param-
eters, but is also a linear function of the long-range
1063-7850/00/2606- $20.00 © 20508
order parameter of oxygen atoms located in the basal
(110) plane. In other words, ∆(η) = b – a = γη, whence
it follows that η = ∆/γ, where γ is the coefficient that can
be determined experimentally from the maximum
value of ∆max = (b – a)max = 0.0780 Å for the stoichio-
metric compound YBa2Cu3O7. In the latter compound,
50% of oxygen vacancies in the basal plane are occu-
pied by oxygen atoms and ηmax = 0.5, which corre-
sponds to the complete order (all the vacancies along
the b-axis are occupied by oxygens). Thus, we obtain
γ = ∆max/ηmax = 0.156.

We performed experimental studies on YBa2Cu3O7 – δ
single crystals grown by the method of spontaneous
crystallization from solution, followed by isothermal
annealing for time t in the oxygen atmosphere at a fixed
pressure and quenching to room temperature in the
same atmosphere.

The temperature of the transition to the supercon-
ducting state was measured by the magnetic method
within an accuracy of ±0.1 K.

X-ray diffraction studies of the grown crystals were
made on a DRON-3 diffractometer (CuKα radiation).
The samples contained no additional phases. The a-,
b-, and c-parameters were determined in the asymmet-
ric geometry using the 10.11, 01.11, and 00.11 reflec-
tions with an accuracy of ±0.0005 Å. The oxygen con-
Table

t, h Tc, K 7 – δ C, Å ∆, Å η I(00.11)

0 88.7 6.88 11.6985 0.0680 0.436 300

20 90.4 6.90 11.6930 0.0685 0.439 320

63 91.5 6.92 11.6900 0.0690 0.442 333

110 92.1 6.93 11.6845 0.0700 0.449 340

170 92.3 6.94 11.6780 0.0745 0.477 348

300 92.5 6.94 11.6755 0.0750 0.481 354
000 MAIK “Nauka/Interperiodica”
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tent (7 – δ) in the YBa2Cu3O7 – δ lattice was determined
by interpolating the dependences of the lattice parame-
ter c on (7 – δ) and Tc on (7 – δ) taken from [2]. The rel-
ative integral intensities of the 00.11 reflection,
I(00.11), were determined for all samples.

Table shows the results of the structural study of sin-
gle crystal YBa2Cu3O7 – δ samples.

It is seen that, while approaching the lattice satura-
tion with oxygen, the critical temperature Tc of
YBa2Cu3O7 – δ becomes more sensitive to changes in
the long-range order parameter than in the oxygen con-
tent in the unit cell. The integral intensity of the 00.11
reflection increases with η, which indicates a certain
dependence of the integrated intensity of X-ray reflec-
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 6      200
tions on the long-range order parameter of oxygen
atoms in the YBa2Cu3O7 – δ lattice.
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The Formation and Properties 
of Surface Phosphide on (100)W
N. R. Gall1, E. V. Rut’kov, and A. Ya. Tontegode
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Abstract—Adsorption of PCl3 molecules on the (100)W surface has been studied over a wide temperature
range from 300 to 2000 K. It is shown that adsorption at T > 1100 K results in the formation of a surface tung-
sten phosphide with the WP composition and a surface concentration of phosphorus atoms of (1 ± 0.15) ×
1015 cm–2. Adsorption of silicon atoms on the surface phosphide at 1300 K results in the displacement of phos-
phorus atoms from the surface and their replacement by silicon atoms. © 2000 MAIK “Nauka/Interperiodica”.
Elements of group V of the Periodic Table, and, first
of all, nitrogen and phosphorus, are usually considered
as harmful (poisoning) impurities in materials science
[1, 2]. Phosphorus is the element intermediate between
the interstitial and the substitutional elements, but, in
the character of interactions with metal lattices, it is
closer to silicon and sulfur than to nitrogen [3]. At the
same time, in the chemical interactions, phosphorus
often behaves as an analog of carbon [4]. Similarly to
carbides and nitrides, bulk metal phosphides have high
melting points and are characterized by very strong
metal–nonmetal bonding.

However, unlike silicon, carbon, and chalcogens,
the interactions of group V elements with the surfaces
of refractory metals are studied insufficiently. The only
exception is presented by numerous articles on the
adsorption of nitrogen, ammonia, and nitrogen oxides
on platinum [5, 6] and transition metal [7] surfaces,
which were dictated by the practical needs of the heter-
ogeneous catalysis (i.e., the task of studying the mech-
anisms of nitrogen binding). In this context, phospho-
rus is the least studied element: to our knowledge, no
works were devoted to the adsorption of phosphorus on
the surfaces of refractory metals and the related pro-
cesses.

1. EXPERIMENTAL
The study was performed on a high-resolution

Auger spectrometer in an ultrahigh vacuum (p ~
10−10 Torr) [8]. The specimen was a 1 × 0.02 × 40 mm
polycrystal line tungsten ribbon heated by alternating
current. The ribbon surface was cleaned by cycles of
annealing in ultrahigh vacuum and in an oxygen atmo-
sphere (  ~ 10–6 Torr) at 2500 K. The clean ribbon
surface showed only the Auger peaks of tungsten. Dur-
ing cleaning, the ribbon acquired a textured structure,

pO2

1 e-mail: gall@ms.ioffe.rssi.ru
1063-7850/00/2606- $20.00 © 20510
with a (100)W face emerging at the surface and a work
function typical of this face, eϕ = 4.65 eV [9]. X-ray
diffraction study showed a high degree of the crystal
face orientation with respect to the surface (99.9%).
The ribbon temperature was measured by a micropy-
rometer. In the nonpyrometric range, it was obtained by
a linear extrapolation of the temperature–current curve.

The surface coverage of phosphorus adatoms was
obtained by adsorption of PCl3 molecules. In some
experiments, we also used silicon, which was uni-
formly sputtered over the whole ribbon surface from a
1 × 1 × 40 mm strip parallel to the ribbon surface. We
measured the Auger peaks of phosphorus with E =
121 eV, silicon with E = 92 eV, chlorine with E =
186 eV, and also a tungsten triplet with E = 162–177 eV.

2. RESULTS AND DISCUSSION

2.1. Interaction of Phosphorus Trichloride
with the (110)W Surface

Adsorption of PCl3 molecules at room temperature
led to the appearance of Auger peaks with the energies
E = 121 and 186 eV corresponding to the LVV Auger
transitions in adsorbed phosphorus and chlorine atoms
[10]. Then the surface was heated with simultaneous
recording of the transformations occurring in the Auger
spectrum.

Variation of the Auger signals of chlorine and phos-
phorus during PCl3 adsorption on the tungsten surface
until saturation at 300 K followed by heating is illus-
trated by Fig. 1. It was found that heating up to T ~
700−1100 K led to gradual removal of chlorine from
the metal surface and to a slight increase in the Auger
signal of phosphorus, probably because of its reduced
screening by chlorine atoms. At T > 1100 K, no Auger
signal of chlorine was observed at all, which could be
caused by its desorption in the form of Cl2 molecules.
The above temperature interval is close to that used in
000 MAIK “Nauka/Interperiodica”
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the vapor phase epitaxy of A3B5 semiconductors [11],
where PCl3 molecules are used as an effective agent for
the phosphorus transfer to the surface of a growing
crystal, whereas chlorine plays the part of an undesir-
able impurity that can readily be removed from the sur-
face.

2.2. The Formation and Properties
of Surface Tungsten Phosphide

The adsorption of phosphorus trichloride molecules
on (100)W for 2–3 min at  = 10–6 Torr and T =
1100 K resulted in the formation of a surface coating of
phosphorus atoms. The Auger signal of phosphorus
attains saturation and coincides with its maximum
value reached upon annealing of the adlayer of PCl3
molecules formed at room temperature. In this case,

lP/  = (3.0 ± 0.3), whereas the intensity of the Auger
signal of tungsten decreases by a factor of ~1.1. Very
weak screening, which is characteristic of the surface
rather than of the bulk chemical compounds, led us to a
conclusion that, in this case, we deal with the adsorp-
tion of P atoms on the surface rather than with the for-
mation of bulk tungsten phosphide.

We also established that the surface concentration of
phosphorus in this coating was independent of the dep-
osition temperature in the range 300–1200 K, which
was also indicative of the surface rather than of the bulk
nature of the adsorption state formed. It was logical to
call this state surface tungsten phosphide. Under these
conditions, no chlorine was detected on the surface
at all.

2.3. Thermal Stability of Surface Tungsten Phosphide

As is seen from Fig. 1, the removal of phosphorus
from the surface of tungsten phosphide occurs over a
wide temperature range (1350–2000 K). The mecha-
nism of this process (via dissolution in the bulk and
thermal desorption) is still unclear. However, very high
temperatures lead to an assumption that phosphorus is
removed due to thermal desorption, at least at small
coverages. Assuming that desorption is the first-order
process, the adatom lifetime with respect to desorption
obeys the Arrhenius relationship with the preexponent
factor C = 1013 s–1 [6]. Thus, one can estimate the des-
orption energy at θ  0 as Edes ~ 5.7 eV.

2.4. Absolute Phosphorus Concentration 
in Surface Tungsten Phosphide

In order to clarify the physical nature of the above
phenomenon, we have to measure the absolute phos-
phorus concentration in the surface phosphide. Unfor-
tunately, no standard phosphorus-containing substrates
with independently measured phosphorus concentra-
tion are available, and, therefore, we had to use the

PPCl3

lW
0
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standard substrates with other adsorbates (C, Si, S) as
was done earlier for the S/(100)W system [12]. To cal-
culate the relative elemental sensitivity coefficient for
phosphorus and the above elements, kP/kA, we used the
standard spectra given in [10].

As is known, the intensity of the Auger signal from
a homogeneous sample, containing a given component
with the bulk concentration ni , can be calculated by the
formula

(1)

where li is the Auger signal intensity of the component
to be determined, ki is the elemental sensitivity coeffi-
cient, λi is the free path of Auger electrons of the ith
component, and T is the transmission function of the
spectrometer. Ignoring all possible effects of the chem-
ical states of the elements on the intensities of Auger
transitions and the possible enrichment of the standard
sample surface with one of the components, we calcu-
lated the kP/kA ratio using the known data. With this
aim, we applied formula (1) to each of the spectra
from [10] and then divided one formula by another.
Upon simple transformations, we arrive at

(2)

where /  is the ratio of amplitudes of the Auger
peaks of phosphorus and one of the above nonmetals
taken from handbook [10].

li kiniλ iT ,=

kP/kA lP
0
/lA

0( ) nAλA( )/ nPλP( ),=

lP
0

lA
0
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Fig. 1. Variation of the Auger signal of phosphorus (curve 1,
crosses) and chlorine (curve 2) during the adsorption of
PCl3 molecules on the (100)W face up to saturation at
300 K, followed by 10-s annealings at a 100 K step; the
change in the Auger signals of phosphorus (curve 3, dots)
and tungsten (curve 4) during adsorption of PCl3 molecules
on the (100)W surface up to saturation at 1100 K, followed
by 10-s annealings at a 100 K step.
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The surface concentration of adsorbate A and its
Auger signal [8] for surface chemical compounds are
related as

(3)

In this formula, we use the same notation as in (1). Sub-
stituting the calculated kP/kA values into (3) and taking
into account that the surface silicon, sulfur, and carbon
concentrations in the corresponding surface com-
pounds on the (100)W face are the same and equal to
(1 ± 0.15) × 1015 cm–2, we obtain the average value NP =
(1 ± 0.6) × 1015 cm–2. In other words, the compound
formed on the tungsten surface has the approximate
composition WP. Our calculations showed a consider-
able scatter inevitable in determination of the surface
concentrations from the corresponding bulk values.

2.5. Simultaneous Silicon and Phosphorus Adsorption
on the (100)W Face

Experiments on the simultaneous silicon and phos-
phorus adsorption on the (100)W face allowed us to
refine the stoichiometry of tungsten phosphide formed
and confirmed its essentially surface nature.

Our previous studies showed that if nonmetal atoms
of various nature are simultaneously present on the sur-
face of a refractory metal at temperatures characteristic
of the formation of surface chemical compounds, sev-
eral competing processes can occur on the surface [12].
In some cases, these processes can result in simulta-
neous desorption of atoms (S + Si/W, Mo, Re; O +
Si/W, Re) [13–15] and in other cases, in the displace-
ment of some atoms from the surface to the metal bulk
with the formation of solid solutions (C + Si/W, Re,
Mo; S + C/W, Mo) [8, 15]. These competing processes
were observed only for the surface but not for the bulk
carbides, sulfides, silicides, and oxides [12]. This phe-

lA NAkAT .=

––––––––––––––––––––––––

1

2

3

Si

P

1.0

0.8

0.6

0.4
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20 40 60 80 100 120 140 160 t, s

S, a. u.

Fig. 2. Time variation in the surface coverage with (1) phos-
phorus and (2) silicon during sputtering of Si atoms onto
surface tungsten phosphide WP at 1300 K and (3) the calcu-
lated total concentration of adatoms of both adsorbates. In
both cases θ = 1 corresponds to a concentration of 1 ×
1015 cm–2 equal to the concentration of W atoms on the
(100) face. Silicon flux density is 8.6 × 1012 cm–2 s–1.
T

nomenon was used in our previous studies as a diagnos-
tic criterion for distinguishing the surface and the bulk
carbides on Mo substrates.

It was established that silicon deposited onto the
(100)W face at T = 1300–1400 K displaces phosphorus
from this face, with the rate of the silicon accumulation
on the surface remaining the same as in the absence of
phosphorus. At a silicon dose equal to NSi = 1 ×
1015 cm–2, phosphorus is completely removed from the
surface, and the surface silicide is formed. The Auger
signals of both adsorbates obey the linear law (Fig. 2)
and, therefore, it is logical to assume that phosphorus is
displaced from the surface by silicon in the one-to-one
ratio. Obviously, Si and P atoms compete for the same
adsorption centers on the metal surface. The total con-
centrations of both nonmetals calculated under this
assumption remain constant during the whole process
(Fig. 2). This fact allows us to refine the phosphorus
concentration in surface phosphide estimated above,
which is equal to the silicon concentration in the sur-
face silicide and amounts to (1 ± 0.15) × 1015 cm–2. The
displacement effect has never been observed during the
formation of bulk carbides, silicides, or sulfides for any
of the adsorbates studied. This seems also to be true for
phosphorus, indicating that phosphorus is in the essen-
tially surface and not the bulk state.

CONCLUSION

Adsorption of phosphorus trichloride on the (100)W
face at 1100–1300 K results in the formation of surface
phosphide with the WP composition (relative to the sur-
face metal atoms) and the adsorbate concentration (1 ±
0.15) × 1015 cm–2. Similarly to other nonmetals in the
surface chemical compounds, phosphorus atoms in sur-
face phosphide participate in the competing processes
occurring on the surface and, as a result, are displaced
from the surface by silicon atoms at the temperatures
1300–1400 K.
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The Energy of Fracture of a Film of Carbon Monoxide
Adsorbed on a Tungsten Single Crystal Surface

O. L. Golubev and V. N. Shrednik
Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg, 194021 Russia
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Abstract—The adsorption and desorption of carbon monoxide were studied on a tungsten single crystal in a
field electron microscope. The most interesting effects were observed for the CO desorption from the crystal
surface regions containing the {100}W cubic faces. In the course of desorption from these regions, the adsorbed
electropositive film, retaining sharp boundaries, shrank toward the <100> poles. The desorption energy value
(3.4 ± 0.1 eV), determined using the Arrhenius plots for the boundary velocity, is indicative of a considerable
strength of the adsorbed CO film. Behavior of the CO phase desorbing from the {100}W regions can be con-
sistently explained by assuming that this phase comprises a network of adsorbed CO dipoles oriented perpen-
dicularly to the crystal surface, with the carbon atoms facing vacuum. © 2000 MAIK “Nauka/Interperiodica”.
In this work, we have used the method of field elec-
tron microscopy (FEM) to study the process of carbon
monoxide adsorption and desorption on a tungsten sin-
gle crystal. The interest of researchers in such experi-
ments is explained by the possibility of observing the
dynamics of desorption with high spatial resolution.
Using FEM techniques, it is possible to study various
two-dimensional phases formed on the surface of a
rounded single crystal point, differing by the type of
interatomic (lateral) interactions inside the phase. The
attraction between adatoms is typical of some metal
adsorbates studied in the systems Zr–W [1], Hf–W [2],
Hf–Mo [3], etc., whereas alkali metals with strongly
polarized atoms are characterized by repulsion in the
adsorbed phase, as reported for Cs on W [4], Na on
W [5], etc.

The purpose of this work was to continue with these
investigations for the adsorbed films of gases where, in
principle, the lateral interactions of both types are pos-
sible. It was of special interest to assess the thermal sta-
bility of adsorbed films.

The initial adsorbed layer was formed by a 1-h
exposure to residual gases in a sealed glass device at
room temperature. For a residual vacuum of ~5 ×
10−10 Torr, this exposure provided an adsorption coat-
ing somewhat greater than monolayer coverage. The
room-temperature emission pattern did not signifi-
cantly differ from that observed for a clean tungsten
surface (Fig. 1a). Weak heating of this sample (to T =
500 K) results in a typical pattern (Fig. 1b) with a dark
oblique cross along the 〈111〉  band lines containing
faces of the {110}, {112}, and {123} types. According
to Wang and Gomer [6], heating an adlayer of CO on W
in the temperature interval T = 300–400 K leads to des-
orption of physically adsorbed CO molecules, leaving
only chemisorbed CO on the substrate surface. Similar
1063-7850/00/2606- $20.00 © 20514
patterns, accompanied by a significant increase in the
work function ϕ, are typical of the adsorption of many
simple gases, including H2, N2, CO, H2O, O2 [7–11].
However, evolution of the emission patterns during
thermostimulated desorption in these systems exhibits
individual features. Behavior observed in our case
(Figs. 1c–1e) indicates that the adlayer contains CO
with an admixture of H2.

Upon further heating the system from the state
depicted in Fig. 1b to T = 640–900 K, the dark cross
along the 〈111〉  band lines vanishes and a pattern of
pseudoclean tungsten surface arises (Fig. 1c). Accord-
ing to Gomer [12], heating to these comparatively low
temperatures only leads to the complete desorption of
molecular hydrogen from the surface. The Arrhenius
plot for this desorption process (Fig. 2a) yields the des-
orption activation energy Qd = 0.49 ± 0.06 eV and the
preexponential factor τ0 = 8 × 10–2 s. The activation
energy for molecular hydrogen reported in [12] was
Qd ≈ 1 eV for coverages in the interval θ = 0.15–0.45
(in monolayer units) and dropped sharply with increas-
ing coverage to reach Qd = 0.15–0.2 eV for θ ≥ 0.6.
Thus, in our case the surface coverage of hydrogen can
be estimated at θ ~ 0.5.

The further growth of the temperature (T = 1200–
1400 K) leads to CO desorption, which is accompanied
by a characteristic motion of the film front toward
regions around the {001}W cubic faces (Figs. 1d and
1e). Upon reaching the state shown in Fig. 1e, the front
ceases to move and the CO adlayer desorbs, which is
accompanied by the gradual loss of contrast in the emis-
sion pattern. The Arrhenius plot for the CO desorption
(Fig. 2b) yields Qd = 3.43 ± 0.05 eV and τ0 = 4 × 10–12 s.

As is well known, CO molecules are mostly
adsorbed on the surface of tungsten without dissocia-
tion and are desorbed in the same mode. Otherwise,
000 MAIK “Nauka/Interperiodica”
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(a)

(c) (d)

(b)

(e)

Fig. 1. FEM images of the tungsten point (point radius r = 0.6 µm) in the course of residual gas adsorption and desorption: (a) initial
clean W surface (U10 = 6350 V); (b) after 1-h adsorption of residual gases and heating at T = 500 K, t = 15 s (U10 = 6400 V); (c) after
H2 desorption at T = 900 K, t = 30 s (U10 = 6200 V); (d) after heating to T = 1265 K, t = 100 s (U10 = 6129 V); (e) after heating to
T = 1265 K, t = 250 s (U10 = 6100 V). U10 is the voltage necessary to obtain the emission current i = 10 nA.
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Fig. 2. Arrhenius plots for the thermostimulated desorption of residual gases from tungsten: (a) desorption of H2 (initial state,
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heating W in a CO atmosphere would lead to carbidiza-
tion of the metal surface, similar to that observed upon
heating W in the vapors of various hydrocarbons. How-
ever, not one of the works reported previously on the
interaction of CO with W showed evidence of the tung-
sten carbide formation.

There are two interesting points that are worth not-
ing. First, the film of CO adsorbed in the {001}W
regions appears as bright on the emission pattern,
which indicates that the adsorbate decreases the work
function ϕ of these W faces. According to Klein [13],
the adsorption of carbon monoxide markedly increases
the ϕ value of tungsten, which implies that CO mole-
cules are adsorbed with carbon atoms facing the sub-
strate [14, 15]. However, the results of thermodesorp-
tion measurements [6] showed that CO molecules on
(001}W may occur in five different states, including the
primary adsorbed state (desorbed at Td = 220 K), phys-
ically adsorbed state (Td = 360 K), and three chemi-
sorbed states β1, β2, and β3 with Td = 930, 1070, and
1375 K, respectively. All these states, except for β3,
increase the initial ϕ value of the {001}W face. The
high-temperature β3 state slightly decreases the work
function beginning with T > 820 K (∆ϕ = –0.1 eV at T =
1000 K) and at T > 1200 K the ϕ value reaches the ini-
tial work function level of the {001}W surface. It is this
last state, the desorption from which accounts for the
weak contrast observed in Figs. 1d and 1e.

The second point to be noted is that, as is readily
seen in Figs. 1d and 1e, the desorbing CO film retains a
sharp boundary. Therefore, CO behaves as an adsorbate
with the attractive lateral interaction. Upon reaching
the state imaged in Figs. 1d and 1e, the adsorbate front
(representing the regions of {310}–{311} faces) ceases
to move and the adlayed desorbs, which is reflected by
vanishing of the emission contrast. In these regions, the
steps are featuring a transition from the {110} and
{112} structures to {100} terraces. Near these terraces,
the steps are wider and the molecules (CO dipoles)
occur in the potential wells of the substrate at greater
distances from each other. In the regions of {310}–
{311} faces, the dipoles are closer to each other and
may exhibit attractive lateral interactions, mediated by
free C–C bonds, exceeding the possible Coulomb
repulsion between dipoles. This may explain the exist-
ence of a sharp boundary of the adlayer and its motion
over the W crystal point surface in these regions. The
mutual attraction of dipoles does not conform to the
model stipulating their orientation with the carbon
atom facing the substrate and the oxygen atom facing
vacuum, because this arrangement may feature only
repulsive interactions.

In the experiments described above, CO molecules
exhibit desorption rather than sublimation from the
tungsten surface. This is confirmed by the fact that,
after attaining the state corresponding to Fig. 1e, a
decrease in the temperature is not accompanied by
backward motion of the light front (toward {112} faces
TE
and the central {110} face), that is, no two-dimensional
condensation takes place. Finally, note that the activa-
tion energy of desorption determined in our experi-
ments (3.4 eV) is sufficiently high, which indicates that
the CO film is sufficiently strong. Fracturing this film
would require the energy to be spent both for the break-
age of contacts with the substrate and for the rupture of
bonds inside the adlayer.

All the observed features can be consistently inter-
preted assuming that CO molecules adsorbed on W in
the region of 〈100〉  poles may form, under certain con-
ditions, a dense network of dipoles oriented perpendic-
ularly to the crystal surface, with the carbon atoms fac-
ing vacuum. This dipole layer exhibits a somewhat
electropositive character. At the same time, carbon
atoms with unsaturated bonds may provide for the
attraction between dipoles. On the other hand, the con-
tact of CO molecules with tungsten via oxygen favors
their nondissociative desorption. The W–C bond of the
carbide type would be stronger than the W–O contact.

This work was supported by the Russian Foundation
for Basic Research, project no. 97-02-18066.
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Abstract—Forces of interaction between the atomic force microscope (AFM) probe and the surface of a solid
are calculated with an allowance for the induced cantilever oscillations. A continuous approximation used in
this work does not take into account discreteness of the sample and probe structures. Calculations have been
performed for various AFM point shapes. It is theoretically demonstrated that the cantilever oscillations
increase the interaction force. © 2000 MAIK “Nauka/Interperiodica”.
The atomic force microscope (AFM) is one of the
most promising tools in the studies of ultraweak forces
and nanostructure technologies. Steadily developing,
AFM techniques have reached a high level of perfection
[1, 2]. An increase in the resolution is the main task of
any applied probe microscopy. Modern AFMs exhibit a
force resolution of about 1 pN and a spatial (depth) res-
olution of about 1 pm. However, the principles of quan-
tum mechanics yield the limiting values of ~10–18 N
and ~10–15 m, respectively [3]. Modulation methods
realized at large scanning distances (exceeding, typi-
cally, 0.5 nm) allow one to increase the resolution. In
this case the measurements of amplitude, frequency,
and phase of cantilever oscillations make it possible to
reconstruct the surface topography. This approach min-
imizes drift, noises, mechanical vibrations, and other
negative factors.

Let us consider an oscillatory regime of the cantile-
ver. Figure 1 shows a sine-modulated voltage applied to
a piezotube. It can be expected that a probe tip displace-
ment is described by the formula:

(1)

where a is the amplitude, k is the frequency, and w is the
phase of oscillations. In the classical mechanics, a har-
monic oscillator is localized in a segment from z to
z + dz with a probability ω(z)dz given by:

(2)

With an allowance of the distribution function (2), a
mean value of the force acting upon a probe can be

u z( ) a kz w+( ),cos=

ω z( )dz
1

πa
------ dz

1 z
2

a
2

-----–

------------------.=
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written as:

(3)

where h is the distance between the probe tip and the
surface (Fig. 1) and F is the interaction force.

In order to calculate integral (3), it is necessary to
know the force as a function of the distance. In calcula-
tions, we use a continuous approximation for the van
der Waals forces [4]:

(4)

with the integration over the probe volume. Here, C is
the van der Waals interaction constant for two semi-
infinite plates (for characteristic combinations of the
probe and sample materials C falls within a narrow
interval from 0.01 to 0.1 eV [5]) and  is a character-
istic frequency of the absorption spectrum [6]. 

Expression (4) is valid provided that the probe
dimensions are significantly greater than the scanning

F〈 〉 F h z–( )ω z( ) z,d
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Fig. 1. A schematic diagram of the AFM contact showing
(1) a sample and (2) a piezotube.
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distance. For this reason, we did not take into account
the Kazimir forces acting upon the cantilever and the
mesoscopic part of the probe. Note that the validity of
this assumption is restricted to the scanning distances
of less than 1.5−2 nm [7]. In addition, we renormalized
the van der Waals constant for pairwise atomic interac-
tions according to a rule proposed by Moiseev et al. [8].

Upon calculating the integral (4) and making further
reasonable simplifications, we obtain the following
expression for the point tips of different shapes:

(5)

where An is a constant depending on the tip shape and

F
An

h
n

------,=
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Fig. 2. Plots of the interaction force versus distance calcu-
lated (1) by formula (5) and (2, 3) by formula (6) with a =
0.5 (2) and 0.7 nm (3).

Parameters in formulas (5) and (6)

 Probe tip shape An ϕn(h) n

Hemisphere πR0C 2

Paraboloid πr0C Same as for hemisphere 2

Cone 1

Pyramid Same as for cone 1

Cylinder 3

h

h2 a2–( )
3

---------------------------

πR0
2C/z0

2
1

h2 a2–( )
-------------------------

d2C/z0
2

πR0
2C

2h2 a2+( )

2 h2 a2–( )
5

-------------------------------

3

2

1

T

the properties of the sample and probe materials, n = 1
for a cone and a tetragonal pyramid, n = 2 for a hemi-
sphere and a paraboloid of rotation, and n = 3 for a cir-
cular cylinder. After substituting (2) and (5) in (3) and
integrating, we arrive at the following expression for
the interaction force:

(6)

where ϕn(h) depends on the geometrical shape of the
tip. The results of calculations are summarized in the
table, where R0 is the radius of a hemisphere or a cylin-
der, r0 is the paraboloid curvature radius, d is the side of
a pyramid base, and z0 is the height of a cone or a pyr-
amid.

Formula (6) is valid for h2 > a2. This condition is
reliably satisfied in a contactless mode at small oscilla-
tion amplitudes. It can be easily demonstrated also that
(5) follows from (6) for a2  0, which corresponds to
the case of a static cantilever.

Curves of the interaction force versus distance in
Fig. 2 were calculated for a paraboloid probe at C =
0.03 eV (for a SiO2–SiO2 contact) and r0 = 20 nm. It is
seen that cantilever oscillations may play a significant
role even at large distances (h is about 1 nm) and lead
to an increase in the interaction force. The latter causes
the known artifacts such as “sticking” of the probe to
the sample surface. We arrive at the same conclusion
considering a relative deviation of the force described
by the formula:

(7)

Formula (7) shows that the role of oscillations increases
with decreasing distance h. Note that the oscillatory
regime appears to be the most critical for a cylindrical
probe.

Thus, an important conclusion proceeds from the
results of the calculations: a “purely” contactless
regime is provided by scanning at small amplitudes of
the cantilever oscillations (a < h /n).

Finally, note that our results can be used for the pre-
cise calibration of AFM prior to force measurements or
for the tip shape determination. However, more accu-
rate calculations imply the knowledge of the depen-
dence of amplitude, frequency, and phase on the scan-
ning distance. Analysis of these and related problems
will follow.
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Abstract—IR absorption spectra of hydroxyl groups in a-C:H and a-C:H(Me) (Me = Cu, Co) films grown by
magnetron cosputtering of graphite and metal targets in argon–hydrogen plasma were studied. The hydroxyl
band shape was analyzed using published data on the dependence of the O–H stretching vibration frequency on
the distance from the nearest oxygen atom. It is demonstrated that the hydroxyl band shape is related to the char-
acter of interaction between an encapsulated metal and a carbon backbone of the film. © 2000 MAIK
“Nauka/Interperiodica”.
Hydrogenated amorphous carbon films are widely
used as coatings, including antireflection and protective
layers in solar power engineering [1, 2]. The presence
of hydroxyl groups inside hydrogenated amorphous
carbon (a-C:H) structure is assumed to be related to
shortcomings of the synthesis methods. Ultrahigh vac-
uum (about 10–9 Torr) treatment or aftergrowth anneal-
ing are usually employed so as to eliminate this impu-
rity. The problem is that a characteristic absorption
band of hydroxyl groups decreases optical transparency
of the a-C:H films in the spectral interval of 3–4 µm.
We will demonstrate, however, that the presence of
hydroxyls in a-C:H and, especially, a-C:H(Me) films
makes it possible to characterize the film structures. We
have studied the IR absorption spectra of hydroxyl
groups in a-C:H and a-C:H(Me) (Me = Cu, Co) films in
the region of O–H stretching vibrations. The films were
grown by magnetron cosputtering of graphite and metal
targets. Growth methods are described in details else-
where [3].

Figure 1 shows the region of vibrational bands of
hydroxyl groups (3100–3700 cm–1) in the absorption
spectra of a-C:H, C:H(Cu) (atomic composition,
30% Cu and 70% C) and a-C:H(Co) (atomic composi-
tion, 40% Co and 60% C) films. All the spectra exhibit
a broad hydroxyl band and a more or less developed
discrete structure, typical of chemical substances of the
hydrate type rather than of disordered structures such as
a-C:H. Note the evolution of the hydroxyl band shape
and structure in a series of a-C:H, a-C:H(Cu), and
a-C:H(Co). The bands exhibit asymmetric shape, inho-
mogeneous structure, and a growth of the integral
intensity in the above order. It is likely that a metal
favors an increase in the hydroxyls concentration. An
explicit heterogeneity of the band in the case of
a-C:H(Co) can be related to the formation of hydrates
of a metastable cobalt carbide [4]. Note that Fig. 1 dis-
plays a unique spectrum with the most clearly resolved
structural elements that are much less pronounced in
1063-7850/00/2606- $20.00 © 20520
most of the measurements. One can assume that the
character of metal–carbon interaction determines the
hydroxyl band structure and intensity. Then a lower
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Fig. 1. Absorption bands of hydroxyl groups in the IR spec-
tra of (a) a-C:H, (b) a-C:H(Cu), and (c) a-C:H(Co). Dashed
and thin solid lines shows individual Gaussian components
(see table for the parameters) and thick solid lines shows the
sums of Gaussian components.
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intensity of the hydroxyl band in the case of a-C:H(Cu)
agrees well with the facts that copper does not form sta-
ble carbides and its interaction with carbon is charac-
terized by small binding energy [5]. Deconvolution of
the bands into Gaussian components (Fig. 1) allowed
us to perform a more detailed comparison of band
shapes in all the three cases. Reconstruction of the
bands by summing up the corresponding components
was used to check for the accuracy of the fitting proce-
dure. Parameters of the Gaussian components are sum-
marized in the table. It is seen that the band structure of
the second sample (encapsulated copper) can be fitted
with nearly the same Gaussian components as that of
the third sample (encapsulated cobalt), except for the
additional component at approximately 3440 cm–1. The
latter coincides with the main component in the spec-
trum of a-C:H. Note, however, that the spectrum of
a-C:H(Co) exhibits a spectral feature at this wavenum-
ber that can be related to a weak band masked by strong
absorption. For this reason, we can assume that a spec-
tral component at ~3440 cm–1 belongs to a hydroxyl
group typical of a-C:H itself, while all the other spec-
tral features of the hydroxyl band emerge due to inter-
action with an encapsulated metal.

To elucidate the nature of peculiarities in the
hydroxyl band structure, we used an excellent collec-
tion [6] of the optical and crystallographic data on the
O–H stretching frequency dependence on the distance
d from hydroxyl to the nearest oxygen atom that
exchanges protons with the given hydroxyl group in the
course of H-bond formation. Figure 2 shows a part of
these data in a spectral interval corresponding to the
a-C:H absorption band. It is seen that the experimental
data can be well approximated by a function

(1)

where WN is the wave number (in cm–1) and d is the dis-

d Å( ) 2.71 0.01
WN 3000–

160
--------------------------- 

  ,exp+=
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tance (in angstroms) to the nearest oxygen atom (ion).
The quantity 2.71 Å approximately equals a doubled
radius of a doubly charged oxygen ion and corresponds
to the closest packing of oxygen.

Let us analyze the absorption band shapes of
hydroxyl groups in a-C:H-based structures using equa-
tion (1). Assume that the oscillator strength of the O–H
stretching mode does not change upon introduction of
a metal. Then, the absorption coefficient α(WN) is pro-
portional to the density of hydroxyls in the film:
ρ(OH) ~ α(WN). Equation (1) relates the wave num-
bers WN of the hydroxyl band components to distances
d between hydroxyl groups and the nearest H-bonded
oxygen atoms. This transformation yields a distribution
function of hydroxyls with respect to the H-bond length
or the relative density of hydroxyl groups as a function
of d (Fig. 3). A similar calculation relates Gaussian
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2.7

3000 3200 3400 3600

OH···O distance, Å

Wavenumber, cm–1

Fig. 2. Plot of the distance between a hydroxyl group and
the nearest oxygen atom (H-bond length) versus the compo-
nent wave number in the hydroxyl band contour: experi-
mental data from [6] (squares) and the results of calculation
by operation (1) (solid line).
Parameters of the Gaussian components (see spectra in Fig. 1)

Substance Number of band WN, cm–1

(wavenumber)
∆W, cm–1

(bandwidth)
Integral intensity, 

104 cm–2 d, Å

a-C:H 1 3200 50 1.4 2.745

" 2 3280 50 1.2 2.77

" 3 3430 250 25.6 2.86

" 4 3590 50 1.6 3.11

a-C:H(Cu) 1 3220 100 13 2.75

" 2 3330 116 16 2.79

" 3 3430 100 9.7 2.86

" 4 3520 116 9.6 2.97

a-C:H(Co) 1 3200 82 11.7 2.745

" 2 3330 183 63.4 2.79

" 3 3520 184 59.5 2.97
0
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components (see table) to the corresponding H-bond
lengths. Thus, the absorption band shape of hydroxyl
groups appears to be determined by their distribution
with respect to the parameter d related to the internal
structure of a-C:H and a-C:H(Me) films.

Oxygen atoms and hydroxyl groups form H-bonds
of various lengths which results (see table and Fig. 3) in
a broad hydroxyl band. A correlation in the mutual
arrangement of oxygen atoms in the film structure,
showing two special mean distances of 2.86 and 3.11 Å
accounts for the asymmetric band in the a-C:H spec-
trum. All the samples exhibit an O–O distance of
2.86 Å (corresponding to a spectral feature at 3430 cm–1)
that is likely to be an essential characteristic of the
a-C:H structure grown by the magnetron sputtering of
graphite. In addition, clearly manifested are the oxygen
pairs with interatomic distances of 2.74 and 2.77 Å
coinciding with the distances between oxygen atoms in
hexagonal and less symmetric ice phases, respectively
[7]. Metal-free films contain isolated oxygen atoms (at
a distance of about 3.1 Å from each other), whereas

a-C:H
a-C:H(Cu)
a-C:H(Co)
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OH-group density, a. u.

OH···O distance, Å

Fig. 3. Plots of the density of H-bonded hydroxyl groups
versus the H-bond length d (distance between hydroxyl
group and oxygen) for a-C:H (squares); a-C:H(Cu) (trian-
gles); a-C:H(Co) (circles).
TE
introduction of a metal facilitates the formation of
structures with higher density of hydroxyl groups. The
a-C:H(Me) structures exhibit a minimum distance of
2.71 Å corresponding to the closest packing of doubly
charged oxygen ions.

Of special interest is the possibility of detecting
hydroxyl groups at a mean distance between the nearest
oxygen ions of ~2.9 Å typical of liquid water. The plots
in Fig. 3 indicate that such groups are virtually absent
in a-C:H, appear in a-C:H(Cu), and significantly con-
tribute to the a-C:H(Co) structure. Therefore, the anal-
ysis of the IR spectra indicates that no liquid water is
present in the pores of a-C:H grown by magnetron
sputtering of graphite and yields a chaotic distribution
of hydroxyl groups inside this structure (which follows
from a large width of the band at 3430 cm–1). However,
it does not rule out the formation of small amounts of
ice in the pores. The metal containing structures exhibit
traces of liquid water: the stronger the interaction of
metal with the carbon backbone, the higher the water
content inside the structure.

The authors are grateful to T.K. Zvonareva for grow-
ing the films and to G.S. Frolova for spectral measure-
ments.
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Effects of Molecular Hydrogen, Water Vapor,
and High Vacuum on the Conductivity 
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Abstract—The conductivity and magnetoresistance in a magnetic field of 0.5 T were studied for the first time
in fused samples of a La0.67Ca0.33MnO3 – α composition with variable oxygen nonstoichiometry (0.3 ≥ α ≥ 0)
modified by exposure to H2, H2O vapor, and high vacuum (10–4 Pa). © 2000 MAIK “Nauka/Interperiodica”.
Now, it is commonly accepted that the ratio of ions
Mn4+/Mn3+/Mn2+ is the main parameters determining
the effect of colossal negative magnetoresistance
(CMR) observed in solid solutions of lanthanum and
alkali metal manganite [1]. Equilibrium between vari-
ous charged states 2Mn3+ ⇔ Mn2+ + Mn4+ may shift to
either side upon changing the cation composition
and/or oxygen content in the system. 

For a particular series of solid solutions such as
La1 − xCaxMnO3 – α , the ratio of three charged forms of
manganese y4(Mn4+) : y3(Mn3+) : y2(Mn2+) can be deter-
mined with an allowance for three factors, including the
trivial relationship y4 + y3 + y2 = 1 and the conditions of
electroneutrality and thermodynamic equilibrium.
Assuming the solid solution containing manganese
ions to be ideal and taking into account the charges of
other ions (La3+, Ca2+, O2–), we obtain the following
expression for the fraction of Mn4+ ions:

(1)

where K is the equilibrium constant for the charged
forms of manganese ions and d = x – 2α; the fraction of
Mn2+ is determined as y2 = y4 – d. Equation (1) shows
that, at a constant temperature (K = const), all members
of a series of lanthanum–calcium manganite solutions
with equal d will possess the same values of y4. The
electrical and magnetic properties of manganite being
determined to a considerable extent by the content of
Mn4+, we may expect that the characteristics of com-
pounds in the above series with the same d values will
be sufficiently close even despite having different x and
α parameters. In particular, the end member of this
series, LaMnO3 (x = α = 0) with d = 0 may form a solid
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solution with x > 0, nonstoichiometric with respect to
oxygen (α = x/2 > 0).

In this work, we have compared the properties of
compounds LaMnO3 and La0.67Ca0.33MnO2.84 ± 0.01 with
respect to the temperature variation of electric conduc-
tivity (resistance) and magnetoresistance measured in
the range from 78 to 300 K. The oxygen nonstoichiom-
etry parameter α was modified, at a constant cation
composition, by exposure to molecular hydrogen. The
extraction of oxygen from oxide under the action of
hydrogen proceeds under the conditions markedly
softer than those accompanying the thermovacuum
treatments. It was also of interest to study the intercala-
tion of protons into the lattice, which can be effected, in
principle, by reactions with both H2 and H2O (vapor),
although we will restrict consideration in this paper to
the latter factor. Methods employed for the H2 and H2O
vapor treatments and the corresponding analytical pro-
cedures were described elsewhere [3]. The experimen-
tal conditions are given in the table. In the case of
hydrogen intercalation, the d value changes as
described by the formula d = x – 2α – h, where h is the
number of incorporated protons per formula unit
(La1 − xCaxMnO3 – αHh).

The initial materials were La0.67Ca0.33MnO2.70 (see
table, sample 5) and LaMnO3 (sample 7) synthesized
by the method of induction melting in “cold” crucible
[2]. The ingot (15–20 mm in size) was cut into samples
with the dimensions 2 × 2 × 5 mm. The measurements
were performed on a sample placed inside a massive
copper cylinder, the temperature of which was slowly
varied from room temperature down to 78 K. The tem-
perature was measured with a copper–constantan ther-
mocouple. The sample resistance was determined by a
dc four-point-probe technique. The magnetic measure-
ments were performed by placing samples between the
poles of an electromagnet generating a magnetic field
000 MAIK “Nauka/Interperiodica”
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with a strength of 0.5 T. The magnetoresistance was
determined as the relative difference of resistances with
(RH) and without (RH = 0) applied magnetic field: MR =
100(RH = 0 – RH)/RH = 0 (%).

The results of our experiments are presented in
Figs. 1 and 2.

The data obtained confirmed validity of the above con-
siderations concerning possible similarity in the behavior
of samples with equal d values. Indeed, both studied com-
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Fig. 1. Temperature variation of the resistance R (numbers
at the curves correspond to sample numbers in the table).
Arrows indicate positions of the maximum CMR effect in
Fig. 2. The inset shows R(d) at 250 K. The dimensionality
factor for all samples is 10 cm–1.
T

pounds (LaMnO3 and La0.67Ca0.33MnO2.84 ± 0.01) having
equal d = 0 exhibit no dependence of the sample resis-
tance R on the magnetic field strength and are charac-
terized by the same trends in R(T) in the temperature
rage studied (78–300 K), which is represented by a
straight line in the coordinates of  versus T–1. This
behavior is markedly different from the shape of R(T)
in other samples, which exhibits clear variations in the
region of the magnetic phase transition (arrows at the
curves 1–3, 5, and 6 in Fig. 1 correspond to the maxi-
mum MR in Fig 2, the latter being attributed to Tc [1]).
Neglecting this correlation, we might speak of a tran-
sition from intrinsic to impurity conductivity in sam-
ples 2, 3, 5, and 6. However, the fact of negative CMR
is evidence in favor of the transition from conductivity
in a disordered system occurring in the paramagnetic
state to conductivity of the ordered system in the ferro-
magnetic state.

The inset in Fig. 1 shows a typical dependence of
the resistance on the parameter d for La–Ca manganite
samples, plotted in the coordinates of  versus d at
250 K. The curve exhibits a clear extremal character,
similar to that observed in complex oxide systems with
variable oxygen content during the transition from con-
ductivity of the p-type at a high partial oxygen pressure
to that of the n-type at a low oxygen pressure [4]. Judg-
ing by the sign of thermo emf, samples 1 and 3 possess
room-temperature conductivity of the p-type, while
samples 5 and 6 belong to the n-type. We failed to
unambiguously determine the thermo emf sign in sam-
ples 3 and 4. Nevertheless, we may suggest that a para-
magnetic phase of La0.67Ca0.33MnO3 – α with d > 0 has
a conductivity of the p-type, while d = 0 corresponds to
the intrinsic conductivity and d < 0, to conductivity of
the n-type (for all samples above 250 K, Eg = 0.4 ±
0.1 eV).

As for the behavior of MR as function of the param-
eter d, we note two special features. The first refers to
the magnitude of the CMR effect. Samples 5 and 6 with

Rlog

Rlog
Regimes of treatment and compositions of La1 – xCaxMnO3 – αHh samples

No. Initial
sample*

Treatment conditions

x

Parameters upon treatment

gas phase 
(pressure, Pa) temperature, K α h d

1 5 O2, 40 1000 0.33 0 0 0.33

2 1 H2O, 8 520 0.33 0 0.1 0.23

3 1 H2, 1 850 0.33 0.09 0 0.15

4 1 H2, 2 850 0.33 0.16 0 0

5 As synthesized 0.33 0.27 0 –0.21

6 5 Vacuum (10–6 Torr) 1000 0.33 0.30 0 –0.27

7 As synthesized 0 0 0 0

* Number of the initial sample treated as indicated in the third column to acquire parameters indicated in the last three columns.
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the n-type conductivity exhibit a markedly lower CMR
in the maximum (6 and 8%, respectively) as compared
to that observed in samples 1–3 belonging to the p-type
(28, 18, and 14%, respectively). The second feature is
related to the temperature variation of CMR in a sample
with α = 0.09 obtained upon the extraction of oxygen
by treating with molecular hydrogen. Here, the MR
maximum was shifted by 85 K and the curve exhibited
a broad temperature intervals of large MR values (note:
a decrease in the MR value to 5% at T > Tmax is reached
in sample 1 when the temperature changes by 25 K,
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Fig. 2. Temperature variation of the relative magnetoresis-
tance MR = 100(RH = 0 – RH)/RH = 0 (%) (numbers at the
curves correspond to sample numbers in the table).
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while in sample 3 the same decrease is observed only
after 90 K). Apparently, this possibility of “controlling”
the CMR affect may be used in applications.

From the standpoint of CMR as a fundamental prob-
lem, it is interesting to consider the temperature varia-
tion of MR in sample 2 which, being stoichiometric
with respect to oxygen, contains incorporated protons
(α = 0, h = 0.1). Note that the behavior of MR in this
sample is similar to that in sample 1 (α = 0, h = 0), but
differs from the pattern observed for sample 3 (α = 0.09,
h = 0).

In concluding, it should be emphasized that the
combination of thermochemical factors used in this
work, including molecular hydrogen and water vapor,
has proved to offer an effective means of controlling the
properties of the lanthanum–calcium manganite solid
solutions with constant cation composition.

The authors are grateful to N.F. Kartenko for the
X-ray diffraction analysis of samples.
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Abstract—The overdamped motion of a particle controlled by a time-correlated random force in a spatially
periodic potential is studied theoretically. The correlation time of the force is essentially assumed to be much
greater than the time required for the particle to traverse one period of the potential. It is demonstrated that
a bimodal distribution of the force optimizes the control for power demand. © 2000 MAIK “Nauka/Interperi-
odica”.
The rate of state change of a random process is often
characterized by a correlation time, τc, as well as by the
predictable time interval: for certain types of noise, a
large τc indicates that the state changes slowly. This
paper addresses the problem of the one-dimensional
motion of a particle in a spatially periodic potential
dV(x) [1–12] under the overdamping conditions:

, (1)

where x is the particle coordinate and η(t) is a random
force. Let η(t) be a very slow ergodic process. Then we
can use the adiabatic approximation (also known as the
quasi-static approximation [10]). In the context of solv-
ing equation (1), the idea of the approach is as follows.
Suppose that the particle has traversed several periods
of V(x), shown in Fig. 1, during an observation time τo
(τo < τc). Let the random force η(t) vary so slowly that
the probability for η(t) to change appreciably during τo
is negligibly small. Then the resultant total velocity ν of
the particle is obtained by calculating the mean velocity
ντ(η) over the time τo as a function of η, followed by
averaging ντ(η) over the values of η assuming that the
force η has a stationary distribution P(η).

Instead of averaging the velocity over the observa-
tion time τo, it may be convenient to take the velocity
νT averaged over time T required for the particle to
traverse one spatial period of V(x), which simplifies the
computation. Note that ντ(η) tends to coincide with νT

for τc  ∞, i.e., in the limit of the infinitely slow vari-
ation of the noise η(t). Indeed,

(2)
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where L is the length of one spatial period, ∆x ∈  [0, L),
∆t ∈  [0, T), and n is a nonnegative integer. Thus, the
adiabatic approximation enables one to reduce calcu-
lating ν to determining νT as function of η.

We aim to answer the following question: what sta-
tionary distribution must have the random force in
order to provide for the energetically optimum control
over the particle motion? In other words, we seek to
maximize the resultant mean particle velocity at a min-
imum intensity of the force.

To this end, we derive and analyze an expression for
the average velocity ν as function of the parameters
characterizing the distribution P(η) and the potential
V(x). The analytical solution to equation (1) is obtained
in this study under the following assumptions.

Assumption 1. The potential V(x) is a piecewise lin-
ear function:

(3)

where a > 0, b > 0, and n = 0, ±1, ±2, …. Note that a
and b characterize the asymmetry of V(x) and that
V(x) = V(L + x).

V x( )

=  
a x Ln–( ), Ln x L n b/ a b+( )+( );< <

b x L n 1+( )–( ), L n b/ a b+( )+( )– x L n 1+( ),< <



----- --------------

--------------

------

V(x)

x–L

Q

L2 L1
0 2LL

Fig. 1. Piecewise linear periodic potential V(x): L is the
period, L1 and L2 are the length of the low and high slope
portions, Q is the barrier height, where a = Q/L1 and
b = Q/L2.
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Assumption 2. The distribution P(η) is symmetric
and defined as

(4)

where A is the amplitude of η and α is a parameter such
that –1/A2 < α < 1/A2. If α < 0, then P(η) is a unimodal
distribution. If α > 0, then P(η)is a bimodal distribu-
tion. If α = 0, then P(η) is a uniform distribution.

Assumption 3. The correlation time τc of the ran-
dom force η is much greater than the time T required
for the particle to travel over a potential period. An
exception is the case where the particle cannot move
over the potential barriers; then we set ν = 0.

Assumption 3 enables us to solve the problem
within the adiabatic approximation. Based on an ana-
lytical solution of (1), we obtain

(5)

Expressions (5) suggest the following conclusions:
(1) The resultant mean speed ν is independent of L

(due to the adiabatic condition).
(2) There is a maximum value of ν as a function of

the force intensity ση (see Fig. 2). Here, ση = ,
where D is the second moment of P(η).

(3) The maximum value of ν monotonically rises
with α.

(4) The maximum maximorum value of ν is attained
with a bimodal distribution (α = 1/A2).

(5) Characterized by K = ν/ση , the conversion of
noise energy η into controlled particle motion is most
efficient if the distribution is bimodal (α = 1/A2).

The last conclusion implies that a bimodal distribu-
tion optimizes the control from the energetic stand-
point, provided the correlation time of the random force
is sufficiently large.

We think that the results of this study could be applied
to macroscopic directed transport of particles in the
absence of a constant gradient of external forces [11–14].
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Abstract—It is experimentally demonstrated for the first time that the temperature variation of the cavitational
strength of water exhibits an extremal character with a minimum at 35–40°C and a maximum near 50°C. The
further increase in the temperature is accompanied by decreasing cavitational strength and increasing absorp-
tion of the shock waves. A mechanism explaining this phenomenon is proposed, which is based on the concept
of microscopic gas bubbles retained by convective flows, the velocity of which grows linearly with the temper-
ature and exceeds the velocity of equilibrium bubble flotation at 50°C. © 2000 MAIK “Nauka/Interperiodica”.
Experimental data available on the temperature
dependence of the cavitational strength of water are
rather contradictory. For example, the curve of ultimate
negative pressure versus temperature presented in [1]
exhibits an extremal character with a maximum near
15°C, while the dependence reported in [2] is linear,
and that in [3]—nonlinear but monotonically decreas-
ing. These discrepancies are apparently explained by
imperfect methods used in the early works and can be
removed only by correct independent experiments. We
have selected a capacitance technique [4] reflecting
integral dynamics of the whole cavitation cluster, with
a maximum error of the cavitation threshold determina-
tion not exceeding 8–10%. The method is applicable
even for the study of cavitational processes in nontrans-
parent suspensions [5].

Figure 1 shows a schematic diagram of the experi-
mental setup. A shock wave is generated in cell 1 by the
pressure of a pulsed magnetic field on the conducting
membrane 3, which transfers the pressure into liquid.
The magnetic field is generated by discharge of a low-
inductance capacitor battery 10 in the flat coil 4 placed
between the shock membrane 3 and copper disk 5.
Controlled discharge gap 8 allows the shock wave pres-
sure to be varied from 1 to 10 Mbar. Resistor 9 (R) pro-
vides for the production of a single pressure pulse. The
plane shock wave with a duration of 4–5 µs propagates
in the form of a 25- to 30-mm-diam disk toward the free
surface of water 2. Reflection of the shock wave from
the surface gives rise to a discharge wave propagating
downward and initiating the growth of cavitation
nuclei, which leads to the formation of a cavitation
cluster under the free water surface [4]. The cell can be
heated through a massive flange 6 by three heating ele-
ments 7.

An advantage of this experimental setup is the
absence of wall effects upon the process studied.
1063-7850/00/2606- $20.00 © 20528
Indeed, for a cell diameter of 80 mm and a water col-
umn height of 25 mm, the process of shock wave reflec-
tion from the free water surface terminated 20–30 µs
before the unloading wave arrived to the near-surface
region. The experiments were performed with distilled
water allowed to stand for not less than 24 h prior to
experiment. By setting a controlled value of current
through the heating elements 7, water in the cell could
be heated within 20–30 min to a definite temperature,
which was subsequently maintained virtually constant.
At every temperature, water was allowed to stand for
2 h (until the process of gas evolution ceased, which
was evidence for the air–water system to reach the state
of thermodynamic equilibrium. In order to reduce the
evaporation of water, cell 1 was non-hermetically
closed with a Lavsan film. Air bubbles evolved on heat-
ing were removed from the cell floor and walls with a
pipette. The capacitive transducer 11 had a temperature
equal to that of water.

The shock wave parameters and the experimental
results are presented in Fig. 2, where curve 1 describes
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Fig. 1.
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dynamics of the free water surface X(t) upon reflection
of the discharge wave in a pre-cavitation regime and
curve 2 is a profile of the free water surface velocity
(obtained by differentiating curve 1), which corre-
sponds to the shock wave profile in the absence of cav-
itation. The AA line indicates the time instant when the
shock wave reflects from the free surface. The rise of
the free surface (curve 1) to a certain level reflects the
elastic stretching of water in the field of a discharge
wave propagating downward. Curve 3 corresponds to a
threshold loading, which results in the inertial develop-
ment of the cavitation cluster at 18.5°C, as evidenced
by the appearance of a nonzero slope U in the curve of
the free surface displacement [4–6]. This slope,
observed on the right of the AA boundary line in Fig. 2,
is related to an increase in the bubble size and in vol-
ume of the loaded water sample. 

For the experimental scheme employed, the slope U
of all curves showing the free surface displacement
kinetics is related to the specific volume of bubbles α
by a simple relationship α = U/c [5] (where U is the free
surface velocity and c is the velocity of sound in water)
characterizing the intensity of cavitation. The appear-
ance of a nonzero slope U is selected as a criterion of
the cavitation onset, and the amplitude of the corre-
sponding shock wave is considered as a threshold
amplitude [6]. Curves 4–9 reflect dynamics of the free
water surface at various temperatures of water in the
system studied (33, 42, 52, 66, 74, and 84°C, respec-
tively). Initially, an increase in the temperature leads to
a several-fold increase in intensity of the cavitation pro-
cess (cf. curves 4 and 5 in Fig. 2, corresponding to 33
and 42°C) as evidenced by the U angle criterion. How-
ever, the intensity of cavitation at 52°C drop to almost
the initial level, which reflects increasing cavitational
strength of water. Further increase in the temperature
again increases the intensity of cavitation and leads to a
sharp growth in absorption of the shock wave intensity,
as seen from the drop in amplitude of the free water sur-
face displacement upon the shock wave reflection
(curves 7–9).

Absorption of the shock wave is usually related to
increasing gas content in the medium [4], while a
decrease in the cavitational strength of water is caused
by the growth of cavitation nuclei [2]. In order to pro-
vide for a correct comparison of intensity of the cavita-
tion development at various temperatures, the initial
amplitude of the shock wave at 52 and 66°C was
increased so as to make the free water surface displace-
ment equal to the initial value at 18.5°C. The character
of the observed temperature-dependent variation
remained unchanged.

The drop in the cavitational strength of water
observed upon heating to 42°C can be explained by
increasing equilibrium radius of microscopic gas bub-
bles always present in water [7, 8], determining the cav-
itational strength and the initial dynamics of the cavita-
tional process development. It would be reasonably to
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 6      200
assume that the microscopic gas bubbles grow in size
on heating. At 50°C, the bubble size increases so as to
cause their flotation and a drop of the cavitational
strength of water. This was confirmed by a sharp
increase in the number and size of gas bubbles growing
on the cell floor and walls in the course of heating to
50°C. As the water temperature increases above this
level, the rate of gas evolution considerably decreases.
Increasing temperature is accompanied by exponential
growth in the saturated water vapor pressure and by a
significant decrease in the surface tension σ. This facil-
itates the development of cavitation on mechanical
inclusions and may compensate, on reaching certain
temperature, for the “lack” of microscopic free gas
bubbles in the medium, thus providing for the experi-
mentally observed decrease in the cavitational strength
of water. However, the fact of a sharp increase in
absorption of the shock wave energy beginning with a
temperature of 66°C (Fig. 2, curves 7–9) can be
explained by the increasing gas content α in water.

We may suggest that the equilibrium radius of stable
microscopic gas bubbles in water is a nonmonotonic
function of the temperature, with a maximum near
52°C, but a more probable assumption is that the equi-
librium radius growing with the temperature results in
increase in the bubble flotation velocity V. Proceeding
from equality of the Stokes and Archimedes forces, this
velocity can be expressed as

(1)

where ρ is the density, η is the dynamic viscosity of liq-
uid, R is the current radius of microscopic bubbles, and
g is the acceleration of gravity. Assuming that the bub-
bles are formed by the ideal gas and the number of gas
molecules N does not vary with the temperature, we
may use a relationship (P0 + 2σ/R)4πR3/3 = NkT, which
implies that R ~ T1/2 for 2σ/R @ P0 and R ~ T1/3 for
2σ/R ! P0 (where k is the Boltzmann constant and P0
is the atmospheric pressure). According to equation (1)
the stable cavitation nuclei have R0 ≈ 1.5 µ [8] for

V 2ρgR
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2σ/R0 ≈ P0 and their subsequent growth leads to R @
2σ/P0 and V ~ T2/3. This implies that the heating-
induced growth rate of the cavitation nuclei is slower
than the rate of increase in the velocity of convective
flows, which is a linear function of the temperature for
a horizontal layer [9] and reaches a level of several
mm/s at 40–60°C. This velocity is sufficient for the
microscopic bubbles with a diameter of 10–30 µm to be
retained in the volume. This effect may explain a sharp
growth in the gas content and the corresponding
increase in the shock wave energy absorption observed
in water at 66°C and above.

The final judgment on the operative mechanism of
these phenomena can be made only upon accomplish-
ing additional experimental investigations. It is inter-
esting to note that a minimum in the cavitational activ-
ity of water at 52°C exactly coincides with the maxi-
mum of cavitational erosion and the maximum
efficiency of cleaning contaminated surfaces in aque-
ous solutions of detergents. Probably, there exists a fun-
damental relationship between these phenomena and
the anomalous behavior of the compressibility of water,
which decreases with increasing temperature below
50°C and begins to grow with the temperature above
this level [10].

Thus, an original experimental scheme employed in
this work and advantages of the capacitance measuring
technique allowed us to minimize the statistical scatter
TE
of the cavitation thresholds and reveal true trends in
their temperature dependence for water.
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Effect of Thermal Treatment
on the Exoelectron Emission Spectrum 

of a Fe64Co21B15 Amorphous Metal Alloy
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Abstract—The spectrum of the photoinduced exoelectron emission (PEE) current from heat-treated ribbons of
a Fe64Co21B15 amorphous metal alloy was studied. The shape and intensity of the PEE spectrum depend on the
material treatment conditions. It is suggested that internal stresses and surface oxidation are the main factors
affecting the PEE spectrum. © 2000 MAIK “Nauka/Interperiodica”.
The stable interest in amorphous metal alloys
(AMAs) is explained by their possessing a unique com-
bination of properties and offering the ability of wide
practical applications. One of the main tasks of investi-
gations devoted to AMAs consists in assessing stability
of their properties with respect to thermal treatments.
The purpose of our work was to study the kinetics of
temperature induced structural changes in AMAs of the
Fe64Co21B15 system by the method of photoinduced
exoelectron emission (PEE). The AMA samples were
obtained by rapid quenching from melt and had the
form of 10- to 20-mm-wide 30-µm-thick ribbons. The
PEE measurements offer a method highly sensitive
toward structural changes in AMAs upon their thermal
treatment [1–3]. At the same time, the effect of thermal
treatment on the spectrum of exoelectron yield (or the
initial exoemission photocurrent [4]) I(λ) has remained
virtually uninvestigated.

The PEE spectra were studied on an experimental
setup described in detail elsewhere [5]. The measure-
ments of the PEE current I as function of the stimulat-
ing light wavelength λ were performed for the initial
(not heat-treated) ribbons and the samples heat-treated
in vacuum (10–4 Pa) and cooled to room temperature
(the latter samples were measured either immediately
or after holding for 24 h at room temperature).

In this work, we have studied the PEE spectra of the
AMA samples were heat-treated in the following
regimes.

1. A sample was heated in vacuum to a temperature
of 970 K markedly exceeding the base alloy crystalliza-
tion temperature [3]. The I(λ) spectrum was measured
upon cooling the sample to room temperature. The
thermal treatment resulted in increasing PEE current
intensity in the entire wavelength studied. Figure 1
shows the PEE yield spectrum normalized to the maxi-
mum value in the heat-treated sample (i.e., the relative
initial exoemission photocurrent versus light wave-
1063-7850/00/2606- $20.00 © 20531
length). The subsequent 24-h holding at room tempera-
ture resulted in a significant decrease in the I value.

2. A sample was heated in vacuum to a temperature
of 690 K, corresponding to the initial stages of the base
alloy crystallization [3], and measured upon cooling to
room temperature. This thermal treatment also resulted
in increasing PEE current intensity as compared to that
for the initial sample (Fig. 2), but to even greater extent
than in the preceding case. The subsequent 24-h hold-
ing at room temperature resulted in a significant
decrease in the I value over the entire wavelength range
studied.

3. A sample was heated under isothermal conditions
in air at 470 K for 100 or 200 h and then cooled to room
temperature and measured. (Fig. 3). Here, the I value of
the heat-treated samples increased in the entire wave-
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0.4

0.2

0
260 270 280 290 300 310 320 330 340

I, a. u.

λ, nm

Fig. 1. Plots of the relative initial exoemission photocurrent
versus excitation light wavelength for a Fe64Co21B15 alloy:
(1) initial sample; (2) sample heat-treated in vacuum at
970 K and measured upon cooling to room temperature.
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length range as compared to that of initial ribbon, the
effect enhancing with the duration of isothermal expo-
sure.

The results described above can be interpreted as
follows. An increase in the initial exoemission photo-
current intensity after thermal treatments is related to a
decrease in the exoelectron work function E of the sam-
ple surface. A change ∆E in the exoelectron work func-
tion can be estimated by the formula

∆E "c/λav
2( )∆λ ,=

1

2

3

1.0
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0.6

0.4

0.2

0
260 270 280 290 300 310 320 330 340

I, a. u.

λ, nm

Fig. 2. Plots of the relative initial exoemission photocurrent
versus excitation light wavelength for a Fe64Co21B15 alloy:
(1) initial sample; (2) sample heat-treated in vacuum at
690 K and measured upon cooling to room temperature;
(3) heat-treated sample kept for 24 h under isothermal con-
ditions at room temperature.

1
2
3

1.0

0.8

0.6

0.4

0.2

0
260 270 280 290 300 310 320 330 340

λ, nm

I, a. u.

Fig. 3. Plots of the relative initial exoemission photocurrent
versus excitation light wavelength for a Fe64Co21B15 alloy:
(1) initial sample; (2, 3) samples heat-treated under isother-
mal conditions in air at 473 K for 100 and 200 h, respec-
tively, and measured upon cooling to room temperature.
T

where c is the velocity of light, λav is the average value
of the excitation light wavelength for the same level of
the exoelectron yield from the initial and heat-treated
samples, and ∆λ is the difference of the light wave-
length for the same level of signal intensity in the initial
and heat-treated samples. For the Fe64Co21B15 alloy
heated to 970 K, we obtain for λav = 300 nm a wave-
length shift of ∆λ = 20 nm, which corresponds to an
0.25 eV decrease in E as compared to the value in the
initial sample. At the same time, the treatment at 690 K
leads to an 0.60 eV decrease in E (assessed at λav =
280 nm), while the isothermal treatment in air at 470 K
for 200 h decreases the E value by only 0.20 eV.

Summarizing the experimental data obtained, we
may suggest that an increase in the exoelectron yield I
upon thermal treatment of AMA samples in the first
two regimes is related to the level of internal stresses in
the samples increasing as a result of crystallization pro-
cesses [6]. Indeed, a decrease in the exoelectron work
function with increasing level of internal stresses in
crystalline alloys was reported in [4, 7]. The isothermal
holding at room temperature is accompanied by relax-
ation of the crystallization-induced internal stresses,
which leads to decreasing exoelectron yield. The
increase in the exoelectron yield upon isothermal heat-
ing of the AMA samples in air can be attributed to the
process of surface oxidation.

Thus, the heat-treatment-induced increase in the
photoinduced exoelectron current is always related to
changes in the surface structure of AMA caused by this
treatment. The maximum growth in the exoelectron
emission intensity in the entire wavelength range of the
exciting radiation (as well as the most pronounced
change in the electron work function) was observed in
AMAs treated at temperatures corresponding to the ini-
tial crystallization stages. This is explained by an
increase in the level of internal stresses caused by the
crystallization processes.
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Electrical Phenomena 
in a Hydrogen-Containing Heterogeneous System Palladium–

Strontium Cerate–Barium-Yttrium Hydrocuprate
Yu. M. Baœkov
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Abstract—The proton conductivity of barium-yttrium hydrocuprate HxYBa2Cu3O7 + y (x ≤ 2, –0.1 ≤ y ≤ 0.1)
was determined for the first time. The proton conductivity (10–6 S cm–1 at 470 K, with an activation energy of
–0.6 eV) accounts for 0.1% of the total dc conductivity. Owing to the proton conductivity of strontium cerate
(HzSrCe0.9Y0.1O3, z < 0.1) and hydrocuprate layers in the Pd/cerate/hydrocuprate/cerate/Pd sandwich structure,
this heterogeneous system exhibits the properties of an electric accumulator with emf = 0.6–1.2 V. © 2000
MAIK “Nauka/Interperiodica”.
Important components of heterogeneous systems
studied within the framework of the “Hydrogen Ener-
getics” research and development program, one of the
science and technology priority directions, are the
intermediate compounds capable of providing effective
electrical and/or chemical contacts between essentially
dissimilar materials, for example, between metal
hydride based hydrogen sources with electron conduc-
tivity and oxide membranes with proton conductivity.
Unfortunately, no materials possessing electron- proton
conductivity, especially at moderately high tempera-
tures (200–400°C) are practically available. 

In this context, it was interesting to try a barium-
yttrium hydrocuprate composition HxYBa2Cu3O7 + y
(x ≤ 2, –0.1 ≤ y ≤ 0.1) as a mixed electron-proton
conductor. This attempt was based on the phenomenon
of high diffusion mobility of hydrogen in this com-
pound previously discovered by the author [1]. The
hydrogen self-diffusion coefficient in this compound is
10–8 cm2/s at 470 K, which, according to the Nernst–
Einstein law, corresponds to a proton conductivity of
the order of 10−4 S/cm. Since the total (electronic
p-type) conductivity of the above hydrocuprate at 470 K
is markedly greater (10–3 S/cm) [2], it might be
expected that the proton conductivity will account for
about 10%. However, this effect was not reported until
now. This circumstance gave impact to the experiments
described below.

Te ion (proton) component contribution to the total
conductivity was evaluated by a well-known method.
According to this, a sample of the material studied
(hydrocuprate) is pressed between solid electrolyte lay-
ers possessing a transfer number for the corresponding
ions (protons) of the order of unity. In this work, the
role of solid electrolyte was played by HzSrCe0.9Y0.1O3
(z < 0.1) referred to below as strontium cerate. The cur-
1063-7850/00/2606- $20.00 © 20533
rent-carrying electrodes were made of Pd, the hydride-
forming properties of which were expected to provide
for the symmetry of the measuring cell during the dc
conductivity measurements. However, it was found that
the Pd/cerate/hydrocuprate/cerate/Pd sandwich struc-
ture was polarized by dc current and retained the emf
for a large time (one day or even longer). This phenom-
enon rendered the cell an object of investigation rather
than merely a tool.

Ceramic cerate and cuprate pellets with a diameter
of 10 mm and a thickness of 1 mm were prepared by
method of solid-state reactions involving the corre-
sponding oxides. The edge surfaces of the samples
were coated with palladium black and pressed between
Pd foil. The reference electrodes (~100-µm-thick wire
probes) were placed between pellets. Cerate pellets
were saturated with hydrogen by exposure to water
vapor at high temperatures (2.7 kPa, 850 K, 24 h) prior
to assembling a measuring cell. Then the cell was
placed in a vessel connected to a pumping stage and a
gas admission system. The hydrogenation of cuprate
and Pd was effected immediately in the measuring ves-
sel (27 kPa, 450 K) as described in [2].

A summary of the main experimental results,
clearly illustrating the observed features of conductiv-
ity of the whole cell and its parts is presented in the
table. Prior to the cuprate hydrogenation, the total cell
resistance at 470 K could hardly be measured because
of a very low electron conductivity of the initial cerate
(10–8 S/cm [3]), whereas the proton conductivity of
hydrogenated cerate was blocked by cuprate. As the
cuprate hydrogenation proceeded, the situation
changed and, when the hydrogen content in the cuprate
reached x = 1.8, the cell resistance dropped by two
orders of magnitude. The resistance of the cuprate
layer, measured separately with the aid of reference
000 MAIK “Nauka/Interperiodica”
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wire electrodes, increased upon the hydrogenation by
almost five orders of magnitude to reach 100 Ω . This
behavior is fully consistent with the hydrogenation-
induced drop in the conductivity of cuprate reported in
[2]. At the same time, the resistance of the cuprate layer
determined from the voltage drop across this layer and
the overall current passing through the whole cell was
about 100 kΩ.

The above results are most simply explained by
hydrogen intercalation into the cuprate layer, rendering
it a proton-conductor and creating a through proton
conductivity channel across the cell (blocked, prior to
hydrogenation, by the purely electron-conducting layer
of YBa2Cu3O7). Therefore, the conductivity of the
cuprate layer operating in the cell is reasonably
assigned to the proton conductivity component of
hydrocuprate. This conductivity was 10–6 S/cm at
470 K, which is lower as compared to the estimate
based on the diffusion coefficient (see above). The total
conductivity of the cuprate layer, measured without
cerate layers blocking the electron current, was
10−3 S/cm. Thus, the proton conductivity contribution
does not exceed 0.1% of the total dc conductivity.

The phenomenon of polarization, observed for the
whole cell upon prolonged passage of a dc current
through the sample structure, was rather unexpected,
since the cell was initially symmetric. Moreover, the
hydrogenated Pd was initially suggested to maintain

Resistances (kΩ) of the whole cell and partial resistances of
component cerate and cuprate layers with respect to the elec-
tron and proton conductivity before and after hydrogenation

Charge carrier
Layer

Cell
cerate cuprate

Before hydrogenation

Electrons >25000 10–5 >25000

Protons 200 ∞
After hydrogenation

Electrons 25000 0.1

Protons 200 100 300
TE
the symmetry, by serving as a source of protons on the
anode and their acceptor, on the cathode. However, it
was found that an emf of the order of 1 V was devel-
oped across the cell electrodes, which retained almost
unchanged value in some cases over a time period of
not less than 100 h. The sign of this emf could be deter-
mined by polarization with a reverse current. It was
established that the emf of a cell polarized at 470 K in
water vapor was 0.8–1 V, and reached up to 1.2 V upon
polarization in an oxygen atmosphere (or an oxygen-air
mixture). The gas medium, to which the cell was
exposed, not only determined the magnitude of emf,
but influenced stability of the cell operation in the
open-circuit regime as well. Indeed, the value of emf
generated upon exposure to water vapor at a pressure of
0.2–2.5 kPa was retained for many days. At the same
time, the emf generated in the cell exposed in the atmo-
sphere of H2 or O2 (air) dropped at 470 K to 100 mV
within a few hours. Detailed mechanisms of this phe-
nomenon and the possibility of using sensitivity of the
cell to the gas phase composition in chemical sensors
are now investigated.

The discharge currents of the resulting electric accu-
mulator in a load or in the short-circuit regime are
determined by internal resistance of the cerate layers.
In our experiments, these currents reached tens of
nanoamperes at 470 K. By increasing the working tem-
perature and using cerate compositions possessing a
higher conductivity (such as, e.g., BaCe1 – xNdxO3), it is
possible to pass to microampere currents at a voltage of
1 V, which may be of interest for practical applications.

This work was supported by the Russian Foundation
for Basic Research, project no. 97-03-33466a.
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A Method for Reducing Pocklington’s Equation 
of Electric Vibrators to a Singular Integral Equation
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Abstract—A mathematically correct approach to the analysis of Pocklington’s equation for thin electric vibra-
tors, based on the theory of singular integral equations, is suggested. A new singular integral equation is
obtained for the derivative of the surface current with respect to the longitudinal coordinate. Numerical treat-
ment demonstrates rapid convergence and computational simplicity of the proposed method. © 2000 MAIK
“Nauka/Interperiodica”.
The design of electric vibrators normally entails
computing current distribution. Pocklington’s and Har-
rington’s integro-differential equations as well as
Hallen’s integral equation are available for this purpose
[1–3]. The most widely employed technique to solve
these equations is the method of moments together with
its modifications, using appropriate basis and weight-
ing functions. In our opinion, the main disadvantage of
this approach is that singular kernels (written in an
implicit form) are replaced by regular (Fredholm) ker-
nels to obtain the Fredholm-type integral equations of
the first kind. Solving these equations is known to
present an Ill-posed problems [4]. Also, it remains to be
proven that the result obtained is a true solution of the
original problem and has physical significance. As a fur-
ther step in development of this approach, Éminov [5]
suggested a new class of basis functions (called the
eigenfunctions of an integro-differential operator) to be
used in solving such problems. However, use of the
new functions considerably complicates the numerical
algorithm.

In contrast, this study rests on the mathematical for-
malism of the theory of singular integral equations
developed in the context of microstrip lines and slot-
lines for SHF and EHF integrated circuits [6, 7]. Spe-
cifically, we use an algorithm to transform Pockling-
ton’s equation into a singular integral equation with a
singularity of the Cauchy type [8].

Formulation of the Problem in Terms
of an Integral Equation of the First Kind 

Consider a straight wire of length 2l and radius a
with the feed points z = l0 – b and z = l0 + b, as shown
in Fig. 1. The antenna is excited by an rf oscillator.
A singular integral equation will be derived within the
framework of a commonly accepted thin electric vibra-
tor approximation (a ! l, λ). According to this, the lon-
gitudinal electric current density  and the equivalentη z

e

1063-7850/00/2606- $20.00 © 20535
magnetic current density  in the gap are replaced by
a thin filament of the longitudinal electric current
Iz(z) = 2πa (z). Flowing in the axis of the wire, the
current is assumed to be continuous in the gap and to
vanish at the ends of the vibrator. We neglect the edge
currents of the cylinders. At ρ = a, the Ez component of
the electric field produced by the current filament is zero
for all z ∈  [–l, l], except for a 2b-wide gap region, where
we set Ez = Eext(z), the latter denoting an external field.

Being independent of ϕ, the radiation can be
described by Pocklington’s equation [1]

(1)

where R = , γ2 = k2εµ, k = ω/c is the

η z
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η z
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wavenumber, and ε and µ are the permittivity and per-
meability of the environment, respectively.

According to a well-known Green’s function expan-
sion [5]:

(2)

where J0(x) and (x) are the Bessel function of the
first kind and the first-order Hankel function of the sec-
ond kind, respectively. Substituting this expression into
equation (1), we arrive at the integral equation

(3)

where

(4)

Equation (3) is a nonhomogeneous integral equation of
the first kind.

Singular Integral Equation

Obviously, the integrand function G1(z, z') in (4)
grows as |h | if |h |  ∞ so that the integral diverges.
To eliminate the divergence, let us replace Iz(z) in equa-

tion (3) by its derivative  = dIz/dz. Since Iz(–l) =
Iz(l) = 0 (zero current at the vibrator ends), we can write

(5)

Using (5), we recast (3) as

(6)
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(8)

In order to solve equation (6), let us determine the
asymptotic behavior of g(h) for |h |  ∞. Using repre-
sentations of the Bessel and Hankel functions of the
complex argument [9],

we obtain,

(9)

where

The corresponding asymptotic kernel is

(10)

Using the relationship [10]

, (11)

we obtain

(12)

Thus, the kernel  in equation (6) implicitly has
a singularity of the Cauchy type (12) and, hence, (6) is
a singular integral equation.

After simple transformations, (6) can be rewritten as

(13)
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∞
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(14)

Relationship (13) is a singular integral equation of
the first kind for determining Iz , the integrand function
in the kernel (14) tending to zero as |h |  ∞ due to
∆g(h)  0. To our knowledge, no such equation has
been reported.

Solving the Singular Integral Equation: 
Numerical Results 

Let the vibrator be symmetric: l0 = 0. To solve the
singular integral equation, we will define new variables
τ and τ' as follows: z = lτ and z' = lτ'. With J(τ') = (lτ'),
equation (13) becomes

(15)

where

(16)

Applying the inversion formula of the Cauchy inte-
gral to singular integral equation (15) yields [6].

(17)

where a0 is an unknown constant. This quantity is eval-
uated from the condition that Iz vanishes at z = –l and
z = l, which implies

This expression also states that the total charge on the
vibrator is zero. Being a nonhomogeneous Fredholm
equation of the second kind, (17) lends itself to numer-
ical treatment readily.

K z z',( ) i
2π
------ e

ih z' z–( )∆g h( ) h,d

∞–

∞

∫=

∆g h( ) γ2
h

2
–
h

----------------J0 ia h
2 γ2

––( )=

× H0
2( )

ia h
2 γ2

––( ) h( ).sgn+

Iz'

1
π
--- J τ'( )

τ' τ–
------------ τ'd

l–

l

∫

=  4iωε0εE
ext τ( ) l J τ'( )K τ τ',( ) τ'd

l–

l

∫– F τ( ),≡

K τ τ',( ) i
2π
------ e

ihl τ' τ–( )∆g h( ) h.d

∞–

∞

∫=

J τ( ) 1

π 1 τ2
–

--------------------- a0τ
1 τ'

2
–

τ' τ–
-------------------

l–

l

∫ F τ'( ) τ'd– ,=

J τ( ) τd

l–

l

∫ 0.=
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Based on (17), we have computed the surface cur-
rent density. Figures 2 and 3 show typical distributions
of the real part (solid curves) and the imaginary part
(dashed curves) of Iz for l/λ = 1/4 or 1/2, respectively,
with b/l = 1/100 and a/λ = 1/400. The computation was
carried out under the assumptions that Eext is uniform
over the gap and that ωε0εE i = a/λ. The results agree
well with [11].

CONCLUSION

We suggested a correct approach to analysis of a
thin electric vibrator, using singular integral equations
to compute surface current density. This strategy pro-
vides for a considerably improved convergence of the
solutions and eliminates the phenomenon of relative
convergence that may occur take place in solving the
Fredholm-type equations of the first kind [6, 7]. In prin-
ciple, the technique presented here makes it possible to
theoretically estimate the accuracy of the solution. The
approach can be extended with ease to coupled vibra-
tors in the free space or over conducting surfaces.

REFERENCES

1. Computer Techniques for Electromagnetics, Ed. by
R. Mittra (Pergamon, Oxford, 1973; Mir, Moscow,
1977).

0.08

0.06

0.04

0.02

0

–0.02

–0.04
–0.8 –0.4 0 0.4 0.8

R
e(

I z
),

 I
m

(I
z)

τ

Re(Iz)

Im(Iz)

Fig. 3.

Im(Iz)

0.004

0

–0.004

–0.008

–0.012

–0.016

R
e(

I z
),

 I
m

(I
z)

–0.8 –0.4 0 0.4 0.8 τ

Re(Iz)

Fig. 2.
0



538 NEGANOV et al.
2. D. M. Sazonov, SHF Antennas and Devices: A Hand-
book for Radio Engineering Specialties of High School
(Vysshaya Shkola, Moscow, 1988).

3. G. A. Erokhin, O. V. Chernyshev, N. D. Kozyrev, and
V. G. Kocherzhevskiœ, Antenna Devices and Radio Wave
Propagation: A Handbook, Ed. by G. A. Erokhin (Radio
i Svyaz’, Moscow, 1996).

4. A. N. Tikhonov and V. Ya. Arsenin, Solutions of Ill-
Posed Problems (Nauka, Moscow, 1986, 3rd ed.; Hal-
sted Press, New York, 1977).

5. S. I. Éminov, Radiotekh. Élektron. (Moscow) 38, 2160
(1993).

6. V. A. Neganov, E. I. Nefedov, and G. P. Yarovoœ, Strip
Lines and Slot Lines for Super High and Extremely High
Frequencies (Nauka, Moscow, 1996).
TE
7. V. A. Neganov, E. I. Nefedov, and G. P. Yarovoœ, Modern
Methods of Designing Transmission Lines, SHF and
EHF Resonators (Pedagogika-Press, Moscow, 1998).

8. V. A. Neganov and I. V. Matveev, Fiz. Voln. Protsessov
Radiotekh. Sist. 2 (2), 27 (1999).

9. Handbook of Mathematical Functions, Ed. by
M. Abramowitz and I. A. Stegun (Dover, New York,
1971; Nauka, Moscow, 1979).

10. F. D. Gakhov and Yu. I. Cherskiœ, Convolution Type
Equations (Nauka, Moscow, 1978).

11. S. I. Éminov, Method of Eigenfunctions of Singular
Operators in the Diffraction Theory in Application to
Electrodynamic Analysis of Vibrators and Slit Antennas,
Author’s Abstract of Doctoral Dissertation in Mathemat-
ical Physics (Novgorod, 1995).

Translated by A. Sharshakov
CHNICAL PHYSICS LETTERS      Vol. 26      No. 6      2000


	447_1.pdf
	452_1.pdf
	455_1.pdf
	458_1.pdf
	461_1.pdf
	464_1.pdf
	467_1.pdf
	470_1.pdf
	472_1.pdf
	475_1.pdf
	478_1.pdf
	481_1.pdf
	485_1.pdf
	488_1.pdf
	490_1.pdf
	493_1.pdf
	496_1.pdf
	499_1.pdf
	502_1.pdf
	505_1.pdf
	508_1.pdf
	510_1.pdf
	514_1.pdf
	517_1.pdf
	520_1.pdf
	523_1.pdf
	526_1.pdf
	528_1.pdf
	531_1.pdf
	533_1.pdf
	535_1.pdf

