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Abstract—The results of experiments on the polarization of nuclei of the 24Na radioactive isotope in a gas trap
are presented. The action of the trap is based on the effect of the photoinduced drift of atoms caused by laser
radiation. The anisotropy of γ-radiation emitted by 24Na during the illumination of sodium vapor in the trap by
circularly polarized laser radiation is measured and its dependence on the temperature of the trap walls is ana-
lyzed. A degree of polarization of 24Na nuclei of 62 ± 2% is attained at temperatures above 1300 K, for
which a rapid desorption of Na atoms from the walls and the decomposition of Na-based compounds take place.
© 2001 MAIK “Nauka/Interperiodica”.
Since 1950, when the possibility of the optical spin
orientation of atoms was predicted by Kastler [1], a
large number of works devoted to the creation of
ensembles of free polarized atoms and nuclei by the
optical pumping method appeared (a detailed descrip-
tion of the method of optical orientation is given in the
review by Happer [2]). Polarized gas ensembles of
radioactive isotopes could be used for determining the
nuclear electric and magnetic moments as well as the
multipolarity of radiative transition [3] or for a detailed
analysis of fundamental processes such as β-decay [4,
5]. However, the main limitation in the experiments
with polarized radioactive isotopes in gas cells is the
adsorption of the atoms under investigation at the cell
walls and the depolarization of the atoms. For this rea-
son, the experiments on optical polarization involving
the measurement of the nuclear radiation anisotropy
were carried out either on chemically inert atoms, or on
isotopes with a lifetime shorter than or comparable
with the time of diffusion of an atom under investiga-
tion to the cell walls [3, 6]. The effect of the walls can
be reduced by choosing an appropriate coating and
heating or can be eliminated almost completely by
using magnetooptical traps [7]. However, the former
method is applicable to a limited number of elements,
while traps are complex and fine experimental setups
with a small capacity for accumulating atoms (less than
108 as a rule) and a low efficiency of trapping [8, 9].
Besides, the electromagnetic field confining ions may
cause the depolarization of nuclei.

An alternative method for reducing the effect of the
walls of a gas cell is based on the effect of the photoin-
duced drift (PID) of atoms in a gas under the action of
laser radiation [10]. This effect makes it possible to
concentrate the atoms contained in the gas cell in a
1063-7761/01/9202- $21.00 © 20195
small volume (much smaller than the volume of the
cell) and to suppress the diffusion of atoms to the walls.
However, the optical orientation of atoms reduces the
probability of the absorption of polarized laser radia-
tion, thus decreasing the drift velocity and suppressing
the PID effect. This negative influence of polarization
on PID can be eliminated almost completely by the spa-
tial separation of the regions in which the optical pump-
ing and the PID take place. This idea was implemented
in our earlier work [11] for the stable 23Na isotope:
1011 atoms with a degree of polarization of 90% were
confined with the help of PID in a tube sealed at one
end (we measured the polarization of resonance-scat-
tered optical radiation corresponding to the D1 line
of Na).

However, such an experimental setup could not
reveal Na atoms adsorbed at the tube walls and hence
depolarized since such atoms make zero contribution to
the resonance-scattered radiation. In order to obtain a
real pattern and to determine the degree of polarization
affecting all atoms including those adsorbed at the
walls, experiments with unstable nuclides are required.
The degree of polarization in such experiments could
be determined from the radioactive radiation. This
work is devoted to such an experiment, which includes
the polarization of the nuclei of the 24Na radioactive
isotope in a PID-based trap and the determination of the
degree of polarization from the anisotropy of the γ-radi-
ation as well as the influence of various conditions on
the degree of polarization. The 24Na isotope is a conve-
nient object which is often used for such experiments
(the polarization of its nuclei exposed to a short high-
intensity pulse of laser radiation was observed by us
earlier [12]). The sequence of spins and the multipolar-
ity of radiative transitions in the daughter 24Mg nucleus
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lead to a noticeable anisotropy of the γ-radiation emit-
ted by polarized 24Na nuclei.

The idea of a PID-based trap can be presented as fol-
lows. If the drift of atoms in the tube is limited by a par-
tition, the atoms accumulate near it until the drift is
compensated by the backward diffusion flow. In opti-
mal experimental conditions, the photoinduced drift
can create high density gradients, and most of the
atoms are confined near the partition in a layer having
a thickness of just a few millimeters.

An important property of a PID-based trap (which
will be henceforth referred to as just a trap) is its selec-
tivity. If atoms in a trap stop absorbing radiation after
the formation of molecules, the PID stops acting on
them, and the atoms leave the trap as a result of diffu-
sion. Moreover, owing to the isotopic shift and (or) dif-
ferent modes of the hyperfine splitting for two different
isotopes in the optical transition being excited, the
wavelength of the exciting laser radiation can be tuned
so that the PID of atoms of these two isotopes will
occur in opposite directions. This peculiarity of PID
was demonstrated in our earlier work [13] for two
radioactive isotopes 22Na and 24Na. Thus, only a defi-
nite isotope in the atomic form is confined in the trap
which can serve as an isotope separator.

It is well known that at temperatures near 400 K, the
adsorption of alkali metals at the walls can be sup-
pressed by a paraffin coating [2]. Unfortunately, the
lifetime of atoms (relative to chemical binding) in cells
with such a coating does not exceed a second, which
sets a limit on their application. For this reason, in our
experiments we suppressed the adsorption at the walls
by heating the sapphire cell to a high temperature
instead of coating the walls with paraffin [11]. In our
subsequent experiments, we measured the energy of
adsorption of sodium atoms on the sapphire surface,
which proved to be equal to 2.48 ± 0.1 eV. This value is
close to the binding energy of sodium with oxygen in
the Na2O molecule (2.55 eV [14]). For such a binding
energy, the sapphire surface should be heated to a tem-
perature above 1800 K to suppress the adsorption com-
pletely. If we coat the sapphire surface with a potassium
layer, the adsorption energy for sodium atoms
decreases to 1.76 ± 0.07 eV [14], and the temperature
required for suppressing the adsorption decreases to
1300 K. This makes it possible to carry out experiments
on the polarization of sodium at more accessible tem-
peratures.

At high temperatures, the suppression of adsorption
takes place along with the decomposition of molecules
in which the captured atoms are bound chemically. The
lifetime of a diatomic molecule with the binding energy
E is defined by the well-known Arrhenius formula

(1)τmol τ0
E

kT
------ 

  ,exp=
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where τ0 is the pre-exponential factor, k is Boltzmann’s
constant, and T is the absolute temperature. Substitut-
ing into expression (1) the typical values for sodium
bound with oxygen (τ0 ~ 10–13 s, E = 2.55 eV, and tem-
perature T = 1300 K), we obtain τmol ≈ 0.5 ms. This time
is too short for the molecules to leave the trap due to
diffusion. The atoms formed again drift to the closed
end of the trap, where they are confined. Thus, the
reversibility of chemical binding processes at high tem-
peratures makes it possible to confine atoms in the trap
without losses due to chemical binding. For the laser
radiation intensity used in our experiments (exceeding
1019 photon/(s cm2)), the polarization of 24Na nuclei as
a result of the optical pumping (including a number of
consecutive acts of excitation and spontaneous de-exci-
tation) occurs during a time shorter than a millisecond.
For this reason, virtually all sodium atoms in the laser
radiation zone are polarized.

Let us estimate the time of confinement of atoms in
the trap, which is important for carrying out experi-
ments. For the sake of simplicity, we assume that the
adsorption at the cell walls is insignificant, i.e., the
number of adsorbed sodium atoms is much smaller
than the number of free atoms. We also neglect the
losses associated with the radioactive decay and chem-
ical binding. In this case, the losses of atoms in the trap
are determined by their diffusion flow through the open
end of the tube:

(2)

(3)

where n(x, t) is the number density of atoms, D is the
diffusion coefficient, and the values x = 0 and x = L cor-
respond to the closed and open ends of the trap. We
assume that the time of confinement of atoms in the trap
is much longer than the characteristic times of diffusion
and drift:

(4)

(5)

where u is the PID velocity. In this case, the number
density of atoms is determined by the steady-state
equation
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Solving this equation with the boundary condition
n(L, t) = 0, we find the following expression for the
number density of atoms:

(7)

It should be recalled that u < 0. Assuming that the drift
velocity is high (||u|L @ D), we evaluate the integral in (3):

(8)

Substituting (5) and (6) into Eq. (2), we find the solu-
tion in the form

(9)

(10)

Let us find a numerical estimate of τ, viz., the time
of the confinement of atoms in the trap for the typical
parameters of the experiments. For a pressure of the
buffer gas (krypton) of 30 torr at 1300 K, the values of
the diffusion coefficient and the drift velocity measured
in [10, 11] are D = 50 cm2/s and u = 150 cm/s. For the
trap length L = 10 cm, the confinement time amounts
approximately to 2 × 1010 s, or more than 600 years. It
should be noted, however, that the situation changes
radically when atoms are confined in the trap by circu-
larly polarized light, and the effective optical pumping
takes place. The optical orientation of atoms lowers the
probability of radiation absorption and, as a result,
decreases the PID velocity approximately by an order
of magnitude [11]. The time of the confinement of
atoms in the trap decreases to 4.5 s in view of its expo-
nential dependence on the PID velocity. This can be
avoided by placing the open end of the tube in a trans-
verse magnetic field destroying the optical orientation
of the atoms. In this way, the regions of effective influ-
ence of the PID and optical pumping are spatially sep-
arated: the drift is effective at the open end, confining
the atoms in the trap, while the optical orientation of the
confined atoms takes place at the sealed end. While
estimating the confinement time for atoms on the basis
of formula (10), we must take the length of the trap
region in which the PID is operating actively (i.e., the
larger part of the tube) instead of the entire length of the
trap. This decreases the value of τ insignificantly.

It should be recalled that the optical polarization of
radioactive 24Na atoms (T1/2 = 15.02 h) by an optical
radiation with circular polarization with a frequency
tuned to the D1 transition in the presence of a buffer gas
has some peculiarities. The hyperfine splitting of the
ground state of 24Na is smaller than the Doppler’s
broadening so that both hyperfine sublevels interact

n x t,( ) n0 t( )
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D
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D
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with the optical radiation. It is essential for the polariza-
tion that in the course of the transition S1/2  P1/2, the
sublevel corresponding to the maximum component of
the atomic angular momentum mF = +9/2 (nuclear spin
I = 4) is unable to absorb a photon with the right polar-
ization σ+ by virtue of the momentum conservation law,
while atoms from all the remaining sublevels go over to
an excited state. The cross section of mixing of sublev-
els of the P1/2 state as a result of collisions with particles
of the buffer gas is of the order of 10–14 cm2 [2], which
exceeds the gas-kinetic collision cross section. Thus,
for buffer gas pressures which are optimal for the PID
effects (approximately 30 torr [15]), the sublevels of
the P1/2 state are mixed completely, and the excited
state is depolarized. As a result of spontaneous relax-
ation, the sublevels of the ground state are populated
uniformly, the sublevel with mF = +9/2 being also pop-
ulated with a probability of 1/18. The cross-section of
the mixing of sublevels belonging to the S1/2 state due
to collisions with krypton atoms is much smaller
(approximately equal to 2.0 × 10–21 cm2 [2]). Thus, the
nonuniformity in the population of the sublevels of the
ground state emerging as a result of multiple excitation
and spontaneous relaxation processes is accumulated.
In this case, the atmosphere of sodium atoms with the
maximal angular momentum component becomes
completely transparent for the circularly polarized laser
radiation tuned to D1 transition.

The degree of the polarization of 24Na nuclei was
determined from the anisotropy of its γ-radiation emit-
ted as a result of β-decay. This γ-radiation consisted of
two γ-quanta with energies of 2.754 and 1.369 MeV in
a cascade [16]. The sequence of spins and parities of
the nuclear energy levels in the β- and γ-transitions was
as follows:

4+  4+  2+  0+.

The angular diagram of the emission of γ-quanta in the
nuclear transition of the daughter 24Mg nucleus is
described by the relation [17]

(11)

where θ is the angle between the directions of orienta-
tion of the nuclear spin and the emitted γ-quantum,
Bλ(I0) are the parameters of the orientation of the parent
nucleus, Uλ are the parameters of disorientation as a
result of the transitions preceding the observed transi-
tion, Aλ(LLIf Ii) are the angular distribution coefficients,
Pλ(ξ) are the Legendre polynomials, L is the multipo-
larity of the transition, I0 is the spin of the parent
nucleus, and If and Ii are the final and initial values of
the nuclear spin in the transition. The summation in
(11) is carried out over only even values of λ.

β γ γ

W θ( ) Bλ I0( )Uλ Aλ LLI f Ii( )Pλ θcos( ),
λ 0=

2L

∑=
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The orientation parameters are defined by the rela-
tion

(12)

where the parentheses contain the 3j symbols, and p(m)
is the occupancy of a sublevel with the nuclear spin
component m (m assumes the values from –4 to +4).
The main depolarizing processes accompanying the
optical pumping are the absorption of unpolarized
spontaneous radiation and the relaxation at the walls. In
the former process, all the m-sublevels of the ground
state are populated with the same probability. We can
assume that the same applies to the relaxation of the
atomic angular momentum at the wall. Thus, concern-
ing the distribution over m sublevels of the ground
state, we can assume that the population of all the
mF-sublevels (except that with mF = +9/2) is the same,
while the elevated population of the sublevel with mF =
+9/2 indicates the polarization of atoms. In this case,
the population of sublevels p(m)m ≠ 4 = p0, while p(4) =
p0 + ∆, and the orientation parameters are

(13)

where ∆ indicates the degree of polarization of 24Na
nuclei. The disorientation parameters are determined
by all the previous transitions:

(14)

It is natural to carry out the experimental observa-
tion of the anisotropy of the γ-radiation in directions
where it has the maximum value, i.e., for the values of
the angle θ = 0 and 90°. We assume that the β-transition
is a purely Gamow–Teller transition. Then the coeffi-
cients in formula (14) have the following values [17]:

(15)

Substituting these parameters into formula (11), we
obtain identical expressions for both transitions:

(16)

The block diagrams of the experimental setup are
presented in Fig. 1. The main element of the trap was a
sapphire capillary of length 20 cm and inner diameter

Bλ I0( ) 2λ 1+ 2I0 1+=

× 1–( )
I0 m+ I0 I0 λ

m– m 0 
 
 

p m( ),
m I0–=

I0

∑

B2 4( ) 1.5954∆, B4 4( ) 0.9387∆,= =

Uλ

Uλ β( ), 4 2,

Uλ β( )Uλ 42( ), 2 0.



=

U2 β( ) 0.8500, U2 42( ) 0.7491,= =

U4 β( ) 0.5000, U4 42( ) 0.2847,= =

A2 2224( ) 0.4477, A2 2202( )– 0.5976,–= =

A4 2224( ) 0.3044, A4 2202( )– 1.0690,–= =

P2 0cos( ) 1, P2 π/2( )cos( ) 1/2,–= =

P4 0cos( ) 1, P4 π/2( )cos( ) 3/8.–= =

W 0( ) 1 0.7500∆, W 90( )– 1 0.2500∆.+= =
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2.5 mm, which was sealed at one end. The capillary was
placed in a tantalum coil and enclosed in another sap-
phire tube of a larger diameter. The coil ensured a high
temperature of heating and created a magnetic field
parallel to the direction of laser beam propagation. The
strength of the magnetic field created by the coil in our
experiments was 50–80 Oe. The cell was filled with the
buffer gas (krypton) under a pressure of 30 torr. Before
starting the experiment, the coil was calibrated: the
temperature was measured with the help of a thermo-
couple located directly in the capillary at the sealed end
for various values of the voltage across the coil under
the experimental pressure of the buffer gas. A wire
made of ultrapure aluminum, having a mass of 20 mg,
and irradiated by fast neutrons in the LVR-15 nuclear
reactor at the Institute of Nuclear Physics, Rez (Prague
region) was placed on a tantalum foil in the capillary at
a distance of 5 cm from the open end. As a result of the
reaction 27Al(n, α), 24Na was obtained in an amount of
1.5 × 1011 atoms. The intensity of the γ-radiation emit-
ted by it was 5.5 × 106 Bq. Since tantalum is wet by
molten aluminum, the tantalum foil prevented the for-
mation of a drop of liquid aluminum in the sapphire
capillary, which could block the laser beam.

Permanent magnets creating a transverse magnetic
field of a strength of approximately 100 Oe (which was
sufficient for destroying the spin orientation of atoms in
this half of the trap) were arranged in the vicinity of the
cell at the open end. In the other half of the trap close to
the sealed end, the strength of the field created by the
permanent magnets rapidly decreased and was below
10 Oe at a distance of 3 cm from the magnets, which
did not affect the orientation of atoms. The beam emit-
ted by a dye laser (manufactured at the joint-stock firms
“Inversiya” and “Tekhnoskan”, Novosibirsk) passed
through the capillary from the open to the sealed end.
The beam power was approximately 100 mW, and the
radiation frequency was tuned to the center of the D1

line emitted by stable sodium, which corresponds to an
approximately 700-MHz detuning from the center of
the line emitted by 24Na to the “red” side (isotopic
shift). This ensured a PID velocity in the direction of
light propagation, which was close to its maximum
value. The beam had a Gaussian profile, its diameter
could be varied from 0.5 to 1.5 mm, and the polariza-
tion of the radiation was linear.

The larger tube contained an ampule with metallic
potassium placed at a distance of 8 cm from the
entrance to the trap. In the course of the experiment, the
ampule was permanently heated so that the light of the
resonance fluorescence of sodium contained in potas-
sium as a small admixture could be seen. The tempera-
ture of the ampule with potassium was close to that at
the sealed end of the tube and was measured by the
thermocouple. Potassium vapor purified the buffer gas
 AND THEORETICAL PHYSICS      Vol. 92      No. 2      2001
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and decreased the adsorption of sodium at the sapphire
surface which was gradually saturated with potassium.

The capillary was gradually heated, and sodium
atoms started leaving the aluminum, which was heated
and then melted. The spatial distribution of radioactive
sodium during heating was determined with the help of
a scintillation detector placed behind the sliding lead
slit (see Fig. 1). The aluminum and the tantalum foil
contained a considerable amount of stable sodium as an
impurity. As a result, the medium became optically
opaque at high temperatures, which hindered the exper-
iments. For this reason, we first had to remove stable
sodium from the trap, i.e., to separate the 23Na and 24Na
isotopes in the trap. At this stage of the experiment, we
selected a temperature at which the concentration of
sodium being evaporated was not too high and the laser
radiation penetrated to the sealed end of the cell. In due
time, stable sodium left the capillary through diffusion,
while 24Na was concentrated at the closed end of the
capillary owing to the PID effect.

The evolution of the spatial distribution of 24Na
upon a gradual increase in temperature is shown in Fig. 2.
After 5.5 h, the capillary was absolutely free of stable
sodium, and the process of separation of the 23Na and

1

Pb

3

7

6

2
9

4

8

5

10

Pb Pb

Fig. 1. Block diagrams of the experimental setups for mea-
suring (top) the spatial distribution of 24Na in the cell and
(bottom) the anisotropy of the γ-radiation emitted by
trapped 24Na atoms: (1) sapphire capillary sealed at one
end, (2) aluminum containing 24Na atoms, (3) sapphire
tube, (4) dye laser beam, (5) movable platform, (6) γ-detec-
tor, (7) lead shield with a slit, (8) ampule with metallic
potassium; (9) permanent magnet creating a transverse
magnetic field sufficient to destroy the optical polarization
in a half of the trap, and (10) λ/4 polarization plate.
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24Na isotopes was completed. The glow of stable
sodium in the tube disappeared, and only the lumines-
cence of 24Na was observed at the sealed end of the
tube. The γ-radiation intensity measurements proved
that approximately 1011 atoms of 24Na were present in
this region. It should be noted that this value is not the
limiting trap capacity since the latter is determined by
the trap volume which can be made quite large.

In order to calculate the enrichment factor (the vari-
ation of the isotope ratio) attained in the experiments,
we must estimate the amount of stable sodium removed
from the trap. The estimate can be obtained on the basis
of formula (2) by substituting the experimental values
of the parameters appearing in this formula, i.e., 5.5 h
for the separation time and 1012 cm–3 for the sodium
vapor density gradient. The diffusion coefficient of
sodium under a krypton pressure of 30 torr taking into
account the adsorption at the walls at a temperature
near 1000 K is of the order of 0.1 cm2/s[18, 19]. It fol-
lows from this estimate that the amount of stable
sodium is 2 × 1014 atoms, i.e., three orders of magnitude
larger than the amount of radioactive sodium. The
absence of a glow from stable sodium suggests that its
amount in the trap after the isotope separation is

(a)

(b)

(c)

(d)

0 10 20 30

200

0

200

0

200

0

200

l, cm

400
Iγ, s

–1

0

Fig. 2. Evolution of the 24Na distribution over the length l of
the cell during its preparation for the operation: (a) begin-
ning of heating; (b) after 2.5 h; (c) after 4.5 h; (d) after 5.5 h.
Iγ is the intensity of γ-radiation, l = 0 and l = 30 cm corre-
spond to the open and sealed ends of the tube.
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smaller than one tenth of the amount of 24Na, i.e., less
than 1010 atoms. This means that the enrichment factor
attained in the experiment was larger than 104. In the
course of isotopic separation, we lost only about 20%
of 24Na, which left the trap and was adsorbed at its open
end. This determines the efficiency of the 24Na trapping
attained in the experiment, which was 80%.

After the spatial distribution of 24Na was stabilized,
we made experiments on the optical polarization of
24Na in the trap. For this purpose, we measured the
anisotropy of the γ-radiation emitted during the decay
of 24Na. The measurements were made with the help of
two scintillation detectors having working volumes of
80 and 57 cm3 and arranged at angles of 0 and 90° to
the wave vector of the laser beam at 30 cm from the
closed end of the trap. The polarization of light was
changed from linear to circular polarization and back
with the help of a λ/4 phase plate. The γ-radiation was
detected at 2.754- and 1.369-MeV lines. The intensity
of this radiation was measured by each detector alter-
nately for the linear polarization of the laser radiation
and for the circular polarization (in this case, 24Na
nuclei were polarized). Each act of measurement lasted

1

2
1.1

0.9

0.7

0.5
1100 1200 1300

T, K

W(θ)

Fig. 3. Anisotropy of the γ-radiation at various temperatures
of the cell: (1) readings of the detector arranged at 0°,
(2) readings of the detector at 90°.

0.4

0.2

0

1100 1200 1300

0.6
∆(θ)

T, K

Fig. 4. Degree of polarization of 24Na nuclei in the trap,
obtained from the readings of the detector arranged at 0°
(dark circles) and 90° (light circles) at various temperatures
of the cell.
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for 10 min during which the detectors recorded at least
4 × 104 γ-quanta in the chosen spectral region. These
measurements resulted in the ratios

where K0, c and K0, l are the numbers of γ-quanta
recorded by a given detector for the circular and linear
polarizations of the laser beam, respectively, and f1 is
the background from 24Na escaping from the trap in the
detector arranged at 0°. Figure 3 shows the dependence
of these ratios on the cell temperature (for a laser beam
diameter of 1.0 mm).The statistical errors of measure-
ments are given with a 90% confidence level of the
probability. It should be noted that at temperatures
below 1230 K, the values of Kθ are independent of tem-
perature, and their mean values are K0 = 0.89 ± 0.02 and
K90 = 1.01 ± 0.02. The constant values of K0 at temper-
atures below 1230 K can be explained by the fact that
the amount of 24Na adsorbed at the trap walls at low
temperatures is much smaller than the amount of 24Na
in the gas phase. For this reason, the anisotropy in the
γ-radiation of polarized 24Na in the gas phase does not
exceed the statistical error for the isotropic radiation
emitted by unpolarized 24Na adsorbed at the walls. It
was noted above that when linear polarization changes
to circular polarization, the probability of light absorp-
tion decreases due to the optical pumping, and the PID
velocity of 24Na atoms decreases accordingly, leading
to the atomic distribution blurring. As a result, the dis-
tance between the center of gravity of the distribution
and the detector arranged at 0° increases, and this
detector records a smaller number of γ-quanta. The
value of the quantity K0 = f2 = 0.89 ± 0.02 indicated
above corresponds to a shift in the center of gravity of
the distribution of trapped atoms by 1.8 ± 0.4 cm. This
systematic error can be taken into account while calcu-
lating anisotropy W(0), and W(0) = K0/ f2. The value of
anisotropy W(90) directly corresponds to ratio K90, i.e.,
W(90) = K90.

As the temperature of the cell was increased further,
the anisotropy of the γ-radiation became larger than the
statistical error of measurements. Ratio K0 started
decreasing, and ratio K90 increased, both values attain-
ing the saturation at temperatures above 1350 K. The
degree of polarization ∆ of nuclei, calculated using the
data from Fig. 3 in accordance with formula (16), are
presented in Fig. 4 as a function of temperature.

The degree of polarization of atoms in the trap is
determined by the dynamic equilibrium between the
polarization of atoms in the bulk and their depolariza-
tion at the wall. From this point of view, it was interest-
ing to measure the anisotropy for various diameters of
the laser beam since an increase in its diameter leads to
an increase in the effective volume in which the optical
pumping takes place and the PID effect is operating.
The table contains the results of measurements of the

K0

K0 c, f 1–
K0 l, f 1–
---------------------, K90

K90 c,

K90 l,
-----------,= =
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Degree of polarization of 24Na nuclei for various temperatures and laser beam diameters

T, K
d = 0.5 mm d = 0.8 mm d = 1.4 mm

∆90, % ∆0, % ∆90, % ∆0, % ∆90, % ∆0, %

1255 14 ± 4 14 ± 3 – – – –

1285 24 ± 4 33 ± 3 – – – –

1300 25 ± 4 42 ± 3 – – – –

1315 40 ± 4 48 ± 2 49 ± 4 56 ± 2 47 ± 4 58 ± 2

1340 33 ± 4 51 ± 2 51 ± 4 56 ± 2 60 ± 4 61 ± 2

1363 – – – – 60 ± 4 63 ± 2
degree of polarization from the readings of both detec-
tors for various values of the laser beam diameter d and
of the sample temperature. It can be seen from the table
that the γ-radiation anisotropy increases with the beam
diameter, while the difference in the anisotropy read-
ings of the detectors decreases. This is due to the fact
that the maximum PID velocity averaged over the cap-
illary cross section is attained when the radiation fills
the capillary to the maximum possible extent. As a
result, the distribution of trapped atoms in this case
becomes more compact and is less blurred (in absolute
measure) upon a transition from linear to circular polar-
ization. Accordingly, the effect of random variations of
the geometrical factor on the counting intensity of the
detectors decreases. The maximum degree of polariza-
tion of 24Na nuclei attained in our experiments (and
averaged over the two detectors) was 62 ± 2%. One of
the possible ways of increasing the degree of polariza-
tion is the addition of an inert molecular gas (e.g., nitro-
gen) to the buffer gas for quenching the depolarizing
luminescence.

The experiments on the optical polarization of 24Na
and on the measurement of its degree lasted approxi-
mately 6 h. During this time, the losses of trapped 24Na
atoms corresponded only to their radioactive decay to
within the error of measurements, i.e., the losses due to
chemical binding were less than 2%. This means that if
molecules were formed in the trap, they were rapidly
decomposed into atoms at the experimental tempera-
tures (1100–1400 K) before they could leave the trap as
a result of diffusion. Such low losses correspond to a
very long formal time of the confinement of 24Na atoms
in the trap due to the PID effect (exceeding 300 h).

In conclusion, we list the main results obtained in
this work. It was demonstrated that a PID-based trap
can operate as an isotopic separator with low losses and
a large enrichment factor. In the course of the separa-
tion, the ratio of the 23Na and 24Na isotopes changed by
a factor exceeding 104 for losses of 20%. The trap cap-
tured 1011 atoms of 24Na, which were confined for 6 h
in the form of vapor virtually without a leakage (losses
were less than 2%). The trapped 24Na atoms were polar-
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
ized by laser radiation with circular polarization. The
dependence of the degree of polarization on the capil-
lary temperature was measured. It was found that at
temperatures above 1300 K, at which the rapid desorp-
tion of Na atoms from the walls and the decomposition
of the formed molecules took place, the degree of
polarization of 24Na atoms reached 62 ± 2%. The
obtained results demonstrate the high efficiency of the
developed method of the polarization of nuclei and
raise hopes that this method will be applied in experi-
ments with polarized atoms and nuclei.
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Abstract—We consider radiative corrections to the electron and photon impact factors. The generalized
eikonal representation for the e+e– scattering amplitude at high energies and fixed momentum transfers is vio-
lated by nonplanar diagrams. An additional contribution to the two-loop approximation appears from the
Bethe–Heitler mechanism of fermion pair production with the identity of the fermions in the final state taken
into account. The violation of the generalized eikonal representation is also related to the charge parity conser-
vation in QED. A one-loop correction to the photon impact factor for small virtualities of the exchanged photon
is obtained using the known results for the cross section of the e+e– production during photon–nuclei interac-
tions. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

It is well known (see [1]) that the QED scattering
amplitude for the process

in the Regge kinematics

(1)

has the impact factor representation

(2)

that is valid in the first non-trivial order of perturbation
theory. Here, λ is the photon mass; the two-dimensional
vectors r and k are orthogonal to the initial particle
momenta pA and pB. The impact factors τ describe the
inner structure of colliding particles. For the electron,
we have

where the indices i, j enumerate the electron polariza-
tion states. The expression for the impact factors of the

a b a' b'++

A pA a,( ) B pB b,( ) A pA' a',( ) B pB' b',( ),+ +

s pA pB+( )2
 @ t–  pA pA'–( )2

m2∝–= =

A s t,( ) is

2π( )2
-------------=

× d2kτ A k r,( )τB k r,( )
k r+( )2 λ2+[ ] k r–( )2 λ2+[ ]

--------------------------------------------------------------------- 1 O
t
s
-- 

 + 
  ,∫

4r2 t 0,>–=

τe 4παδij,=

¶This article was submitted by the authors in English.
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photon on its mass shell can be written as [1]

(3)

with

where i, j refer to the photon polarization states.
According to the Regge theory, the impact factor is

proportional to the residue of the pole ∝ (j – 1)–1 of the

t-channel partial wave , with the positive signature
describing the t-channel transition of two particles into
a nonsense state of two virtual photons [1],

(4)

τ ij
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0

1

∫
0

1

∫=

Aij
1

4r2x+
2 y 1 y–( ) m2+

---------------------------------------------- 8x+
3 x–y 1 y–( )rir j=

– x+
2r2 1 8x+x–– y

1
2
---– 

  2

 
  δij ,

Bij
1

4Q2y 1 y–( ) m2+
------------------------------------------ 8x+

3 x–y 1 y–( )QiQ j=

– Q2 1 8x+x– y
1
2
---– 

  2

– 
  δij ,
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2
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τ A j 1–( ) s'd
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sth
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s
-------
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s
-------Q j 2– z'( ),=
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where z' = cosθ is the cosine of the scattering angle θ in
the t-channel. This is a linear function of s'. Here and
below sth means the threshold value of s'. Higher orders
of perturbation theory involve the poles fj ∝  1/(j – 1)n

that must be subtracted from τ to provide sums of all the
logarithmic contributions ∝ logn(s) using the Bethe–
Salpeter equation [1].

For t = 0, the impact factor is proportional to the s'
integral of the total cross section for the scattering of
the photon with virtuality –k2 off target a with mass m,

(5)

where f(s', k2) accounts for the virtual photon flux fac-
tor. This multiplier equals unity in the limit as k2  0,
which corresponds to the Weizsäcker–Williams
approximation:

(6)

The motivation for our calculation of the radiative
corrections to impact factors is the high-precision
experiments performed on colliders where some inter-
esting physical quantities (for example, the BFKL
pomeron intercept) are measured [2]. In this case, one
must know the impact factors of the virtual photon [2].
Generally, impact factors describe the coupling of par-
ticles with the pomeron in QED or in QCD. For collid-
ers with electron (positron) beams, radiative correc-
tions to impact factors can be used to calculate the QED
part of cross sections with a good accuracy.

For small-angle e+e– scattering, the amplitude for
the diagrams with the multi-photon exchange has the
eikonal representation

(7)

where we used the fact that only the longitudinal (non-
sense) polarizations of the t-channel virtual photons are

τ k2 s'd
π

------
σaγ∗ s' k2,( )

s'
-------------------------- f s' k2,( ),

sth

∞

∫=

f s' k2,( ) s'2 4k2m2–
s'

------------------------------= ,

τ
k2
----

k
2 0→
lim

s'd
π

------
σaγ s'( )

s'
----------------.

sth

∞

∫=

A s t,( ) A0 s t,( )eiδ t( ),=

A0 s t,( ) 4πα 2
st
----u p1'( ) p̂2u p1( )=

× v p2( ) p̂1v p2'( ) 4πα2s
t

-----N1N2,=

Ni 1, δ t( ) iα t–

λ2
----- 

  ,ln–= =
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essential at high energies,

(8)

The radiative corrections to A0 appear from the so-
called “decorated boxes”. These Feynman diagrams
were assumed to lead to a generalized eikonal represen-
tation

(9)

where Γ1(t) is the Dirac form-factor of an electron,

(10)

We note that δ(t) must also include corrections to the
virtual photon Green function, leading in particular to
the electric charge renormalization.

In the next section, we verify the generalized
eikonal representation for the decorated boxes.

2. ONE-LOOP CORRECTION 
TO THE ELECTRON IMPACT FACTOR

Keeping in mind that the amplitude for near-forward
scattering with two-photon exchange is purely imagi-
nary (with corrections of the order m2/s omitted), we
can calculate its s-channel discontinuity. The radiative
corrections to this discontinuity originate from the vir-
tual photons and from the emission of a real photon in
the intermediate state. We split the last contribution into
two parts corresponding to the emission of soft and
hard photons.

The virtual photon contribution contains the elec-
tron vertex function for the on-shell initial and final
electrons,

(11)

u p1'( )γµu p1( )v p2( )γνv p2'( )Gµν q( ),

Gµν q( ) 1

q2
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2 p2
µ p1
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Γ1 t( ) 1 γΓ1
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4a
----------------- b,ln–= =

T t( ) 1 a2+
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The contribution from the emission of a soft photon
has the classical form

(12)

where p and  are the momenta of the initial and final
electrons and p1 is the electron momentum in the inter-
mediate state. Because the energies of these particles
are approximately equal (but large compared to the
electron mass), we can use the relations

(13)

with quantities a and b defined above. Thus, we obtain

(14)

where T(t) was defined above.

Now let us consider the hard photon emission. This
contribution to the imaginary part of the electron–elec-
tron scattering amplitude can be written as

(15)
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where x is the energy fraction of the hard photon. We
obtain

(16)

where

(17)

The subsequent integration is straightforward and gives
the result

(18)

where G(t) and G1(t) were defined above.

The interference of two amplitudes with a photon
emitted by two initial particles is small ~O(t/s). This
fact is known in the literature as the up–down cancella-
tion. The contribution of the diagrams with two-photon
exchange is purely imaginary and, consequently, does
not interfere with the real Born amplitude. Adding all
the contributions, we obtain the final result for one-loop
radiative corrections to the electron impact factor,

(19)

This result agrees with the generalized eikonal form of
the small-angle scattering amplitude. However, in the
higher orders, the eikonal representation is violated as
shown below.
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3. GENERALIZED 
EIKONAL REPRESENTATION

The above result for the radiative corrections to the
electron impact factor can be obtained in a simple way.
We consider again a decorated box with a positron
block corresponding to the Born diagram and an elec-
tron block containing a set of four Feynman graphs
with a virtual photon. We express the components of
the exchanged photon momentum in terms of the
squared invariant energies s1 and s2 for the electron and
positron blocks using the Sudakov parameters

Performing the s2-integration by taking the residue
of the intermediate positron propagator (which also
takes the diagram with crossed photon lines into
account), we obtain the total radiative corrections

(20)

where Aµνu(p1) is the Compton scattering ampli-
tude corresponding to the Feynman diagrams with only
the s-channel singularities and C is the contour situated
above these singularities. The amplitude has a pole at
s1 = m2, which corresponds to the electron intermediate
state, and a right-hand cut starting from s1 = (m + λ)2,
which corresponds to the one-electron and one-photon
intermediate state.

Using the Sudakov parametrization for the photon
momentum k and omitting the small contribution ∝ 1/s

proportional to βp1, we can represent  as

(21)

We now consider the product of two terms in the
right-hand side of this equation with the Compton
amplitude Aµν. The contribution of the term ∝ k⊥  is zero,

(22)
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JOURNAL OF EXPERIMENTAL 
This follows from the convergence of the integral over
the large circle in the s1 plane and the absence of the left
cut. The second property is valid for planar Feynman
graphs. The integral converges because for the physical
(transverse) polarizations of the virtual photon, the

quantity eµ Aµν, e = k⊥ / |k| behaves as m2/s1 at large s1.

Applying the Ward identity for the first contribution
∝ kµ, we obtain

(23)

The integral over the large semicircle gives the general-
ized eikonal result ∝Γ ν, which means, in particular, that
the total contribution of the various intermediate states
is not zero for physical t < 0. In particular, we see that
radiative corrections to the impact factor of the electron
contain infrared divergences cancelled only in the total
cross section with the contribution of the inelastic pro-
cess (the photon emission).

For the n-photon exchange, the eikonal result for the
scattering amplitude corresponds to the classical pic-
ture where all the intermediate fermions are on their
mass shell. This is so because the Born amplitude for
the t-channel photon interactions with external parti-
cles tends to zero as (pAki)–2 for (pAki)  ∞, which
allows us to calculate all the integrals over pAki by tak-
ing residues. For the radiative corrections correspond-
ing to the decorated diagrams with one additional vir-
tual photon, we can use the arguments similar to those
applicable in the two-photon case. The physical reason
for the generalized eikonal result for the total contribu-
tion is that the integration over invariant si (correspond-
ing to the virtuality of the inner fermion line to which
the virtual gluon line is attached) gives zero because
after the cancellation of the renormalization effects in
accordance with the Ward identity, the amplitude

behaves as 1/  at large si. The nonvanishing result is
obtained only from the diagrams where the virtual
gluon line is attached to the external fermion lines, but
we then obtain the generalized eikonal result. This
argument is not valid for nonplanar diagrams because
they have left and right singularities in the si planes [6].

4. IMPACT FACTORS
IN THE TWO-LOOP APPROXIMATION

In the radiative corrections to the photon impact fac-
tor, the infrared divergences are cancelled in the sum of
contributions from the e+e–γ and e+e– intermediate
states. Using the crossing relations for t = 0 [7], one can
express the contribution of the e+e–γ intermediate state
to τγ in terms of the contribution of the eγγ intermediate
state to τe, which is investigated better (see [4–6]). We
here estimate the radiative corrections for t = 0 only at

p2
ν

p2
µ p2

νu p1'( )Aµν s1( )u p1( )

=  
se2

s1
------- p2

νu p1'( )Γν q( )u p1( ), s1 @ m2.–

si
2
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small virtualities of the exchanged photon k2. Their
value can be extracted from the results of [3], where the
one-loop correction to the cross section of pair produc-
tion by a photon on the Coulomb field of nuclei was
calculated as

(24)

The radiative corrections to the photon impact factor
can also easily be found in the region k2 @ m2, where
one can use the DGLAP evolution equations [10].

Now let us consider the radiative corrections to the
electron impact factor. The generalized eikonal hypoth-
esis is violated in the two-loop approximation. (This
fact was verified explicitly for t = 0 [6].) Indeed, if the
generalized eikonal hypothesis were valid, the com-
plete compensation of contributions from the transition
of the initial electron to the intermediate states e, eγ,
and eγγ would occur. However, it was shown that the
total contribution is not zero and is equal to the interfer-
ence term for the e+e– pair production amplitudes.

To clarify this result, we write the impact factor as

(25)

where the quantity (1/s2)  is expressed in
terms of the amplitudes J (A) for the scattering of the vir-
tual photon from the initial particles and does not
depend on s as s  ∞.

In contrast to the planar amplitude Aµν discussed in

the previous section,  corresponds to contributions
of all possible diagrams. The integration contour C is
displaced in accordance with the Feynman prescription
between the right- and left-hand side singularities of
the amplitude. The right singularities are the poles at
s1 = m2 and the cuts at

There also exist left singularities at the same points for
the crossing variable

The additional e+e– pair can be produced in accor-
dance with the Bethe–Heitler or bremsstrahlung
mechanisms. There also exist interference terms tak-
ing the identity of the final electrons into account. The
most important contribution is from the Bethe–Heitler
mechanism corresponding to the e+e– pair production
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by two virtual photons. The corresponding impact fac-
tor contains the divergence in s1 related to the pres-
ence of two-photon intermediate states in the crossing
channel. (For t = 0, this contribution was calculated in
[11].) We write it here only in the Weizsäcker–Will-
iams approximation, where it has the form of the sum
rule for the Borselino formulas for the total cross sec-
tion σ(s1) of the e+e– pair production in the electron–
photon collisions through the Bethe–Heitler mecha-
nism,

(26)

(27)

As discussed above, the logarithmic dependence on the
upper limit s in the integral over s1 must be subtracted
in a self-consistent way to avoid double counting,
because the logarithmic contributions are summed by
the Bethe–Salpeter equation for the pomeron in QED
(cf. a similar procedure for the BFKL pomeron in the
next-to-leading approximation [12]). For muon produc-
tion, we have

(28)

(29)

where m and M are the respective masses of the elec-
tron and muon.

The contribution of the bremsstrahlung mechanism
to e+e– pair production must be added with the corre-
sponding two-loop radiative corrections to the electron
form-factor for the elastic intermediate state; the result-
ing expression corresponds to the generalized eikonal
approximation because the corresponding diagrams are
planar [6].

Among many Feynman graphs obtained from the
interference between the various amplitudes for pair
production, there are only four nonplanar diagrams cor-
responding to the identity of electrons in the final state
in the Bethe–Heitler mechanism. Only these graphs
give a nonvanishing result for τe at t = 0. In the
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Weizsäcker–Williams approximation, the correspond-
ing contribution was calculated in [7],

(30)

This leads to the sum rules for the integrals of the one-
and two-photon bremsstrahlung cross sections and the
slope of the Dirac form-factor at t = 0 [6].

Finally, the total two-loop contribution to the elec-
tron impact factor can be written as

(31)

where  is the full two-loop correction to the Dirac
form-factor (including the nonplanar diagrams and the

diagrams with the inner fermion loop). The term  is
the total contribution of the imaginary part correspond-
ing to the Bethe–Heitler mechanism of the pair produc-
tion including the interference effects related to the

identity of the produced electrons (  =  + 

+  for t = k2 = 0).

The physical meaning of this formula is obvious: the
non-trivial corrections to impact factors are related
only to the charge particle production in the intermedi-
ate states.

5. CONCLUSION

In the three-loop approximation, the most important
contribution to the photon impact factor corresponds to
the diagram with two fermionic loops connected in the
t-channel by two photons. It contains the logarithmic
divergence ∝ lns because the imaginary part of the cor-
responding amplitude is proportional to s1 for large s1.
In particular, for t = k2 = 0, the impact factor can be
expressed as the integral of the cross section for the
transition of two real photons into two e+e– pairs.
Again, the ultraviolet divergence in s1 is compensated
by the infrared divergence in the relative rapidities of
the produced pairs in the Bethe–Salpeter equation for
the pomeron in QED. The virtual photon actually inter-
acts with the electric dipoles inside the initial photon
[13]. The growth of the impact factor ∝ lns is related to
the logarithmic increase of the number of dipoles at
large energies. The fermion identity effects in the inter-
mediate state do not have any influence on this growth.
The contribution of the diagrams with one e+e– pair and
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e( ) k2
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e
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several photons gives a finite contribution to the photon
impact factor.

We now consider three-loop corrections to the elec-
tron impact factor. The most important contribution
∝ ln2s comes from the one-loop radiative corrections to
the Bethe–Heitler mechanism of e+e– production. Other
diagrams lead to finite terms. The generalized eikonal
representation is violated by nonplanar diagrams
related to e+e– pair production, but there is another rea-
son for its violation. It is related to the charge parity
conservation in QED. Indeed, two external photons
with momenta k and q – k cannot pass through the fer-
mion loop to the three-photon intermediate state in the
t-channel. Therefore, the generalized eikonal represen-
tation, containing in particular the form-factor corre-
sponding to the transition of the external photon
through the fermion loop into the three-photon state,
cannot be valid in the three-loop approximation.

The methods developed above for QED can also be
used in QCD, where we urgently need to calculate the
radiative corrections to impact factors of the virtual
photon and other particles to find the energy region of
applicability of the BFKL theory in the next-to-leading
approximation [11].
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Abstract—The resonance fluorescence spectra of a degenerate three-level atom of the V-type in the field of an
intense monochromatic wave with an arbitrary polarization composition are investigated. Analytical expres-
sions are derived for the resonance fluorescence spectra, and the angular distribution of spontaneous fluores-
cence of atoms is analyzed for the D-line emitted by vapors of alkali atoms. It is shown that the number of lines
in the spectrum may decrease in the case of the linear polarization of spontaneous radiation. The radiation relax-
ation operator is obtained for the D-line of alkali metals in the case when an atom is near the metal surface.
Interference effects for such systems are analyzed. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Quantum interference processes accompanying the
spontaneous emission of atoms in two and more closely
spaced states has attracted attention from researchers
during recent years [1–10]. This is associated with
numerous and diversified effects (such as the trapping
of population [7], the decrease in the total intensity of
spontaneous radiation [11], the narrowing of individual
lines in spectra [1–5], occupancy beats [6, 12], and the
dependence of the shape of the spectrum on the phase
of exciting fields [2, 3, 10]) resulting from interference
processes in such systems.

For the emergence of an interference pattern, at least
two correlated paths are required. The interference pro-
cesses in this case may affect the structure of the radia-
tion relaxation operator only if the system arrives at the
same final state. The simplest system of this type is a
nondegenerate three-level V-type atom for which all the
above-mentioned effects have already been manifested.
It should be noted, however, that such a system is of the
model kind and does not include many characteristics
of real physical systems which are important for an
analysis of interference processes. A disadvantage of
such models is the disregard of the possible degeneracy
of energy levels as well as the angular and polarization
composition of the exciting and spontaneous radia-
tions. Moreover, the dipole moment of transitions is
assumed to be a scalar quantity. In our earlier publica-
tion [11], we proved that the inclusion of these factors
renders the radiation relaxation operator for most phys-
ical systems in the form identical to the standard diag-
onal expression. This is due to the fact that the interfer-
ence terms vanish either as a result of integration over
the solid angle, or upon summation over polarizations.
1063-7761/01/9202- $21.00 © 20210
The interference terms appear only when the following
additional condition is satisfied: the density of states of
the electromagnetic field is anisotropic [11, 13]. The life-
time of the excited state for such systems has already been
analyzed. Chew [14] studied the radiation emitted by a
vibrating dipole in a small dielectric sphere. The effect of
the variation of relaxation constants in a cavity is also
well known. However, the influence of an anisotropic
density of states on the interference process accompa-
nying spontaneous emission has become an object of
investigation only recently [13].

Another aspect which has been disregarded till now is
the influence of interference effects on the angular distri-
bution of spontaneous fluorescence of atoms. In [15], we
analyzed the angular distribution of the resonance fluores-
cence intensity for degenerate three-level systems of
the V-type in the field of an electromagnetic wave with
an arbitrary polarization composition. We proved that
the contribution of the interference processes must be
taken into account in an analysis of the angular distri-
bution of spontaneous radiation in spite of the fact that
such processes do not affect the dynamics of occupan-
cies and the total intensity of resonance fluorescence
for systems under standard conditions.

This work is devoted to an analysis of the resonance
fluorescence spectra for degenerate V-type three-level
systems and their dependence on the direction of obser-
vation and the polarization composition of the pumping
wave. We will analyze in detail the spectra of the D-line
emitted by alkali metal vapors taking into account the
influence of interference effects on the structure of the
radiation relaxation in the case when an atom is near the
metal surface.
001 MAIK “Nauka/Interperiodica”
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2. BASIC EQUATIONS

Let us consider the interaction between an ensemble
of degenerate three-level atoms of the V-type, charac-
terized by the total angular momentum Jj of the levels
(j = b, c, d), and a monochromatic wave which is in res-
onance with the transitions b  d and c  d (Fig. 1).
Assuming that the electromagnetic wave has an arbi-
trary polarization composition and using the rotating
wave approximation, we present it in the form of a sum:

(1)

Here, E is the electromagnetic field vector, eσ is the unit
vector of σ-polarization, Ex , Ey , and Ez are the ampli-
tudes of field oscillations along the corresponding axes,
and E±1 and E0 are the corresponding amplitudes of the
polarized radiation. Using the dipole and resonance
approximations, we present the Hamiltonian (in rad/s)
of the system in the form of a sum:

(2)

Here,  describes the unperturbed atomic system:

(3)

where e(Jj , M) is the energy of the atomic state with the
total angular momentum Jj and its component Mj along
the quantization axis z, and 〈Mjj | and |jMj〉  are the bra
and ket vectors of this state, respectively. Since we will
henceforth disregard the effect of magnetic sublevel
splitting as well as other effects leading to the depen-
dence of the level energy on the magnetic moment
component or other quantum numbers, the Hamiltonian
of a free atom can be written in the form

(4)

where ωjd is the frequency of the j  d transition for
any pair of sublevels.

The second term in (2) describes the Hamiltonian of
the quantum field of radiation:

(5)

where ωk is the frequency of photons with the wave

vector k and with σ polarization, and  and  are

E eσEσ eiωt e i– ωt+( ),
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+ âkσ,
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the creation and annihilation operators for the corre-
sponding photons.

The interaction between a pumping wave and the
atomic system can be described by the expression

(6)

(7)

where µjd(MjMd) is the matrix element of the dipole
moment. Using the Wigner–Eckart theorem [16], we
can write expression (7) in the form

(8)

where  are the Clebsch–Gordan coefficients
[16], and ||µjd || is the irreducible value of the matrix ele-
ment of the dipole moment.

The interaction of atoms with the quantum field of
radiation is described by the expression

(9)
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M jMd
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Fig. 1. Energy level diagram for a degenerate three-level
atom of the V-type.
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where

W being the quantization volume. Using the Wigner–
Eckart theorem, we finally obtain

(10)

In order to describe the system under consideration,
we will use the atomic density matrix formalism [17].
The equation for the atomic density matrix assumes the
form

(11)

 describing the radiation relaxation processes. It was
proved by us earlier [15] that disregarding the doublet

splitting, we can present operator  in the form

(12)

where the nonzero elements of operator  have the
form

All the remaining elements of the operator are equal to
zero. The asterisk in Eq. (12) indicates Hermitian con-
jugation. The last two terms in this equation describe
the radiation relaxation of the density matrix and tran-
sitions to lower-lying levels, while the first term corre-
sponds to the arrivals to the lower energy levels. Applying
the Wigner–Weisskopf procedure to the sums in Eq. (12),
we obtain the following expression for the constants of
the radiation relaxation of magnetic sublevels, includ-
ing the nondiagonal elements:

(13)
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kρĜ
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k*Ĝ
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Applying a similar procedure, we can obtain the fol-
lowing relation for the arrivals to lower energy levels:

(14)

Here, ς(ωk – ωp , σ, σ') is the spectral contour of the line,

ωp = (ωbd + ωcd)/2, and  = (α = φ, β = θ, γ = 0)
is Wigner’s function [18], where angles φ and θ define
the direction of the wave vector k of an emitted photon.
The method enabling us to determine the structure (12)
of the radiation relaxation operator and the expression for
its elements (13) taking into account the interference pro-
cesses accompanying spontaneous emission for a degen-
erate three-level system of the V-type was considered in
detail in [15]. Expressions (12)–(14) completely deter-
mine the radiation relaxation processes for the model
under investigation. It was proved by us earlier [11] that
the operator of radiative departures for most real sys-
tems has a diagonal structure. This follows from the
orthogonality of Wigner’s functions [18],

(15)

if we take into account the properties of the sums [16]

(16)

Formulas (15) and (16) immediately show that the val-
ues of ( ) differ from zero only for j1 = j2

and M1 = M2.
It should be emphasized that the application of

equality (15) in expression (13) for the relaxation con-
stants implicitly presumes the isotropy of the density of
states of the electromagnetic field. Another situation
takes place, for example, in the vicinity of the metal
surface. In this case, the property of normalization and
orthogonality (15) is not observed in the general case,
and the operator ( ) may not have a diago-
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nal structure. Besides, the explicit form of the operator
and the values of its elements may depend on the choice
of the direction of the z-axis relative to the surface. By
way of an example, the values of ( ) near
the surface of a metal are given in the Appendix for var-
ious orientations of the z-axis relative to the surface.

The dynamics of the system under investigation in
the rotating wave approximation is described by the
following equations:

(17)

where

We disregard the effect of relaxation processes associ-
ated with collisions, assuming that the density of the
medium is quite low. Obviously, the effect of collisions
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for dense media is significant and may lead not only to
a depolarization between states, but also to a displace-
ment of magnetic sublevels. Since the effect of other
(outer) energy levels is neglected, Eqs. (17) must be
supplemented with a normalization condition:

(18)

3. RESONANCE FLUORESCENCE SPECTRA

Let us derive the general expressions for the reso-
nance fluorescence spectrum when the observation is
carried out in an arbitrary direction. In order to con-
struct the spectrum, we use the apparatus of the atom–
photon density matrix [19]. We define the operation
Cnv(…) which puts an n × n matrix, where

in correspondence with a vector of length N = n × n
according to the following rule:

Using this transformation, we can write Eqs. (17) for
the density matrix in the form

(19)

Using matrix M, we can write the equations for the
atom–photon density matrix in the form

(20)

where  is the operator of the atom–photon density
matrix and ρk is the operator of the atomic density
matrix, which are obtained from Eqs. (17) and (20) in
the case when the quantization axis z is directed along
the wave vector of the emitted photon. The elements of

operator  are defined by the relation

ρ jj M jM j( )
M j

∑
j b c d, ,=

∑ 1.=

n 2J j 1+( ),
j b c d, ,=

∑=

Cnv h( ) hbb JbJb( ) hbb JbJb 1–( ) …,,,(=

h j1 j2
M j1

M j2
( ) … hdd Jd– Jd–( ), , ).

i
dCnv ρ( )

dt
-------------------- MCnv ρ( ).=

i
dCnv ρν

kzσ( )
dt

--------------------------

=  M νI–( )Cnv ρν
kzσ( ) Cnv ρ

kzT
kzσ( ),+

ν ωkz
ωL, kz– k ez,= =

ρν
kλ

T
kzσ

Tkσ( ) j1 j2 M j1
M j2

( ) Gk( ) j1 j2 M j1
M j2

( )akσ' akσ
+,[ ] .=
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The expression for the polarization components of the res-
onance fluorescence spectrum in the case of the observa-
tion along vector k has the form

(21)

In order to derive the expressions for the polarization
components in the unified system of coordinates, we
must express the elements of the atom–photon matrix

( ) in terms of the elements of matrix

 obtained from Eqs. (17), (20) in the unified system
of coordinates. This transformation can be carried out
in the standard form [18]:

(22)

Expressions (21) and (22) completely define the spec-
tral, angular, and polarization characteristics of the
spontaneous radiation emitted by the system under
investigation. It should be noted that the transformation
of the unified system of coordinates to that in which the
observation is carried out cannot be applied in the gen-
eral case to the atomic density matrix or directly to the
vector E of the exciting field while calculating the quanti-

ties  at the stage of the solution of Eq. (20). This is
possible only in an analysis of systems for which the
density of states of the electromagnetic field is isotro-
pic. Otherwise, the radiation relaxation operator and,
hence, matrix M depend on the choice of the direction
of the z-axis.

The expression for the spontaneous fluorescence
intensity integrated over the spectrum in the direction
of vector k was derived by us earlier [15]:

(23)

A transition to the unified system of coordinates for the

quantities  is carried out in analogy with
transformation (22):

(24)

Aλλ'
k ν( )dνdO i Tkλρν

kλ' ρν
kλ'( )∗ Tkλ( )+[ ]dd

Md

∑=

× MdMd( )
ωk

2

c3
------dνdO, λ λ, 1.±=

ρν
kλ( ) j1 j2

M j1
M j2

ρν
kzλ

ρν
kλ( ) j1 j2

M j1
M j2

( ) Dσλ
1( )∗

σ 0 1±,=

∑=

× DM j1
' M j1

J j1

 
  ∗

DM j2
' M j2

J j2 ρν
kzλ( ) j1 j2

M j1
' M j2

'( ).
M j1

' M j2
'

∑

Aλλ'
k ν( )

Sλλ'
k Aλλ'

k ν( ) νd∫ gd j1

kλ M j1
Md( )

Md

∑
M j1

M j2

∑
j1 j2, b c,=

∑= =

× g j2d
kλ' MdM j2

( )ρ j1 j2

k M j1
M j2

( ).

ρ j1 j2

k M j1
M j2

( )

ρ j1 j2

k M j1
M j2
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=  DM j1
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  ∗

DM j2
' M j2
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kz M j1
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'( ).
M j1
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'

∑
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The total intensity of the spontaneous radiation is
defined by

(25)

In fact, the right-hand side of Eq. (25) is the trace of

operator  + ) in the variables
pertaining to upper energy levels. Since (22) and (24)
are unitary transformations, the total resonance fluores-
cence intensity does not depend on the choice of the direc-
tion of the z-axis as expected. In the case when the density
of states of the electromagnetic field is isotropic, expres-
sion (25) can be reduced to the classical form

(26)

It can be seen from formulas (26) and (13) that the
interference effects accompanying the spontaneous
emission of radiation in real physical systems do not
affect the dynamics of an atom in the laser field and the
total resonance fluorescence intensity. However, inter-
ference effects should be taken into account in an anal-
ysis of the angular distribution of spontaneous radiation
(see [15]). Interference effects also make their contri-
bution to the spectral characteristics of spontaneous
radiation. It should be noted that interference processes
are naturally taken into account for the polarization
components of spectrum (21) and in Eq. (20) through
the structure of operators Tkσ, which contain the bind-
ing constants for two upper energy levels simulta-
neously. The final expression for the spectrum in this
case contains nonzero terms with nondiagonal ele-
ments of the atomic density matrix, which reflect the
contribution from interference processes.

4. AN ANALYSIS OF THE RESONANCE 
FLUORESCENCE SPECTRA FOR THE D-LINE 

OF ALKALI METAL VAPORS

Using the formalism developed in the previous sec-
tions, we consider the resonance fluorescence of the
D-line emitted by vapors of alkali metals in the station-
ary state. We introduce the following notation for
energy levels: b  P3/2, c  P1/2, and d  S1/2, so
that Jb = 3/2, Jc = 1/2, Jd = 1/2. The energy level dia-
gram and the structure of transitions for an atom under
ordinary conditions are presented in Fig. 2. In the subse-
quent analysis of the spectra, we will be using the well-

I total Sλλ

λ 1±=

∑ Od∫=

=  γ j1
γ j2

M j1
M j2

( )ρ j2 j1

kz M j2
M j1

( )[
M j1

M j2

∑
j1 j2, b c,=

∑

+ ρ j1 j2

kz M j1
M j2

( )γ j2 j1
M j2

M j1
( ) ] .

Ĝ
k*Ĝ

kρ
kz(k∑ ρ

kzĜ
k*Ĝ

k

I total 2 γ jj M jM j( )ρ jj
kz M jM j( ).

M j

∑
j a b,=

∑=
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known fact that the relaxation constants of magnetic
sublevels for a free atom are identical: ( ) = γ
(see Appendix).

Since the steady-state solution of Eq. (20) is a ratio-
nal function of ν, we can present the resonance fluores-
cence spectra in the form of the following expansion:

(27)

where N = n × n, n = 8 is the number of energy levels in
the system under investigation, and γm and Ωm are the
imaginary and real components of the mth eigenvalue
of matrix M, which characterize the width and fre-
quency of the spectral line, respectively. In the station-
ary case, fm can be expressed in terms of the eigenvec-
tors of matrix M, atomic density matrix ρk, and opera-
tors Tkσ. Expansion (27) can be used to determine all
the characteristics pertaining to an individual line. The
energy of the spontaneous radiation of an individual
line is a parameter of practical importance. It can be
expressed in the form

(28)

The imaginary component of fm corresponds to the dis-
persion-type component of the spectrum and makes
zero contribution to the fluorescence energy of the line.
It should be noted that the relation between the real and
imaginary components of constants fm is such that quanti-

ties  in the “wings” of the spectrum decrease in
proportion to 1/ν4 as in the case of the Mollow spectrum
[20].

Figures 3a and 4a show the dependences of the fre-
quencies of spectral lines with a nonzero intensity on
the field strength of the pumping wave. For conve-
nience of computation and presentation of the results,
ratio ∆bc/γ = 120 is set much smaller than for real sys-

tems (e.g., /γNa ≈ 6 × 104). However, the results
obtained in this section for strong fields (Vm @ γ) remain
unchanged. The quantity

defines the Rabi frequency for the system under inves-

tigation. It should be noted that since ||µbd ||/  =

||µcd ||/ , Vm does not depend on j.

Figures 3 and 4 correspond to the resonance fluores-
cence observation for the linear and circular polariza-
tion of the laser field, respectively. It was shown by us

γ j1 j2
M j1

M j2

Aλλ'
k ν( )

f m

γm i Ωm ν–( )+
----------------------------------- c.c.,+

1

N

∑=

Fλλ'
km f m

γm i Ωm ν–( )+
----------------------------------- νd

∞–

∞

∫ c.c.+ 2πRe f m( ).= =

Aλλ'
k ν( )

∆bc
Na

Vm

V jd σ( )( )2

2J j 1+
----------------------

σ
∑=

2Jb 1+

2Jc 1+
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earlier [17] that the maximum possible number of lines
in the spectrum is determined by the formula NΛ =
n(n – 1) + 1 (NΛ = 57 in the case under investigation).
The much smaller number of peaks in Figs. 3a and 4a
is apparently due to our assumption that the magnetic
sublevels are degenerate in energy. It is interesting to
note, however, that the numbers of quasi-energy levels
formed during the excitation differ considerably for dif-
ferent polarizations of the laser wave. For example,
three quasi-energy levels are formed at the top and at
the bottom, while five energy levels are formed at the
top and at the bottom for the circular polarization of the
exciting wave. The number of peaks in these cases is 7
and 21, respectively.

Apart from the polarization composition of the
pumping wave, the shape of the spectrum depends on
the direction of the resonance fluorescence observation.
The polarization composition of the spontaneous radi-
ation varies along with the intensity of individual lines
in the spectrum. Figure 5 shows the variation of the
spontaneous fluorescence energy of spectral lines
excited by linearly polarized radiation. The direction of
observation coincides with the vector of field strength
of the laser wave. According to our calculations, the

nondiagonal elements  and  are identi-
cally equal to zero, and the radiation is absolutely
unpolarized in any spectral region. It should be noted
that the fluorescence energy of the lines decreases
with increasing field strength of the pumping wave.
This fact agrees with a similar result obtained for the
total resonance fluorescence intensity obtained by us
earlier [15].

Another pattern of spontaneous radiation is observed
in the perpendicular direction, i.e., when the observation
axis is orthogonal to the field strength vector of the
pumping wave. In this case (see Fig. 3d), the nondiag-

onal elements  and  differ from zero,
and their contribution significantly changes the shape

A1 1–
k ν( ) A 11–

k ν( )

A1 1–
k ν( ) A 11–

k ν( )

P3/2

(1/3)CccK(0)

–1/2

CbbK(–1)

P1/2

S1/2
1/2

CbbK(1)

–1/2
–3/2

1/2
3/2

(2/3)CccK(1)
(1/3)CccK(0)

(2/3)CccK(–1)

(1/3)CbbK(1)

(2/3)CbbK(0)

–1/2
1/2

(2/3)CbbK(0)
(1/3)CbbK(–1)

Fig. 2. Diagram of spontaneous transitions for the D-line
emitted by vapors of alkali atoms.
SICS      Vol. 92      No. 2      2001



216 PANTELEEV, ROERIEH
1

–400

Ωi

2
3

4

5
6

7

–200

0

200

400
(a)

–200
0

v

A11, A–1–1

–100 0 100 200

0.01

0.02

0.03

0.04

0.05
(b)

1

0.02

F11
km , F–1–1

km

7

63

2

5

4

0.04

0.06

0.08

0.10

–0.100
0

F1–1
km , F–11

km

Vm/γ

–0.075

–0.050

–0.025

0

0.025

0.050

100 200 300 400 500

1

7

4

5
2

6

3

0

0.03

100

1

Fφ
km

Vm/γ

0.06

0.09

200 300 400 500

2

7

5

6

3

4

0

0.05

100

1

Fθ
km

Vm/γ

7

5

2

4

0.10

0.15

0.20

200 300 400 500

(c)

(e)

(d)

(f)

1
23

4

5

6
7

Fig. 3. Characteristics of the resonance fluorescence spectra as functions of the field strength of a linearly polarized pimping wave:
(a) line frequencies; (b) characteristic resonance fluorescence spectrum for circular polarizations; (c) energies of lines for the obser-
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Fig. 4. Characteristics of the resonance fluorescence spectra as functions of the field strength of a circularly polarized pimping wave
(the same curves as in Fig. 3). The observation is carried out at right angles to the field strength vector of the pumping wave. The
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of the spectra for observations of a linearly polarized
radiation along axes eφ and eθ (see Fig. 6):

(29)

In the case when polarized radiation is observed in
the eφ direction (see Fig. 3e), the energy of lines in the

Fθ
km F11

km F 1– 1–
km F1 1–

km– F 11–
km–+( )/2,=

Fφ
km F11

km F 1– 1–
km F1 1–

km F 11–
km+ + +( )/2.=
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spectrum attains its maximum value in the range ∆bc <
Vm < 2∆bc and then decreases to zero with increasing
field strength. A spontaneous radiation polarized along
the θ axis differs significantly. It contains only five
peaks (see Fig. 3f). The spectral lines positioned sym-
metrically to the transition lines relative to the fre-
quency of the exciting radiation are degenerate. As the
laser field strength increases, the heights of the central
SICS      Vol. 92      No. 2      2001
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and extreme peaks increase, while the heights of the
peaks corresponding to the transition frequencies
decrease. At high powers (Vm @ ∆bc), the shape of the
spectrum corresponds to a two-level atom in a laser field
with the transition frequency detuning ∆bc. It should be
noted that the polarization of the spontaneous radiation
varies upon an increase in the strength of the laser field:
the radiation in a weak field is mainly polarized in the eφ
direction, and in a strong field, in the eθ direction.

An analysis of the resonance fluorescence in the
case of the circular polarization of the exciting field
proved that the behavior of the spontaneous radiation
upon an increase in the laser field strength corresponds
to the case discussed above (see Fig. 4). The shape of
the spectra is obviously independent of the chosen
direction of observation in a plane perpendicular to the
direction of wave propagation. As in the case of the lin-
ear polarization of the exciting field, the number of
lines Nθ = 17 in the spectra for the observation in the eθ
direction (see Fig. 4f) is smaller than the number of
lines N11 = N–1 – 1 = 21 for the observation of the circular
polarization (see Fig. 4c). However, in contrast to the
previous case, the number of peaks (Nφ = 13) is also
smaller for the radiation observed in the eφ direction
(see Fig. 4f). Another interesting fact is that for a large
field strength, the groups of lines contain several peaks
belonging to adjacent components for a small strength
of the exciting field (see Fig. 4a).

Finally, we analyzed the resonance fluorescence
spectra in the case when an atom is near the metal sur-
face (see version (a) in Appendix). As expected, the
change in the radiation relaxation operator does not
produce any significant effect on the fluorescence
energy of the lines. This is due to the fact that the con-
stants fm are functions of the eigenvectors of matrix M
and of the values of the density matrix elements only.
The variation of the relaxation constants for Vm @

( ) does not affect any of these quantities
seriously. However, the intensity of lines in the spec-
trum changes significantly (see Figs. 7 and 4b). Indeed,
the fluorescence intensity of the center of the line is
determined by ratio fm/γm, while linewidth γm strongly
depends on the relaxation constants. The variation of
the values of γm is not uniform, which leads to a change
in the relative peak intensities.

5. CONCLUSION

The resonance fluorescence spectra of a degenerate
three-level atom of the V-type in the field of a high-
intensity monochromatic wave of an arbitrary polariza-
tion are studied. The general form of the radiation relax-
ation operator is obtained for the systems under investiga-
tion. The influence of interference effects accompanying
the spontaneous emission on the structure of the radiation
relaxation is analyzed. It is shown that for most real phys-
ical systems, the interference processes do not affect
the dynamics of occupancies of atomic sublevels. The
necessary condition under which the influence of the

γ j1 j2
M j1

M j2
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interference effects should be taken into account is a
variation of the density of states of the electromagnetic
field. The expressions for relaxation constants near the
metal surface are derived in the Appendix. It is shown
that in this case, the form of the radiation relaxation
operator depends considerably on the choice of the
direction of the quantization axis. The expressions for
the resonance fluorescence spectra for the observation
in a chosen direction are derived using the apparatus of
the atom–photon matrix.

The steady-state resonance fluorescence spectra are
analyzed in detail for the D-line emitted by the vapors
of alkali metals. The angular and polarization charac-
teristics of the spontaneous fluorescence of atoms are
investigated. It is shown that the number of peaks in the
spectrum may decrease depending on the choice of the
direction of observation and the polarization of the
spontaneous radiation studied.
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APPENDIX

The Structure of the Radiation Relaxation Operator 
for a Degenerate Three-Level Atom of the V-Type Near 

the Metal Surface

We will derive and analyze the structure of the radia-
tion relaxation operator for the transitions P3/2  S1/2,
P1/2  S1/2 of the D-line emitted by atoms of alkali
metals near the surface in the following two cases: (a) the
z-axis is directed along the normal to the surface, and
(b) the z-axis is parallel to the surface. The radiation
relaxation operator in these cases differs from that for
an atom in free space since the atom cannot emit in
directions along which the distance to the metal surface
is smaller than the wavelength of the emitted wave. For
this reason, the quantities

(A.1)

appearing in the expression (13) for the radiation relax-
ation operator are integrated not over the total solid
angle, but over a certain angle Φ. In the case of sponta-
neous emission near the metal surface, the solid angle
into which radiation cannot be emitted has the shape of
a cone (see Fig. 8). In the space of the spherical angles
φ, θ, this cone occupies different regions depending on
the choice of the z-axis, which determines the proper-
ties of quantities K(σ, σ') and the form of the radiation
relaxation operator.

K σ σ',( ) Dλ1σ1

J1 Dλ2σ2

J2 Od
4π
-------

Φ
∫=
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For our subsequent calculations, the explicit form of

functions  determining the transformation of the
wave functions upon a rotation of the reference frame
about the nodal line [18] is required:

(A.2)

We recall the values of constants K(σ, σ') and the form
of nonzero elements of the radiation relaxation operator
for a free atom:

(A.3)

where

In view of the well-known relation

(A.4)

all the relaxation constants for magnetic sublevels are
identical.

(a) If the z-axis is directed along the normal to the
surface (see Fig. 8a), we have

(A.5)
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It follows immediately from this expression that
Ka(σ, σ') = 0 for σ ≠ σ', and

(A.6)

(A.7)

The nonzero elements of the radiation relaxation oper-
ator supplementing (A.3) have the form

(A.8)

It follows from formulas (A.6)–(A.8) that in contrast to
the radiation relaxation operator for an atom in free
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Fig. 8. Reference frame for an atom near the metal surface:
(a) z axis is perpendicular to the surface, (b) z axis is parallel
to the surface.
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space, the corresponding operator for an atom near the
metal surface has nonzero nondiagonal elements. Con-
stants γbc(1/2, 1/2) and γbc(–1/2, –1/2) describe the
spontaneous emission of the atom associated with the
induced interference between the corresponding mag-
netic sublevels for levels b and c.

(b) If the z-axis is parallel to the surface (see Fig. 8b),
the general form of constants Kb(σ, σ') is as follows:

(A.9)

where

Since the functions

are odd relative to the angle β = π/2 for σ – σ' = ±1, we
have Kb(σ, σ') = 0, and

(A.10)

Here, F(ς, k), E(ς, k), and π(c, ς, k) are Legendre normal
elliptic integrals of the first, second, and third kind, respec-
tively, and u = 1/sin2β0. Similarly, for Kb(0, 0) we have
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(A.11)

The expression for the nondiagonal element Kb(1, –1)
differs from those listed above in that the exponential
term exp[i(σ – σ')α] is not equal identically to unity:

(A.12)

It should be emphasized that in spite of its appearance,
the above expression is purely imaginary.

The elements of the radiation relaxation operator
supplementing (A.8) can be written in the form

(A.13)
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These results differ from those obtained for version (a)
in that the structure of the radiation relaxation operator
acquires elements connecting not only the levels with
identical values of the magnetic moment component,
but also the levels with  –  = ±2. Besides, the
interference effects will take place between the sublevels
of P3/2 even in the absence of excitation of level P1/2.
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Abstract—Some aspects of lasing at vibronic transitions in impurity crystals are theoretically studied. The
threshold conditions for a vibronic laser are shown to be dependent on the strength of the interaction of optical
centers with a local vibration, which forms the vibronic spectrum, and the crystal lattice temperature. The the-
ory can easily be generalized to the spectrum containing a structureless phonon sideband and well agrees with
the experimental temperature dependence of the output power of a Mg2SiO4:Cr4+ forsterite laser. © 2001 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

The development of tunable solid-state lasers is one
of the most urgent scientific and practical problems of
laser physics, which has been actively elaborated in the
last years.

The lasing conditions in solids are significantly
complicated because of a strong adiabatic vibronic
interaction, which determines the structure of vibronic
levels, the main lasing parameters being dependent on
the temperature of the laser medium and the strength of
vibronic interaction (see, for example, [1–4]). In this
case, a phenomenological description of lasing based
on the use of rate equations for level populations and
the polarization of the resonance medium, when the
effect of the lattice and intramolecular vibrations is
reduced only to the broadening of energy levels, cannot
be considered adequate. A more fundamental, micro-
scopic description of the laser action in vibronic sys-
tems, which explicitly takes the electron–vibrational
interaction into account, will not only elucidate the fun-
damental problems of lasing at vibronic transitions in
impurity crystals but also will be helpful in the search
for new, more efficient laser materials.

The vibronic structure of optical spectra has been
explicitly considered in the theoretical studies [5, 6] of
threshold conditions and the radiation field dynamics of
a vibronic laser performed within the framework of
semiclassical equations of motion for field amplitudes
and generalized operators of the transition between
vibronic levels.

Below, the following aspects of the theory of a
vibronic laser are discussed: The microscopic approach
to the derivation of laser equations is realized, the linear
Fokker–Planck equation is obtained for the distribution
function of the laser field amplitudes, the threshold las-
ing conditions are discussed [7, 8], and the theory
1063-7761/01/9202- $21.00 © 20222
developed in this paper is applied to the description of
lasing in a chromium-doped forsterite single crystal.

2. THE LINEAR FOKKER–PLANCK EQUATION 
FOR THE DISTRIBUTION FUNCTION 

OF LASER FIELD AMPLITUDES

We assume that impurities in a crystal, which exhibit
lasing, can be treated as two-level quantum objects, whose
ground and excited states are adiabatically coupled with
phonon modes of the crystal lattice and local (for example,
intramolecular) vibrations, whose frequencies exceed the
maximum frequency of lattice phonons. The density
matrix ρ of an ensemble of impurities interacting with
vibrational modes and the electromagnetic field in a
cavity is described by the master equation

(1)

where

Hm and Lm are Hamiltonians and corresponding Liou-
villians, respectively, m = a, f, l, etc.,

are Hamiltonians of the single-mode electromagnetic
field (radiation is collinear to an elongated pencil-like
sample) and optical two-level centers;

∂ρ t( )
∂t

------------- i L f La Laf Ll Lal LL+ + + + +(–=

+ LaL iΛ f iΛa iΛ l )ρ t( ),+ ++

LmX Hm X,[ ] ,≡

H f ωa+a, Ha ε R j
z

j

∑= =

Haf g aR j
+ H.c.+( )

j

∑=
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is the operator of interaction of the optical centers with
the radiation field; Hl = νb+b is the Hamiltonian of the
intramolecular vibration;

is the electron–vibrational interaction that produces the
vibronic structure in the optical spectrum;

is the lattice Hamiltonian;

is the electron–phonon interaction operator; a+, b+, ,
and ω, ν, ωk are the creation operators for photons,
intramolecular vibrational modes, kth phonon mode
and the corresponding frequencies, respectively; g, ξ,

and λk are the interaction coefficients;  are opera-
tors of the energy spin, which describe the jth two-level
optical center (j = 1, 2, …, N) and are identical to the
Pauli spin matrices; and Planck’s constant " is assumed
equal to unity. Liouvillians Λf and Λa take into account
incoherent interactions that result in the energy dissipa-
tion from the radiation field and excited optical impuri-
ties, respectively:

(2)

(3)

where κ is the decay constant of the radiation field
caused by the irreversible escape of photons outside an
elongated sample of length l (we assume that κ = c/l,
where c is the speed of light);  = [exp(ω/kBT) – 1]–1;
T is the sample temperature; and γ12(γ21) is the rate of
transition from the ground (excited) to the excited
(ground) electronic state of the impurity. The latter,
purely dephasing term in (3) describes the electron–
phonon interaction, which is bilinear in the phonon
variables. For example, if dephasing is predominantly
determined by a narrow part of the phonon spectrum,
then, in the second-order of perturbation theory in the
electron–phonon coupling constant χ, we have [9]

(4)

Hal ξνR j
z b b++( )
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HL ωkck
+ck
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Γ T( ) χ2n ω0( ) n ω0( ) 1+[ ] ,=
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where ω0 is an effective Einstein frequency of the crys-
tal lattice and (ω0) = [exp(ω0/kBT) – 1]–1. The Liou-
villian Λl describes the decay of the intramolecular
vibrational mode

(5)

where α is the decay constant and  = [exp(ν/kBT) – 1]–1.

The form and derivation of Liouvillians (2), (3),
and (5) that take the dissipative processes into account
are presented, for example, in papers [9, 10].

The model of an ensemble of resonance optical cen-
ters interacting with the radiation field in a crystal con-
sidered here is quite general. In particular, a practically
important and often encountered case of the impurity
systems whose optical spectrum consists only of one
zero-phonon line and a structureless phonon sideband,
which can produce lasing, is a simplified version of this
model.

To derive the master equation describing the laser
action, one should adiabatically exclude the variables

related to the polarization (∝ ), inverse population

(∝ ), amplitudes of local vibrations (b, b+), and lat-

tice modes (ck, ), because these quantities rapidly
vary in time, whereas the amplitudes a and a+ of the
light field slowly vary in time. Using the methods of
nonequilibrium statistical mechanics [11, 12] and tak-
ing into account that the orders of magnitude of the
operators for a high-Q cavity satisfy the inequalities
O(Λf) ! O(Laf) ! O(Λa), we obtain, in the second-
order approximation in Laf  (or Haf), the master equa-
tion for the density matrix σ = SpaSplSpL(ρ) of the field
in the cavity

(6)

where

σ0 = (γ12 – γ21)/(γ12 + γ21) is the inverse population of the
levels (–1 ≤ σ0 ≤ 1), and γ12(γ21) is the rate of transition

n
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n

R j
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from the ground (excited) electronic state to the excited
(ground) state.

After some transformations, Eq. (6) can be rewritten
in the form

(7)

where ∆ = ε – ω, γ⊥  = (γ12 + γ21)/2,

(8)

(9)

(10)

The correlation function (8) can be calculated as in [9, 10].
Then, we have

(11)

where  = [exp(ωk/kBT) – 1]–1. The coefficients iξ2ν

and i /ωk in terms linear in (t – t ') in the right-

hand side of expression (11) will be omitted below,
assuming that they have already been included into the
renormalized values of energies of the ground and
excited electronic states.
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By passing in (7) to the P-representation of Glauber–
Sudarshan for σ,

where a|α〉 = α|α〉 , we obtain, in the Markov approxi-
mation, instead of (7) the Fokker–Planck equation

(12)

Equation (12), which is linear in the field amplitude,
describes the laser action below the threshold and
allows us to determine the lasing threshold by equating
the loss rate κ to the gain G:

(13)

The coefficient at the second-order derivative with
respect to the amplitude variable in (12)

(14)

is the diffusion constant.

Recall that  = [exp(ω/kBT) – 1]–1 in (14) is the
occupation number of the photon mode at temperature
T and N is the number of impurity particles.
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3. THRESHOLD CONDITIONS OF LASING
AT THE VIBRONIC REPLICAS

OF THE PURELY ELECTRONIC LINE

By using expression (11) for the correlation func-
tion 〈U+(t)U(τ)〉 l, L, the gain can be represented in the
explicit form

(15)

where exp[–w(T)] is the Debye–Waller factor, which is
related to the total Stokes loss

caused by phonons, and exp[–ξ2(2  + 1)] is the
Debye–Waller factor related to local vibrations; Ip is the
Bessel function of the imaginary argument of the first
kind; ε is the purely electronic transition energy; ω and
κ are the frequency and the loss rate of a photon mode
in the cavity, respectively; ν and α are the frequency
and the decay of a local (intramolecular) vibration; ωk

is the frequency of the kth phonon; and

(16)

is the relaxation rate of the induced polarization, where
γ|| = γ12 + γ21.

Consider first of all several particular cases concern-
ing the threshold condition (13), (15). First, in the
absence of the adiabatic interaction of the ground and
excited electronic states of the optical centers with local
vibrations and phonons (ξ ≈ 0, λk ≈ 0), the threshold
condition (13), (15) coincides with the usual one [13],

(17)

Second, in the case of a very strong coupling of optical

centers with the vibrational modes (ξ2 @ 1,  @ 1),
as well as at high temperatures, gain G becomes so
small that equality (13) cannot be satisfied, and lasing
is impossible. Third, for the purely electronic transition
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(r = s = p = 0), in the case of exact resonance (ε – ω = 0),
we have the threshold condition [14]

(18)

where  = w(T) + ξ2(  + 1) and  = γ⊥  = γ⊥  +
ξ2(  +1)α. The threshold condition (18) corresponds
to the case when lasing occurs within the zero-phonon
line, i.e., photons interact with the impurity crystal in
such a way that the vibrational states of both local
modes and phonons do not change.

More typical is the situation when the interaction of
light with an impurity crystal does not change the
vibrational state of the crystal lattice (p = 0), but the res-
onance condition ω = ε – (r – s)ν is simultaneously sat-
isfied, so that one of the vibrational replicas of the
purely electronic line is observed, which corresponds to
the vibronic transition from the sth vibrational level in
the excited electronic state (when s vibrational quanta are
annihilated) to the rth vibrational level of the ground elec-
tronic state (when r vibrational quanta are created). The
lasing threshold for such an individual vibronic transition
can be written in a rather simple form

(19)

which is convenient for estimates.
Expression (19) can be used for determining the las-

ing thresholds for any of the vibronic transitions,
neglecting their interrelation (in the general case,
expressions (13) and (15) should be used). If suffi-
ciently high gains are simultaneously achieved for a
whole series of vibronic transitions, so that the corre-
sponding threshold conditions are realized, then, due to
a distribution of the field modes in the cavity (because
the emission line has a finite width), the resonance can
be achieved at several transitions rather than at one
transition, and tunable lasing becomes possible.

The product of the zero-order Bessel functions in
expression (19) changes with temperature (or )
slower than the Debye–Waller factor exp[–w(T)], and

for (λk /ωk)2  ! 1, this product can be set
equal to unity because I0(x) ≈ 1 for x ! 1. Since the
intramolecular frequency is much higher than the
phonon frequency, the temperature dependence of the
gain for different vibronic transitions [see the right-
hand side of Eq. (19)] will mainly be determined by the
Debye–Waller factor exp[–w(T)]. It also follows from
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expression (19) that as the strength of interaction (i.e.,
the Stokes loss ξ2) of the optical centers with intramo-
lecular vibrations increases, the maximum gain is
achieved for the longer-wavelength vibronic transi-
tions.

4. LASING IN THE REGION
OF THE STRUCTURELESS PHONON SIDEBAND

If the optical spectrum of a crystal consists of only
a zero-phonon line and a structureless phonon side-
band, i.e., the coupling of electronic states with high-
frequency local vibrations is negligible (or the latter are
absent at all), then we should set ξ = ν = α = 0 in the
above expressions and, in particular, in expression (15)
for the gain. For the estimates that will be performed
below, it is convenient to replace the phonon spectrum
of the crystal by an effective frequency ω0 (the Einstein
approximation). Moreover, if lasing takes place within
a narrow region of the phonon sideband, the condition
of the exact resonance

(20)

can be reasonably imposed. Then, the corresponding
gain, taking into account expression (15), can be rewrit-
ten in the form

(21)

(22)

The arguments of the function G (21) show that the
gain depends on the electron–phonon coupling con-
stant λ0 and the temperature T of the crystal lattice, as
well as that an elementary event of emission of a quan-
tum of the electromagnetic field of frequency ω during
lasing is accompanied by the creation of p phonons
with frequency ω0 due to the resonance condition (20).

The linear Fokker–Planck equation (12) is sufficient
for the determination of the lasing threshold and the
diffusion constant, whereas the real amplitude of the
laser-field oscillations can be found only with the help
of nonlinear theory, i.e., taking into account in the der-
ivation of the master equation for the density matrix the
terms at least up to the fourth order inclusive in the
interaction Laf (or Haf). However, if the resonance con-
dition (20) is satisfied, the field amplitude can be found
by modifying Eqs. (14)–(16) from paper [14] by mak-
ing the substitution gexp[–S(T)/2]  gf1/2(λ0; T). As
a result, polarization P, inversion ∆, amplitude a, and
the average number of phonons n = 〈a+a〉  = a2 will be

ε ω– pω0– 0=

G ω ε pω0; λ0; T–=( )
g2Nσ0

γ⊥ T( )
--------------- f λ0; T( ),=

f λ0; T( )
λ0

2

ω0
2

------ 2n ω0( ) 1+[ ]–
 
 
 

exp=

× I p 2
λ0

2

ω0
2

------ n ω0( ) n ω0( ) 1+( )
 
 
  n ω0( ) 1+

n ω0( )
----------------------- 

 
p/2

.
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determined, in the average field approximation, by the
set of equations

(23)

Assuming  =  = 0, we find the evolution equation
for the field amplitude generated in the region of the
phonon sideband at the frequency ω = ε – pω0:

(24)

For G > κ, we can find from (24) the average number of
photons in the stationary regime (  = 0):

(25)

In this case, the laser radiation intensity is

(26)

or, after the substitution of (25) into (26),

(27)

where the relation (21) between G and f is taken into
account.

5. APPLICATION OF THE THEORY
TO THE DESCRIPTION OF LASING

IN A Mg2SiO4:Cr4+ SINGLE CRYSTAL

The theory of a vibronic laser developed above can
be compared with experiments on lasing observed in
the phonon sideband in the optical spectrum of a
Mg2SiO4:Cr 4+ forsterite single crystal. This laser pro-
duces stable quasi-continuous emission in the near IR
region with an average output power above 1 W [3, 4].
The pump frequency, the purely electronic transition
frequency, and the lasing frequency were 9276, 9158,
and 8097 cm–1, respectively. Because no decrease in the
quantum yield of luminescence was observed in the
temperature range between 300 and 400 K of interest
for applications, i.e., nonradiative relaxation was
absent, this means that the vibrational potential curves
of the atoms in the configuration space in the ground
and metastable electronic states should not intersect
(which was noted in [4]).

In [4], the temperature dependence of the energy
efficiency η (the ratio I/Ip between the output and pump
powers) of a Mg2SiO4:Cr 4+ laser was measured.
Expression (27) can be transformed to describe the exper-
imental situation. Indeed, let the excess over the lasing

Ṗ 2ga∆ f 1/2 γ⊥ P,–=

∆̇ 2gaP f 1/2 γ|| ∆ σ0N /2–( ),––=

ȧ 2g∆ f 1/2 κa,–=

ṅ 2gaP f 1/2.=

Ṗ ∆̇

ȧ G κ–( )a
4κ

Nγ||σ0
---------------Ga3.–=

ȧ

n a2 Nγ||

4κ
--------- σ0 σ0κG 1––( ).= =

I ωṅ 2gωaP f 1/2 2κn,= = =

I
Nγ||

2
--------- σ0

κγ⊥ T( )
g2N

------------------ f 1– λ0; T( )– ,=
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threshold at some initial temperature T0 be ∆ and η equal
η0 (in percent), then, using (27), we can write

(28)

Expression (28) takes into account that, at sufficiently
high temperatures, for example, room temperature, the
rate γ|| of energy relaxation is much lower than the dephas-
ing contribution Γ(T) into (16), so that in fact we have

(29)

(see expressions (4) and (16)). The function f(λ0, ω0; T)
is defined in (22). Thus, given the reference points T0,
∆, and η0, we can express the energy efficiency of laser
(28) only in terms of the crystal-lattice parameters,
such as the effective frequency ω0, temperature T, and
the electron–phonon coupling strength λ0. However,
note that the effective frequency ω0 in expression (29)
for γ⊥  or in expression (28) for  can be in the general
case different from this quantity appearing as an argu-
ment of function f in (28).

The excess over the lasing threshold at T0 = 300 K
in the experiment [4] was ∆ = 2.2 and the value of η0
was 10%. The temperature was measured with an exter-
nal heater. The experimental results are presented in the
insert in the figure. One can see that the energy effi-
ciency of the laser decreases by 25% at T < 330 K and
lasing disappears at 380 K.

In the calculation of η(T) from expression (28), we
will assume that ω0 is equal to the difference between
the purely electronic transition frequency 9158 cm–1

η T( ) I T( )
I p

----------- η0∆= =

× 1
1
∆
---

n ω0 T,( ) n ω0 T,( ) 1+( )
n ω0 T0,( ) n ω0 T0,( ) 1+( )
------------------------------------------------------------

f λ0 ω0; T0,( )
f λ0 ω0; T,( )

--------------------------------– .

γ⊥ T( ) χ2n ω0 T,( ) n ω0 T,( ) 1+[ ]≈

n

Mg2SiO4:Cr4+

300
0

η, %

T, K
350 400

5

10

300 340 380 T, K
0

2

4

6

8

10
η, %

Temperature dependence of the energy efficiency of lasing
η in the region of the phonon sideband. The insert shows the
experimental temperature dependence of the efficiency of a
chromium-doped forsterite laser [4].
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and the lasing frequency 8097 cm–1, i.e., to 1061 cm–1,
and, because in this case only one-quantum transitions
occur, we will set p = 1 in expression (22) for f and

 = 1. The result of the calculations is presented in
the figure. The theory adequately describes the temperature
dependence η(T), both qualitatively and quantitatively,
despite the fact that the phonon spectrum of the crystal was
represented by a very simplified one-oscillator model.

6. CONCLUSIONS

In this paper, some aspects of the operation of a
vibronic laser below the threshold have been studied. It
has been shown that the threshold conditions of lasing at
vibronic transitions depend on the strength of the interac-
tion of optical centers with a local (intramolecular)
vibration that forms the vibronic spectrum—a series of
vibrational replicas of the purely electronic line. These
threshold conditions also depend on the crystal lattice
temperature. As the Stokes loss per local vibration
increases, the maximum value of the gain is achieved at
the longer wavelength vibronic transitions, while the
increase in the crystal temperature reduces the gain at all
the vibronic transitions virtually in the same degree. The
theory can readily be generalized to the spectrum contain-
ing a structureless phonon sideband and well agrees with
the experimental temperature dependence of the output of
power of a Mg2SiO4:Cr4+ forsterite laser.
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Abstract—The method of molecular dynamics is used to study the dynamic behavior of a nonideal system of
particles interacting through screened Coulomb potential. The behavior of the self-diffusion coefficient of par-
ticles as a function of the nonideality parameter is investigated. The conditions of the crystallization of such a
system are discussed, as well as the possibility of using the crystallization criterion, based on the dynamic char-
acteristics of the system. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

A dusty plasma consists of an ionized gas contain-
ing particles of condensed matter (dust particles) that
either form spontaneously in the plasma as a result of
various processes or are introduced into the plasma
from the outside. This plasma is sometimes referred to
as colloidal plasma or plasma with a condensed dis-
persed phase. Dust particles acquire an electric charge
in the plasma and interact with the electric and mag-
netic fields, and the Coulomb interaction between par-
ticles may bring about a strong nonideality of a system
of dust particles.

One of the reasons for the current interest in the
physics of dusty plasma lies in the experimentally sup-
ported possibility of the crystallization of a strongly
nonideal system of dust particles in plasma of different
types. By now, the formation of ordered structures of
dust particles has been observed in an rf discharge
plasma [1–4], in the positive column of a dc glow dis-
charge [5, 6], and in an atmospheric-pressure thermal
plasma [7, 8]. Plasma-dust crystals exhibit a variety of
unique properties and provide an indispensable tool in
studying both the properties of strongly nonideal
plasma and the fundamental properties of crystals.

It is generally agreed that dust particles in plasma
interact with one another through screened Coulomb
potential (Yukawa potential),

(1)

where Zd is the charge number of the dust particles, and
λD is the screening distance (the respective Debye
length). The nonideality of dusty plasma is usually
characterized by the nonideality parameter Γd equal to
the ratio of the potential energy of Coulomb interaction

U r( ) Zd
2e2 r/λD–( )/r,exp=
1063-7761/01/9202- $21.00 © 20228
between neighboring particles to their kinetic energy
characterized by the particle temperature Td,

(2)

where b =  characterizes the mean distance
between particles. The dust particle charge Zd in differ-
ent plasmas may be very high. For example, in a low-
pressure gas-discharge plasma, the charge may be esti-
mated at

which, for the particle radius a ~ 1 µm and electron
temperature Te ~ 1 eV, gives Zd ~ –103 elementary
charges. Therefore, it is much easier to attain the non-
ideality of a subsystem of dust particles than the non-
ideality of an electron-ion subsystem, in spite of the
fact that the particle concentration is usually much
lower than the electron and ion concentrations.

The properties of nonideal systems of particles
interacting through potential (1) are studied intensively
using numerical simulation. Considerable attention is
given to the phase diagrams of such systems (including
the crystallization conditions) [9–12], to the behavior of
particles in the field of various external forces [13–15], to
the dynamics of the formation of ordered structures [8,
16], and to the dispersion properties of systems [17].
Two methods are usually employed in numerical calcu-
lations of this type, namely, the method of molecular
dynamics and the method of Brownian dynamics. The
method of molecular dynamics is based on the integra-
tion of invertible equations of motion of particles in
view of interactions between them. The method of
Brownian dynamics is based on the solution of stochas-
tic Langevin equations for the evolution of the positions
of particles. The former method enables one to adequately
simulate the processes in atomic systems. On the other

Γd Zd
2e2/bTd,=

nd
1/3–

Zd aTe/e
2,–∼
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hand, in systems of dusty plasma (as well as in colloidal
solutions), macroscopic particles are in a viscous
medium, collisions with whose atoms or molecules
play an important part.

The currently available results of the investigation
of the dynamic behavior of particles interacting
through Yukawa potential [9, 18, 19] fail to give a full
picture of the dynamics of dust particles in plasma. For
example, Robbins et al. [9] used the method of molec-
ular dynamics and, thereby, ignored the interaction
with the medium. Lowen et al. [19] studied the
dynamic properties of a system in the vicinity of the
crystallization point, and Lowen [18] studied the
dynamics and structural properties of a two-dimen-
sional system. In addition, in the last two studies, inter-
est was given to particles suspended in a liquid (colloi-
dal solutions) whose viscosity exceeded that of buffer
gas in a dusty plasma by several orders of magnitude.
The absence of quantitative results in theory makes dif-
ficult the analysis of recent results [20, 21] obtained
during the investigation of nonideal dusty plasma sys-
tems.

This study is devoted to the systematic investigation
of three-dimensional dynamics of strongly interacting
macroparticles in a weakly ionized plasma using the
method of molecular dynamics with due regard for the
interaction between particles and medium. The depen-
dence of the self-diffusion coefficient of particles on
the force of interaction between them and on the vis-
cosity of the medium is studied. The problem is treated
of the possibility of using the dynamic criterion of
melting suggested by Lowen et al. [19]. The conditions
of crystallization in a dusty plasma are discussed.

2. MODEL

In order to include the interaction between particles
and the surrounding medium, we used the approach pre-
viously employed to investigate the dynamic processes
in a dusty plasma [8, 22, 23]. The interaction with the
medium is included by way of introducing into the equa-
tion of motion the so-called Langevin force represented
in the form of two terms, of which one describes system-
atic friction on the part of the medium, and the other term
describes the momentum transfer upon individual colli-
sions with atoms or molecules of the medium.

The noninvertible normalized equations of motion
of dust particles, projected onto the Cartesian coordi-
nate axis x, have the form

(3)

(4)

where Xk and Vk denote the dimensionless coordinate
and velocity of the kth dust particle, respectively; τ is

Ẋk 4πΓd( ) 1/2– Vk,=

V̇k Γd/4π( )1/21 KRkj+

Rkj
3

---------------------
j k≠
∑=

× KRkj–( ) R jk ex⋅( ) θVk– 2θξ τ( ),+exp
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the dimensionless time; Rkj = Rk – Rj (Rkj = |Rkj |);
ex is the unit vector in the direction of the x axis; K = b/λD

is the structure parameter; θ = η/ωpd is the ratio
between the frequency of friction of the medium and
the dusty plasma frequency; and ξ(τ) is the delta-corre-
lated Gaussian white noise,

(5)

The unit of distance is provided by the mean distance
between particles b, and the units of time and velocity
are provided by the inverse dusty plasma frequency

and the thermal velocity of dust particles

respectively.
The summation in the right-hand part of Eq. (4) is

performed over all dust particles except for that being
treated.

In the general case, according to Eqs. (3) and (4), the
behavior of a system of dust particles is defined by
three dimensionless parameters Γd, K, and θ. In the
limit of θ = 0, the standard method of molecular dynamics
is realized. In this case, the system is characterized only by
the nonideality parameter and by the structure parameter.
Note that, in the standard method of molecular dynamics,
because of free exchange between the potential and
kinetic energies, a periodic renormalization of the par-
ticle velocities must be used in order to maintain con-
stant the system temperature. At the same time, in the
modified method of molecular dynamics, the system
temperature defined by the parameters of Langevin
force is maintained constant without requiring correc-
tion in the course of calculation.

The method of molecular dynamics employed by us
consisted in solving Eqs. (3) and (4) in three dimen-
sions for each particle and in analyzing the trajectories
of particle motion. The calculation region was a cube of
size L = 5b. In order to simulate a homogeneous spa-
tially extended plasma, periodic boundary conditions
were imposed. For reducing the calculation time, the
potential of interaction between particles was cut off at
distances exceeding 3.75b, which is a standard proce-
dure in the investigation of systems that interact
through potential (1) with not too small a value of the
structure parameter K. The cutoff of the interaction
potential does not lead to a considerable error at K * 1.
At the same time, in simulating systems with K & 1,
longer-range interactions must be included, which may
be done with the aid of an appropriate algorithm [12].

The procedure of numerical experiment was as fol-
lows: at the initial moment of time, the particles were
arranged in a random way within the calculation region;
then, owing to interaction between them, the process of
self-organization started; after reaching the configuration
of the system of particles that was equilibrium for the
preassigned values of Γd, K, and θ, the data on succes-

ξ τ( )〈 〉 0, ξ τ( )ξ τ'( )〈 〉 δ τ τ'–( ).= =

ωpd
1– 4πZd

2e2nd/md( )–1/2
=

v Td Td/md( )1/2,=
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sive positions of particles were stored in the computer
memory with a view to subsequent analysis. The step
with respect to time was varied for different parameters
of the system, but it did not exceed η/20 for a correct
simulation of Brownian motion. The total count time
was at least 2 × 105 steps with respect to time.

The coefficient of self-diffusion of particles is often
used as a quantity characterizing the dynamic behavior
of a system; this coefficient is defined as

where r(t) is the time-dependent trajectory of a single
particle, and 〈…〉  implies averaging over the ensemble.
It is common practice to introduce two coefficients for
interacting particles [19], namely, the short-term coef-
ficient DS and the long-term coefficient DL, which are
defined as

Note that the diffusion behavior of particle motion
shows up over periods at time that are longer compared
with the inverse frequency of friction of the medium η–1,
and the limit of t  0 must be taken to mean that the
time is sufficiently short and, at the same time, long
compared with η–1. In the case of not too great a volume
fraction of particles b @ a, it is customary to assume
[19] that the short-term coefficient of diffusion coin-
cides with the regular coefficient of diffusion of nonin-
teracting Brownian particles,

D t( ) r t( ) r 0( )–〈 〉 2/6t,=

DS D t( ), DL
t 0→
lim D t( ).

t ∞→
lim= =

DS D0 v Td
2 /η .= =

1
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D/D0

tη
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Fig. 1. The ratio of the diffusion coefficient D of interacting
particles to the diffusion coefficient D0 of noninteracting
Brownian particles as a function of time (in terms of inverse
deceleration time η–1) for K = 4.84, Γd = 554.7, and differ-
ent values of parameter θ equal to (1) 0.05, (2) 0.15,
(3) 0.45), and (4) 1.33. Curve 5 represents the exact solution
for noninteracting Brownian particles.
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Because of interaction between particles, the value of
DL proves to be less than that of DS. In the limiting case
of crystalline structure, DL  0, because the displace-
ment of particles located at the lattice sites is limited. In
view of this, the ratio DL/D0 appears to be an adequate
quantity for the investigation of the effect of nonideality
on the dynamic behavior of a system of strongly interact-
ing particles, up to the point of its crystallization.

3. SIMULATION RESULTS

The calculations were performed for the plasma and
particle parameters typical of conditions of experi-
ments in a gas-discharge dusty plasma. We will treat,
for example, an argon plasma with the electron temper-
ature Te ~ 1 eV and room temperature of ions and neu-
trals (~0.03 eV) and with a dust component having the
following characteristics: particle radius a = 5 µm, par-
ticle concentration nd ≈ 5 × 104, density of the particle
material ρ = 1.5 g/cm3. Under these conditions and with
the characteristic concentration of plasma ne ~ 108 to
109 cm–3, the value of the structure parameter is in the
range of K ~ 2 to 7; in the pressure range of 3 to 300 Pa,
parameter θ is in the range θ ~ 0.02 to 2. Based on these
estimates, we performed calculations for two values of
the structure parameter K = 2.42 and K = 4.84 and for a
set of values of parameter θ = 0.03, 0.1, 0.3, 0.83, and
2.5 (for K = 2.42) and θ = 0.017, 0.05, 0.15, and 0.45
(for K = 4.84). The nonideality parameter Γd was varied
by varying the temperature of system Td .

3.1. Time Dependence of the Diffusion Coefficient

Figure 1 gives the time dependence of the ratio of
the diffusion coefficient D of interacting particles to the
diffusion coefficient D0 of noninteracting Brownian
particles (in terms of inverse deceleration time η–1) for
K = 4.84, Γd = 554.7, and different values of parameter θ.
Curve 5 represents the exact solution of a Langevin
equation in the absence of interaction between parti-
cles,

(6)

so that, for a long time compared with the inverse fre-
quency of friction (ηt @ 1), D(t) = D0, while in the case
of short time (ηt ! 1) the ballistic behavior of particle
motion shows up 〈∆r2(t)〉  ≈ 3vTdt2 and D(t) ∝  t. In the
presence of interaction, the behavior of D(t) over short
periods of time remains the same. Then it reaches a
maximum; it is sound practice to use the value of the
diffusion coefficient at this maximum in determining
the short-term coefficient of self-diffusion DS . Note
that coefficient DS proves to be less than D0 and tends
to the latter as the viscosity of the medium increases.
With time, the diffusion coefficient tends to a constant
value DL < DS corresponding to the standard determina-
tion of the coefficient of self-diffusion of interacting

D t( )
D0

---------- 1 1 η t–( )exp–
η t

--------------------------------– ,=
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Fig. 2. The self-diffusion coefficient DL (arbitrary units) as a function of the nonideality parameter Γd for (a) K = 2.42 and (b) K = 4.84:
θ = 0.03 (h), 0.1 (s), 0.3 (n), 0.83 (,), and 2.5(e) (for K = 2.42) and θ = 0.017 (h), 0.05 (s), 0.15 (n), and 0.45 (,) (for K = 4.84).
Broken lines indicate the approximation results.
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particles. In what follows, it is to the behavior of coef-
ficient DL that most attention is given, because it is this
coefficient that may be determined experimentally dur-
ing investigations of dusty plasma [20, 21]. Further-
more, its determination is not as arbitrary as the deter-
mination of DS .

3.2. The Effect of Nonideality on the Behavior of DL

Figures 2a and 2b give the coefficient DL of self-dif-
fusion of interacting particles as a function of the non-
ideality parameter Γd for two values of the structure
parameter K and for different values of parameter θ. We
will discuss some singularities of the behavior of DL.
First of all, note that, as the nonideality of the system
increases, coefficient DL decreases monotonically and,
at some value of Γd, decreases abruptly by several
orders of magnitude. This jump is apparently an indica-
tor of the liquid–crystal phase transition in a system of
dust particles. For K = 2.4, the diffusion coefficient
experiences a jump at Γd ~ 180 and, for K = 4.8, at Γd ~
750. In so doing, it turns out that, with a preassigned value
of K and different values of θ, the diffusion coefficient
experiences a jump at the same values of the nonideality
parameter. Therefore, the conditions of crystallization of a
system are defined by only two parameters Γd and K, and
are independent of parameter θ.

Note that the behavior of the curve of the Γd—
dependence of DL, given in Fig. 2 in logarithmic coor-
dinates, is virtually straight when approaching the crys-
tallization point. This fact may be explained if, by anal-
ogy with molecular liquids, we represent the diffusion
coefficient in the form

where, in the case being treated, ∆ characterizes the
mean distance between particles, τ0 is the characteristic

DL
∆2

6τ0
-------- W

Td

-----– 
  ,exp=
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period of particle vibrations in a “settled” state, and W
is the energy barrier cleared by a particle upon transi-
tion between two neighboring “settled” states. It is rea-
sonable to assume that W/Td ∝ Γ d and approximate the
self-diffusion coefficient by a relation of the type of
DL = Aexp(–BΓd). Here, A may also depend on Γd (as
well as on K and θ). The approximation results are
given in the table, and are shown by broken lines in Fig. 2.
Note that, for a preassigned value of K, the values of
parameter B are close to one another irrespective of θ.

3.3. Crystallization Curve in the Calculations
by the Method of Molecular Dynamics

One of the fundamental problems arising during
investigations of the properties of dusty plasma is that
associated with the conditions of crystallization of the
subsystem of dust particles. It is known from the sim-
plest and best-studied model of nonideal plasma, i.e.,
the model of one-component plasma, that, at Γ * 1,
short-range order appears in a system, and, at Γ ≈ 106,
the one-component plasma crystallizes [24]. One can-

Results of the approximation of the Γd dependence of DL by
the relation DL = Aexp(–BΓd)

K θ A × 10–5 B × 10–2 B* × 10–2

2.4 0.03 12.9 1.6 2.9

0.1 8.6 1.6 2.8

0.3 4.6 1.6 2.9

0.83 1.9 1.7 3.1

2.5 0.65 1.7 3.1

4.8 0.017 7.1 0.42 3.0

0.05 4.5 0.40 2.9

0.15 2.4 0.40 2.9

0.45 0.96 0.43 3.1
SICS      Vol. 92      No. 2      2001



232 VAULINA, KHRAPAK
not claim the full adequacy of description of the prop-
erties of dusty plasma based on the model of one-com-
ponent plasma, primarily, because of disregard of the
screening effects. Nevertheless, it was reasoning based
on the qualitative results of the model of one-compo-
nent plasma that led Ikezi [25] to the conclusion about
the possibility of the crystallization of the dust sub-
system in a nonequilibrium gas-discharge plasma. He
suggested that the conditions of the crystallization of
dust particles in plasma may be provided by a condition
of the form

(7)

The problem of the conditions of crystallization of a
system of particles with Yukawa interaction was stud-
ied using numerical simulation by the method of
molecular dynamics [10–12]. The simulation results
demonstrate that the phase transition of the dust com-
ponent from the liquid to crystalline state is described
in terms of two dimensionless parameters Γd and K.
In so doing, the value of parameter Γds required for
crystallization is not defined by a simple condition of
the type of (7), but exhibits a more complex depen-
dence on K.

Figure 3 gives the data on the calculation of the
crystallization curve in Yukawa’s model in the (K, Γds)
coordinates [10–12]. One can see that criterion (7) is
invalid. At the same time, it proves possible to intro-
duce the empirical condition of crystallization [26]

(8)

which agrees, within the calculation error, with the
numerical simulation results up to at least K & 6. The

Γ ds

Zd
2e2

bTd

---------- b
λD

------– 
   * 106.exp=

Γds 1 K K2/2+ +( ) 106,≈

Crystal

Liquid
1

0
K

Éds

10

100

2 4 6 8 10 12 14

Fig. 3. The data on the calculation of the crystallization
curve in Yukawa’s model in the (K, Γds) coordinates using
the model of molecular dynamics: m [10], n [11], s [12].
The crosses correspond to the values of Γds , at which a jump
of the value of diffusion coefficient occurs in our calcula-
tions.
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curve shown in Fig. 3 corresponds to exact equality
in (8).

Marked with crosses in Fig. 3 are also the values of
Γds, at which the value of DL in our calculations for K =
2.4 and K = 4.8 varies jumpwise. The obtained data cor-
relate well with the results of other calculations.
Thereby, an abrupt jump of the diffusion coefficient
indeed serves as an indicator of the crystallization of a
system. In addition, the calculation results do confirm
that the conditions of crystallization are independent of
parameter θ (viscosity of the medium). However, the
boundary value of DL/D0, at which an abrupt jump
occurs, depends on θ.

Note that normalization of a different type is often
employed in determining Γd and K, namely, the
Wigner–Seitz radius is used instead of the characteris-

tic distance  between dust particles,

The thus determined nonideality parameter  and
parameter K' are related to Γd and K by simple relations

For example, the condition of crystallization of a one-
component plasma in this notation will be provided by
Γ' * 172.

3.4. Normalization of the Nonideality Parameter
and of the Dusty Plasma Frequency

Note that condition (8) may be obtained using a sim-
ple, though nonrigorous, approach [26]. Namely, we
will treat a chain of particles interacting through poten-
tial (1). The characteristic frequency of the thermal vibra-
tions of particles in such a chain may be written as [27]

(9)

The thermal displacement of particles relative to the
position of equilibrium

on the crystallization curve must satisfy the Lindemann
condition,

from which we derive that

(10)

on the crystallization curve. We use the value, known
from the model of one-component plasma (K  0), as
the value of constant to exactly derive condition (8).

nd
1/3–

ρ 4πnd/3( ) 1/3– .=

Γd'

K' K /1.612, Γ d' 1.612Γd.≈≈

ω0 ωpd*∼ ωpd 1 K
K2

2
------+ + 

 
1 2⁄ K

2
----– 

  .exp=

δu2〈 〉 Td/mdω0
2∼

δu2〈 〉 /b2 const,=

Γd 1 K
K2

2
------+ + 

  K–( )exp Γd* const= =
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The foregoing reasoning leads one to assume that
parameters  and  may serve as similarity param-
eters for strongly nonideal systems interacting through
potential (1). The simulation results support this
assumption. Figure 4 gives the ratio DL/D0 as a func-
tion of the modified nonideality parameter  for a set

of identical values of θ* = η/  for two different val-
ues of the structure parameter. It follows from this fig-
ure that the dependences of DL/D0 on  for a strongly
nonideal system virtually coincide with the same val-
ues of parameter θ* but with substantially different val-
ues of K. Therefore, the dynamic behavior of a system
of strongly interacting particles is fully defined by the
set of two parameters  and θ*. Moreover, note that

the approximation of the  dependence of DL by the
formula

produces almost identical values of B* both for differ-
ent values of the structure parameter and for different
values of θ (see the table).

3.5. Crystallization Criteria

Different phenomenological criteria exist of the
crystallization of a system of interacting particles,
which found their application in the physics of dusty
plasma as well. The best known is the Lindemann cri-
terion [28], according to which the solid phase melts if
the ratio of root-mean-square displacement of the par-
ticle-to-mean-interparticle distance reaches ~0.1 (this
number may vary from ~0.05 to ~0.2 for different phys-
ical systems). Another criterion is provided by the con-
stancy of the value of first maximum of the liquid struc-
ture factor [29], which reaches on the crystallization
line a value of ~3.0 (this number likewise varies from
2.85 to 3.2 in different calculations). Treated as a sim-
ple crystallization criterion in terms of a binary correla-
tion function is the ratio between the minimum and
maximum values of the latter. The crystallization
occurs with the value of this criterion is equal to 0.2.
A simple dynamic criterion of melting, close in spirit
to the Lindemann criterion, was suggested by Lowen
et al. [19]. According to this criterion, crystallization
occurs when the ratio DL/D0 of the diffusion coeffi-
cients of a dust particle decreases to a value of ~0.1.

The simulation results demonstrate that the bound-
ary value of DL/D0, at which an abrupt jump of the self-
diffusion coefficient occurs (crystallization), increases
with θ*. In so doing, note the fact that in all calcula-
tions, starting with θ* ~ 0.5 (and up to at least θ* = 3.6),
the ratio DL/D0 in the vicinity of the crystallization
point is constant and close to 0.1.

Thereby, the dynamic criterion of crystallization
proves to be valid only for the case of not too low values

Γd* ωpd*

Γ d*

ωpd*

Γd*

Γd*

Γd*

DL A B∗ Γd*–( )exp=
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of θ (θ* ) 0.5). At the same time, for lower values
of θ*, the ratio DL/D0 at the crystallization point may
be much lower and, therefore, the criterion is violated.
In view of this, note that the experiments and calcula-
tions, performed by Lowen et al. [19] to substantiate
the criterion being treated, were performed to fit the
conditions of colloidal solutions, the viscosity (and,
consequently, the value of θ*) which is, as a rule, many
orders of magnitude higher than the viscosity of buffer
gas under conditions characteristic of experiments with
dusty plasma. In view of this, the application of the
dynamic criterion of melting to dusty plasma is
restricted to the region of not too low pressures.
Because, in investigating a dusty plasma under labora-
tory conditions, one often has to deal with the situation of
ωpd @ η, i.e., θ ! 1, the crystallization criterion treated
herein must be used with caution.

4. CONCLUSION

We used the modified method of molecular dynam-
ics to investigate the dynamic behavior of dust particles
interacting through Yukawa’s potential. Main attention
was given to the study of the dependence of the coeffi-
cient DL of self-diffusion of dust particles on the force
of the interaction between the particles under condi-
tions of the plasma parameters typical of present-day
laboratory experiments in a weakly ionized gas-dis-
charge plasma.

The basic results may be formulated as follows. It
has been found that the self-diffusion coefficient DL

experiences an abrupt jump (decreases by several
orders of magnitude) at a certain value of the nonideal-
ity parameter Γd . This jump may serve as an indicator

0
20

DL/D0

É*
d

0.1

0.2

0.3

0.4

40 60 80 100

Fig. 4. The ratio DL/D0 as a function of the normalized non-

ideality parameter : θ* = 0.044 (s), 0.13 (n), 0.4 (e), 1.2

(h), and 3.6 (*) for K = 2.4; θ* = 0.044 (d), 0.13 (m), 0.4 (r),
and 1.2 (j) for K = 4.8.

Γd*
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of phase transition in a system of dusty plasma. The
value of the nonideality parameter, at which the jump
(phase transition) occurs, depends substantially on the
structure parameter K, but it is independent (within the
accuracy of numerical experiment) of the value of param-
eter θ. It proves possible to use three independent dimen-
sionless parameters Γd, K, and θ to construct two parame-
ters  and θ* which fully define the dynamic behavior
of a strongly nonideal system of dust particles. It has been
demonstrated that the  dependence of DL may be
well approximated by the expression

where B* ≈ 3.0 × 10–2. It is further indicated that the
validity of the dynamic criterion of crystallization sug-
gested by Lowen et al. [19] is, in reality, restricted to
the region of not too low values of θ* and, conse-
quently, of not too low pressures (θ* * 0.5).

The obtained results may be used both in analyzing
the recent experimental results [20, 21] and in develop-
ing methods of the diagnostics of dusty plasma, based
on determining the dynamic behavior of a system of
dust particles.
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Abstract—A non-self-sustained discharge in nitrogen with a condensed dispersed phase is studied experimen-
tally for the first time under atmospheric pressure at room temperature. It is shown that macroparticles strongly
affect the current–voltage characteristics as well as the stability of the discharge process. A numerical simula-
tion of dust particle charging in nitrogen is carried out at room temperature and cryogenic temperatures under
continuous medium conditions. It is shown that a considerable charge is accumulated at macroparticles in the
nitrogen beam plasma. As the gas temperature decreases, the charge of macroparticles in nitrogen increases,
while in argon their charge decreases. For this reason, the Coulomb interaction parameter for dust particles in
nitrogen increases strongly upon a transition from room to cryogenic temperature, while in argon this parameter
decreases. It is also shown that the characteristic time of dust particle charging is shorter than 1 µs for a beam
current density of 90 µA/cm2, while the neutralization of the charge takes milliseconds. Possible mechanisms
of the influence of the dust component on the characteristics of non-self-sustained discharge are consid-
ered. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The interest in plasmas with a condensed dispersed
phase (CDP) has increased during the last decade in
connection with considerable advances in microtech-
nology and the progress in obtaining new materials [1, 2].
This interest is also due to the fact that such plasmas are
the simplest real objects for studying self-organization
processes which are of fundamental importance. Such
a medium makes it possible to carry out experiments on
convenient time and space scales and practically with
the naked eye. The study of a non-self-sustained dis-
charge in helium with a CDP revealed [3] that in a con-
stant electric field, the current density in the discharge
decreases upon an increase in the concentration of dust
particles. The rate of the current density drop increases
with the field. The theoretical model of a non-self-sus-
tained discharge with a CDP constructed in [3] was
based on the approximation of the orbital motion of
electrons. The necessary condition for such an approx-
imation to be applicable is that the molecular mode of
electron motion is realized in the vicinity of a dust par-
ticle, where the quasi-neutrality of the plasma is vio-
lated. Under atmospheric pressure, the opposite case is
realized in molecular gases, where the regime of a con-
tinuous medium takes place for the transport of charged
particles. In this case, the description of the charging of
macroparticles in the plasma of a non-self-sustained
discharge is simplified since the joint solution of Bolt-
zmann’s equation for the electron energy distribution
1063-7761/01/9202- $21.00 © 20235
function (EDF) plus the continuity equations for
charged particles and Poisson’s equation for the electric
field is not required. Consequently, it becomes possible to
construct a consistent and comprehensive mathematical
model of dust particle charging, which has been verified
on other objects. For this reason, the study of a non-self-
sustained discharge in molecular gases with a CDP is of
considerable interest.

A non-self-sustained discharge in molecular gases
is widely used for pumping CO2, CO, and other high-
power gas lasers. In such lasers, the erosion of elec-
trodes or the polymerization of particles of the original
gas or radicals formed in the discharge (e.g., the “laser
snow” effect in the active medium of the XeCl laser [4])
leads to the formation of macroscopic particles in the
working volume. Such particles can be responsible for
a change in the characteristics of the discharge process
and in the operation of the device proper (see [5] and
the literature cited therein). For example, aerosol parti-
cles may lower the discharge stability. It was noted in
[5] that the presence of dust particles in a high-pres-
sure CO2 laser and in excimer lasers correlated with
instabilities such as discharge contraction or multiple
streamers.

The present work is devoted to experimental and
theoretical analyses of the effect of the dust component
on the characteristics of a non-self-sustained discharge
in nitrogen under atmospheric pressure, which is con-
trolled by a fast electron beam.
001 MAIK “Nauka/Interperiodica”
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2. EXPERIMENT

The experiments were carried out in the plasma of a
pulsed non-self-sustained discharge in nitrogen on the
setup described in [3]. We used nitrogen with an impu-
rity concentration below 0.005%. As in [3], the dust com-
ponent was in the form of carbon glass balls 24 ± 5 µm in
diameter. The experimental conditions were chosen so
that, first, a comparison with the results of similar
experiments in helium was possible, and second, the
widest possible range of electric fields in the nitrogen
plasma was covered. A non-self-sustained discharge
was initiated under atmospheric pressure. The current
density in the fast electron beam with an energy of
125 keV was 90 µA/cm2, the length of the discharge
gap was 0.9 cm, and the area of electrodes was 1 cm2.
The range of working voltages across the discharge gap
was limited from below by the fact that during a certain
uncontrollable time interval after the initiation, the dis-
charge glows in the Thomson regime with a negligibly
small energy contribution of no interest for the experi-
ments, and from above, by a rapid evolution of instabil-
ity leading to discharge contraction (in our conditions,

(a)
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(b)

Fig. 1. The current of a non-self-sustained discharge in
(a) helium and (b) nitrogen at jb = 90 µA/cm2 for various
concentrations of macroparticles: (a) U = 780 V, nd = 0

(curve 1), 3.1 × 104 (curve 2), and 4.8 × 105 cm–3 (curve 3);
(b) U = 2.1 kV, nd = 0 (curve 1), 1.4 × 104 (curve 2), and

2.8 × 105 cm–3 (curve 3).
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the working range of voltages was from 2 to 3 kV for a
stable discharge time of at least 150 µs).

Typical oscillograms for the discharge current are
shown in Figs. 1a (helium) and 1b (nitrogen). For dis-
charge voltages up to 800 V, the discharge current in
helium virtually does not change in a certain time inter-
val (400–1000 µs after the initiation of the discharge,
the current can only increase by 10% for zero or low
concentrations nd of microparticles and decrease by the
same value for nd > 105 cm–3). In contrast to experi-
ments with helium, the quasi-stationary mode of the
discharge in nitrogen was not observed under our con-
ditions (the discharge current in Fig. 1b increases
monotonically with time). For this reason, we com-
pared the values of discharge current at 150 µs, when
we can assume that the formation of the cathode layer
is completed and the current becomes a linear function
of time, and also at 400 µs.

Figure 2 shows the discharge current in nitrogen and
helium, reduced to the values of a non-self-sustained
discharge in the absence of dust particles, as a function
of the concentration of dust particles 150 and 400 µs
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Id/Id0
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Fig. 2. The current of a non-self-sustained discharge in
helium and nitrogen, reduced to the value without a CDP, as
a function of the macroparticle concentration after (a) 150
and (b) 400 µs for jb = 90 µA/cm2: (a) N2: U = 2.1 (curve 1)
and 2.9 kV (curve 2); He: U = 480 (curve 3) and 780 V
(curve 4). (b) N2: U = 2.1 kV (curve 1); He: U = 480 (curve 2)
and 780 V (curve 3). The curves are plotted by the least
squares technique using second-degree polynomials (except
curve 1 in (a) for which a fourth-degree polynomial was used).
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after the initiation of the discharge for various applied
voltages. In nitrogen, as well as in helium plasma [3], a
stronger dependence is observed for larger values of the
electric field. It can be seen from Fig. 2 that, first, the
decrease in the discharge current in nitrogen for high
concentrations of macroparticles (nd > 105 cm–3) is
slower than in helium. Second, the introduction of
small amounts of dust (nd < 105 cm–3) leads to an
increase in the discharge current in nitrogen as com-
pared to the case when the dust component is absent.

A peculiarity of a non-self-sustained discharge in
nitrogen with a CDP is a transition to a contracted state
under voltages insufficient for a breakdown of the dis-
charge gap in pure nitrogen (Fig. 3). Instability devel-
ops for all concentrations of macroparticles studied for
discharge currents smaller and larger than in a non-self-
sustained discharge without a CDP.

3. CHARGING OF DUST PARTICLES
IN ZERO EXTERNAL ELECTRIC FIELD

The charge of dust particles is the most important
parameter of a plasma with a CDP, which determines the
self-organization ability of such a system. For not very
high concentrations of macroparticles in the plasma, the
Wigner–Seitz cell method can be used for describing the
charging of dust particles in zero external electric field.
This method considerably simplifies the situation, trans-
forming the multidimensional problem into a one-
dimensional problem and providing the opportunity of a
more exact simulation of the dust particle charging.

According to estimates, the conditions for the appli-
cability of the hydrodynamic description of the charged
particle transport are satisfied for macroparticles hav-
ing a radius of the order of 1 µm and above in nitrogen
under atmospheric pressure [6–8]:

(1)

where λe and λi are the mean free paths for electrons and
ions, respectively, r0 is the radius of a dust particle, and
d is the characteristic size of the region in which the
quasi-neutrality of the plasma is violated.1 Estimates
also show that for macroparticles having a size of 10 µm
and above in nitrogen under atmospheric pressure, a more
stringent condition for the applicability of the local
approximation for determining electronic parameters such
as the mobility, the diffusion coefficient, and the rate con-
stants for the creation and loss of electrons is satisfied [6]:

(2)

1 Under atmospheric pressure, the mean free path of ions is usually
of the order of 10–5–10–6 cm (λi = 0.053 µm for  ions in nitro-
gen at T = 300 K), while the same for electrons in nitrogen does
not exceed 10–4 cm (the electron mean free path λe = 0.72 µm for

the reduced field E/N = 0.01 × 10–16 V cm2). According to calcu-
lations, the characteristic size of the region where the quasi-neu-
trality of plasma is violated is of the order of 10–3 cm for particles
having a radius of 10–4 cm.

λ e ! r0 d , λ i ! r0 d ,+ +

N4
+

λu ! r0 d ,+
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
where λu is the energy relaxation length for electrons.
This quantity can be defined as

where νu is the frequency of inelastic collisions. If con-
dition (2) is satisfied, the transport coefficients for elec-
trons and the kinetic electronic constants are deter-
mined by the local value of the electric field. As regards
the transport coefficients for ions, they can be approxi-
mately assumed to be constant for not very high fields.
It should be noted that for atomic gases the condition
opposite to (2) usually holds:

(3)

If this condition is satisfied, the electron distribution
function is practically unperturbed by the field of a
charged dust particle and, hence, we can use the elec-
tronic parameters for a plasma unperturbed by the dust
component as the first approximation.

Following the Wigner–Seitz cell method, we will
consider the charging of a spherical macroparticle
placed at the center of a spherically symmetric cell of
radius ad , which is determined by the concentration nd

of dust particles:

(4)

It should be emphasized here that each unit cell is
assumed to be electrically neutral. Consequently, the
processes of interaction between dust particles cannot
be considered in the given method. For this purpose, the
solution of at least two-dimensional problem is
required, which is beyond the scope of the present arti-
cle. In the nitrogen beam plasma under atmospheric
pressure, simple ions are rapidly converted into com-
plex ions, and  becomes the main positive ion (the
fraction of such ions exceeds 80%). Therefore, we can

λu De/νu,≈

λu @ r0 d .+

ad
4
3
---πnd 
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Fig. 3. The current of a non-self-sustained discharge in
helium and nitrogen for jb = 90 µA/cm2 and U = 2.9 kV for
various concentrations of macroparticles, nd = 0 (curve 1),

8.8 × 104 (curve 2), 3.6 × 105 (curve 3), and 4.8 × 105 cm–3

(curve 4).
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assume that we are dealing with only one species of
positive ions. In this case, we have the self-consistent
system of continuity equations and Poisson’s equation
for determining the charge of macroparticles in the
nitrogen beam plasma:

(5)

where ne and ni are the concentrations of electrons and
ions, respectively, N is the concentration of neutral par-
ticles, Q is the rate of gas ionization by an external ion-
ization source, kion is the rate constant for the gas ion-
ization by intrinsic electrons in the plasma, βei is the
coefficient of the dissociative electron–ion recombina-
tion, je and ji are the flux densities of electrons and ions,
respectively, E is the electric field strength, and e is the
absolute value of the electron charge.

The current densities of electrons and ions in the dif-
fusion-drift approximation are defined by the following
expressions:

(6)

where ke and ki are the mobilities, and De and Di are the
diffusion coefficients for electrons and ions, respec-
tively (electronic transport coefficients are functions of
the field).

The formulation of the boundary conditions on the
surface of a macroparticle for the problem under inves-
tigation is a complicated problem in view of the inap-
plicability of the hydrodynamic approximation in the
Knudsen layer, which necessitates the transition to an
analysis of the molecular regime of charged particle
transport. This problem was thoroughly discussed in
connection with the development of theories for radia-
tion and neutron transport [9]. We will assume that the
charge of electrons and ions reaching the surface of a
dust particle is absorbed with the unit probability. In
this case, taking into account the spherical symmetry of
the problem, we can introduce the effective boundary
conditions [10, 11] for the system of equations (5):

(7a)

where r0 is the radius of a dust particle, and corrections
γ0e and γ0i weakly depend on the ratios of the mean free
paths to the macroparticle radius. In the limit λe/r0  0
or λi/r0  0, these corrections are equal to the Hopf
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constant γ0 ≈ 0.71. The boundary conditions (7a) are

correct to within  and  [10], and hence can
be replaced by the following conditions when λe/r0 ! 1
for electrons and λi/r0 ! 1 for ions:

(7b)

We will require that the fluxes of charged particles
through the boundary of a unit cell be equal to zero at
the right boundary, while the electroneutrality condi-
tion for the cell implies that the field is equal to zero at
the boundary of the unit cell:

(7c)

It should be noted that the charge of a dust particle in
the one-dimensional approximation under investigation
can be determined from the value of the electric field at
the interface between the particle and the plasma from
the “boundary” condition

(8)

which is a consequence of the charge conservation law.
The boundary-value problem (5) with the boundary

conditions (7) will be solved by using the finite-differ-
ence method. We construct the difference scheme on
the basis of the integral identity method [12] ensuring
the continuity of spherical flows on account of the
spherical symmetry of the problem:

(9)

The charge of dust particles is determined through the
equation

(10)

where Je, 0 and Ji, 0 are the fluxes of charged particles for
r = r0. A comparison of the values of the charge
obtained by integrating (10) with those determined by
using relation (8) allows us to judge the accuracy of the
numerical solution of the problem. We used an inhomo-
geneous spatial mesh condensing in the direction to the
surface of a macroparticle.

It should be noted that the system of equations (5) is
stringent and therefore quite complicated for a numeri-
cal solution. For example, if we use the explicit
scheme, the size of the time step is bounded by the con-
dition ∆t < min(h2/2De), while the size of the step along
the radius is limited from above by the required accu-
racy of the solution as well as by the Gibbs instabilities,
which weakly affect the accuracy of determining the
charge, but are nevertheless undesirable. On the other
hand, the characteristic time of stabilization of the

e
2r0/λe–

e
2r0/λ i–

ne r r0= 0, ni r r0= 0.= =

je r ad= 0, ji r ad= 0, E r ad= 0.= = =

qe r0
2E r r0= ,=

Je 4πr2 –nekeE
∂ Dene( )

∂r
-------------------– 

  ,=

Ji 4πr2 nikiE Di

∂ni

∂r
-------– 

  .=

dq
dt
------ Ji 0, Je 0,–( ),–=
AND THEORETICAL PHYSICS      Vol. 92      No. 2      2001
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charge and concentration of charged particles is deter-
mined by much slower ions. For not too low concentra-
tions of macroparticles, the order of magnitude of this
time can be estimated as

Consequently, the number of time steps required for
obtaining a steady-state solution of the problem is of the
order of (ad/h)2(De/Di) (for ad ~ 100 µm and h = 0.1 µm,
the number of steps in nitrogen can be as large as 107

and even more). For this reason, the application of sta-
ble semi-explicit or implicit integration schemes is the
only possibility for solving the given boundary-value
problem with reasonable computer time expenditures.

In the present work, the integration with respect to
time was carried out according to the unconditionally
stable semi-explicit Krank–Nicholson algorithm of the
second order of accuracy. The solution of finite-differ-
ence equations on each time layer was sought by the
matrix factorization technique [13] using the Newton–
Kantorovich linearization method. The electronic
parameters for nitrogen required for the calculations
were borrowed from [14–16]. The tabulated data pre-
sented in [14, 15] were used for deriving approximate
expressions ensuring the continuity of the function
itself and (whenever possible) its first derivative
depending on the reduced field. It is well known that the
diffusion coefficient in an electric field depends on
direction [7, 8]. In the course of charging a dust particle
in zero external field, electrons diffuse in the direction
opposite to the radial electric field, and hence we must
take for De in (6) the value of the longitudinal diffusion
coefficient DL for electrons. The data on DL in nitrogen
at cryogenic temperatures are not available. For this
reason, we used in our calculations the data on the
transverse diffusion coefficient DT for the gas tempera-
ture T = 77 K. The coefficient of dissociative recombi-

nation of electrons and  ions was calculated from
the functional dependence on the electronic tempera-
ture Te from [16] at T = 300 K using the approximate
dependence of Te on the reduced field E/N obtained
from the data borrowed from [15], while at T = 77 K,
the approximate dependence of the characteristic elec-
tron energy on E/N was used instead of Te. The results
on electronic parameters in argon required for deriving
approximate dependences were obtained by numbering
the graphs presented in [17] and were supplemented

with the data from [14]. The mobility of  ions at var-
ious gas temperatures in nitrogen was determined in

[18], while the data for  ions at room and cryogenic
temperatures were borrowed from [19].

4. DISCUSSION OF RESULTS
OF NUMERICAL SIMULATION

Figure 4 shows the curves illustrating the evolution
of the charge on macroparticles having a radius of 12 µm

τD ad
2/Di.∼

N4
+

N4
+

Ar2
+
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at room and cryogenic temperatures for various gas
ionization rates, while Fig. 5 presents the dependences
of the macroparticle charge on the gas ionization rate
for particles of different sizes. Calculations were car-
ried out until the charge attained a steady-state level
(for low ionization rates, almost up to 1 ms). Note that
the current density jb = 90 µA/cm2 in the fast electron
beam corresponds, according to Cason et al. [20], to the
ionization rate in nitrogen Q = 1.5 × 1017 cm–3 s–1. It can
be seen from Fig. 4 that the magnitude of the charge as
well as the characteristic time of charge stabilization
depend on the ionization rate of the gas. Calculations
made with fine meshes proved that the values of the
charge obtained by the method of the integration of the
total current (10) per macroparticle and by formula (8)
usually differ only starting from the third or fourth dec-
imal place (note that the value  is determined

from the solution of system (5) using the finite-differ-
ence technique described above). As we go over to
coarser meshes, Gibbs instabilities emerge in the vicin-
ity of a macroparticle (which is manifested in an irregular
behavior of the fluxes), invalidating the method of inte-
gration for determining the charge, while formula (8)
gives the value of the charge with an admissible accuracy.

E r r0=
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Q = 1.5 × 1016

Q = 1.5 × 1015

Q = 1.5 × 1014

Q = 1.5 × 1013

(a)

0

–10 000

q

–20 000

–30 000

T = 77 K
Q = 1.5 × 1017

Q = 1.5 × 1016

Q = 1.5 × 1015

Q = 1.5 × 1014

Q = 1.5 × 1013

10–6

–20 000

0

t, µs

–40 000

–60 000
q

10–3 100 103

(b)

Fig. 4. Curves illustrating the evolution of the charge on
dust particles of radius 12 µm for various ionization rates at
the nitrogen temperature (a) 300 and (b) 77 K, nd = 104 cm–3.
Dashed curves are calculated with the boundary condi-
tions (7a).
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For this reason, we will henceforth give the values of the
charge determined by using formula (8).

Figure 4 shows that the charge of a macroparticle at
room temperature passes through a peak, while at cryo-
genic temperatures, no peak is observed, the charge
attaining the steady-state value monotonically. The
same situation also takes place in argon (see Fig. 6). It can

(‡)

(b)

106

105

104

103

|q|
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Fig. 5. Dependence of the charge on dust particles of various
radii on the ionization rate for nd = 104 cm–3 at T = 300 (a)
and 77 K (b). Solid curves are calculated with the zero
boundary conditions (7b) and dot-and-dash curves, with the
boundary conditions (7a).
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Fig. 6. Curves illustrating the evolution of the charge on
dust particles of radius 12 µm for Q = 1016 cm–3 s–1 in argon
at room and cryogenic temperatures (nd = 104 cm–3).
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also be seen from Figs. 4 and 5 that the charge of macro-
particles at cryogenic temperatures is noticeably larger
than at room temperature. A comparison of the results
obtained with the boundary conditions (7a) and (7b)
shows that they differ insignificantly as expected. For
this reason, we will henceforth operate with the data
calculated with the zero boundary conditions (7b). The
curves in Fig. 6 calculated with frozen electronic
parameters (we used the parameters for zero field)
illustrate the evolution of the charge of macroparticles
in argon at room and cryogenic temperatures. A com-
parison of Figs. 4, 5, and 6 shows that as the gas temper-
ature decreases in argon, the charge of macroparticles
noticeably decreases in contrast to nitrogen. For this rea-
son, the Coulomb parameter

(11)

of the interaction between macroparticles in nitrogen
increases considerably upon cooling (see Fig. 7a),
while in argon, on the contrary, it decreases noticeably.
This is due to the fact that the electron mobility in nitro-
gen increases upon cooling from 300 to 77 K by a fac-
tor exceeding three, while the mobility of ions
decreases from 2.3 to 1.9 cm2/(V s) [18]. A decrease of
temperature in argon results in a decrease in the elec-
tron mobility [17], while the mobility of ions remains
virtually unchanged [19]. Consequently, the gain in the
value of Γ in (11) in argon due to a decrease in the
denominator upon cooling is suppressed by a stronger
decrease in the numerator.

The interaction of charged particles in the physics of
low-temperature plasma is usually described either by
the model of one-component plasma, or the model with a
screened Debye potential. In the first model, it is assumed
that the interaction potential is of Coulomb’s type, and the
value of the nonideality parameter Γ determines the
phase state of the system [1]. For Γ > 171, the dusty
plasma is transformed into a state with a crystalline
structure, i.e., a Coulomb crystal is formed. According
to the calculations, the value of this parameter under
our experimental conditions is considerably larger. It
can be seen from Fig. 7a illustrating the variation of the
nonideality parameter upon a transition from cryogenic
to room temperature that a decrease in the gas temper-
ature in nitrogen leads to a considerable increase in the
nonideality parameter of dusty plasma, which may
facilitate the formation of ordered dust-plasma struc-
tures in nitrogen.

In the second model, the description of the plasma
thermodynamics is complicated, and the conditions of
phase transitions are determined in this case by two
parameters instead of one, i.e., the ratio

and the parameter

Γ e2q2/adT=

κ ad/Rd=

Γ s Γ ad/Rd–( ).exp=
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Here, Rd is the Debye radius of plasma screening,
which in the case of an isothermal plasma is defined as

where n∞ is the concentration of charged particles away
from a dust particle (we assume here that the concen-
tration of ions is equal to the electron concentration):

Figure 7b gives the values of parameter Γs as a function
of the gas ionization rate for a dust particle concentra-
tion of 105 cm–3. It can be seen from the figure that the
value of parameter Γs decreases noticeably with the gas
temperature, but the dependence on the gas ionization
rate is even stronger. This is due to a decrease in the
Debye radius of plasma screening (parameter Γs is an
exponential function of the Debye radius) upon an
increase in the gas ionization rate and, accordingly,
upon an increase in the concentration of charged parti-
cles. The value of Rd also decreases with the gas tem-
perature, leading to an increase in parameter κ and a
decrease in parameter Γs upon a transition from room to
cryogenic temperatures. According to the result of
numerical calculations, the crystallization of dusty
plasma in the model with the Debye interaction poten-

Rd T /8πe2n∞,=

n∞ Q/βei.=
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tial for κ ~ 10 occurs for values of the parameter Γs ~ 1
(see [21]). It can be seen from Fig. 7b that at low ion-
ization rates, when the value of Rd is quite large and the
value of parameter κ is close to 10, the charge on dust
particles is still significant, and the value of parameter
Γs is close to unity or exceeds it. This leads to the con-
clusion that the Debye model also indicates the possi-
bility of creating an ordered dust structure in the nitro-
gen beam plasma.

Figure 8 shows that the steady-state radial distribu-
tion of ion density has a small peak whose height
increases with the nitrogen ionization rate according to
the results of calculations. The peak and the region of
the slow decrease in the ion concentration behind it
appearing as a macroparticle moves to the surface are
associated with the drift motion of ions in the attractive
field of the macroparticle, which increases with decreas-
ing distance to it, while the next region of the sharp
decrease in ni in the vicinity of the macroparticle is asso-
ciated with a diffusive departure of ions to the macroparti-
cle. It follows from Fig. 8 that for Q ≈ 1016 cm–3 s–1, the
plasma becomes electrically neutral even at a distance
of the order of 100 µm (this distance increases with
decreasing rate of ionization).

Figure 9 shows the dependence of the characteristic
time τq of the charge stabilization on the parameters of
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Fig. 8. Radial distributions of the concentrations of (a) elec-
trons and ions and (b) charge in the nitrogen beam plasma at
various instants of time under atmospheric pressure (r0 =

12 µm, nd = 105 cm–3, Q = 1.5 × 1016 cm–3 s–1).
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the dusty plasma. This quantity was defined as the time
required for attaining the value

q = (1 – exp(–3))q∞ ≈ 0.95q∞

(q∞ is the charge under steady-state conditions). In our
problem, τq is determined by slower ions, and we can
assume for our estimates that τq is the diffusion time
over which an ion crosses the region where quasi-neu-
trality is violated with a characteristic size (and not
radius!) d:

(12)

For our estimates, we assume that d is equal to the
Debye radius. Figure 9 presents the curve calculated on

τq
4
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Fig. 9. Characteristic time of charge stabilization on dust
particles of various radii (in micrometers) as a function of
the ionization rate for nd = 104 cm–3in nitrogen. Light sym-
bols correspond to T = 77 K and dark symbols, to T = 300 K.
The dot-and-dash curve describes the diffusion time during
which an ion traverses a distance equal to the Debye radius.
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lated with the boundary conditions (7a)).
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the basis of (12). The behavior of this curve upon a
change in the ionization rate correlates with the behav-
ior of the characteristic time of charge stabilization as a
function of the ionization rate.

It can be seen from Fig. 9 that for the current density
jb = 90 µA/cm2 in the fast electron beam (Q = 1.5 ×
1017 cm–3 s–1), the characteristic time of the macropar-
ticle charge stabilization amounts to less than 1 µs. An
analysis of the evolution of the charge on macroparticles
after switching off the fast electron beam following the
attainment of the quasi-stationary level (see Fig. 10)
shows that the neutralization of the charge is a much
slower process as compared to charging (for nd =
104 cm–3, the charge still amounts to 10% of the steady-
state value even after 10 ms). This is due to the fact that
lighter electrons are accumulated with time from larger
and larger distances until the region of electron density
perturbation reaches the boundary of a unit cell. After
this, there are virtually no electrons in the bulk. In order
to completely neutralize the charge of a macroparticle, we
must gather ions from the entire unit cell, which requires
a time of the order of (4/Di)(ad /π)2; for nd = 104 cm–3 and
T = 300 K, this time is ~5.6 ms. As the concentration of
macroparticles increases tenfold to 105 cm–3, this time
decreases to 1.2 ms (see Fig. 10). Large values of the
time of macroparticle charge neutralization indicate
that the formation of ordered dust structures can be
studied in systems with a pulse-periodic switching-on
of the beam (with a large relative pulse duration). The
time of the formation of ordered structures can be
roughly estimated from above as the time during which
a macroparticle possessing a thermal energy moves
over the average distance between particles. For parti-
cles of diameter 24 µm in nitrogen under atmospheric
pressure, this time is of the order of a few seconds.2

Consequently, for a dust-plasma structure to have time
to form, the beam plasma should be maintained during
this time interval; this can be done easily in pulse-peri-
odic systems. The electron gun used in our experiments
could operate only in the pulse mode (with a pulse
duration up to 1 ms). For this reason, no ordered dust-
plasma structures were observed although the value of
the nonideality parameter was much larger than the
critical value according to the estimates.

In order to determine the extent to which the dust
component affects the average concentrations of
charged particles, we calculated the fraction of positive
ions and, accordingly, electrons are lost as a result of
recombination on the surface of dust particles under
steady-state conditions. This quantity is defined as

η = Ji, 0nd/Q.

Figure 11a shows the curves describing η as a function
of dusty plasma parameters. According to calculations,

2 The steady-state velocity with which carbon glass macroparticles
of radius 12 µm in nitrogen under atmospheric pressure at room
temperature fall in the gravity field is 4.4 cm/s.
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the ratio η/nd as well as the charge of macroparticles are
virtually independent of the concentration of macropar-
ticles in the range of ionization rates under investiga-
tion for nd ≤ 105 cm–3. At higher concentrations, the
dependence on nd appears first for low ionization rates
and large macroparticles, and then for large values of Q
and small values of r0 also. However, the condition for
the applicability of Wigner–Seitz cells starts being vio-
lated, and such calculations are of no practical value.
Figure 11a demonstrates that the perturbation exerted
by the dust component on the nitrogen plasma for Q =
1.5 × 1017 cm–3 s–1 is quite small under our experimen-
tal conditions even for nd = 105 cm–3.

The values of the effective coefficient of the recom-
bination of charged particles on the surface of macro-
particles were determined in [3]. The calculations made
by us here indicate that the effective coefficient of the
recombination of positive ions on a macroparticle is
approximately equal to the quantity defined by the Lan-
gevin theory: βid = 4πeki [19], but is always smaller than
this quantity in the steady state (see Fig. 11b). This is a
consequence of the fact that the electric field decreases
with increasing distance at a much higher rate as com-
pared to Coulomb’s law. It can be seen from Fig. 11b
showing the dependence of the quantity ξ = Ji, 0/|q|βidni, M
(ni, M is the concentration of ions at the boundary of a
unit cell) on the ionization rate that the ratio of the rate
of ion lost at the surface of a macroparticle to the Lan-
gevin rate weakly depends on the ionization rate, and
its behavior upon a change in Q changes significantly
upon a transition from room to cryogenic temperatures.

Concluding this section, we consider the fulfillment
of the similitude relations established by Belov et al.
[22] on the basis of a simplified model of macroparticle
charging. It was found in [22] that

where f is a certain function. An analysis of the results
of a numerical solution shows that the similitude rela-
tion is quite rough and can be used only for obtaining
estimates. This is due to the fact that the two main
assumptions underlying the simplified model [22, 23],
i.e., (1) the independence of the fluxes on the radial
coordinate, and (2) the Coulomb dependence of the
electric field, are quite approximate according to the
numerical calculations. It should also be noted that the
dependence of the charge of dust particles on the ion-
ization rate is close to Q1/4, while the charge is virtually
independent of nd in the range under investigation.

5. CHARGING OF DUST PARTICLES
IN AN EXTERNAL ELECTRIC FIELD

Let us now consider the charging of macroparticles
in the presence of an external electric field. In this case,
the symmetry of the problem is lowered to the axial
symmetry, and a two-dimensional analysis is required,

q/r0 f ndr0 Q,( ),=
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which should be carried out separately. We will esti-
mate the charge of macroparticles in such a case, fol-
lowing Reist [24]. In our experiments, macroparticles
were made of carbon glass which is (although a poor)
conductor, its conductivity being five to six orders of
magnitude higher than the conductivity of the beam
plasma in our experiments. For this reason, the electric
field does not penetrate into a macroparticle, and the
potential ϕ outside it is described by the formula [25]

(13)

where E is the vector of the applied electric field strength,
r is the radius vector with the origin at the center of the
macroparticle, and q is the macroparticle charge. We
assume that the potential on the surface of an uncharged
macroparticle is equal to zero. Under conditions (1),
charged particles move along the electric field lines, and
the radial component of the field is given by

(14)

ϕ qe
r

------ E r 1
r0

3

r3
----–

 
 
 

,⋅–=

Er
∂ϕ
∂r
------– qe

r2
------ E θ 1

2r0
3

r3
-------+

 
 
 

,cos+= =

100

10–3

10–4

1013 1015 1017

Q, cm–3 s–1

η

6
12
25
50

10–2

10–1

6
12
25
50

ξ
1.0

0.9

0.8

0.7

0.6

(a)

(b)

Fig. 11. (a) The fraction of ions perishing as a result of
recombination on the surface of macroparticles of various
radii (in micrometers) and (b) the ratio of the surface recom-
bination rate to the Langevin rate in nitrogen under steady-
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where θ is the angle measured from vector E. As the
negative charge increases, the number of electrons
reaching the macroparticle decreases, and the number
of ions increases until the electron and ion fluxes bal-
ance each other for a certain value of the charge. Con-
sidering that ke @ ki , we can assume that this takes
place when the radial field at the surface of the macro-
particle becomes negative everywhere. This leads to the
following expression for estimating the charge:

(15)

whence q ≈ –9 × 104 for particles of radius r0 = 12 µm
in the field E = 3 kV/cm. This value is almost thrice as
large as the macroparticle charge in zero field, and
hence the critical condition for a transition to the state
with an ordered dust structure is satisfied in a non-self-
sustained discharge in nitrogen also.

Let us now consider the effects associated with the
influence of the CDP on the properties of a non-self-
sustained discharge in nitrogen, which were observed
in our experiments. It was proved above that a signifi-
cant negative charge is accumulated on macroparticles.
This charge can produce a focusing effect on electrons
in the plasma (which is similar to focusing of the drift
current of ions by negatively charged particles [26]).
This leads to the formation of regions with an enhanced
liberation of energy, which in turn leads to an increase
in the extent of the vibrational excitation of nitrogen in
these regions. It was proved in our earlier publication
[27] that a transition to the contracted state in nitrogen
occurs when the excitation wave reaches approxi-
mately the 15th or 16th vibrational level. Consequently,
an increase in the extent of vibrational excitation may
lead to a decrease in the stable-discharge time.

An increase in the extent of vibrational excitation
may also lead to an increase in the discharge current for
low concentrations of dust particles. A decrease in the
non-self-sustained discharge current for high concen-
trations of macroparticles is due to the fact that the spe-
cific mass of macroparticles increases with nd and
becomes larger than the specific mass of nitrogen for
nd > 9 × 104 cm–3. This increases ineffective losses of
the energy of fast electrons in the beam and reduces the
gas ionization rate. Naturally, the discharge current
decreases as a result.

A large negative charge of macroparticles may also
lead to another mechanism of increase in the current.
The large charge may cause an increase in the coeffi-
cient of the ion–electron emission of carbon glass and
ultimately to the short-circuiting of the discharge cur-
rent through macroparticles whose conductivity is
much higher than that of the plasma (see above). This
effect takes place when a minicathode layer is formed on
the side of a macroparticle facing the anode. Such an event
does not appear to be improbable if we take into account
the fact that the electric field on this side (θ = π) is strongly

q
3Er0

2

e
-----------,–=
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enhanced (by a factor of six on the surface of the macro-
particle!). Under the above conditions in which the charge
of a macroparticle was estimated, this field is 18 kV/cm,
which is only half the value of the breakdown voltage
in nitrogen under atmospheric pressure [28]. According
to estimates, the charge of macroparticles in helium
must be much smaller than in nitrogen, and hence such
a mechanism should not operate in helium. Probably,
the discharge current in helium only decreases upon an
increase in the dust concentration due to a decrease in
the gas ionization rate in this case.

6. CONCLUSION

The experimental investigations of a non-self-sus-
tained discharge in nitrogen with a condensed disperse
phase under atmospheric pressure carried out in this
work demonstrated a strong effect of macroparticles on
the current–voltage characteristics as well as on the sta-
bility of the discharge process. The numerical simula-
tion of the charging of dust particles occurring in the
continuous medium mode under our experimental con-
ditions proved that a considerable charge is accumu-
lated at macroparticles in the nitrogen beam plasma. It
was found that a decrease in the gas temperature notice-
ably increases the charge of macroparticles in nitrogen
and, on the contrary, decreases this charge in argon. As
a result, the Coulomb parameter of interaction between
dust particles strongly increases upon a transition from
room to cryogenic temperature in nitrogen and notice-
ably decreases in argon. The calculations also proved
that the charge attains the quasi-stationary level over
time periods of the order of a microsecond at high ion-
ization rates, while the charge neutralization takes time
of the order of a millisecond. For this reason, the forma-
tion of ordered dust-plasma structures can be studied
experimentally in systems with pulse-periodic ioniza-
tion of the gas. An analysis of possible mechanisms of
the effect of the dust component on the characteristics
of a non-self-sustained discharge proved that it may
occur through the focusing effect of the electric field of
charged macroparticles on thermal electrons in the
plasma. This leads to an increase in the discharge cur-
rent and to a decrease in the stable discharge time
through an increase in the extent of vibrational excita-
tion of nitrogen molecules. The mechanism of the initi-
ation of microscopic discharges between macroparti-
cles may lead to similar effects. Additional studies
including a multidimensional simulation of the prob-
lem under investigation are required to clarify com-
pletely these mechanisms of the effect of the CDP on
the non-self-sustained discharge.
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Abstract—The optical phonons in semimetals, semiconductors, and superconductors were studied by the light
reflection techniques with femtosecond time resolution and by the method of spontaneous Raman scattering.
During measurements in the time domain, the phonon system is converted into a coherent state by the first
ultrashort laser pulse and then probed at a variable delay by the second pulse. In this case, the phonons are
shown to occur in a nonclassical state in which their fluctuational properties, different in various quadratures,
are described by periodic functions of time. A comparison of the results obtained in the time and frequency
domains gives evidence that the energies of thermal and coherent phonons coincide, while their dephasing and
energy relaxation times are different. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Phonons, as well as all other elementary and collec-
tive excitations in solids, should be treated as essen-
tially quantum objects. Repeated changes of any vari-
able involved in the description of the phonon field pro-
vide for an average value with an accuracy limited by
the noise. The quantum noise is a fundamental property
of any system and it was commonly believed for a long
time that the accuracy of measurements cannot be bet-
ter than that determined by the noise level. However,
despite being the inseparable property of any system as
stipulated by the Heisenberg uncertainty principle [1],
the quantum fluctuations possess no immunity against
possible manipulations: the Heisenberg principle pos-
sesses an internal degree of freedom and poses restric-
tions on a system only with respect to a pair of conju-
gated variables. The nature does not forbid the noise
being reduced for one of the conjugated variables, pro-
vided that the other would accordingly begin to fluctu-
ate more strongly.

Until recently, optical phonons were usually investi-
gated in the frequency domain by spectroscopic meth-
ods, which usually provide information on equilibrium
thermal phonons [2, 3]. The main spectroscopically
measurable quantities are the frequency (i.e., energy),
which determines the energy separation of the quantized
levels, and the damping (decrement) assigned to the inter-
action between the system studied and a thermal reservoir
(unaccounted degrees of freedom). The progress in laser
technologies made it possible to decrease significantly the
laser pulse duration, thus opening new prospects for inves-
tigations by allowing the crystal lattice dynamics to be
studied on a real time scale. Phonons excited by the
ultrashort light pulses are conventionally referred to as
coherent, because the excitation laser pulse duration is
considerably smaller than a characteristic lifetime of
the phonon state.
1063-7761/01/9202- $21.00 © 20246
In order to elucidate the equivalence and possible
distinctions of the information provided by investiga-
tions in the time and frequency domains, we have car-
ried out a comparative study of the phonon characteris-
tics of several solids—typical representatives of the
classes of semimetals, semiconductors, and supercon-
ductors—by two different optical methods: (i) Raman
light scattering and (ii) optical pumping followed by
probing with femtosecond pulses. During investiga-
tions in the time domain, special attention was paid to
the statistical properties of coherent phonons. The
structure of this paper is as follows. Section 2 focuses
on theoretical principles of the description of various
states in the phonon field and explains the essence of
experimental methods employed. The experimental
results are presented in Section 3, separated according to
the types of samples studied. Section 4 is devoted to the
discussion and possible interpretations of the results. The
main results are summarized in the Conclusion.

2. THEORETICAL PRINCIPLES AND METHODS
OF MEASUREMENTS

As noted above, most of the information concerning
optical phonons was obtained until recently by investi-
gations in the frequency domain. At present, the avail-
ability and wide application of femtosecond lasers
make it possible to study the phonons in real time and,
moreover, allow some nontrivial experiments. Investi-
gations in the time domain, with a typical procedure
based on the phonon system excitation with subsequent
probing by two time-separated laser pulses, are now
extensively carried out in many condensed systems.
There are several good reviews explaining the physics
of measurements in the time domain and analyzing the
common and distinctive features of these studies in
comparison with experiments in the frequency domain
[4–6]. However, there are two points, not considered in
001 MAIK “Nauka/Interperiodica”
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sufficient detail in these reviews, which are worth spe-
cial attention.

First, the experiments with condensed media in the
time domain usually provide information on the
Raman-active phonons. The results obtained by apply-
ing the Fourier transform to the time-dependent
response are frequently compared to the spontaneous
Raman scattering spectra. However, despite the fact
that information on the phonon subsystem in both
methods is extracted from the results of measurements
performed on the photon field, different correlation
functions are measured in the frequency and time
domains. The Raman scattering is related to correlators

of the  type, whereas the optical response in the
time domain depends on correlators of the type

 (where  and ai are the phonon creation
and annihilation operators [7]. Measurements in the
time domain provide data on the intensity correla-
tions, the dependence of which on the first-order cor-
relations measured in the frequency domain is often
determined by the statistics of the scatterers (in our
case, phonons) [8, 9].

The second important aspect, which is also fre-
quently ignored during interpretation of the results
obtained in the time domain, is that even performing
investigations in the frequency and time domains on the
same crystal by no means implies that the results of
these measurements would refer to the same state of the
system [8]. During spontaneous Raman scattering mea-
surements in the frequency domain, phonons occur in
thermal equilibrium in the state with an undetermined
phase. In the time domain, the measurements are per-
formed over a coherent system where the phase is a
well determined quantity [2, 4, 10]. There are no
grounds to ascertain a priori that all characteristics of
the two systems are identical. It should be emphasized
that measurements in the time domain provide informa-
tion on the nondiagonal elements of the density matrix,
whereas measurements in the frequency domain allow
us to determine the diagonal elements.

The existence and properties of excitations with
nonthermal statistics were (and still are) the subjects in
many investigations performed in the photon field. The
concept of the deformation (squeezing) of the uncertainty
contour was originally theoretically introduced [11] and
then experimentally realized [12] for photons. Investiga-
tions of the squeezed photon states are reported in a vast
number of papers, all of which cannot be cited here; we
restrict this list of references to several textbooks and
reviews, which are widely known and readily available
[13]. It was not until considerably later (in the end of
the 1980s) that the first theoretical works appeared in
which the analogy with the photon field was used to
study the possibility of obtaining squeezed phonon
states and their specific properties.

These (rather few) investigations can be divided into
three groups. In two of these, phonons were considered

ai
+ai〈 〉

ai
+aia j

+a j〈 〉 ai
+
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as component elements of a composite object: polariton
[14] and polaron [15]. In the third group, phonons were
treated as independent excitations and their squeezing
was derived from the phonon–phonon or phonon–pho-
ton interactions [16–21]. It is the theoretical investiga-
tions of the third group that provided a necessary basis
for and facilitated the realization of the squeezed vibra-
tional and phonon states in optical experiments [20,
22–27].

Historically, the squeezed states were discovered
upon reaching a certain level of understanding in the
physics of coherent states, which can be determined as
eigenstates of the annihilation operator, using the dis-
placement operators, or as the states with minimum
uncertainty. Each method of determination of the
coherent phonons elucidates various properties of the
squeezed states.

In order to rationalize the physical pattern of
squeezed phonon states, let us determine, for each sep-
arate mode of the phonon field with the annihilation
operator a, a coherent state |α〉 that is an eigenstate of
this annihilation operator:

The coherent state can be obtained by applying a uni-
tary displacement operator D(α) = exp(αa+ – α*a) to
the vacuum state |0〉:

If a phonon field mode varies with time according to
a harmonic law with frequency Ω , the mode can be
described in terms of the canonical variables q and p
defined as

However, since the canonical variables q and p possess
different dimensionalities, it is more convenient to
introduce the dimensionless quadrature operators:

Using these operators, we may write the phonon field in
the form of A = Ac[Xcos(Ωt) + Ysin(Ωt)]. The coherent
states represented as α = α1 + iα2, where α1 and α2 are
real quantities, obey the relationships 〈a〉  = α; 〈N〉  =
|α|2; 〈∆X2〉  = 〈∆Y2〉  = 1/4. Defining the dispersion of an
arbitrary operator O as 〈∆O2〉  = 〈(O – 〈O〉)2〉 , we obtain
for the quadrature operators by virtue of the Heisenberg
principle 〈∆X2〉〈∆ Y2〉 ≥ 1/16. In addition, 〈∆X2〉 + 〈∆Y2〉 ≥
1/2. Therefore, the displacement operator shifts the vac-
uum uncertainty contour from the origin to a point with
the coordinates (Reα, Imα), changing neither the
shape nor area of the contour.

These relationships indicate that a coherent state can
be represented as a classical state with superimposed
vacuum state noise. This result explains why the coher-

a α| 〉 α α| 〉 .=
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ent state is sometimes referred to as the displaced state
(see Fig.1). In the coherent state, only the vacuum is
noncoherent: any oscillator in the vacuum state has a
zero-point amplitude and a time-independent noise
determined by zero oscillations. The amplitude of the
coherent state is nonzero, while the noise is identical to
the vacuum noise with respect to both magnitude and
time variation. The circular shape of the uncertainty
contour is evidence that the coherent state noise is the
same in both quadratures.

In a more general case, we may create a phonon
field in which the dispersion in one quadrature differs
from that in the other. For a field with the phonon anni-
hilation operator a, this can be achieved by introducing
the operator b = µa + νa+, where µ and ν are the com-
plex values satisfying the condition |µ|2 – |ν|2 = 1. The
latter operator transforms the uncertainty contour of the
coherent state amplitude to an elliptical shape, whereby
the noise in the two quadratures becomes different.
Moreover, the noise in one of the quadratures can be
reduced below the vacuum noise level at the expense of
the corresponding increase in the other quadrature
noise. From the standpoint of an observer immobile rel-
ative to the coherent amplitude, the noise becomes
time-dependent, with the frequency of the noise varia-
tion being equal to doubled frequency Ω of the coher-
ent phonon (Fig. 1).

(‡)

(b)

(c)

Imα

Reα

Imα

Imα

Reα

Reα

Fig. 1. Schematic representation of the (a) vacuum,
(b) coherent, and (c) squeezed states (left diagrams). Dia-
grams on the right show the evolution of the coherent ampli-
tude, the cross-hatched region between dashed curves corre-
sponds to mean-square fluctuations.
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The coherent phonons are usually investigated by
the method of phonon system excitation with subse-
quent probing by subpicosecond light pulses. One of
the simple variants of this method, which is most
widely used for the study of nontransparent media, is
based on the reflection measurements [2, 10]. In this
technique, a train of laser pulses is divided into two
beams with mutually orthogonal polarizations, the
probing beam power being 10–100 times smaller than
that of the pumping beam. A relative delay between the
two beams is varied by changing the optical path for
one of the beams with the aid of a step motor driven
system. The pump beam is modulated by a chopper or
a shaker. The detection is performed by mixing the sig-
nals from photodiodes at the input of a lock-in detector.
The output data are obtained in the form of a normal-
ized differential reflection coefficient

representing a change in the reflection of the probing
pulse induced by the pumping pulse divided by the
probing pulse reflection in the absence of pumping. If
the modulation is provided by the shaker (which
implies the integration with respect to time), the mea-
sured quantity is ∂(∆R/R0)/∂t.

The phenomenon of Raman scattering can be con-
sidered as the interaction of light with a crystal,
whereby the initial radiation with frequency ωi is con-
verted into (scattered) radiation with a new frequency
ωs as a result of the medium (crystal) excitation at a
characteristic frequency Ω [3, 10]. The laws of the con-
servation of energy and momentum determine two scat-
tering channels—Stokes and anti-Stokes, differing by
the direction of energy transfer: from the photon field to
the medium and vice versa. The appearance of a rela-
tionship between ωi and ωs was explained by the Plac-
zek theory assuming that the optical polarizability is a
function of the phonon coordinate (coherent amplitude)
α = α0 + Q∂α/∂Q, where ∂α/∂Q is a constant value. A
linear relationship P ∝  QE∂α/∂Q between the photon
field and the medium leads to a change in the field fre-
quency. A nonlinear mixing of ωi and ωs taking place in
the case of ultrashort laser pulses changes the ampli-
tude Q as well, so that the process description requires
three conjugated equations for the light field E, coher-
ent amplitude Q, and the differential occupancy nk of
the phonon levels involved in the scattering. The excited
phonon state depends on two values, nk and Q, which are
determined by the diagonal and nondiagonal components
of the density matrix, respectively [28].

All measurements in this work were performed at
room temperature. The Raman scattering was studied
in the backscattering geometry, using a triple spectrom-
eter equipped with a multichannel detector. The Raman
spectra were excited by a radiation with λ = 780 nm
from a Ti : sapphire laser or by a line of an Ar+ laser.

∆R
R0
-------

R R0–
R0

---------------,=
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Instrumentation used for the Raman scattering mea-
surements is described in detail in [29]. Experiments in
the time domain were performed using a lock-in detec-
tion scheme and a Ti : sapphire laser operated in the
pulsed mode with a pulse duration of 25–50 fs and a
pulse repetition rate of 78 kHz. The pumping beam
modulation was provided by a 2-kHz chopper or by a
shaker operated at 0.5 kHz. In the latter case, the mod-
ulation amplitude did not exceed the light pulse dura-
tion [27]. The duration and sometimes the initial phase
(determined by the time delay) of the laser pulses were
measured with the aid of a two-photon detector or a
nonlinear crystal [26].

3. EXPERIMENTAL RESULTS

At present, coherent phonons have been studied in
various condensed media [4–6]. Our investigation is
restricted to nontransparent media including semimet-
als, semiconductors, and superconductors.

3.1. Semimetals

Semimetals were among the first nontransparent
crystalline solids in which oscillations interpreted as
coherent phonons were observed [30]. This was partly
favored by the fact that semimetals are characterized by
a maximum level of the photoinduced optical response
to ultrashort laser pulses. We will also use this advan-
tage in studying the statistical properties of the phonons
created by femtosecond pulses.

The investigation of coherent phonons was per-
formed in bismuth and antimony—two typical repre-
sentatives of the group of semimetals. Antimony is
known to form crystals with two atoms per unit cell,
belonging to the D3d point symmetry group [31].
Among a total of six phonons existing in antimony,
three optical phonons of the A1g + Eg type, which are
Raman-active, have been registered by now in the time
domain [30, 32]. The absence of nondiagonal phonon
modes in the first experiments [30] led to the identifica-
tion and description of the excitation in antimony as
proceeding by the displacive excitation of coherent
phonons. In this case, the vibrational coherence is cre-
ated in the excited electron state with a potential mini-
mum displaced relative to the minimum of the initial
equilibrium state [33]. Only the fully symmetric
phonons can be excited by the displacement mecha-
nism, with the initial phases ±π/2 for the oscillations
described by a decaying sinusoidal function. However,
the observation of a nondiagonal Eg phonon in the time-
dependent response [32] has brought doubt concerning
the adequacy of the displacement mechanism. This
observation stimulated the development of a mecha-
nism based on the concept of inelastic light scattering
(induced Raman scattering).

Figure 2 shows typical shapes of the optical
response to excitation and subsequent probing of a
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
polycrystalline Sb film by femtosecond pulses obtained
by modulating the pumping beam with the aid of a
mechanical chopper or a shaker. In the former case, the
excited electron state relaxes to equilibrium within a time
on the order of 2–3 ps. Superimposed onto this electron
relaxation are the rapid oscillations related to the exci-
tation of coherent phonons; the purpose of this work
was to study the latter oscillations in detail. In order to
separate the oscillatory phonon response, the measure-
ments can be performed using the excitation beam
modulated with the aid of a shaker. Because, as noted
above, these measurements give a derivative of the
time-dependent response, the relaxation process gives
no significant contribution to the signal. Since the
derivative of a harmonic function represents another
harmonic function (cos  sin), the initial phase of a
signal obtained with the tilting retroreflector exhibits a
π/2 shift (see the inset in Fig. 2).

In order to study the relationship between oscilla-
tions observed by the method of the phonon system
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 Time-resolved normalized reflection signal in a Sb
sample excited with 30-fs light pulses (the pumping and
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excitation with subsequent probing by delayed laser
pulses and the Raman-active modes in Sb, we have
used the Fourier transform for numerically converting
the data obtained in the time domain into the frequency
domain. A typical power spectrum (periodogram)
obtained upon such a conversion is presented in Fig. 3a
together with a spontaneous Raman spectrum of Sb. The
peak observed at 4.49 THz (149.7 cm–1) corresponds to
a fully symmetric phonon mode. A comparative analy-
sis of these results indicates that the positions of the
phonon peaks obtained from measurements in the time
and frequency domains coincide to within the accuracy
of measurements. The width (FWHM) of the spectral
line ∆ν = 0.1 THz obtained from measurements of the
time-dependent response upon the Fourier transforma-
tion and the corresponding mode quality factor Q =
ν/∆ν (Q = 45), coincide with the values determined
from the spontaneous Raman spectra (∆ν = 0.1 THz,
Q = 45) [30, 31]. The procedure of fitting in the time
domain, using a decaying sinusoidal function, gives the
same value of the oscillation frequency and the same
initial phase  −π/2 (or 0 for the chopper modulation;
see Fig. 3).

An increase in the pumping pulse power leads to a
linear growth in the amplitude of the coherent oscilla-
tions, while the frequency and the rate of dephasing
remain unchanged. This is illustrated by Fig. 4 showing

(a)

(b)

4.0

0

Sb

Frequency, THz

In
te

ns
ity

Delay time, ps

d(
∆R

/R
0)

/d
t

4.5 5.0

0.5 1.0 1.5 2.0

Fig. 3. (a) Coherent phonon oscillations in Sb: (open cir-
cles) Fourier transform of the time-resolved response; (solid
curve) spontaneous Fourier scattering spectrum. (b) the
results of fitting the time-resolved response (solid curve)
illustrating the initial phase.
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the corresponding characteristics determined upon the
Fourier transformation of the time-dependent response.
The frequencies and widths of the spectral lines were
obtained by fitting to the Lorentz function, while the
oscillation amplitudes were evaluated by integral inten-
sities of the spectral lines in the periodogram. For con-
venience, the integral intensity corresponding to a max-
imum power is taken to be equal to unity. It should be
noted that the direct measurement of the amplitude of
coherent oscillations at a fixed delay time provides
analogous results, but at a greater error.

In order to study the statistical (fluctuational) prop-
erties of phonons generated by ultrashort pulses, it is
necessary to use a modified scheme of measurements
[24]. The traditional scheme used for the coherent phonon
probing ensures access only to the principal moment
(mean value) of the phonon distribution, providing for an
average value of the coherent amplitude as a function of
the delay time. The study of fluctuational properties
implies the knowledge of how the coherent amplitude
fluctuates with time at a fixed phase determined by the
delay time. This is illustrated in Fig. 5 showing essen-
tially a squeezed state in the Heisenberg (Fig. 5a) and
Schrödinger (Fig. 5b) representations. In the former
case, we vary the detection angle, while in the latter
case, the state exhibits evolution with time at a constant
detection angle.
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For studying the fluctuational properties of phonons,
the measurements have to be conducted so as to retain
information concerning the particular state realizations.
Although each state realization cannot be measured
separately, we may compare the statistical sample sets
obtained using about 105 probing pulses at a fixed
phase (delay time). For this purpose, we have repeat-
edly measured a part of the oscillating response S to
calculate µ = 〈S〉  and the second-order moment σ2 =
〈S2〉  – µ2 in addition to the first-order moment for each
delay time. Figure 6 shows the results of these measure-
ments for Sb. As expected, the mean amplitude deter-
mined by this method is identical to the amplitude
observed in a traditional experiment. Nevertheless, the
dispersion of the coherent amplitude calculated for
each time instant provides additional (new) informa-
tion. In the case when the system studied is prepared in
the coherent state, the dispersion characterizing the
noise is time-dependent. Note that the noise in the sys-
tem occurring in the equilibrium state is independent of
the time, as is seen for the dispersion at negative delay
times (phase angles).

In order to elucidate and explain the time variation
of the noise, we have numerically converted the disper-
sion into the frequency domain with the aid of the Fou-
rier transformation. Figure 6c shows a typical noise
power spectrum obtained upon such conversion, in
comparison to the power spectrum of the coherent
amplitude (Fig. 6b). The two spectra are obviously dif-
ferent, the noise spectrum displaying a component with
a frequency equal to the doubled frequency of the
coherent phonon. As the pumping power grows, the
noise amplitude shows a linear increase, while the
spectrum remains virtually unchanged. However, the
intensity of the spectral component in the noise spec-
trum exhibits slight redistribution, whereby the ratio of
integral intensities of the high- and low-frequency com-
ponents tends to increase.

Figures 7–9 show a similar set of data for a poly-
crystalline Bi film. Bismuth is crystallized in a rhombo-
hedral unit cell, with phonons of the A1g + Eg symmetry
allowed. Similar to the case of Sb, these modes were
observed in Bi samples measured in the time domain
[30, 34]. The intensity of the fully symmetric mode was
also markedly higher as compared to that of the nondi-
agonal modes [34]. The Raman scattering spectra of
polycrystalline bismuth films exhibit, similarly to the
spectra of Sb, a dominating A1g mode corresponding
2.9 THz (97 cm–1) [31]. However, the amplitude of
oscillations in Bi is somewhat lower than that in Sb
observed under identical experimental conditions. The
time-dependent response of Bi upon the Fourier trans-
formation gives a frequency of the fully symmetric
mode equal to 2.95 THz (98 cm–1) that is analogous to the
value observed in the Raman spectrum. However, the
spectral line width (∆ν = 0.09 THz) obtained from mea-
surements in the time domain is smaller, while parameter
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
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Fig. 5. Schematic diagram illustrating the measurement of
coherent phonon noise.
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Q is accordingly greater (Q = 32) than the value extracted
from the Raman scattering data (Q = 17) [33].

The dependence of the coherent phonon parameters
on the pumping power in Bi is identical to that in Sb:
the oscillation amplitude linearly varies with the pump-
ing power, while the frequency and the rate of dephas-
ing remain unchanged. It should be noted that, despite
a nonstationary character of the observed effect, the
spectrum of coherent amplitude in semimetals is sta-
tionary. This fact was established by varying the upper
and/or lower time limit during the Fourier transforma-
tion. The periodograms obtained for small delay times
were identical to those observed for large times, which
is indicative of the equivalence of the “fast” and “slow”
dynamics of the phonon subsystem in semimetals. Nev-
ertheless, it should be noted that the spectrum of coher-
ent oscillations obtained in the case when more than
one mode is excited can be time-dependent [35, 36].

3.2. Semiconductors

Besides semimetals crystallizing in a centrosym-
metric crystal lattice, coherent phonons may be gener-
ated in polar crystals typically represented by semicon-
ductors of the AIIIBV group, which crystallize in a struc-
ture of the zinc blend type [4, 5].

Among semiconductors of the above group, the one
most thoroughly investigated is GaAs, in which the
time-dependent oscillations assigned to the coherent
phonons and/or coupled phonon–plasmon modes were
studied depending on the dopant concentration, tempera-
ture, and wavelength of exciting laser radiation [5, 37].
The major mechanism responsible for the excitation of
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Fig. 7. Time-resolved normalized reflection signal in a Bi
sample excited with 30-fs light pulses (the pumping and
probing power is 60 and 1.2 mW, respectively). The pump-
ing bean was modulated by shaking retroreflector. The inset
shows (open circles) the Fourier transform of the time-
resolved response and (solid curve) the spontaneous Fourier
scattering spectrum.
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coherent oscillations is believed to consist in the interac-
tion of photons with the electric field generated in a near-
surface depleted layer of the semiconductor [37, 38]. Note
that this mechanism is capable of initiating only excita-
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Fig. 8. Plots of the parameters of coherent oscillations ver-
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tions carrying the electric field (longitudinal phonons
and plasmons), but not the transverse phonons. It
should be also noted that the Raman scattering in semi-
conductors is well studied with respect to variation of
the crystal properties under the action of external fac-
tors leading to a decrease in the crystal symmetry (the
morphic effect) [39].

Figure 10 shows the results obtained for two n-GaAs
samples with charge carrier concentrations 1.5 × 1017

and 8 × 1017 cm–3. In the former case, the coherent
oscillations are observed at a frequency of 8.54 THz
(284.6 cm–1) and correspond to the longitudinal optical
LO phonon [5]. The corresponding coherent oscillation
noise spectrum presented in Fig. 10 contains a component
with the doubled phonon frequency [26]. The coherent
amplitude dispersion reaches maximum at the points of
zero coherent amplitude, while the dispersion minima
approximately coincide with the amplitude maxima.

The shape of the time-dependent response of GaAs
significantly changes with an increase in the level of dop-
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Fig. 10. Coherent phonon oscillations in GaAs: (a) Time-
resolved normalized reflection signal in GaAs samples
excited with 30-fs light pulses (the pumping and probing
power is 80 and 1.1 mW, respectively). The upper and lower
curves correspond to the samples doped to ne = 1.5 × 1017

and 8 × 1017 cm–3, respectively; (b, c) periodograms corre-
sponding to the upper and lower curves in (a).
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ing. Even measurements in the time domain show that
oscillations in the highly doped sample are related to
more than one mode, since the time-dependent
response reveals an additional modulation caused by
beats between the modes. The Fourier-transformed time-
dependent response (Fig. 10c) displays two modes having
the frequencies approximately coinciding with the LO
and TO phonon frequencies. It should be noted that
both frequencies remain unchanged upon increasing
the pumping power. Note also that the LO and TO
modes are mutually orthogonal and, hence, are not cou-
pled. The two modes can be coupled by zero-point
(vacuum) oscillations and/or an external field (e.g.,
plasmons).

In the AIIIBV group of semiconductors, InSb is charac-
terized by a minimum bandgap width and by a relatively
small effective mass of charge carriers. The coherent
oscillations in InSb decay rather rapidly and cannot be
detected after 4 ps. Figure 12a shows a typical time-
resolved optical response and the corresponding dis-
persion for InSb. The frequency of the coherent oscilla-
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Fig. 11. Coherent phonon oscillations in a GaAs sample
with ne = 1.5 × 1017 cm–3: (a) coherent amplitude and its
dispersion versus time delay between exciting and probing
pulses; (b, c) periodograms of the coherent amplitude and its
dispersion, respectively.
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tions (5.6 THz or 186 cm–1), determined upon the Fou-
rier transformation of the time-dependent response pre-
sented in Fig. 12b, coincides with the LO phonon
frequency [40]. The fluctuational properties of LO
phonons in InSb are illustrated in Fig. 12c, which
shows that the noise of the coherent amplitude is time-
dependent. The periodogram displays a peak at a fre-
quency equal to the doubled LO phonon frequency.

Indium phosphide (InP) belongs to the least studied
semiconductors of the AIIIBV group with respect to
coherent phonons. At present, the coherent oscillations
in InP have been detected only in samples of the p-type
and identified at large delay times as related to the LO
phonon [41]. Figure 13 shows the time-resolved optical
response for a series of InP samples of both the p- and
n-type. As is seen, the coherent oscillations are most
pronounced in samples of the p-type. Let us consider in
more detail the data obtained for a p-InP sample with
np = 1018 cm–3 and for an n-InP sample with ne = 7 ×
1016 cm–3. Although the signal polarity in most experi-
ments was such as depicted in Fig. 13, some experi-
mental runs performed under identical conditions
showed signals of inverted polarity (Fig.14). This fact
indicates that the initial phase is bistable and may
acquire fixed values shifted by π. This behavior of the
initial phase is hardly probable for the displacive mech-
anism or for the coherent phonon generation by an elec-
tric field in the near-surface depleted layer. However, a
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Fig. 12. Coherent phonon oscillations in InSb: (a) coherent
amplitude and its dispersion versus time delay between
exciting and probing pulses; (b, c) periodograms of the
coherent amplitude and its dispersion, respectively.
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mechanism based on induced Raman light scattering
allows this phenomenon to be explained by relating the
initial phase to the Stokes or anti-Stokes scattering chan-
nels. The phase bistability was previously observed in
YBa2CuO8 crystals at large delay times [42].

3.3. Superconductors

At present, coherent phonons have been detected in
superconductors belonging to all principal classes [27,
42, 44– 46]. The YBa2Cu3O7 – δ system, where the phe-
nomenon was observed for the first time, still remains
the most thoroughly studied in this respect [43−46].
Therefore, it would be most expedient to consider the
phonon characteristics reported for the phonon sub-
system of YBa2Cu3O7 – δ and compare the results
obtained in the time and frequency domains. The crys-
tal lattice symmetry of YBa2Cu3O7 – δ, belonging to the
D2h point symmetry group, allows five fully symmetric
Ag phonons at point Γ of the Brillouin zone [47]. Two
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Fig. 13. Time-resolved reflection signal in a series of InP
samples excited with 35-fs light pulses (the pumping and
probing power is 40 and 1.2 mW, respectively). The type
and concentration of dopants are indicated at the curves.
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of these Ag phonons, detected using measurements in the
time domain, represent the low-frequency phonons gener-
ated by z-displacements of Ba and Cu ions at frequencies
of 3.6 and 4.5 THz (120 and 150 cm–1), respectively. The
copper phonon dominates in the femtosecond response
at temperatures above Tc, whereas the barium phonon pre-
dominantly contributes at lower temperatures [44, 45].

Similarly to the case of semimetals, the initial
hypothesis for the explanation of the pattern of coher-
ent phonon excitation in YBa2Cu3O7 – δ was the displa-
cive mechanism [44]. Using this model, modified and
refined so as to apply to the superconducting state [48],
it is possible to explain both the observed frequencies
of the phonon modes and the change in magnitude and
polarity of the response upon the material transition to
the superconducting state. However, the results of mea-
surements performed for various single crystal faces
showed that the ultrashort pulses produce excitation of
both the fully symmetric and nondiagonal modes. This
is demonstrated in Fig. 15 showing the periodograms of
time-resolved optical response from ab and ac faces. A
comparison of these patterns to the spontaneous Raman
scattering spectra of Ag and B2g  (B3g) symmetry sug-

(‡)

105d(∆R/R0)/dt

0.5

0

–0.5

–1.0
0 0.5 1.0 1.5 2.0

Delay time, ps
105d(∆R/R0)/dt

(b)

0.4

0

–0.4

–0.2 0 0.2 0.4 0.6 0.8 1.0
Delay time, ps

Fig. 14. Schematic diagrams illustrating the initial phase
instability for InP with nk = 1018 cm–3 (a) and ne = 7 ×
1016 cm–3 (b).
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gests the presence of a mode with frequency 6.3 THz
(210 cm–1). Based on this mode frequency and the com-
parison with a spontaneous Raman spectrum of the
untwinned single crystal [47], this phonon is readily
attributed to displacements of the bridging oxygen
atom and assigned the B3g symmetry. It is more difficult
to explain the presence of nondiagonal modes within
the framework of the displacive excitation of coherent
phonons; however, this task is readily solved proceed-
ing from the alternative mechanism based on the stim-
ulated Raman light scattering.

Our analysis of the fluctuational properties of coher-
ent phonons in YBa2Cu3O7 – δ will be restricted to the
fully symmetric phonon mode. Figure 16 shows a typi-
cal time-resolved response obtained from the basal ab
plane of an YBa2Cu3O7 – δ crystal at room temperature.
The presence of oscillations with a frequency of
4.52 THz (150.6 cm–1) is evidence that the coherent
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Fig. 15. Coherent phonon oscillations in a YBa2Cu3O7 – δ
single crystal with Te = 92 K: (a–c) Raman spectra of
(a) Ag phonons (zz polarization), (b) Ag phonons (x 'x ' polar-
ization), and (c) B3g + B2g phonons (zy + zx polarization);
(d, e) time-resolved response from (d) ac and (d) ab (basal)
single crystal faces.
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background corresponds to a Raman-active mode with
the Ag symmetry, generated by the displacements of Cu
ions. A comparison to the Raman scattering spectrum
shows that the characteristic time of dephasing at room
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Fig. 16. Time-resolved normalized reflection signal in an
YBa2Cu3O7 – δ sample excited with 30-fs light pulses (the
pumping and probing power is 80 and 1 mW, respectively).
The pumping bean was modulated by shaking retroreflector.
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Fig. 17. Coherent phonon oscillations in YBa2Cu3O7 – δ:
(a) coherent amplitude and its dispersion versus time delay
between exciting and probing pulses; (b, c) periodograms of
the coherent amplitude and its dispersion, respectively.
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temperature is greater than that of the energy relaxation
[27, 44]. The experimental geometry and a relatively
high temperature minimize the contribution of the other
fully symmetric mode (3.6 THz or 120 cm–1), in which
the dominating role belongs to the displacements of Ba
ions. Note that the room-temperature Raman spectrum
displays both modes with approximately equal intensi-
ties (the relative Raman peak intensity depends on the
particular polarization, but none of these leads to the
absence of the low-energy mode) [35].

In order to obtain information on the statistical
properties of coherent phonons in superconductors, we
have repeatedly measured the part of the oscillatory
response depicted in Fig. 16. Using this set of data, we
calculated the mean values and dispersions for each
delay time n the interval from –500 to 2000 fs. These
data (for a limited range of positive delay times) are
presented in Fig. 17. It is obvious that, similarly to the
case of semimetals and semiconductors, the coherent
phonon fluctuations in the superconductor studied
depend on the phase determined by the delay between
exciting and probing pulses. The dispersion of coherent
phonons is maximum at the points of the extrema of the
coherent amplitude [27]. The noise periodogram dis-
plays a peak at the frequency equal to the doubled
coherent phonon frequency (Figs. 17b and 17c).

4. DISCUSSION OF EXPERIMENTAL RESULTS

A number of phenomenological models were sug-
gested in order to describe the coherence arising in a
crystal lattice as a result of the interaction between
short laser pulses and the crystal [4, 5, 33]. These mod-
els explained the main experimental facts observed in
numerous investigations. However, the physical mean-
ing of the term “coherent amplitude” employed in these
models cannot be explained without recourse to a
microscopic theory. Developed by Kuznetsov and Stan-
ton [49], such a theory showed that, within the frame-
work of the microscopic description, the coherent
oscillations are related to a macroscopic occupation of
the phonon mode with q = 0, this circumstance making
the situation much like that observed for the Bose con-
densation.

Note that the Bogolyubov transformation used in
the description of the superfluidity phenomenon can be
also applied to squeezed states [50]. Moreover, the
coherent phonon excitation, considered as a realization
of a phase transition, may help us qualitatively under-
stand the phenomenon of squeezing. As is known, the
squeezing increases in systems occurring at the points
of bifurcation between various dynamic regimes
because of the quantum fluctuations growing for the
variable losing stability at such a point [51]. As a result,
fluctuations of the conjugated variable decrease by vir-
tue of the phase volume conservation.

An analysis of the results of measurements in the
time and frequency domains, allows us to conclude that
 AND THEORETICAL PHYSICS      Vol. 92      No. 2      2001
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the frequencies (energies) of thermal and coherent
phonons coincide to within the experimental error. The
error in determining the frequency is greater than the
error of measurements in the time domain. The width of
spectral lines in the spontaneous Raman spectra is
determined by the phonon decay, which depends on the
system interaction with the thermal reservoir. As a rule, a
dominating contribution to this decay is due to the anhar-
monic decay of the optical phonon into two phonons with
a total momentum of zero [3]. The spectral line width in
the Fourier-transformed time-dependent response is deter-
mined by a characteristic time of the phase memory; for
any classical state, the time of dephasing must be shorter
than or equal to the energy relaxation time. Indeed, the
dephasing may proceed by both inelastic and elastic
collisions in the phonon gas, and the total number of
inelastic and elastic collisions cannot be smaller than
the number of elastic events alone.

A difference in the spectral line shape parameters
revealed by the data of measurements in the time and
frequency domain is by no means unexpected, since
these methods measure essentially different states of
the phonon system. In the case of femtosecond pulses,
the initial system is prepared by the pumping pulse in
the coherent state, for which the phase is a well defined
quantity; the spontaneous Raman scattering probes the
system in a thermal state, in which the phase is uncer-
tain. It should be noted that use of the amplitude Fou-
rier transformation (instead of the power spectrum) for
the time-dependent response apparently cannot elimi-
nate the difference in shape of the spectral lines mea-
sured in the time and frequency domains, since various
crystal systems exhibit both wider and narrower lines
as compared to those obtained in the frequency spectra.

An analysis of the dependence of the coherent
amplitude on the pumping pulse power leads to an impor-
tant conclusion concerning a nonclassical character of the
state created by ultrashort laser pulses. Indeed, the decre-
ment of a classical state is a function of the intensity of
excitation. A typical example is offered by the thermal
state where the excitation lifetime is a function of the
temperature (the excitation factor). In optics, this is
manifested by the temperature dependence of the
phonon line width measured in the Raman spectra. In
contrast, coherent phonons exhibit independence of the
dephasing time of the degree of excitation, which is
related to the fact that only the Poisson distribution is
characterized by a constant ratio of the mathematical
expectation to dispersion [13].

A remarkable and rather surprising property of
coherent phonons is the noise, which depends on the
phase of the coherent oscillations. A possible interpreta-
tion of the phase-dependent noise employs the concept of
squeezed phonon states created during the interaction of
ultrashort laser pulses with crystal. This interpretation is
based on the fact that the phase dependence of the noise is
a unique indication of the squeezing [13], since any other
state (quantum or classical) is characterized by the
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
phase-independent noise and, hence, the uncertainty
profile can be described by a circle.

The conclusion that measurements in the time
domain provide information on the quantum fluctua-
tions (i.e., the phonon behaves as a quantum, rather
than classical, object) is confirmed by the following
considerations. Classical behavior dominates in the
energy range determined by the inequality kBT ≤ "ω,
which stipulates that the thermal fluctuations are small
as compared to the quantum fluctuations. However, this
condition is valid only for the results of measurements
averaged over time τ exceeding the characteristic time
τ* of the system relaxation (τ @ τ*). However, the use
of femtosecond probing pulses implies that τ ! τ*.
During such a short period of time, the system energy
exchange with the reservoir is markedly smaller than
kBT. In this case, the condition for the quantum charac-
ter manifestation should be modified and expressed as
kBT ≤ "ωτ*/τ [52]. This condition is satisfied in the
experiments described above.

At present, a particular mechanism responsible for
the squeezing is unclear. Apparently, establishing this
mechanism would require elucidating the process of
the coherent phonon excitation. If the coherent phonons
are created by a mechanism related to the induced Raman
scattering (or some modification) [4], the phonon field
squeezing can in fact be realized under certain conditions,
since the inelastic light scattering is a parametric process.
Note that the noise in most experiments is maximum at
the points of zero amplitude (and maximum, at the
points of extrema) of the measured signal. In the case
of modulation with the aid of a shaker, the zero points
correspond to the points of rotation of the oscillatory
wave packet trajectory.

Investigation of the noise phase behavior depending
on the pulse duration may allow us to determine the rel-
ative contributions of the topological and dynamic
squeezing components [17]. At present, in addition to
explaining the phase-dependent noise as resulting from
the phonon field squeezing, we cannot exclude the pos-
sibility that such noise may also be related to the bista-
bility of the initial phase of coherent phonons, which
can acquire fixed values shifted by π. Should this be the
case, the phase-dependent noise has nothing in com-
mon with the squeezed phonon states, but can still shed
light on the nature of the initial phase of the phonon
condensate. If the initial phase bistability is not the
major source of the noise, the squeezed phonon states
are in fact registered in the experiment.

5. CONCLUSION

We have compared the thermal and coherent phonons
created in several typical representatives of semimetals,
semiconductors, and superconductors using the results of
optical measurements in the frequency and time domains.
We have demonstrated that the energies of thermal and
coherent phonons coincide, whereas the phase informa-
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tion in the coherent state is lost within the time different
from that of the energy relaxation. It was established that
coherent phonons exhibit phase-dependent fluctuational
properties. An analysis of the obtained experimental data
indicates that the final interpretation of the phase-
dependent noise requires determining the mechanism
of the coherent phonon excitation. Additional informa-
tion necessary for establishing the squeezing mecha-
nism and its particular realizations can be obtained by
measuring the time-resolved response, determining the
frequency-resolved optical field components at the
Stokes and anti-Stokes frequencies, and studying their
statistical properties.
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Abstract—We report on the (magneto-) optical study of many-body effects in spatially separated electron and
hole layers in GaAs/AlxGa1 – xAs coupled quantum wells (CQWs) at low temperatures (T = 1.4 K) for a broad
range of electron–hole (e–h) densities. Coulomb effects were found to result in an enhancement of the indirect
(interwell) photoluminescence (PL) energy with increasing the e–h density both for a zero magnetic field and
at high fields for all Landau level transitions; this is in contrast to the electron–hole systems in single QWs
where the main features are explained by the band-gap renormalization resulting in a reduction of the PL
energy. The observed enhancement of the ground state energy of the system of the spatially separated electron
and hole layers with increasing the e–h density indicates that the real space condensation to droplets is energet-
ically unfavorable. At high densities of separated electrons and holes, a new direct (intrawell) PL line has been
observed: its relative intensity increased both in PL and in absorption (measured by indirect PL excitation) with
increasing density; its energy separation from the direct exciton line fits well to the X– and X+ binding energies
previously measured in single QWs. The line is therefore attributed to direct multiparticle complexes. © 2001
MAIK “Nauka/Interperiodica”.
¶ 1. INTRODUCTION

Many-body interactions in neutral electron–hole (e–h)
systems in semiconductor quantum wells (QWs) lead
to renormalization effects [1] that were extensively stud-
ied in single quantum wells (SQWs) in the past. In partic-
ular, the main experimental features were explained by the
band-gap renormalization that results in a reduction of the
ground state energy with increasing the e–h density (see
[2] and references therein).

In this paper, we study many-body effects in a sys-
tem of spatially separated electron and hole layers at
zero and finite magnetic fields perpendicular to the QW
plane. Due to the long radiative recombination times,
the e–h temperatures can be much lower in this system
than those achieved in single-layer e–h systems. In partic-
ular, this unique property may enable the observation of a
number of predicted collective phenomena [3–10]. The
major difference of many-body effects in spatially sep-
arated electron and hole layers compared to single-
layer e–h systems is the asymmetry between the e–e,
and e–h interactions. In a set of papers, this asymmetry
has been predicted to result in the instability of the uni-
form exciton phase at low temperatures [5, 6, 10]. In
particular, condensation to an exciton liquid has been
predicted for small interlayer separation: for 1.1a2 <
d < 1.9a2, the liquid was predicted to be metastable,
while for d < 1.1a2, the liquid was predicted to be in the

¶ This article was submitted by the authors in English.
1063-7761/01/9202- $21.00 © 20260
ground state (a2 = "2ε/2me2 is the 2D exciton radius,
ε is the dielectric constant, m is the reduced exciton
mass, and a2 ~ 6.5 nm for GaAs QWs) [10]. On the con-
trary, in another set of papers, the repulsive interaction
between the indirect (interwell) excitons at low densi-
ties and the electrostatic term originating from the elec-
tric field between the separated electron and hole layers
at high densities was predicted to stabilize the uniform
phase in the system of separated electron and hole lay-
ers [7–9].

The spatially separated e–h system with the photo-
excitation-controlled e–h density is realized in electric
field tunable coupled quantum wells (CQWs) (see [11]
and references therein). The effects of exciton–exciton
interactions at low exciton densities (&1010 cm–2) were
studied earlier [12]: an enhancement of the exciton
energy with density both at zero and finite magnetic
fields has been observed and interpreted in terms of the
net repulsive interaction between indirect excitons
(which are dipoles oriented in the z-direction).

In this paper, we report on the experimental study of
the system of spatially separated electron and hole lay-
ers in GaAs/AlxGa1 – xAs CQW in the broad range of
e−h densities, up to the maximum possible e–h densi-
ties corresponding to the complete screening of the
external electric field in the z-direction (this maximum
density depends on the applied electric field and
reaches more than 2 × 1011 cm–2 for the present experi-
ments). The e–h density was controlled by the excita-
001 MAIK “Nauka/Interperiodica”
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tion density and by the excitation energy through the
absorption variation. The maximum density e–h system
with the minimum effective temperature was achieved at
the excitation resonant to the direct (intrawell) exciton
states. The experimental data suggest that the system of
separated electrons and holes is uniform with the ground
state energy increasing with the e–h density; these data,
therefore, do not support the predicted condensation to
the liquid state in the entire range of e–h densities that
we studied.

The electric-field-tunable n+–i–n+ GaAs/AlxGa1 – xAs
CQW structures were grown by molecular beam epit-
axy. A sketch of the band diagram of the structures is
shown in the inset to Fig. 1. The i-region consists of two
8-nm GaAs QWs separated by a 4-nm Al0.33Ga0.67As
barrier and surrounded by two 200-nm Al0.33Ga0.67As
barrier layers. The n+-layers are Si-doped GaAs with
NSi = 5 × 1017 cm–3. The second sample has the same
design, except for the QW widths that are equal to
15 nm. The data throughout the paper refers to the
8−4−8-nm CQW sample if not specified. The electric
field in the z-direction is monitored by the external gate
voltage Vg applied between n+-layers (see [12] for details).

Because the electron Fermi level in the n+-GaAs
layers is considerably below the electron energies in the
GaAs QWs, the QWs are nominally empty in the
absence of photoexcitation (the concentration of the
residual impurities in the QW region is unknown; how-
ever, it is certainly below the Mott density to provide
free electron or hole gases in the QWs and below the
density of photoexcited carriers in the CQWs studied).
In most of the experiments, carriers were photoexcited
by a tunable cw Ti : Sapphire laser with photon energy
considerably below the Al0.33Ga0.67As barrier energy.
Possible deviations from the charge neutrality occur-
ring in the CQW electron–hole system because of dif-
ferent collections of electrons and holes photoexcited
in the barrier layers are minimized.

To minimize the effect of the mesa heating, we
worked with the mesa area 200 × 200 µm2, which was
much smaller than the sample area of about 4 mm2. In
addition, the bottom of the sample was soldered to a
metal plate. The excitation was modulated with a dark-
to-light ratio of about 15. The measurements were per-
formed in a Spectromag cryostat with the bath temper-
ature Tbath = 1.4 K. The PL spectrum was measured
using a charge-coupled-device camera.

2. COULOMB EFFECTS IN DIRECT 
AND INDIRECT PHOTOLUMINESCENCE

The separation of electrons and holes in different
QWs (the indirect regime) is realized by applying a
finite gate voltage that fixes the external electric field in
the z-direction F = Vg/d0, where d0 is the i-layer width.
The excitation density dependence of the PL spectrum
in the indirect regime is shown in Fig. 1. The excitation
energy Eex = 1615 meV is sufficiently below the barrier
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
energy to ensure the e–h photoexcitation directly in
QWs. The direct and indirect transitions are identified
by the PL kinetics and gate voltage dependence: the
direct PL line has a short PL decay time and its position
is practically independent of Vg, while the indirect PL
line has a long PL decay time and shifts to lower ener-
gies with increasing Vg (in the low-density exciton
regime, the shift magnitude is given by eFd, where d ≈
11.5 nm is close to the mean separation between the
electron and hole layers) [11, 12].

Figure 1 shows that the indirect PL line monotoni-
cally shifts to higher energies with increasing the e–h
density; this corresponds to an increase of the ground-
state energy of the spatially separated e–h system. At
high e–h densities, the energy shift is determined (1) by
the exchange and correlation energies, which results in
a reduction of the energy [1], and (2) by the electric
field between the separated electron and hole layers,
which partially compensates for the external electric
field and thereby results in an increase of the energy [7,
9]. The latter contribution to the nonlinear energy shift
is a unique feature of the system of spatially separated
electron and hole layers and can be estimated using the
plate capacitor formula δE = 4πnehe2d/ε, where neh is
the e–h density. 

The observed increase of the ground state energy of
the spatially separated e–h system is opposite to the
case of e–h plasma in SQWs, where exchange and cor-
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Fig. 1. Excitation density dependence of the PL spectrum at
Tbath = 1.4 K, Vg = 1 V, and Eex = 1615 meV. The dashed lines
are a guide for the eyes. Inset: schematic band diagram of the
GaAs/AlxGa1 – xAs CQW structure under applied gate volt-
age; the direct (D) and indirect (I) transitions are shown by
arrows.
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relation terms result in the reduction of the energy (an
effect known as the band-gap renormalization [1, 2]).
Therefore, in CQWs studied here, the electrostatic term
dominates over the exchange and correlation terms. In
particular, the observed enhancement of the ground-
state energy of the system of the spatially separated
electron and hole layers with increasing the e–h density
indicates that the real space condensation to droplets is
energetically unfavorable and corresponds to the theo-
retical predictions of [7, 9]. On the contrary, the con-
densation to the exciton liquid predicted in [10] is not
supported by the present experiment (we note that for
the CQW studied, we have d ≈ 1.77a2, which must cor-
respond to the metastable exciton liquid phase accord-
ing to [10]). Indeed, if the exciton liquid were the
ground state, the e–h density and hence, the PL shape
and energy should be fixed and independent of the exci-
tation density; this does not correspond to the experi-
mental data (Fig. 1).

The lowest estimate of the e–h density can be
obtained from the experimental shift of the indirect PL
line to higher energies using the plate capacitor for-
mula. This estimate does not include exchange and cor-
relation terms, and the resulting value of the density is
therefore lower than the actual one. In particular, the
estimate for the maximum possible e–h density corre-
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Fig. 2. Excitation energy dependence of the indirect PL at
Tbath = 1.4 K, Vg = 1 V, and Wex = 20 W/cm2. The corre-
sponding excitation energies are shown in the inset. Inset:
the direct PL at Tbath = 1.4 K, Vg = 1 V, Wex = 0.5 W/cm2,
and Eex = 1.96 eV (points); for separation of the lines, the
direct PL is fitted by two Gaussians (dashed lines, the sum
is the solid line).
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sponding to the complete screening of the external elec-
tric field is ~2 × 1011 cm–2 for Vg = 1.8 V.

Two direct PL transitions, the upper (Du) and the
lower (Dl), are observed in the indirect regime (Fig. 1).
Their excitation density dependence is opposite to that
of the indirect PL line. The Du line position is practi-
cally independent of Wex and the Dl line shifts to lower
energies (Fig. 1). The relative intensity of the Dl line is
increased with Wex (Fig. 1).

Figure 2 presents the excitation energy dependence of
the indirect PL for the excitation energies in the range of
direct PL (see the inset to Fig. 2). The integrated indirect

PL intensity M0 = I(E)dE and the PL line position given

by the line gravity center M1 = EI(E)dE are pre-

sented in Fig. 3 as a function of excitation energies. The
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Fig. 3. Excitation energy dependence of (a) the indirect PL
line position M1 and (b) the integrated indirect PL intensity
M0 normalized by the excitation density vs. excitation den-
sity at Tbath = 1.4 K and Vg = 1 V. The direct PL at Tbath =

1.4 K, Vg = 1 V, Wex = 0.5 W/cm2, and Eex = 1.96 eV is
shown above (b). The dashed lines are a guide for the eyes.
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set of M0(Eex) and M1(Eex) dependences is a more com-
prehensive analog of the indirect PL excitation (PLE)
spectra: in addition to the latter, it contains information
on a variation of the PL line position. In the case where
the indirect PL dominates the e–h recombination, the
M0(Eex) dependence coincides with the absorption
spectrum.

Figures 2 and 3b show that the indirect PL line
intensity is maximum at the excitation energies corre-
sponding to the Du line. At the same time, no absorption
is observed at the energy of the Dl line at low excitation
densities; the absorption at the Dl line energy appears
and its relative intensity increases with increasing Wex
(Fig. 3b).

The nature of the Du and Dl lines is discussed in
what follows. The carrier distribution scheme in CQW
in the indirect regime is shown in Fig. 4 (left). The ratio
of the densities of the minor carriers (electrons in the
left QW and holes in the right QW) to the densities of
the dominant carriers (holes in the left QW and elec-
trons in the right QW) is proportional to the ratio
between the direct and indirect PL line intensities mul-
tiplied by the ratio between the direct and indirect radi-
ative decay times and is small.1 The scheme of possible
direct and indirect PL transitions is evident from Fig. 4
(left) and is shown in Fig. 4 (right). We attribute the Dl
line to direct multiparticle complexes because its rela-
tive intensity increases with increasing the electron–
hole density in both PL and absorption (Figs. 1 and 3),
which indicates that more than two particles (electrons
and holes) are involved in the complex. The simplest
charged complexes are X– and X+. 

The Du line corresponds to the direct heavy hole
(HH) 1s exciton, X. In CQWs, the formation of charged
complexes is promoted in the indirect regime because
of the interwell charge separation and the correspond-
ing realization of the charge configuration, where the
electron (hole) is surrounded by a dominant number of
holes (electrons) in the left (right) QW, see the scheme
of Fig. 4. Indeed, the Dl line vanishes for the symmetric
charge distribution at Vg = 0. We note that two direct
lines could alternatively be ascribed to recombination
from two QWs of slightly different widths (see the inset
to Fig. 1). This alternative interpretation is discarded
because the lower direct line is absent in the absorption
at low excitation densities (Fig. 3).

With increasing the e–h density, the Dl line shifts to
lower energies. This behavior of the intrawell optical
transition corresponds to the band-gap renormalization
in SQWs [1, 2] and is qualitatively discussed in what
follows (for simplicity, we discuss the intrawell PL
transitions in the right QW with excess electrons, the
transitions in the left QW are characterized by a similar
density dependence). At high e–h densities, more than
one excess electron is in the vicinity of the photoexcited

1 The indirect radiative decay times are in the range of tens and
hundreds of ns, while the direct radiative decay time is below our
system resolution, 0.2 ns [11].
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
or recombining exciton. In the dense limit, the direct
PL is described by the correlation effects in the 2D
electron gas and the hole in the right QW and the 2D
hole gas in the left QW. The PL energy of the 2D elec-
tron gas is reduced with increasing the electron density
because of the band-gap renormalization [1]. The pres-
ence of the separated 2D hole gas in the left QW must
further increase the PL energy reduction due to the
exchange interaction with the hole in the right QW. In
CQWs therefore, similarly to the SQW case, the
intrawell PL energy must be reduced with increasing
the density due to the band-gap renormalization. This
corresponds to the experimental data (Fig. 1). We note
that the X– complex is the low-density limiting case of
the correlations of 2D electron gas with a hole.

The correct determination of the X– and X+ complex
binding energies must be done at the lowest e–h densi-
ties to avoid the effect of extra (more than one) excess
carriers occurring in the vicinity of the photoexcited or
recombining exciton (see above). The binding energy

X+ in SQW [14, 16]
X+ in CQW [19]
X– in SQW [15–17]
X–, X+ in CQW (this paper)
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Fig. 4. Scheme of the carrier distribution in CQW in the
indirect regime (left). Scheme of possible direct (intrawell)
and indirect (interwell) PL transitions (right). The transition
assignment (Du, Dl, I) corresponds to that of the PL lines in
Figs. 1–3. QW width dependence of X– and X+ binding
energies in SQWs and CQWs (the lower plot).
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of the complexes was determined from the splitting
between the Du and Dl lines at low excitation density
Wex = 0.6 W/cm2 fitting the direct PL by two Gaussians
(see the inset to Fig. 2). The evaluation of the data at the
lower excitation densities results in the close values but
is less accurate due to noise. The obtained binding
energy of the complexes is 1.9 meV for the 8–4–8-nm
CQW and 1.5 meV for the 15–4–15-nm CQW. These
values are consistent with the earlier reported X– and X+

binding energies in the 2D electron (hole) gas in mod-
ulation doped GaAs SQWs: 1 meV for X+ in 30-nm
QW [13]; 1.1 and 0.9 meV for X– in 22- and 30-nm
QWs, respectively [14]; 1.15 meV for X– and 1.25 meV
for X+ in 20-nm QW [15]; and 2 meV for X– in 9.1-nm
QW [16]. The X– and X+ binding energies increase with
reducing the QW thickness because of the enhanced
Coulomb correlations, which is consistent with the the-
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Fig. 5. Excitation energy dependence of (a) the indirect PL
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sity at B = 9 T, Tbath = 1.4 K, and Vg = 1 V. Inset: excitation
energy dependence of the integrated indirect PL intensity
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oretically predicted increase of the complex stability
with reduced dimensionality [17]. The binding ener-
gies of X – and X+ for the same QW width are close to
each other [13−15, 17]. The measured complex bind-
ing energy values of 1.9 and 13 meV for the respective
8- and 15-nm QWs fit well to the X– and X+ binding
energy dependence on the QW width [13–17] (see the
lower plot of Fig. 4). Recently, the binding energy of X+

in the CQW structure with 8-nm QWs was reported to
be 3 meV [18]: this value is also presented in Fig. 4.
The difference in the binding energies observed in the
CQWs with similar well and barrier widths (compare
[18] and the present paper) is likely to be related to the
larger amplitude of the in-plane random potential in the
sample studied in [18], which is revealed in the larger
PL linewidth: similarly to the case of SQWs [13–16],
trions are most likely localized in CQWs by in-plane
potential fluctuations; the larger amplitude of potential
fluctuations results in a reduction of the carrier local-
ization area. This additional carrier confinement must
enhance the Coulomb correlations and, therefore, the
complex stability.

The absorption line at ≈17 meV above the direct 1s
HH exciton corresponds to the direct light hole (LH)
exciton (see Section 3) while the shoulder at ≈10 meV
above the direct 1s HH exciton corresponds to the onset
of the direct excited HH exciton states 2s, 3s, …, and
the HH free carrier absorption edge. This indicates a
direct HH exciton binding energy about 10 meV.

Figures 2 and 3 show that the energy of the indirect
PL line is locked to its intensity: M1(Eex) varies in phase
with M0(Eex). This is consistent with the excitation den-
sity dependence of the indirect PL line (Fig. 1 and the
excitation density dependence in Fig. 3a) and corre-
sponds to the enhancement of the ground-state energy
of spatially separated electrons and holes with increas-
ing the e–h density (see above). The density depends on
the excitation energy due to the absorption variation.

3. SPATIALLY SEPARATED ELECTRON
AND HOLE LAYERS

AT HIGH MAGNETIC FIELDS

Coulomb correlation effects in the PL spectra of
spatially separated electron and hole layers at a perpen-
dicular magnetic field are considered in this section.
Figure 5 presents the excitation energy dependence of
the indirect PL line position and the integrated indirect
PL intensity vs excitation density at B = 9 T. These
dependences are analogous to those at B = 0 presented
in Fig. 3. At B = 9 T, the direct magnetoexciton lines
dominate the absorption. They are identified by their
magnetic field dependence presented in the inset to Fig. 5.
The energy of the direct magnetoexciton is %D(N, B) =
Eg + (N + 1/2)"ωc – ED(N, B), where Eg is the energy
gap including the electron and hole confinement ener-
gies in the CQW, "ωc is the sum of the electron and
hole cyclotron energies, N is the Landau level number,
 AND THEORETICAL PHYSICS      Vol. 92      No. 2      2001



COULOMB EFFECTS IN SPATIALLY SEPARATED ELECTRON 265
and ED is the direct exciton binding energy; at high
magnetic fields, ED ~ 1/lB and reduces with N, where

lB =  is the magnetic length [19]. At high mag-
netic fields, similarly to the zero-field case, the energy
of the indirect PL increases with increasing the e–h
density in the entire density range (compare Figs. 3a
and 5a). This is observed both with increasing excita-
tion density and with increasing absorption (see the Wex

and Eex dependences of Fig. 5a).

At high excitations, a neutral dense magnetoplasma
of spatially separated electrons and holes, indirect magne-
toplasma, is realized: several optical transitions between
occupied Landau levels of spatially separated electrons
and holes (LL indirect transitions) are observed in the PL
spectra and identified by their magnetic field dependences
(the left inset to Fig. 6). Hot direct PL is also observed (the
left inset to Fig. 6). Higher Landau level transitions appear
in PL spectra with increasing excitation density because
of the consequent occupation of the higher Landau lev-
els (the right inset to Fig. 6).

The energies of all the indirect LL transitions in
indirect magnetoplasma monotonically increase with
increasing the e–h density (Fig. 6).2 This is opposite to
the density dependence of direct LL transitions in
SQWs where the uppermost occupied (Nth) LL transi-
tion energy is independent of the e–h density in the
range of filling factors N < ν/2 < N + 1 and is reduced
with increasing the e–h density everywhere outside this
range because of the band gap renormalization [20].
The density dependence of direct LL transitions in
SQWs is quantitatively well explained: for the upper-
most occupied LLs, electrons and holes bind into mag-
netoexcitons3 that are noninteracting in the high-mag-
netic-field limit because of the compensation between
repulsion at small distances caused by the Pauli exclu-
sion principle and attraction at large distances caused
by the exchange interaction [21, 22]; for the filled e and
h LLs (ν/2 > N +1) or empty LLs (ν/2 < N), the transi-
tion energy is reduced because the exchange interaction
is not compensated [20, 23].

The energy independence of the direct magnetoex-
citon energy from density in SQWs originates from the
symmetry of the e–e and e–h interaction [21, 22]. In

2 The rate of the indirect PL energy enhancement reduces with
increasing the excitation density (Fig. 6). The origin of this is
likely to be related to a sublinear increase of neh with Wex. At a
higher excitation density, the internal electric field between the
electron and hole layers is smaller because of the carrier screen-
ing of the external electric field (see above); at the smaller electric
field, the recombination time of interwell PL becomes shorter [11],
which results in a smaller density of photoexcited carriers for the
fixed excitation density (in addition, at high Wex * 20 W/cm2,
the e–h recombination time is reduced also due to the enhance-
ment of the direct recombination.

3 Note that the screening of the magnetoexciton in a dense low-
temperature magnetoplasma is suppressed compared to the zero
field case: in particular, in the high-magnetic-field limit, the carri-
ers at the completely filled LLs do not participate in the screening
of magnetoexcitons at the uppermost occupied LL [20–23].

"c/eB
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CQWs, the interaction is strongly asymmetric. The
asymmetry is the basis of two opposite theoretical mod-
els. According to the first model, the uniform magnetoex-
citon phase is unstable at low temperatures [5, 6, 10] and,
in particular, the condensation to the exciton liquid is
expected [10]; according to the second model, the
repulsive interaction between the indirect magnetoexci-
tons stabilizes the uniform gas phase and the indirect
magnetoexciton energy monotonically increases with
density [7]. The experimentally observed enhancement
of the magnetoexciton energy with density supports the
second model, and, in particular, indicates the domi-
nance of the electrostatic term over the exchange term
for the spatially separated electron and hole layers (as
in the zero-field case, see Section 2).

4. CONCLUSIONS

Many-body effects in spatially separated electron
and hole layers in coupled quantum wells were found
to result in an enhancement of the indirect PL energy
with increasing the e–h density both for a zero magnetic
field and at high fields for all Landau level transitions
in the entire range of e–h densities. This behavior is
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Fig. 6. Excitation density dependence of the main direct (D)
and indirect (I) PL line positions at Tbath = 1.4 K, B = 3.3 T,
Vg = 1.8 V, and Eex = 1615 meV. The low Wex region is
expanded in the lower inset. Left inset: Magnetic field
dependence of the main D and I PL line positions at Tbath =

1.4 K, Vg = 1.8 V, and Wex = 20 W/cm2. Upper right inset:

PL spectra at Wex = 0.2 and 60 W/cm2, Tbath = 1.4 K, B =
3.3 T, and Vg = 1.8 V.
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opposite to the case of electron–hole systems in single
QWs, where the main features are explained by the
band gap renormalization resulting in a reduction of the
PL energy. The density dependence of the indirect PL
energy is explained by the dominance of the electro-
static term originating from the electric field between
the separated electron and hole layers; this reduces the
net local electric field and results in an increase of the
energy. The observed enhancement of the ground-state
energy of the system of the spatially separated electron
and hole layers with increasing the e–h density indi-
cates that the real space condensation to droplets is
energetically unfavorable.

At high densities of separated electrons and holes, a
new direct (intrawell) PL line has been observed; its
relative intensity increased both in PL and in absorption
(measured by indirect PL excitation) with increasing
the e–h density. It is therefore attributed to direct multi-
particle complexes. The measured complex binding
energy values 1.9 and 1.5 meV for the studied 8 and
15 nm QWs, respectively, fit well to the previously
reported X– and X+ binding energy dependence on the
QW width.
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Abstract—Spectral dependences of charge carrier relaxation rates, γe–e("ω) and γe–ph("ω), were observed in
Au and Cu films and YBa2Cu3O7 – δ high-Tc superconductor films. The relaxation rates decreased substantially
in the spectral region corresponding to interband transitions to the Fermi level region ("ωAu = 2.45 eV, "ωCu =
2.15 eV, and "ω1 = 1.89 eV and "ω2 = 2.08 eV for YBa2Cu3O7 – δ). This relaxation deceleration opens up pos-
sibilities for developing a new method, based on the spectral dependences of relaxation rates, for the determi-
nation of the Fermi level position and the parameters of electron–electron and electron–phonon interactions on
the one hand and for studying deviations from the Fermi-liquid behavior in strongly correlated electronic sys-
tems. The linear γe–e("ω) ∝ | "ω – EF | spectral dependence was observed for a YBa2Cu3O7 – δ film near "ω2 =
2.08 eV, which may be evidence of a non-Fermi-liquid behavior of the electronic subsystem. © 2001 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

The interaction of ultrashort laser pulses with solids is
characterized by the disturbance of equilibrium between
the electronic and ionic subsystems of the solid on the
femtosecond time scale [1–4]. The temperature of radi-
ation-excited electrons may exceed the temperature of
the sublattice by several orders of magnitude [1],
because the pulse width (τp ~ 10–14–10–13 s) and the
time of electronic subsystem thermalization (τe–e =

 ~ 10–15–10–14 s) are much smaller than the charac-
teristic time of energy exchange between electrons

and the lattice (τe–ph =  ~ 10–12 s). Equilibrium in
the initially disturbed electron–lattice system is re-
established with time as a result of electron–phonon
interaction. Data on the dynamics of attaining equilib-
rium in the femtosecond time range yield information
about the Eliashberg parameter λ〈Ω 2〉 , where λ is the
electron–phonon interactions constant and Ω are phonon
frequencies, for electron–phonon interaction in the
material under study [2]. The value of this parameter
determined experimentally can serve as evidence in
favor of one or another mechanism of high-temperature
superconductivity.

This method was used in several experimental stud-
ies of optical excitation relaxation in metals [3–9] and
high-Tc superconductors [10–12]. Compared with tra-
ditional probing usually performed at the wavelength of
excitation [3, 4, 10], probing with a femtosecond time

γe–e
1–

γe– ph
1–
1063-7761/01/9202- $21.00 © 20267
resolution in a wide spectral range [13, 14] yields
important additional information about the response of
a system excited by ultrashort laser pulses. For instance,
a detailed study of the dependences of relaxation rates on
the energy of photoexcited charge carriers has made it
possible to determine the spectral dependences of relax-
ation times and, through this, electron–electron and elec-
tron–phonon interaction parameters [8, 9, 15]. The exist-
ence of a substantial spectral dependence of electron–
electron and electron–phonon relaxation rates has led the
authors of [16, 17] to suggest a method for determining
the position of the Fermi level based on a sharp increase
in the relaxation time near this level caused by a decrease
in the accessible phase volume. In addition, identifying
certain special features in the spectral dependences of
excited carrier relaxation times allows us to determine
deviations from the Fermi-liquid behavior of electronic
subsystems [17].

The purpose of this work was to study and compare
the special features of the superfast dynamics of non-
equilibrium charge carriers in Au and Cu and
YBa2Cu3O7 – δ high-Tc superconductors in the normal
phase (in the femtosecond time region) by the “excita-
tion–probing” method with probing in a wide spectral
range [13, 14]. Our goal was also to obtain detailed data on
the spectral dependences of electron–electron and elec-
tron–phonon relaxation rates. The material is arranged as
follows. Section 2 describes the basic concepts of the
model for studying the relaxation of excited charge car-
riers, its shortcomings, and its possible generalization.
001 MAIK “Nauka/Interperiodica”
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In Section 3, we analyze the spectral dependences of
both electron–electron and electron–phonon relaxations
characterized by substantial deceleration near the Fermi
level. This allows the position of the Fermi level to be
determined from the spectral dependences of relaxation
rates obtained in femtosecond experiments. Section 4
contains the experimental femtosecond spectroscopy
data on the Au and Cu. Similar data on the YBa2Cu3O7 – δ
high-Tc superconductor are reported in Section 5. In
Section 6, we consider the excitation of coherent
phonons in YBa2Cu3O7 – δ films. Lastly, Section 7 sum-
marizes the results and discusses possible applications
of the observed effects to femtosecond studies of met-
als and high-Tc superconductors.
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Fig. 1. Band structure of a Au film near the L point of the
Brillouin zone in the parabolic approximation [19].
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Fig. 2. Variations in difference permittivity components ∆e1
and ∆e2 for a Au film according to the thermomodulation
model [18, 19] at various temperatures.
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2. THERMOMODULATION MODEL

The traditional approach to studying the dynamics
of nonequilibrium charge carriers in metals and high-Tc

superconductors by femtosecond spectroscopy tech-
niques uses the thermomodulation model [1, 18]. This
model has been extensively employed to describe the
experimental femtosecond spectroscopy data on both
metals [3–9] and high-Tc superconductors [9–12, 16].
Usually, the following assumptions are made within the
framework of the thermomodulation model.

(1) A narrow laser radiation pulse of width τp is
absorbed by free electrons in the conduction band, which
creates a nonequilibrium electronic subsystem distribu-
tion.

(2) Electron–electron interactions control the attain-
ment of a quasi-equilibrium electronic subsystem dis-

tribution at a characteristic relaxation rate γe−e = . It
is assumed that the exciting pulse width is related to τe–e

as τp @ τe–e; that is, at time t ~ τp, the electron distribu-
tion function is independent of the form of the perturb-
ing nonequilibrium distribution function and is charac-
terized by the effective temperature of electrons, Te(t),
which exceeds lattice temperature TL. At longer times
t > τp, electron–phonon interactions equalize the elec-
tronic subsystem and lattice temperatures at a charac-

teristic relaxation rate γe–ph = .

In experiments of the type under consideration, a
probing laser pulse is used to study absorption caused
by transitions from the deep-lying filled d band to the
Fermi level EF region in the conduction band (Fig. 1).
An excitation pulse increases the effective temperature
of electrons, and the population of electronic states
decreases below and increases above the Fermi level.
The difference in responses of excited and nonexcited
samples, which are measured in experiments and which
are proportional to the imaginary part of permittivity
(∆e2), change their sign at the frequency corresponding
to the transitions to the Fermi level region. This results
in the formation of different absorption spectra with
alternating signs, which pass through zero (Fig. 2) at
the "ωint point [19] corresponding to interband transi-
tions to the EF region,

(1)

τe–e
1–

τe– ph
1–
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Here, the notation is as follows (see [19] and Fig. 1):

and kB is the Boltzmann constant.
Note that the determination of the position of the

Fermi level by traditional femtosecond spectroscopy
techniques requires performing independent reflec-
tance (∆DR) and transmission (∆DT) measurements.
Changes in the imaginary permittivity part can then be
unambiguously reproduced by

(2)

which allows the position of the Fermi level to be deter-
mined [18, 19] (∆e1, 2 is the photoinduced change in
permittivity). We show below that the position of the
Fermi level can even more accurately be found from the
deceleration of relaxation near the Fermi level measured
in a single “excitation–wide-band probing” experiment
performed in either the transmission or the reflectance
mode.

In terms of the two-temperature model ignoring the
spectral dependence of relaxation [2], the γT rate of cool-
ing of the electronic subsystem under femtosecond exper-
iment conditions can be related to the λ〈Ω 2〉  Eliashberg
parameter for electron–phonon interactions as

(3)

The λ〈Ω 2〉 electron–phonon interaction parameter plays
a very important role in the theory of superconductivity,
and its determination can provide insight into the nature
of interactions responsible for electron pairing. Study-
ing the kinetics of photoinduced reflection (or transmis-
sion) by femtosecond spectroscopy techniques allows
the evolution of the temperatures of electrons and the
lattice to be reproduced and this parameter to be
experimentally determined. This approach has been
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extensively used to measure λ〈Ω 2〉  for both metals
(Cu, Au, and Nb [2, 10]) and high-Tc superconductors
(YBa2Cu3O7 – δ and BiSr2CaCu2O8 + x [2, 10–12]).

The use of the thermomodulation model has
allowed the principal physical processes of the dynam-
ics of charge carriers in metals and high-Tc supercon-
ductors to be studied and the evolution of the effective
temperatures of the electronic and phonon subsystems
to be reproduced. When picosecond and subpicosecond
laser pulses are used, the application of the thermomod-
ulation model is doubtless warranted. Indeed, the time
of electron–electron relaxation in metals can be esti-
mated as τe–e ~ 1/ωpl , where ωpl is the plasma frequency.
For typical metals with ωpl ~ 10 eV, the time of attain-
ing quasi-equilibrium in the electronic subsystem is of
the order of τe–e ~ 10 fs. As the laser excitation pulse
width is τp ~ 100 fs, there is sufficient time for electronic
temperature Te to be established, because τp @ τe–e. The
use of narrower excitation pulses (τp ~ τe–e), however,
raises the question of whether or not the τe–e time of
establishing a quasi-equilibrium distribution can safely
be excluded from consideration [1].

Indeed, the existence of a nonequilibrium distribu-
tion of the electronic subsystem at times up to 600 fs
was observed in femtosecond time resolution experi-
ments on the photoemission of electrons from Au films
[5]. In [5], the suggestion was made that electron–elec-
tron interaction processes determining the attainment
of a quasi-equilibrium distribution of electrons played
an important role when femtosecond laser pulses were
used, and the principal concepts of the thermomodula-
tion model should therefore be revised to take into
account the process of establishing electronic tempera-
ture. This suggestion was substantiated in femtosecond
experiments on the photoinduced absorption and
reflection of Au films [6] and in studies of Ag and Au
films by surface plasmon–polariton resonance tech-
niques [7]. These experiments showed that describing
the femtosecond responses of a metal required general-
izing the simple thermomodulation model, which
treated metals in terms of the two-temperature model
comprising the electronic subsystem with temperature
Te(t) and the lattice with temperature TL(t). The use of
ultrashort pulses required taking into account electron–
electron interaction during the “thermalization of the elec-
tronic subsystem;” that is, during the establishment of
the effective temperature of the electronic subsystem [1].

There is another fundamental reason for revising the
thermomodulation model. This model does not take into
account the spectral dependence of electron–phonon
interactions. At the same time, theory [15, 20, 21] predicts
the spectral dependence of the rates of both electron–
electron and electron–phonon relaxations to be substan-
tial. Both relaxation rates noticeably decrease near the
Fermi level because of a decrease in the phase volume
accessible to relaxation. A decrease in the rate of relax-
ation near the Fermi level was indeed observed in femto-
SICS      Vol. 92      No. 2      2001
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second experiments conducted as excitation–wide-
band probing [8, 9, 16] and by the two-photon photoe-
mission method [22, 23].

For this reason, the use of ultrashort pulses of widths
comparable with the characteristic electron–electron
relaxation time requires generalizing the thermomodu-
lation model to take into account establishing equilib-
rium in the electronic subsystem, and wide-band prob-
ing makes it possible to thoroughly study the spectral
dependence of relaxation rates near the Fermi level and
to directly determine the electron–phonon interaction
parameter [15] from the spectral dependence of the rate
of electron–phonon relaxation.

3. THE SPECTRAL DEPENDENCES
OF ELECTRON–ELECTRON

AND ELECTRON–PHONON RELAXATIONS

The most important mechanisms of the scattering of
charge carriers in metals, semimetals, and semiconductors
(such as electron–electron and electron–phonon interac-
tions), the modern advances in the kinetics of charge car-
riers, and the principal experiments in which the scatter-
ing manifests itself most obviously are described in
detail in the monograph by Gantmakher and Levinson
[20]. According to the γe–e("ω) spectral dependence of
the rate of electron–electron relaxation in the Fermi liq-
uid [20, 21], this rate should decrease near the Fermi
level,

(4)

This decrease in the γe–e("ω) relaxation rate, which
reaches a minimum at the Fermi level, is caused by a
decrease in the phase volume accessible to relaxation,
and the ae–e and be–e coefficients of (4) do not depend on
"ω and Te . Although typical electron–electron relax-
ation times in metals at room temperature are of about
10 fs [21], interelectron interactions clearly manifest
themselves in the frequency dependence of the relax-
ation rate in excitation–wide-band probing femtosec-
ond experiments [8, 9].

The spectral dependence of the γe–ph electron–
phonon relaxation rate near the Fermi level in the low-
temperature limit (that is, at kBTe ! "ωph , where "ωph is
the characteristic phonon energy) is well known (see
[20] for details) and has the form γe–e ∝  ("ω – EF)3. The
proportionality factor is not directly related to the λ〈Ω 2〉
electron–phonon interaction parameter. In contrast, under
excitation–wide-band probing femtosecond experiment
conditions [8, 9, 13] and intense pumping, we have the
other (high-temperature) limiting situation; that is, the
effective Te temperature of the electronic subsystem then
substantially exceeds characteristic phonon frequencies
"ωph. In this situation (that is, when "ωph/kBTe ! 1), the
rate of electron–phonon relaxation near the Fermi level

γe–e ae–eTe
2 be–e "ω EF–( )2.+=
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is proportional to the electron–phonon interaction
parameter [15],

(5)

where be–ph = π"λ〈Ω 2〉/(2kBTe)3. It follows from (5) that,
near the Fermi level, we must observe relaxation deceler-
ation. Approximating the experimental γe–ph("ω) depen-
dence by (5) then allows us to determine the electron–
phonon interaction parameter, λ〈Ω 2〉 = be–ph(2kBTe)3/π".

It should be stressed that the use of wide-band prob-
ing [13, 14] allows the position of the Fermi level (from
relaxation deceleration), electron–electron and elec-
tron–phonon interaction parameters [15], and possible
deviations [17] of the spectral dependence from theo-
retical predictions to be determined.

4. FEMTOSECOND SPECTROSCOPY
OF GOLD AND COPPER FILMS

In this Section, we describe the results obtained for
Au and Cu metal films by femtosecond laser spectros-
copy techniques with the use of the excitation–wide-
band probing method [13, 14].

The samples were Cu and Au films 20 nm thick depos-
ited on a quartz substrate of thickness 200 µm. Excitation
was effected by optical pulses 50 fs wide with excitation
photon energies "ωp = 2.34 and 2.75 eV and 70 fs wide
with excitation photon energy "ωp = 5.5 eV. The intensity
of excitation pulses was ~1011 W cm2, and the diameter of
the excitation spot was about 100 µm. The difference in
optical density of the samples in transmission and
reflection experiments was measured by wide-band
probing in the spectral range "ω = 1.6–3.2 eV, where
ω is the frequency of probing. The diameter of the
probing spot was approximately 80 µm. The frequency
of excitation and probing pulses was 3 Hz, and the time
lag was varied in steps of 7 fs. A maximum time lag
amounted to 4 ps. All measurements were taken at
room temperature.

The dependences of the optical densities ∆DT of Au
and Cu films on the time lag between excitation ("ωp =
2.75 eV) and probing pulses are shown in Figs. 3a and 3b.
Figures 4a and 4b show the time variation of the differ-
ence transmission ∆DT and reflection ∆DR spectra mea-
sured for an Au film at various delay times. Figure 5
presents the analogous data for a Cu film. Similar depen-
dences were observed for the other excitation pulse
energies ("ωp = 2.34 and 5.5 eV).

The stages of response time evolution were similar
for Au (Fig. 4) and Cu (Fig. 5) films at excitation pulse
energies used in our experiments. At the initial time, a
strongly nonequilibrium distribution of electrons was
formed; electron–electron interactions determined the
relaxation of this strongly nonequilibrium distribution
to a quasi-equilibrium distribution of electrons with the
effective electronic temperature Te(t) > T0, where T0 is
the initial equilibrium temperature of electrons and the

γe– ph ω T L Te, ,( ) ae– ph be– ph "ω EF–( )2,+=
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lattice. This stage of relaxation could be characterized
by the γe–e("ω) rate of electron–electron relaxation,
see (4). A maximum ∆DT signal amplitude [for ∆DT > 0
at "ω ≈ 2.4 eV (Au film, Fig. 4a) and ∆DT > 0 at "ω ≈
2.15 eV (Cu film, Fig. 5a)] was attained at times of
about 500 fs and could be related to the contribution of the
nonequilibrium electronic subsystem over this time inter-
val. After attaining a quasi-equilibrium state of the elec-
tronic subsystem, further relaxation to the equilibrium
state of the lattice–electrons system occurred as a result of
electron–phonon interactions between quasi-equilibrium
electrons and phonons. According to Figs. 4 and 5, the
characteristic time of this relaxation equaled several pico-
seconds, and this relaxation stage could be characterized
by the γe–ph("ω) electron–phonon relaxation rate, see (5).

Note that the ∆DR("ω) dependence is essentially
nonmonotonic in the probing spectral region. Figures 4b
and 5b show that ∆DR > 0 at "ω < 2.15 eV and ∆DR < 0 at
"ω > 2.15 eV for the copper film. For the gold film,
∆DR > 0 at "ω < 2.3 eV and ∆DR < 0 at "ω > 2.3 eV. As
mentioned above, this nonmonotonic dependence is
related to probing transitions close to the Fermi level,
and it can be used to determine the position of the
Fermi level from the condition ∆e2("ωint) = 0. For the

(a)
2.55 eV

2.45 eV

2.35 eV

1.0

0.5

0

∆DT, arb. units

(b)
2.25 eV 2.15 eV

2.05 eV

1.0

0.5

0
0 0.25 0.50

∆t, ps

Fig. 3. Normalized time dependences of photoinduced
response ∆DT("ω)/∆Dmax("ω) for various probing energies
"ω near Fermi level EF (a) for a Au film, "ωAu ≈ 2.45 eV,
and (b) for a Cu film, "ωCu ≈ 2.15 eV; dashed curves are
pumping pulses, and ∆t is the delay time.
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copper film, ∆DR ≈ ∆e2 (in the spectral region close to
2.15 eV) and, therefore, "ωCu ≈ 2.15 eV. In contrast, for
the gold film, ∆DR ≠ ∆e2 near "ω ≈ 2.4 eV. Taking into
account (2) yields "ωAu ≈ 2.45 eV [18, 19]. Note that a
substantial relaxation deceleration is observed close to
2.15 eV for the copper film and close to 2.45 eV for the
gold film, as is clearly shown in Fig. 3, which contains
normalized time dependences of the photoinduced
response at various probing energies close to the Fermi
level.

To study the observed relaxation deceleration in the
spectral region of transitions to the Fermi level region
(see Fig. 3), the experimental dependences were approxi-
mated by two-exponential response functions including
the rates of both electron–electron and electron–phonon
relaxations [6, 8, 9]:

(6)

dy1

dt
-------- y1 γe e– γe ph–+( ),–=

dy2

dt
-------- y2γe ph– y1γe e– ,+–=

dy3

dt
-------- y1 y2+( )γe ph– .=

(a)

(b)

0 ps
0.1 ps
0.5 ps
1.0 ps
2.0 ps

0.05

0.04

0.03

0.02

0.01

0
0.02

0

–0.02

∆DT, arb. units

–0.04

1.8 2.0 2.2 2.4 2.6 2.8
"ω, eV

Fig. 4. Spectra of (a) ∆DT and (b) ∆DR for a Au film (20 nm)
at various delay times ∆t .
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The ∆Dexp("ω, t) time dependence of the difference in
optical density was modeled by the convolution of the

F(t) =  linear combination of functions
obtained as solutions to system (6) with the Scc(t)
mutual correlation function between the exciting and
probing pulses,

(7)

In the approximation that we use, the y1 function is
related to the process that determines the superfast
response of the nonequilibrium electronic subsystem
and effects quasi-equilibration of electrons at a charac-
teristic relaxation rate of γe–e. The y2 function may be
related to the contribution of the relaxation of thermal-
ized electrons, and the y3 function describes lattice
heating [3, 4, 8].

The purpose of approximating the experimental
dependences was to obtain the best fit to the experimen-
tal data (over the whole spectral range of probing 1.6–
3.2 eV) and to determine the γe–e("ω) and γe–ph("ω)
spectral dependences of relaxation rates. The γe–e("ω)
and γe–ph("ω) relaxation rates exhibited a strong spec-
tral dependence (see Fig. 6), namely, the relaxation
rates decreased substantially near "ωCu ≈ 2.15 eV for

Ciyii 1=
3∑

∆D fit "ω t,( ) t'F t'( )Scc t t'–( ).d

∞–

∞

∫=

(a)

(b)

0 ps
0.05 ps
0.10 ps
0.50 ps
1.50ps

0.08

0.06

0.04

0.02

0

–0.02

0.02

0

∆DT, arb. units

–0.02

2.0 2.2 2.4 2.6 2.8
"ω, eV

Fig. 5. Spectra of (a) ∆DT and (b) ∆DR for a Cu film (20 nm)
at various delay times ∆t.
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the Cu film and near "ωAu ≈ 2.45 eV for the Au film.
Recall that the positions of the Fermi levels determined
from the spectra of ∆DT and ∆DR were the same. This
coincidence allows us to assert with confidence that the
position of the Fermi level can be found by the new
method described above, namely, by determining the
position of the minimum in the spectral dependence of
the relaxation rate of excited charge carriers (also see
[16]). Note that the dependence of relaxation rates on
energy is fairly sharp, which allows the Fermi level to
be determined more accurately than from the vanishing
of ∆e2("ω) [3, 4, 10], where "ω is the probing photon
energy. Also recall that determining the ∆e2("ω) depen-
dence requires the use of additional data [3], which are
not necessary when the method under consideration is
applied. The γe–e("ω) and γe–ph("ω) spectral dependences
measured for the other excitation energies ("ωp = 2.34 and
5.5 eV) gave results identical to those described above.

The approximation of experimental data by (4) allows
us to check theoretical predictions concerning electron–
electron interactions. It was found that the parameters
obtained in this way noticeably differed from the values
predicted for the one-component Fermi liquid [21] in
the region "ωint ± 0.2 eV. For instance, the following
parameters were obtained for the Cu and Au films:

 = 265 ps–1 eV–2 and  = 260 ps–1 eV–2. Devia-
tions from the predictions of the theory of the one-com-
ponent Fermi liquid were also observed in femtosecond
two-photon emission experiments [22, 23]. It follows
that additional screening by valence d band electrons
should be taken into account [24, 25].

As mentioned above, the spectral dependence of
electron–phonon relaxation can be used to directly
determine the electron–phonon interaction parameter
(also see [15]) by approximating the experimental data
according to (5). This gives λ〈Ω 2〉Cu ≈ 35 meV2 and
λ〈Ω 2〉Au ≈ 28 meV2, in close agreement with the param-
eter values determined earlier from the rate of elec-
tronic temperature variations [10]. Note that the deter-
mination of the electron–phonon interaction parameter
from the spectral dependence of the rate of electron–
phonon relaxation [15] in excitation–probing femtosec-
ond spectroscopy experiments is more warranted than
the approach based on the Allen theory [2], which
neglects the γe–ph("ω) spectral dependence.

5. FEMTOSECOND SPECTROSCOPY
OF YBCO FILMS

The excitation–wide-band probing method of femto-
second spectroscopy was used to study the excited state of
the YBa2Cu3O7 – δ high-Tc superconductor and to obtain
detailed information about the relaxation of nonequilib-
rium charge carriers in the femtosecond time region.

The sample was a YBa2Cu3O7 – δ film (Tc = 89 K)
0.05 µm thick on a SrTiO3 substrate of thickness
0.5 mm. Excitation was effected by optical pulses 50 fs

be–e
Cu be–e

Au
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Fig. 6. Spectral dependences of relaxation rates for (a, b) Au and (c, d) Cu films 20 nm thick at an excitation pulse photon energy
"ωp = 2.75 eV: (a, b) electron–electron relaxation rate γe–e("ω) and (c, d) electron–phonon relaxation rate γe–ph("ω); squares are
experimental data, and solid lines are approximations by (a, c) (4) and (b, d) (5).
wide of a 2.5 × 1011 W/cm2 intensity with photon
energy "ωp = 2.34 eV. The diameter of the excitation
spot was 100 µm. Reflectance variations ∆DR were
studied by 50-fs probing pulses in the energy range
1.6–3.2 eV. The diameter of the probing spot was
80 µm. The frequency of excitation and probing pulses
was 2 Hz. The delay time was varied in steps of 7 fs. A
maximum delay time was 4 ps. Measurements were
taken at room temperature.

The method for determining the position of the
Fermi level and the electron–electron and electron–
phonon interaction parameters from the γe–e("ω) and
γe−ph("ω) spectral dependences is described above for
metals (Au and Cu). Below, this approach is applied to
study YBa2Cu3O7 – δ films.

The difference in the reflectance spectra ∆DR for
various delay times in the spectral range 1.7–2.2 eV are
shown in Fig. 7. Time evolution stages of these spectra are
similar to those characteristic of metals (see Section 4).
Note that the ∆DR > 0 signal in the studied spectral
range at times of about several hundred femtoseconds
may be related to the contribution of the strongly non-
equilibrium electronic subsystem. At delay times exceed-
ing 1 ps, the difference reflectance signal exhibits an
essentially nonmonotonic dependence. We found that
∆DR(t > 1 ps) ≈ 0 at "ω1 ≈ 1.9 eV and "ω2 ≈ 2.08 eV (see
Fig. 7) and ∆DR(t > 1 ps) < 0 in the intermediate spec-
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tral region. As mentioned above, this nonmonotonic
dependence is related to probing electronic states near
the Fermi level. The situation is similar to that with metals
(Cu and Au, see Section 4), the only difference being that
two interband transitions to the Fermi level region are
observed at the "ω1 ≈ 1.9 eV and "ω2 ≈ 2.08 eV energies
in the ∆DR difference spectra.

Unlike the metals considered above, YBa2Cu3O7 – δ
has a fairly complex band structure. For instance, the
Fermi level passes across several bands with different
effective masses of electrons and different dispersion
signs [26]. Consider two types of possible interband
transitions near the "ω ≈ 2 eV energy [27, 28].

(1) Interband transitions can occur near the Γ point
of the Brillouin zone from low-lying valence bands
with negative effective masses of electrons to the con-
duction band formed by the Cu1(dxy)–O1(px)–O4(py)
orbitals; this band contains the Fermi level. The ∆DR

value then has a nonmonotonic spectral dependence with
∆DR ≈ 0 at "ω1 ≈ 1.89 eV, ∆DR > 0 in the spectral range

Fig. 8. Spectral dependences of (a) electron–electron γe–e
and (b) electron–phonon γe – ph relaxation rates: h, experimen-

tal data; j, γe–e ∝ | E – 1.89 eV|2; m, γe–e ∝ | E – 2.08 eV|;
d, γe−ph ∝ | E – 1.90 eV |2; and n, γe–ph ∝ | E – 2.09 eV |2.
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1.7 eV < "ω < 1.9 eV, and ∆DR < 0 in the range 1.9 eV <
"ω < 2 eV (see Fig. 7).

(2) Interband transitions from low-lying valence
bands with negative effective masses of electrons can
occur to the same conduction band as with transitions (1)
but with a negative effective mass of electrons near the
S point of the Brillouin zone. The ∆DR value then has a
nonmonotonic dependence with ∆DR ≈ 0 at "ω2 ≈ 2 eV,
∆DR < 0 in the spectral range 1.9 eV < "ω < 2.0 eV, and
∆DR > 0 in the spectral range 2 eV < "ω < 2.1 eV (see
Fig. 7).

These interband transitions can be observed in the
difference in the reflectance spectra of YBa2Cu3O7 – δ
films [27, 28]. As shown above for Cu and Au, the posi-
tion of the Fermi level for interband transitions from the
valence band to the Fermi level region can be deter-
mined from the spectral dependences of the γe–e and γe–ph

relaxation rates. The γe–e("ω) and γe–ph("ω) depen-
dences were obtained following the procedure used
with Cu and Au. The spectral dependences of the γe–e

and γe–ph relaxation rates (Fig. 8) were found to be sub-
stantially different from those observed for the metals.

Note that both relaxation rates have minima at ener-
gies of "ω1 ≈ 1.89 eV and "ω2 ≈ 2.08 eV. These minima
may be related to interband transitions of types (1) and
(2) to the Fermi level region within the conduction band
formed by the Cu1(dxy)–O1(px)–O4(py) orbitals [26].
An important difference from the metals (Cu and Au) is
the closeness of the mean electron–electron and elec-
tron–phonon relaxation rates, which equal 〈γe–e〉 ≈ 3 ps–1

and 〈γe–ph〉  ≈ 1 ps–1 in the studied spectral region. For
metals, these rates differ by an order of magnitude. The
relaxation rates decrease near "ω1 ≈ 1.89 eV and "ω2 ≈
2.08 eV, in agreement with the passage of the ∆DR("ω) ∝
∆e2 curve through zero at these points (see Fig. 7). This
agreement is another argument in favor of the conclu-
sion that the position of the Fermi level can be determined
from the deceleration of relaxation near this level. In addi-
tion, the obtained Fermi level position is close to the value
found in independent experiments on the difference in
the transmission response ∆DT of YBa2Cu3O7 – δ films
[10–12, 16].

The obtained spectral dependences were used to
check predictions (4) of the theory of the Fermi liquids,
as with Cu and Au. The electron–electron interaction
parameters for the YBa2Cu3O7 – δ film were found to be
be–e("ω1 = 1.98 eV) ≈ 420 and be–e("ω2 = 2.08 eV) ≈
375 ps–1 eV–2. Note that the be–e parameter is of the
order of the values obtained for Au and Cu. At the same
time, it should be stressed that substantial deviations
from the theory are observed for transitions to the
Fermi level region near "ω2 ≈ 2.08 eV. Data on γe–e("ω)
variations can be used to study these deviations [28] by
constructing dependences of the type γe−e("ω) ∝  ("ω –
EF)α (for the Fermi liquid, α = 2 [21]). This opens the
way to the development of a new method for studying [17]
 AND THEORETICAL PHYSICS      Vol. 92      No. 2      2001
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manifestations of non-Fermi-liquid behaviors of
strongly correlated electronic subsystems [30, 31]. The
spectral dependence of the relaxation rate near "ω2 ≈
2.08 eV can well be described by the law γe–e("ω) ≈
be−e|"ω – EF | (see Fig. 8) with be–e("ω2 = 2.08 eV) ≈
27 ps–1 eV–1. Note that a linear dependence of the elec-
tron–electron relaxation rate was also observed in
experiments on the two-photon femtosecond photoe-
mission of graphite; this dependence was interpreted in
terms of electron–plasmon interactions [32]. In addition,
the be–e parameter for the YBa2Cu3O7 – δ film has virtually
the same value as for graphite (be–e ≈ 29 ps–1 eV–1 [32]).
Such a striking coincidence of the parameters may be
explained by the two-dimensional behavior of the elec-
tronic subsystem characteristics of both YBa2Cu3O7 – δ
and graphite. An alternative explanation of the linear
γe−e("ω) dependences is based on the one-dimensional
character of the conduction band formed by the
Cu1d(xy)–O1p(x)–O4p(y) bonding chain π orbital near
the S point of the Brillouin zone [26], which makes the
quasi-one-dimensional electronic liquid Luttinger in
character [30, 31].

The spectral dependence of the γe–ph electron–phonon
relaxation rate with deceleration at "ω1 ≈ 1.89 eV and
"ω2 ≈ 2.08 eV leads us to conclude that electron–phonon
interactions play an important role in YBa2Cu3O7 – δ [15].
Indeed, we found that be–ph ≈ 90 ps–1 eV–2 at "ω1 ≈ 1.9 eV
and be–ph ≈ 290 ps–1 eV–2 at "ω2 ≈ 2.09 eV. These values
were substantially larger than those determined for the
metals (for Cu, be–ph ≈ 45 ps–1 eV–2; for Au, be–ph ≈
15 ps−1 eV–2). Let us estimate the maximum tempera-
ture of the electronic subsystem on the assumption that
the excitation pulse energy is fully transferred to it. For the
YBa2Cu3O7 – δ film, this gives kBTe ≈ 0.26 eV, which
allows the λ〈Ω 2〉 electron–phonon interaction parameter
to be estimated at about 840 meV2. This value differs from
λ〈Ω 2〉 ≈ 500 meV2 obtained earlier from the rate of elec-
tronic temperature variations. The theoretical estimation
[33] of the electron–phonon interaction parameter gives
λ〈Ω 2〉 ≈ 2200 meV2. As mentioned above, the determi-
nation of λ〈Ω 2〉  from the rate of electronic temperature
variations [2] ignores the spectral dependence of the
electron–phonon relaxation rate, and the corresponding
value can only be treated as a lower bound estimate. In
addition, determining the parameter by this method
requires additional experimental data [10] on the char-
acteristics of the sample under study. Additional exper-
imental data are not necessary for determining the
parameter from the spectral dependence of the elec-
tron–phonon relaxation rate, and the resulting value is
therefore more reliable [15].

6. COHERENT PHONONS IN YBCO FILMS

The use of femtosecond pulses opens up fundamen-
tally new possibilities of studying elementary excita-
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
tions in molecules and condensed media. These possi-
bilities include the direct oscillography of molecular
vibrations and probing not only the amplitudes but also
the phases of molecular vibrations by ultrashort pulses
of widths much smaller than the period of molecular
vibrations, τp ! Tm = π/Ωm . The use of such laser pulses
has allowed the excitation of coherent oscillations in
various media to be experimentally observed [34–38].
In experiments of this type, ultrashort laser excitation
pulses are used to cause impact excitation of the
medium. Coherent lattice or molecule vibrations (that
is, in-phase vibrations with a classical population num-
ber of the excited phonon mode) excited by such
ultrashort pulses modulate medium permittivity varia-
tions, which causes changes in the intensity of transmit-
ted or reflected light. A probing pulse with a time lag
with respect to the excitation pulse allows the dynamics
of excited vibrations to be directly observed.

The use of ultrashort optical pulses in the femtosecond
spectroscopy of YBa2Cu3O7 – δ films allowed us to observe
coherent lattice vibrations excited by them. A Fourier
analysis of the time dependence of the difference in opti-
cal density variations, ∆Dexp(t) – ∆Dfit(t) [14, 16, 35], was
used to determine the characteristic lattice vibrations in
the frequency range 10–250 cm–1. The excitation of
coherent phonons was found to occur in the whole
spectral range of probing, "ω = 1.6–3.0 eV. The fre-
quencies of coherent phonons, which were effectively
excited in the whole spectral range of probing, were deter-
mined from the product of all Fourier spectra; that is, from
their geometric mean (also see [14, 16, 35]). A 152 cm–1

mode was found to dominate in this spectral range (see
Fig. 9); vibrations with frequencies of about 55, 110,
and 215 cm–1 and several other modes had lower ampli-
tudes. The excitation of modes at about 116 and 150 cm–1

was earlier observed in [36–38]. For instance, femto-
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Fig. 9. Spectrum of coherent phonons excited in a
YBa2Cu3O7 – δ superconductor film at room temperature.
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second pulses about 100 fs wide with the energy of
exciting and probing photons "ω ≈ 2 eV were used in
[36, 37] to study a YBa2Cu3O7 – δ film. As in this work,
the excitation of the 150 cm–1 mode, most intense at
room temperature, was observed.

7. CONCLUSIONS

In this work, we studied the dynamics of nonequi-
librium processes in Au, Cu, and YBa2Cu3O7 – δ films.
We analyzed the spectral dependences of both elec-
tron–electron and electron–phonon relaxations. Relax-
ation deceleration near the Fermi level was observed
experimentally, which offers the possibility of develop-
ing a new method for determining the position of the
Fermi level and the electron–electron and electron–
phonon interaction parameters. A method for determin-
ing the electron–phonon interaction parameter from the
spectral dependence of the rate of electron–phonon
relaxation was suggested. Studies of the spectral
dependences of relaxation rates open up new possibili-
ties for determining possible deviations from the Fermi
liquid behavior. We observed a linear dependence of the
relaxation rate, γe–e("ω) ≈ be–e|"ω – EF |, for the inter-
band transition at "ω ≈ 2.08 eV in the YBa2Cu3O7 – δ
high-Tc superconductor. The excitation of coherent
phonons with predominant vibrations at an about 152 cm–1

frequency was observed for the YBa2Cu3O7 – δ film.
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Abstract—We propose a new theoretical method to study galvanomagnetic effects in bounded semiconductors.
The general idea of this method is as follows. We consider the electron temperature distribution and the electric
potential as consisting of two terms, one of which represents the regular solution of the energy balance equation
obtained from the Boltzmann transport equation at steady-state conditions and the Maxwell equation, while the
other is the effect of the specimen size that is significant near the contacts (the boundary layer function). With
the distribution of the electric potential at the contacts and the electron temperature distribution at the surface
of the sample taken into account, we find that the magnetoresistance is different from the one in the standard
theory of galvanomagnetic effects in boundless media. We show that, besides the usual quadratic dependence
on the applied magnetic field B, the magnetoresistance can exhibit a linear dependence on B under certain con-
ditions. We obtain new formulas for the linear and quadratic terms of the magnetoresistance in bounded semi-
conductors. This linear contribution of the magnetic field to the magnetoresistance is essentially due to the spa-
tial dependence of the potential at the electric contacts. We also discuss the possibility of obtaining the distri-
bution of the electric potential at the contacts from standard magnetoresistance experiments. Because the
applied magnetic field acts differently on carriers with different mobilities, a redistribution of the electron
energy occurs in the sample and thus, the Ettingshausen effect on the magnetoresistance must be considered in
bounded semiconductors. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Physically, the magnetoresistance phenomenon
consists in an increase of the electric resistance of a
metal or semiconductor subject to an external magnetic
field applied transversally to the electric field direction.
We obtain a complete formula for the magnetoresis-
tance in a bounded semiconductor involving several
previously unknown terms. Using the expression for
the magnetoresistance in bounded semiconductors, it is
possible to obtain some information about the electron
energy relaxation, the carrier density, and the electron
temperature distribution in the semiconductor. Cur-
rently, the innovation of some sensitive magnetic field
detectors is based on the magnetoresistance effect in
semiconductors. This means that the linear contribution
of the magnetic field to the magnetoresistance estab-
lished in this paper, which arises due to the spatial
dependence of the potential at electric contacts, can
improve the sensitivity of the devices. Furthermore, the
experimental measurements of magnetoresistance allow
one to describe the homogeneity of the electric potential at
the contacts and therefore also the homogeneity of the

¶This article was submitted by the authors in English.
1063-7761/01/9202- $21.00 © 20277
current density in the sample, which is very important
for semiconductor devices.

Most of the theoretical works, as far as galvanomag-
netic effects in bulk semiconductors are concerned, have
been addressed to boundless media where the electric
field is constant in all directions and the only contribu-
tion to the magnetoresistance is related to the depen-
dence of the electric conductivity on the magnetic field
[1, 2]. However, this assumption implicitly involves the
effect of the sample surface, because the electrostatic
Hall field, and thus the magnetoresistance, cannot be
found otherwise. It is worth mentioning that, in reality,
it is a usual practice to fix some specific boundary con-
ditions at the surface of the sample; as a consequence,
in general, magnetoresistance depends on the electric
potential, which is a linear function of the coordinates
[3]. Moreover, this linear term can only be calculated if
the surface effects on the electric potential are consid-
ered through an additional function of coordinates. The
coefficients characterizing the potential also depend
strongly on these boundaries and, as the result, they are
different from the coefficients obtained in the standard
magnetoresistance theory.
001 MAIK “Nauka/Interperiodica”
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Size-dependent contributions to the magnetoresis-
tance of an isotropic semiconductor in a uniform elec-
tric field Ex and a transverse magnetic field B (in the
y-direction) have been discussed in [4–7]. The discus-
sion is given for systems bounded along only one direc-
tion (the z-axis) and boundless in the direction of the
electric field. The current density is taken to vanish at
the surface of the sample, which is viewed as a bound-
ary condition (i.e., jz = 0 at z = ±b) in contrast with stan-
dard magnetoresistance theory, where jz = 0 in the semi-
conductor sample. In this case, the electron temperature
gradient ∂Te/∂z arises because the magnetic field acts in
a different way on carriers of different mobilities (the
Ettingshausen effect) [8], which leads to a linear depen-
dence of the electron temperature distribution on the
electric field. The experimental evidence of these theo-
retical results has shown a strong influence of the semi-
conductor thickness on the magnetoresistance. When
the Ettingshausen effect in bounded semiconductors is
taken into account, a size-dependent term appears in
the magnetoresistance. However, when the transverse
dimensions of the semiconductor are very large com-
pared to the electron–phonon energy relaxation length
(k–1) [9], the usual result of conventional magnetoresis-
tance theory is recovered, with the Ettingshausen effect
being important if kb ≤ 1. On the other hand, the size-
dependent contribution to the magnetoresistance does
not disappear in the limit as kb  0 [10] and is in fact
of the same order as the physical magnetoresistance
term in the standard theory.

As can be seen, the surfaces of the sample play an
important role in the theory of magnetoresistance in
thin-film semiconductors. However, in real physical
experiments on magnetoresistance, besides the effect
of the size, the effects due to the inhomogeneity of the
potentials at the contacts must be considered.

Magnetoresistance and the electric potential distri-
bution in a bounded metal (degenerate electron gas)
have been investigated in [11, 12]; in [12], in particular,
it was studied using a conformal transformation in the
complex plane. This approach is only valid when the
electric potential is constant at the contacts, i.e., is inde-
pendent of the coordinates; the approach cannot be
applied to semiconductors where the current depends
on the potential and the temperature and satisfies the
Helmholtz equation.

In the limit of small electric and magnetic fields,
size-dependent contributions of the magnetoresistance
of an isotropic semiconductor have been considered in
[13, 14] using a perturbative method. The relevant dis-
cussion is given for systems bounded in all directions,
with the current density vanishing at z = ±b. It is found
that magnetoresistance exists even if the relaxation time is
independent of the electron energy. However, when the
distance between the contacts is very large, the pertur-
bative approach of [13, 15] looses its applicability.

Recently, magnetoresistance in bulk semiconduc-
tors that are bounded in all directions was investigated
JOURNAL OF EXPERIMENTAL
within a new mathematical approach [3] for a degener-
ate electron gas, the result being a simple analytical
expression. Moreover, it was shown in [7] that the car-
rier temperature distribution for a nondegenerate semi-
conductor (the Ettingshausen effect) plays an important
role in the study of galvanomagnetic effects.

In this work, we analyze the magnetoresistance in
bounded isotropic nondegenerate semiconductors and
consider the effect of the inhomogeneous electric
potentials at the contacts, thickness b, and length a of a
thin-film semiconductor. This analysis is based on rep-
resenting the potential and the temperature as the sum
of a term that is regular (analytical) in the small param-
eters b/a and ωHτ0 and a term involving the boundary
layer functions corresponding to vortex currents. The
boundary layer functions are essential near the con-
tacts. They vanish as the magnetic field B  0 for a
constant potential at the contacts, are regular in the
small parameter ωHτ0, and decay exponentially along
the sample. The analysis shows that it should be possi-
ble to observe an interesting electronic transport phe-
nomenon caused by the electric field and the electron
temperature distributions; moreover, the magnetoresis-
tance that we find is different from the one in the stan-
dard theory.

2. THEORETICAL MODEL

We assume that a semiconductor sample has the
shape of a parallelepiped bounded by the x = 0, a; y = 0, c;
and z = 0, b planes and the electric contacts with the dis-
tributions ϕ0(y, z) and ϕa(y, z) are in the x = 0 and x = a
planes, respectively, while the applied uniform mag-
netic field is directed along the y-axis. The normal com-
ponents of the current density vanish at the y = 0, c and
z = 0, b planes of the sample (open circuit at these sur-
faces). If the potential distributions ϕ0(y, z) and ϕa(y, z)
are only functions of z, the transport problem is obvi-
ously two-dimensional (all the physical parameters
only depend on x and z). We consider the effect that the
redistribution of carriers according to their energy
across the sample has on the magnetoresistance (the
Ettingshausen effect). Assuming that the electric and
magnetic fields are weak (and therefore, Te – T0 ≈ jB,
where T0 is the ambient temperature), we can use the
Maxwell and the thermal balance equations to find the
electron temperature distribution and the electrostatic
potential in the sample as functions of coordinates and
the magnetic field. Under steady-state conditions, the
equations for the coupled electron temperature and the
electric potential can be written as [7, 14]

(1)
∇ 2ϕ x z,( )

q 1+
e

------------∇ 2Te x z,( )+ 0.=

∇ 2Te x z,( )
e

q 2+
------------∇ 2ϕ x z,( )+ k2 Te x z,( ) T0–( ),=
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where k–1 is the scale length of the electron–phonon
energy relaxation, referred to as the cooling length (k–1 ≈
10–3–10–4 cm for nondegenerate semiconductors), and
q is a parameter characterizing the dependence of the
momentum relaxation time τ on energy ε via τ(ε) =
τ0(ε/T0)q. The values of q for various momentum relax-
ation mechanisms are given in [16] (it is important that
|q | < 3/2). In this work, we assume that the temperature
of the phonon system is equal to the ambient tempera-
ture T0.

To arrive at Eqs. (1), we have assumed that the elec-
tron gas is nondegenerate (satisfies the Maxwell statis-
tics), the energy–momentum relation is quadratic and
isotropic, and the current density is sufficiently small
for the nonlinear effects to be negligible, i.e., the kinetic
coefficients do not depend on the electric field. We also
consider a weak magnetic field such that ωHτ0 ! 1,
where ωH is the cyclotron frequency.

The continuity and the energy balance equations for
the potential ϕ(x, z) and the electron temperature Te(x, z)
must be supplemented by boundary conditions describ-
ing the distribution of the potential at the electric con-
tacts and the normal components of the current density
at the lateral surfaces:

(2)

The coupled equations for the potential and the electron
temperature must be supplemented by boundary condi-
tions describing the absorption of the carrier energy at
the surface of the sample. These conditions can be writ-
ten as [17]

(3)

where Qn is the electron normal component of the heat
flux at the surface of the sample and parameter ηs rep-
resents the inelastic scattering of electrons at the
boundaries (surface heat conductivity), with ηs = 0 cor-
responding to the absence of surface mechanisms,
that is,

(4)

in our geometry, and with infinite ηs corresponding to a
good thermal conductivity across the surface. We con-
sider this latter boundary condition for the electron
temperature at the contacts; i.e.,

(5)

Under the above assumptions, we see from the expres-
sions for j and Q given in [18] that the potential and the

ϕ x z,( )
x 0= ϕ0 z( ), ϕ x z,( )

x a= ϕ0 z( ),==

jz z 0 b,=
0.=

Qn s
η s Te T0–( )

s
,=

Qz z 0 b,=
0=

Te x 0 a,=
T0.=
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temperature distributions satisfy the following equations
at the surface of the sample, where jz|z = 0, b = Qz|z = 0, b = 0

(6)

with Γ(x) being the gamma function.
Assuming the difference in potential at the contacts

to be small, which means restricting ourselves to the
transport effects that are linear in the electric field, we
see from [14, 19] that in the theory of galvanomagnetic
phenomena with the electron temperature distribution
taken into account, the x component of the current den-
sity is given by

(7)

where

The first term in Eq. (7) corresponds to the usual cur-
rent; the second term corresponds to the thermoelectric
current; the third term corresponds to the Hall effect
and the transverse Nernst-Ettingshausen effect. The last
term in Eq. (7) describes the longitudinal Nernst–
Ettingshausen effect.

3. ASYMPTOTIC APPROXIMATION 
FOR MAGNETORESISTANCE

For small magnetic fields such that (ωHτ0)2 ! 1, we
naturally seek solutions of Eqs. (1) in the form

(8)

∂ϕ
∂z
------

q 1+
e

------------
∂Te

∂z
-------- Γ 2q 5/2+( )

Γ q 5/2+( )
-----------------------------+ +

× ωHτ0( ) ∂ϕ
∂x
------

2q 1+
e

---------------
∂Te

∂x
--------+ 

 
z 0 b,=

0,=

∂ϕ
∂z
------

q 2+
e

------------
∂Te

∂z
-------- Γ 2q 7/2+( )

Γ q 7/2+( )
-----------------------------+ +

× ωHτ0( ) ∂ϕ
∂x
------

2q 2+
e

---------------
∂Te

∂x
--------+ 

 
z 0 b,=

0,=

jx σ0
∂ϕ
∂x
------–

q 1+( )σ0

e
-----------------------

∂Te

∂x
--------– σ0 ωHτ0( )+=

× Γ 2q 5/2+( )
Γ q 5/2+( )

----------------------------- ∂ϕ
∂z
------

2q 1+( )
e

--------------------
∂Te

∂z
--------+

+ σ0 ωHτ0( )2Γ 3q 5/2+( )
Γ q 5/2+( )

----------------------------- ∂ϕ
∂z
------

3q 1+( )
e

--------------------
∂Te

∂z
--------+ ,

σ0
4Γ q 5/2+( )

3 π
-----------------------------

ne2τ0

m
-------------.=

ϕ x z,( ) ϕ0 x z,( ) ϕ1 x z,( ) ωHτ0( )+=

+ ϕ2 x z,( ) ωHτ0( )2 …,+

Te x z,( ) T0 T1 x z,( ) ωHτ0( )+=

+ T2 x z,( ) ωHτ0( )2 ….+
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To calculate the terms ϕj(x, z) and Tj(x, z), we pro-
pose a new nonstandard perturbation theory with
respect to the small magnetic field. This theory is uni-
form with respect to the small parameter b/a. Inserting
Eqs. (8) in Eq. (7), we can write the x component of the
current density to the second order of the magnetic field as

(9)

where

(10)

The average value of the current density over the semi-
conductor cross section that is significant for the mag-
netoresistance is given by

(11)

Because divj = 0, j is x-independent.
It is clear from the above that a detailed analysis of

 is a very complicated problem. As we see in what fol-
lows, however, an analytical expression for the average
current density can be obtained in the limit where
b/a ! 1. This condition allows us to study galvanomag-
netic effects in semiconductors; depending on the
results, we can decide whether it is possible to talk
about the effects of the finite dimension of the sample
on the magnetoresistance.

We now restrict ourselves to thin-film semiconduc-
tors with a @ b. Because the cooling length is of the
order 1 µm, we can use the relation

a @ k–1, b. (12)

Alternatively, if the geometry of the sample is such that
a ! b, the distribution of the current density jz corre-
sponds to the closed Hall contacts [19].

We introduce the average potential at the contacts
x = 0 and x = a as

(13)

jx x z,( ) j0 x z,( ) j1 x z,( ) ωHτ0( )+=

+ j2 x z,( ) ωHτ0( )2 …,+

j0 x z,( ) σ0

∂ϕ0

∂x
---------,–=

j1 x z,( ) σ0
∂ϕ1

∂x
---------

q 1+
e

------------
∂T1

∂x
---------+ 

  Γ 2q 5/2+( )
Γ q 5/2+( )

-----------------------------,–=

j2 x z,( ) σ0
∂ϕ2

∂x
---------

q 1+
e

------------
∂T2

∂x
--------- Γ 2q 5/2+( )

Γ q 5/2+( )
-----------------------------–+

–=

×
∂ϕ1

∂z
---------

2q 1+
e

---------------
∂T1

∂z
---------+

 
 
  Γ 3q 5/2+( )

Γ q 5/2+( )
-----------------------------

∂ϕ0

∂x
---------–





.

j
1
b
--- jx x z,( ) z.d

0

b

∫=

j

ϕ0 1
b
--- ϕ0 z( ) z, ϕad

0

b

∫ 1
b
--- ϕa z( ) z.d

0

b

∫= =
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Note that, if the distribution of the potential is constant

at the contacts of the sample, we have ϕ0(z) =  and

ϕa(z) = , otherwise it depends on the z-coordinate.

For a constant potential at the contacts and in the
presence of a weak magnetic field, the magnetoresis-
tance can be defined as

In the case where ϕ0(z) =  and ϕa(z) = , the mag-
netoresistance is given by

(14)

(the proof of this formula is given in Section 6). It fol-
lows that

is the magnetoresistance for samples such that the
dimension along the x direction is infinite (a  ∞)
and the transverse dimension b is finite. The formulas
for coefficient K and function F(kb) have not been
known previously. We obtain that

(15)

(16)

It follows from Eqs. (14)–(16) that, when the distri-
bution of the potential is uniform at the contacts, the
correction term to the magnetoresistance depends on
the ratio b/a ! 1 linearly rather than exponentially via
exp(–a/b), as is assumed in the standard theory of gal-
vanomagnetic effects in semiconductors. On the other

ϕ0

ϕa

δ j j0–( )a

ϕa ϕ0–( )σ0

----------------------------.=

ϕ0 ϕa

δ δ0
b
a
--- K F kb( )+( )– ωHτ0( )2=

δ0
Γ 5/2 q+( )Γ 5/2 3q+( ) Γ2 5/2 2q+( )–

Γ 2 5/2 q+( )
----------------------------------------------------------------------------------------------=

–

q2

5/2 q+
-----------------Γ2 2q 5/2+( )

kb
2

------ q 2+( )1/2Γ2 q 5/2+( )
---------------------------------------------------------- q 2+( )1/2kb/2[ ]tanh

K
Γ2 2q 5/2+( )
Γ 2 q 5/2+( )

-------------------------------16

π3
------ 1

2l 1+( )3
---------------------,

i 0=

∞

∑=

F kb( )
8q2

q 5/2+
-----------------Γ2 2q 5/2+( )

Γ 2 q 5/2+( )
-------------------------------=

× π2 2l 1+( )2 kb( )2 q 2+( )+[ ] 3/2–
.

i 0=

∞

∑
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hand, if the electric potential is inhomogeneous at the
contacts, the magnetoresistance is given by

(17)

(the proof of this formula is given in Section 5). In this
case, the magnetoresistance depends on the magnetic
field linearly rather than quadratically as in the usual
theory of galvanomagnetic effects in semiconductors.
In addition, it changes sign when the magnetic field is
reversed. Thus, the resistance in the sample decreases
with the magnetic field before reversing its sign. We
note that the sign in Eq. (17) strongly depends on the
potential distribution at the contacts and is independent
of the length a of the sample in the first approximation
with respect to the magnetic field. Size effects on the
magnetoresistance occur in the second-order approxi-
mation with respect to B. For example, if ϕ0(z) + ϕa(z) –

 –  = C(z – b/2), it follows from Eq. (17) that

We note that Eq. (14) gives the magnetoresistance
with the precision [(ωHτ0)3 + e(–πa/2b)(ωHτ0)2], and
Eq. (17), with the precision (ωHτ0)2. Therefore, Eq. (14)
gives the correct results in case where (ωHτ0

1 and b/a ! e(–πa/2b); this does not necessarily imply the
constraint b/a ! 1. Equation (17) is applicable in the cases
where (ωHτ0) ! 1 and (ωHτ0) ! |δ|. We see that for the
potential that is homogeneous at the contacts, we have
δ0 = 0 for the degenerate electron gas, that is, for q = 0.
This implies that the standard mechanisms of creating
magnetoresistance do not work and the magnetoresis-
tance is the result only of the mechanism proposed in
this paper. However, if the linear part of magnetoresis-
tance in the magnetic field does not vanish, it does not
vanish for all values of q. This means that inhomogene-
ity of the potential at the contact plane is a new mecha-
nism of creating magnetoresistance. The linear depen-
dence coefficient in Eq. (17) is a product of two factors.
The first factor depends only on the potential distribu-
tions at the contact planes. The second factor results
from the Ettingshausen effect and is independent of the
potential distribution. It follows from Eq. (17) that if we
know the potential distributions at the contacts, we can
calculate the parameter q of the relaxation mechanism
using the magnetoresistance.

δ 4

πb ϕa ϕ0–( )
----------------------------- ϕ0 z( ) ϕa z( )– ϕ0– ϕa–[ ]

0

b

∫



–=

× 2l 1+( )πz/b[ ]cos
2l 1+

--------------------------------------------dz
l 0=

∞

∑


 Γ2 2q 5/2+( )

Γ 2 q 5/2+( )
------------------------------- ωHτ0( )

ϕ0 ϕa

δ
8CωHτ0

π3 ϕa ϕ0–( )
----------------------------Γ 2q 5/2+( )

Γ q 5/2+( )
----------------------------- 2l 1+( ) 3– .

l 0=

∞

∑=
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It is worth mentioning that if the magnetoresistance
is calculated in all orders in the magnetic field, the
potential distribution at the contacts can be evaluated
explicitly. The solution in the form of a Taylor expan-
sion has been exactly obtained only for the degenerate
electron gas (metals) [15, 20]. Thus, experimental mea-
surements of magnetoresistance allow one to shed
some light on the distribution of the potential at the
contacts.

4. MAGNETORESISTANCE CALCULATION
FOR RECTANGULAR SAMPLES

We now proceed to describe a method of solving the
problem concerning the two-dimensional potential and
electron temperature distribution for magnetoresis-
tance in the presence of a weak magnetic field. The
geometry considered is again that of a rectangular
semiconductor. We introduce a new function Φ depend-
ing on the potential and the electron temperature distri-
bution such that current Jx is expressed through this
function up to the order (ωHτ0)2 (see Eq. (7)) as

(18)

and the dimensionless variables x' = x/b and z' = z/b are
such that 0 < x' < β–1 and 0 < z' < 1, where β = b/a. With
these new functions, Eq. (1) can be written as (we omit
the prime on the variables)

(19)

and the boundary conditions in Eqs. (4)–(6) become 

(20)

(21)

In most of the theoretical works related to galvanomag-
netic effects in bulk semiconductors, solutions of Eqs.
(19) are represented as infinite series in ωHτ0 for weak
magnetic fields; to obtain approximations for the coef-
ficients Φk and Tk of the orders k = 0, 1, …. the authors
neglect the terms (ωHτ0)∂Φk/∂x and (ωHτ0)∂Tk/∂x in
boundary conditions (20). However, the exact solutions

Φ ϕ q 1+
e

------------Te, T+ Te T0–= =

∇ 2Φ 0, ∇ 2T q 2+( ) kb( )2T– 0= =

Φ
x β 1–= 0,

ϕa z( )
q 1+

e
------------T0, T

x 0 β 1–,=
+ 0,= =

∂Φ
∂z
------- α ωHτ0( )∂Φ

∂x
------- αq

e
------- ωHτ0( )∂T

∂x
------

z 0 1,=

+ + 0,=

∂T
∂z
------ χ ωHτ0( )∂T

∂x
------ γ ωHτ0( )∂Φ

∂x
-------

z 0 1,=

+ + 0.=

α Γ 2q 5/2+( )
Γ q 5/2+( )

-----------------------------,=

χ q 1+( )Γ 2q 5/2+( )
Γ q 5/2+( )

----------------------------- q
Γ 2q 5/2+( )
Γ q 5/2+( )

-----------------------------.–=

γ e
Γ 2q 7/2+( )
Γ q 7/2+( )

----------------------------- Γ 2q 5/2+( )
Γ q 5/2+( )

-----------------------------– .=
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for the degenerate electron gas [15] demonstrate that
this series diverges for large samples, i.e., for a @ b. For
this reason, we now seek solutions of Eqs. (19) in the
form

(22)

Functions Φj and Tj with j = 0, 1, … satisfy Eqs. (19).
The boundary conditions for Φ0 and T0 in the planes
x = 0, β–1 are the same as for functions Φ and T, and we
have  = 0,  = 0 for j ≥ 1. The bound-

ary conditions for Φj(x, z, ωHτ0) and Τj(x, z, ωHτ0) on
the planes z = 1, 0 were obtained from boundary condi-
tions (20) using perturbation theory with one exception.
For Φj, we keep the term (ωHτ0)∂Φj/∂x in boundary con-
dition (20) and omit the term (ωHτ0)∂Tj/∂x. For Τj, on the
contrary, we keep the term (ωHτ0)∂Tj/∂x in boundary
condition (20) and omit the term (ωHτ0)∂Φj/∂x. The
terms ∂Tj – 1/∂x and ∂Φj – 1/∂x enter the boundary condi-
tions for the respective functions Tj and Φj and make
them heterogeneous. We then see that the zero-order
term T0 satisfies Eq. (19) and zero boundary conditions
in the planes x = 0, β–1; z = 0, 1. Therefore, T0 = 0, which
is why we started with the term T1 in Eq. (22). Func-
tions Φj and Τj are analytical in ωHτ0 and can also be
expressed in terms of the natural low-field expansion
for ωHτ0 ! 1. Within this approximation, we can obtain
the solution of Eq. (19) and, thus, the magnetoresis-
tance. The equations and boundary conditions for the
coefficients of Eq. (22) are formulated in what follows.
Since the average current in Eqs. (7), (9), and (10)
depends on Φ0, Φ1, Φ2, and T1 and is independent of T2

with the accuracy up to the (ωHτ0)3 terms, it is not nec-
essary to calculate it. We then consider the boundary
problems for Φ0, Φ1, Φ2, and T1. Similarly to the
above, we obtain the following boundary problem for
Φ0 and T1:

(23)

Φ Φ0 x z ωHτ0, ,( ) Φ1 x z ωHτ0, ,( ) ωHτ0( )1+=

+ Φ2 x z ωHτ0, ,( ) ωHτ0( )2 O ωHτ0( )3( ),+

T T1 x z ωHτ0, ,( ) ωHτ0( )1=

+ T2 x z ωHτ0, ,( ) ωHτ0( )2 O ωHτ0( )3( ).+

Φ j
x 0 β 1–,=

T j
x 0 β 1–,=

∇ Φ0 0, Φ0 x 0=
ϕ0 z( )

q 1+
e

------------T0,+= =

Φ0
x β 1–=

ϕa z( )
q 1+

e
------------T0,+=

∂Φ0

∂z
---------- αωHτ0

∂Φ0

∂x
----------

z 0 1,=

+ 0,=
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(24)

With T0 = 0, function Φ1 satisfies Eq. (19) with zero
boundary conditions, and hence, Φ1 = 0. Function Φ2
satisfies the boundary problem

(25)

5. THE WEAK-FIELD Φ0 SOLUTION

To derive the first term of the expansion of (23) for
a weak magnetic field, we represent solution Φ0 with
the precision O(e–π/β) as the sum of a regular and a
boundary layer function

Φ0 = Φreg + Π0 + Π1 + O( ), (26)

where

Φreg = C0 + (x – αωHτ0z)C1 (27)

satisfies the boundary condition

and Πi (with i = 0, 1) are two boundary layer functions
that are exact solutions of the problem

such that Π0 and Πi exponentially decrease as x  ∞
and x  –∞, respectively. Separating the variables,
we can write solutions for the last equations as

(28)

As noted above, the boundary layer functions Π0 and Πi

correspond to the vortex current, and, therefore, do not
contribute to the magnetoresistance. Now we will dem-
onstrate this. Note that the average current (11) is
x-independent. Therefore, we can calculate it at the
point x = β–1/2. However, the exponentials in the bound-

∇ 2T1 q 2+( ) kb( )2T1– 0, T1
x 0 β 1–,=

0,= =

∂T1

∂z
--------- χωHτ0

∂T1

∂x
--------- γ

∂Φ0

∂x
----------

z 0 1,=

+ + 0.=

∇ 2Φ2 0, Φ2
x 0 β 1–,=

0,= =

∂Φ2

∂z
---------- αωHτ0

∂Φ2

∂x
---------- αq

e
-------

∂T1

∂x
---------

z 0 1,=

+ + 0.=

e πβ 1––

∂Φreg

∂z
------------- αωHτ0

∂Φreg

∂x
-------------

z 0 1,=

+ 0;=

∇ 2Π i 0 and
∂Π i

∂z
--------- αωHτ0

∂Π i

∂x
---------

z 0 1,=

+ 0= =

Π0 2 An πnzcos αωHτ0 πnzsin+( )e πnx– ,
n 1=

∞

∑=

Π0 2 Bn πnz αωHτ0 πnzsin–cos( )e πn β 1–
x–( )– .

n 1=

∞

∑=
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ary layer functions (28) are less than or equal to e–π/2β at
that point. We also have

Hence, the boundary layer contributions to average cur-
rent (7) and to the magnetoresistance have the order
ωHτ0e–π/2β. We can refine this estimate and demonstrate
that this contribution is smaller and has the order
(ωHτ0)2e–π/2β. Indeed, it follows from (7) that the contri-
bution of Πi (with i = 0, 1) to the average current with
the precision ωHτ0e–π/2β is equal to the integral

This is easy to verify for the functions

in view of the expansions (28) for Πi, the above integral
is zero for all x. The boundary layer contributions to the
average current and the magnetoresistance is therefore
of the order (ωHτ0)2e–π/2β. Inserting Eqs. (26)–(28) in
boundary conditions (23) and neglecting terms of the
order exp(–πβ–1), we obtain

 

(29)

Equation (29) can be solved using the expansion in
ωHτ0 ! 1. A solution in the zero- and first-order approx-
imation for An and Bn exists only if both C0 and C1,
which depend on ωHτ0, satisfy special conditions with
respect to the potential distribution at the contacts. We,
thus, assume that

πnz( )cos zd

0

b

∫ 0, n 1 2 … ., ,= =

σ0 x∂
∂ Π i x z,( )– αωHτ0 z∂

∂ Π i x z,( )+
 
 
 

0

b

∫ dz
x 1/2β= .

e πx/b± πnz
b

---------cos       αω H τ 0 π nz
b

 ---------sin  
  ; ±

2 An πnzcos αωHτ0 πnzsin+( )
n 1=

∞

∑

=  ϕ0 z( ) αωHτ0zC1 C0,–+

2 Bn πnzcos αωHτ0 πnzsin+( )
n 1=

∞

∑

=  ϕa z( ) β 1– αωHτ0z–( )C1– C0.–

An An
0 An

1ωHτ0 …; Bn+ + Bn
0 Bn

1ωHτ0 …;+ += =

C0 C0
0 C0

1ωHτ0 …; C1+ + C1
0 C1

1ωHτ0 … .+ += =
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Inserting these series in Eq. (29) and keeping the terms
of the zero order in 

 

ω

 

H

 

τ

 

0

 

, we obtain

It is well known that the system of functions 1,

cos

 

π

 

nz

 

, 

 

n

 

 = 1, 2, … is complete and orthogonal on
the segment [0, 1]. Therefore, every function that is
orthogonal to the constant on [0, 1] can be uniquely
expanded into a Fourier series with respect to the

functions cos

 

π

 

nz

 

, 

 

n

 

 = 1, 2, … . Hence, to solve the

above system for  and , it is necessary and suffi-
cient that

That is,  =  and  = 

 

β

 

(  – ), and therefore,

(30)

Keeping the first-order terms in the magnetic field 

 

ω

 

H

 

τ

 

0

 

in Eq. (28), we then obtain the equations for coeffi-

cients  and ,

(31)

It follows that system (31) has a solution if and only if
the average of its right-hand side on [0, 1] is equal to

zero. These conditions give ,  and , . As can

2 An
0 πnzcos

n 1=

∞

∑ ϕ0 z( ) C0
0;–=

2 Bn
0 πnzcos

n 1=

∞

∑ ϕ1 z( ) C0
0 β 1– C1

0+( ).–=

2

2

An
0 Bn

0

C0
0 ϕ0 z( ) zd

0

1

∫ ϕ0,= =

β 1– C1
0 C0

0+ ϕa z( ) zd

0

1

∫ ϕa.= =

C0
0 ϕ0 C1

0 ϕa ϕ0

An
0 2 ϕ0 z( ) ϕ0–( ) πnz( )cos z;d

0

1

∫=

Bn
0 ϕa z( ) ϕa–( ) πnz( )cos z.d

0

1

∫=

An
1 Bn

1

2 An
1 πnzcos

n 1=

∞

∑ 2α An
0 πnz C0

1– αzC1
0,+sin

n 1=

∞

∑–=

2 Bn
1 πnzcos

n 1=

∞

∑

=  2α Bn
1 πnzsin

n 1=

∞

∑ αzC1
0 C0

1 β 1– C1
1+( ).–+

C0
1 C1

1 An
1 Bn

1
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be seen from Eqs. (9)–(11), the magnetoresistance
depends only on parameter C1 given by

where

(32)

Using Eqs. (26)–(28) and recalling Eqs. (32), we
now write the solution as a power series expansion
in ωHτ0 ! 1; i.e.,

(33)

with

(34)

where  and  are the zero-order approximations in
ωHτ0 of the respective functions Π0 and Π1 given by
Eqs. (28) and

(35)

where  and  are the first-order approximations of
Π0 and Π1. The corresponding solutions are not given
here because the magnetoresistance equations do not
depend on them. Finally, the coefficient in the second-
order approximation of Φ0 in the magnetic field is writ-
ten as

C1 C1
0 C1

1αωHτ0 C1
2 αωHτ0( )2 O αωHτ0( )3( ).+ + +=

C1
0 β ϕa ϕ0–( ),=

C1
1 β ϕ0 z( ) ϕa z( ) ϕ0– ϕa–+{ } I1 z( ) zd( ),

0

1

∫=

I1 z( )
4
π
--- 2m 1+( )πz[ ]cos

2m 1+( )π
-----------------------------------------,

m 0=

∞

∑=

I2 z( ) 2 πnz πnξ( )I1 ξ( )sin ξ ,d

0

1

∫cos
n 1=

∞

∑=

C1
2 β ϕ0 z( ) ϕa z( ) ϕ0– ϕa––{ } I2 z( ) zd

0

1

∫–=

–
16β2

π3
----------- 1

2m 1+( )3
-----------------------.

m 0=

∞

∑

Φ0 Φ0
0 Φ0

1αωHτ0+=

+ Φ0
2 αωHτ0( )2 O αωHτ0( )3( )+ ,

Φ0
0 q 1+

e
------------T0 ϕ0 β ϕa ϕ0–( )x Π0

0 Π1
0,+ + + +=

Π0
0 Π1

0

Φ0
1 C1

1x β ϕa ϕ0–( ) z 1/2–( )+[ ]=

+ Π0
1 Π1

1 cte,+ +

Π0
1 Π1

1

Φ0
2 C1

2 x z– 1/2+( ) Π0
2 Π1

2 cte,+ + +=
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where  and  represent the second-order approxi-
mations of the functions in Eqs. (28) in the magnetic
field; in this case, the magnetoresistance is also inde-
pendent of them. Using all these approximations in
Eqs. (10), we obtain the magnetoresistance given by
Eq. (17), which depends linearly on the magnetic field
as a consequence of the z-dependence of the potential
at the contacts. It is important to note that, when the
potential distribution at the contacts is constant, the lin-
ear term vanishes. In this case, the second-order contri-
bution in the magnetic field must be considered in δ
(see Eq. (14))

6. MAGNETORESISTANCE
AND THE HOMOGENEOUS POTENTIAL 

DISTRIBUTION AT THE CONTACTS

Proceeding to the calculation of the coefficient T1(x,
z, ωHτ0), we begin with the explicit equations that deter-
mine this quantity in the approximation of a constant

potential at the contacts, i.e., for ϕ0(z) =  and

ϕa(z) = . As can be seen, Eqs. (24) depend on the
magnetic field, and hence, T1(x, z, ωHτ0) is also a function
of this parameter. It follows from Eqs. (10) that the mag-
netoresistance depends only on T1(x, z, 0), which implies
that it is only necessary to consider T1(x, z, ωHτ0) in the
zero-order approximation in the magnetic field in
Eqs. (25) and (10). With these approximations, we

write the zero-order term of the potential  instead of
Φ0 in Eqs. (24). We can then write T1(x, z, ωHτ0) as a
regular term and two boundary layer terms similar to
Φ0 in Eq. (26). In this specific case, it is possible to
obtain the exact expression for T1(x, z, ωHτ0) if the term
χωHτ0∂T1/∂x is taken into account in the boundary con-
ditions. We can then express T1(x, z, ωHτ0) as a series in

ωHτ0 ! 1; however, the only significant term is  (the
zero-order approximation) that is given by

(36)

where

Π0
2 Π1

2

ϕ0

ϕa

Φ0
0

T1
0

T1
0 βγ ϕa ϕ0–( )

kb q 2+
----------------------------- kb q 2+ z 1/2–( )[ ]sinh

1
2
---kb q 2+cosh

------------------------------------------------------------=

+ An
0 πnz π2n2 k2b2 q 2+( )+ x–{ }exp[cos

n 1=

∞

∑

+ π2n2 k2b2 q 2+( )+ β 1– x–( )–{ } ] ,exp

An
0

2βγ ϕa ϕ0–( )–

π2n2 k2b2 q 2+( )+
--------------------------------------------- if n 2m 1,+=

0 if n 2m,=





=

m 1 2 3 …, , ,=
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We now derive the second-order approximation in
the magnetic field for Φ2, see Eqs. (25). We set Φ2 =
ψ1 + ψ2, where function Ψ2 satisfies the heterogeneous
boundary conditions

and ∆ψ2 = 0. It is therefore equal to

(37)

where

For ψ1, we obtain

(38)

The latter system of equations can be solved in the zero-
order approximation in the magnetic field similarly to
what was done in Section 5. The solution for Φ2 in the
zero-order approximation in the magnetic field is then

∂ψ2

∂z
--------- αωHτ0

∂ψ2

∂x
---------+

αq
e

-------
∂T1

0

∂x
---------

z 0= 1,
–=

ψ2
αq
e

------- π2n2 k2b2 q 2+( )+ x–{ }exp[
n 1=

∞

∑=

– π2n2 k2b2 q 2+( )+ β 1– x–( )–{ }exp ]

× Dn
1 π2n2 k2b2 q 2+( )+[ ]1/2

z{ }sin(

+ Dn
2 π2n2 k2b2 q 2+( )+[ ]1/2

z{ } ),cos

Dn
1

2βγ ϕa ϕ0–( )–

π2n2 k2b2 q 2+( )+
--------------------------------------------- if n 2m 1,+=

0 if n 2m,=





=

m 1 2 3 …,, , ,=

Dn
2

Dn
11 π2n2 k2b2 q 2+( )+[ ]1/2

cos+

π2n2 k2b2 q 2+( )+[ ]1/2
sin

-------------------------------------------------------------------------

if n 2m 1,+=

0 if n 2m,=

=

m 1 2 3…., ,=

∇ 2ψ1 0, ψ1
x 0= β 1–,

ψ2
x 0= β 1–,

,–= =

∂ψ1

∂z
--------- αωHτ0

∂ψ1

∂x
---------

z 0 1,=

+ 0.=

Φ2
0 8

αqγβ2x
e

------------------- ϕa ϕ0–( )–=

× π2 2l 1+( )2 k2b2 q 2+( )+[ ] 3/2–

l 0=

∞

∑
 
 
 

+ Π0
2 Π1

0 cte,+ +
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where functions  and  are the decreasing expo-
nential functions of the distance ~1 from the contacts at
x = 0 and x = β–1 @ 1. It is important to note that the sum

 +  + cte gives a negligible contribution to the
magnetoresistance of the order e–π/2β(ωHτ0)2. However,
these functions must be considered, otherwise the reg-

ular function in  cannot be calculated. Inserting 
into Eq. (10) and taking Eqs. (21) for α and γ into
account, we obtain expression (16).

7. CONCLUSIONS

We have shown that, when the electric potential is
inhomogeneous at the contacts, the magnetoresistance
exhibits a linear dependence on the magnetic field and
it is also possible to mathematically derive the electric
potential distribution on the contacts from the experi-
mental measurements of the magnetoresistance. The
magnetoresistance changes its sign when the magnetic
field is reversed; i.e., the resistance in the sample
decreases with the magnetic field before it changes
its direction. It is important to note that the sign in
Eq. (17) strongly depends on the potential distribu-
tion at the contacts and is independent of the length
of the sample in the first-order approximation in the
magnetic field.

We emphasize that the correct evaluation of the cur-
rent contacts for the constant potentials at the contacts
leads to the effects of the order b/a but not to the expo-
nential terms e–πa/b as was expected from the traditional
theory of magnetoresistance.

Finally, it is worth mentioning that the solution of
the problems in Eqs. (19) and (20) studied in this paper
gives a finite total energy for the system under consid-
eration. These problems can also have a nonphysical
solution with an infinite total energy.

This work is partially supported by CONACYT,
IPN, and CINVESTAV.
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Abstract—A model of a strongly correlated electron liquid based on fermion condensation (FC) is extended to
high-temperature superconductors. Within our model, the appearance of FC presents a boundary separating the
region of a strongly interacting electron liquid from the region of a strongly correlated electron liquid. We study
the superconductivity of a strongly correlated liquid and show that, under certain conditions, the superconduc-
tivity vanishes at temperatures T > Tc ≈ Tnode, with the superconducting gap being smoothly transformed into a
pseudogap. As a result, the pseudogap occupies only a part of the Fermi surface. The gapped area shrinks with
increasing the temperature and vanishes at T = T*. The single-particle excitation width is also studied. The qua-
siparticle dispersion in systems with FC can be represented by two straight lines, characterized by the effective
masses  and , intersecting near the binding energy that is on the order of the superconducting gap. It
is argued that this strong change of the quasiparticle dispersion upon binding can be enhanced in underdoped
samples because of strengthening the FC influence. The FC phase transition in the presence of the supercon-
ductivity is examined, and it is shown that this phase transition can be considered as driven by the kinetic
energy. © 2001 MAIK “Nauka/Interperiodica”.
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1. INTRODUCTION

The unusual properties of the normal state of high-
temperature superconductors have been attracting
attention for a long time. In describing these properties,
which are well beyond the standard Fermi liquid the-
ory, the notion of a strongly correlated liquid has
emerged (see, e.g., [1, 2]). Later on, angle-resolved
photoemission studies revealed unusual properties
observed in underdoped samples, with the leading edge
gap discovered up to the temperature T* > Tc. This
behavior is interpreted as coming from the pseudogap
formation; it was observed in a number of underdoped
compounds such as YBa2Cu3O6 + x, Bi2Sr2CaCu2O8 + δ,
etc. As T increases above T*, the pseudogap closes,
leading to a large Fermi surface and an extremely flat
dispersion in electronic spectra, which is called the
extended Van Hove singularity [3–7]. A break in the
quasiparticle dispersion observed near 50 meV results
in a drastic change in the quasiparticle velocity [8–10].
This behavior is definitely different from what one
would expect from a normal Fermi liquid.

A correlated liquid can be described in conventional
terms, assuming that the correlated regime is related
with the noninteracting Fermi gas by adiabatic continu-
ity. This is done in the well-known Landau theory of the
normal Fermi liquid, but the question arising at this
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point is whether this is possible. Most likely, the answer
is negative. To tackle the above-mentioned problems,
we consider a model where a strongly correlated liquid
is separated from the conventional Fermi liquid by a
phase transition related to the onset of FC [11, 12]. The
purpose of our paper is to show that, without any
adjustable parameters, a number of fundamental prob-
lems of strongly correlated systems are naturally
explained within the model. The paper is organized as
follows. In Section 2, we consider the general features
of Fermi systems with FC. In Section 3, we show that
the pseudogap behavior can be understood within the
standard BCS superconductivity mechanism provided
the appearance of FC is taken into account. In Section
4, we analyze the condensation energy that is liberated
when the system in question undergoes the supercon-
ducting phase transition superimposing on the FC
phase transition. In Section 5, we describe the quasipar-
ticle dispersion and line shape. Finally, in Section 6, we
summarize our main results.

2. THE MAIN FEATURES 
OF LIQUIDS WITH FC

We first consider the key points of FC theory. FC is
related to a new class of solutions of the Fermi liquid
theory equation [13]
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(1)

for the quasiparticle distribution function n(p, T)
depending on momentum p and temperature T. Here F
is the free energy, µ is the chemical potential, and
ε(p, T) = δE/δn(p, T) is the quasiparticle energy, which
is a functional of n(p, T) just like energy E and the other
thermodynamic functions. Equation (1) is usually rep-
resented as the Fermi–Dirac distribution

(2)

In a homogeneous matter and at T = 0, one obtains from
Eq. (2) the standard solution nF(p, T = 0) = θ(pF – p),
with ε(p ≈ pF) – µ = pF(p – pF)/ , where pF is the

Fermi momentum and  is the commonly used effec-
tive mass [13],

(3)

It is assumed to be positive and finite at the Fermi
momentum pF. This implies the T-dependent correc-
tions to , the quasiparticle energy ε(p), and the
other quantities start with T2-terms.

However, this solution of Eq. (1) is not the only one
possible. There exist “anomalous” solutions of Eq. (1)
associated with so-called fermion condensation [11, 14,
15]. Being continuous and satisfying the inequality
0 < n(p) < 1 within some region in p, such a solution
n(p) admits a finite limit for the logarithm in Eq. (1) as
T  0, yielding

(4)

Equation (4) is used in searching for the minimum
value of E as a functional of n(p) under the assumption
that a strong rearrangement of the single-particle spec-
trum can occur. We see from Eq. (4) that the occupation
numbers n(p) become variational parameters: the
solution n(p) exists if energy E is decreased by alter-
ation of the occupation numbers. Thus, within the
region pi < p < pf, the solution n(p) deviates from the
Fermi step function nF(p) such that the energy ε(p, T)
stays constant, while n(p) coincides with nF(p) outside
this region. As a result, the standard Kohn–Sham
scheme for single-particle equations is no longer valid
beyond the FC phase transition point [16]. 

This behavior of systems with FC is clearly different
from what one expects from the well known local den-
sity calculations; therefore, these calculations are not
applicable to systems with FC. On the other hand, the
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quasiparticle formalism is applicable to this problem,
because as we see in what follows, the damping of sin-
gle-particle excitations is not large compared to their
energy [15]. It is also seen from Eq. (4) that a system
with FC has a well-defined Fermi surface.

It follows from Eq. (1) that at low T, new solutions
within the interval occupied by the fermion condensate
have the spectrum ε(p, T) that is linear in T [15, 17],

(5)

Here, Tf is the quasi-FC phase transition temperature
above which FC effects become insignificant [15],

(6)

where M is the bare electron mass, ΩFC is the conden-
sate volume, εF is the Fermi energy, and ΩF is the vol-
ume of the Fermi sphere. One can imagine that the dis-
persionless plateau ε(p) = µ given by Eq. (4) is slightly
tilted counter-clockwise about µ and rounded off at the
end points. If T ! Tf, it follows from Eqs. (1) and (5)
that the effective mass  related to FC is tempera-
ture dependent,

(7)

where N0(0) is the density of states of the noninteract-
ing electron gas, and N(0) is the density of states at the
Fermi level. We note that, outside the FC region, the
single-particle spectrum is not distinctly affected by
temperature, being determined by the effective mass

 given by Eq. (3), which is now evaluated at p ≤ pi.
Thus, we are led to the conclusion that systems with an
FC must be characterized by two effective masses:

 related to the single-particle spectrum of a low-

energy scale and  related to the spectrum of a higher
energy scale. The existence of these two effective
masses can be observed as a break in the quasiparticle dis-
persion. This break is observed at temperatures T ! Tf,
and also when the superconducting state is superim-
posed on the FC state. In the former case, the occupa-
tion numbers over the area occupied by the fermion
condensate are slightly disturbed by the pairing corre-
lations such that the effective mass  becomes large
but finite. We remark that at comparatively low temper-
atures, FC and superconductivity go together because
of the remarkable peculiarities of the FC phase tran-
sition. This transition is related to a spontaneous gauge
symmetry breaking: the superconductivity order
parameter
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has a nonzero value over the region occupied by the fer-
mion condensate, while gap ∆ can vanish [15, 16].

It is seen from Eq. (4) that at the FC phase transition
point, pf  pi  pF, while the effective mass and the
density of states tend to infinity as follows from Eqs. (4)
and (7). One can conclude that the beginning of the FC
phase transition is related to the absolute growth of

. The onset of the charge density wave instability
in an electron system, which occurs as soon as the
effective electron–electron interaction constant rs

reaches its critical value rcdw , must be preceded by the
unbounded growth of the effective mass [18]. For a
simple electron liquid, the effective constant is propor-
tional to the dimensionless average distance rs ~ r0/aB

between particles of the system in question, with r0
being the average distance and aB the Bohr radius. The
physical reason for this growth is the contribution of the
virtual charge density fluctuations to the effective mass.
The excitation energy of these fluctuations becomes very
small if rs ≈ rcdw. Thus, an FC can occur when rs ~ rcdw.
The standard Fermi liquid behavior can therefore be
broken by strong charge fluctuations when the insulator
regime is approached in a continuous fashion. We recall
that the charge density wave instability occurs in three-
dimensional [19] and two-dimensional (2D) electron
liquids [20] at a sufficiently high rs. As soon as rs

reaches its critical value rFC < rcdw , the FC phase transi-
tion occurs. Thereafter, the condensate volume is pro-
portional to rs – rFC and also Tf /εF ~ rs – rFC [15, 18]. In
fact, the effective coupling constant rs increases with
decreasing doping. It is assumed that both Tf and con-
densate volume ΩFC build up with decreasing doping.
The FC then serves as a stimulating source of new
phase transitions lifting the degeneracy of the spec-
trum. FC can produce, for instance, the spin density
wave (SDW) phase transition or the antiferromagnetic
one, thereby promoting a variety of the system proper-
ties. We note that the SDW phase transition, the antifer-
romagnetic transition, and the charge density one also
depend on rs and occur at a sufficiently large value of rs

even if FC is absent. The superconducting phase transi-
tion is also aided by FC. We analyze the situation where
the superconductivity wins the competition with the
other phase transitions up to a temperature Tc . Above
the temperature T* ! Tf , the system under consider-
ation is in its anomalous normal state, Eq. (7) is valid, and
one can observe smooth nondispersive segments of the
spectra at the Fermi surface [6].

3. SUPERCONDUCTIVITY
IN THE PRESENCE OF FC

We focus our attention on investigating the
pseudogap that is formed above Tc in underdoped (UD)
high-temperature superconductors [4–8]. As we see in
what follows, the existence of the pseudogap is closely

MFC*
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allied with the presence of FC characterized by a suffi-
ciently high temperature Tc given by Eq. (6). Thus, the
pseudogap is peculiar to UD samples, while optimally
doped (OP) and overdoped (OD) samples may not
exhibit this feature. We consider a 2D liquid on a sim-
ple square lattice that has a superconducting state with
a d-wave symmetry of the order parameter κ. We
assume that the long-range component Vlr(q) of the par-
ticle-particle interaction Vpp(q) is repulsive and has
radius qlr in the momentum space such that pF/qlr ≤ 1. The
short-range component Vsr(q) is relatively large and
attractive, with its radius pF/qsr @ 1. In agreement with
the d-symmetry requirements, the low temperature, gap
∆ is then given by the expression [21–23]

where E(φ) =  and ∆1 is the maximal
gap. At finite temperatures, the equation for the gap can
be written as

(8)

where p is the absolute value of the momentum and φ is
the angle. It is also assumed that FC arises near the Van
Hove singularities, leading to a large density of states at
these points in accordance with Eq. (7). We note that
the different FC areas overlap only slightly [17]. ∆(φ)
obeys the following equation that is determined by the
chosen interaction Vpp,

(9)

It vanishes at π/4 and can therefore be expanded in the
Taylor series around π/4, with p ≈ pF:

(10)

where θ = φ – π/4. Hereafter. we consider solutions of
Eq. (8) on the interval 0 < θ < π/4. We transform Eq. (8)
by setting p ≈ pF and separating the contribution Ilr

coming from Vlr, with the contribution related to Vsr

denoted by Isr. At small angles, Ilr can be approximated
in accordance with (10) by Ilr = θA + θ3B, with param-
eters A and B independent of T if T ≤ T* ! Tf , because
they are defined by the integral over the regions occu-
pied by FC. This theoretical observation is consistent
with the experimental results showing that ∆1 is essen-
tially T-independent at the temperatures T < T* [6]. The
coefficients of the expansion of Isr in powers of θ
depend on T. It is therefore more convenient to use the
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integral representation for Isr following from Eq. (8).
We, thus, have

(11)

In Eq. (11), variable p was omitted since p ≈ pF. It is
seen from this equation that FC produces the free term
θA + θ3B. In what follows, we show that at T ≥ Tnode, the
solution of Eq. (11) has a second node at θc(T) in the
vicinity of the first node at π/4. We also demonstrate
that temperature Tnode has the meaning of temperature
Tc at which the superconductivity vanishes. To show
this, we simplify Eq. (11) to an algebraic equation. We
have Isr ~ (V0/T)θ because  ≈ E/2T for E ! T
and T ≈ Tnode, as is the case in the vicinity of the gap
node at θ = 0. The integration in Eq. (11) runs over a
small area located at the gap node because of the small
radius of Vsr . Dividing both parts of Eq. (11) by κ(θ),
we obtain

(12)

where A1 and B1 are new constants and V0 ~ Vsr(0) is a
constant. Imposing the condition that Eq. (8) only has
the solution ∆ ≡ 0 when Vsr = 0, we see that A1 is nega-
tive and B1 is positive. The factor in the brackets on the
right-hand side of Eq. (12) changes its sign at some
temperature Tnode ≈ V0/A1; on the other hand, the excita-
tion energy must be E(θ) > 0. Therefore, we have two
possibilities [24, 25]. The first follows from the

∆ θ( ) Isr Ilr+ Vsr θ p1 φ1, ,( )κ p1 φ1,( )∫
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Fig. 1. Gap ∆ as a function of φ calculated at three different
temperatures expressed in terms of Tnode ≈ Tc, while ∆ is
presented in terms of T*. Curve 1, solid line, shows the gap
calculated at temperature 0.9Tnode . In curve 2, dashed line,
the gap is given at Tnode. Note the important difference in
curve 2 compared with curve 1 due to a flattening of the
curve 2 over the region Ωn. Calculated ∆(φ) at 1.2Tnode is
shown by curve 3, dotted line. The arrows indicate the two
nodes restricting area Ωn and emerged at Tnode.
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assumption that ∆(θ) ≡ 0 if θ belongs to the interval Ωn

[0 < θ < θc]. In this case, for T > Tnode we must solve
Eq. (8) with the condition

This resembles Eq. (4) with the parameter µ being
equal to zero. The similarity is not coincidental, be
cause we are searching for new solutions in both cases.
Such solutions do exist because the points θ = 0 and
θ = θc represent the branching points of the solution.
The second possibility can occur if the above solution
does not lead to a minimum value of the free energy.
Because the excitation energy must be positive for a
stable state, the sign of ∆ must be reversed at the point
θ = θc. Then gap ∆(θ) has the same sign within interval
Ωn and changes its sign once more at the point θ = 0,
with ∆(θc) = ∆(0) = 0. Thus we conclude that gap ∆ pos-
sesses new nodes at T > Tnode [25], see Fig. 1. It can be
seen from Eq. (12) that angle θc is related to T > Tnode by

(13)

It follows from the above consideration and Eq. (12)
that even below Tnode, the order parameter ∆ cannot be
approximated by a simple d-wave form; a more sophis-
ticated expression must be used to fit the flattening of
gap ∆ around the node. The following expression can
be used for this purpose,

(14)

Here 0 < B < 1 in accordance with the experimental
results [7] and the term involving cos(6φ) is the next
compatible with the d-symmetry of the gap. It also fol-
lows from Eq. (12) that parameter B is a decreasing func-
tion of the temperature. At the temperatures T > Tnode, the
value of 1 – B is sufficiently large to produce new nodes
of ∆ given by Eq. (14).

As an example of the solutions of Eqs. (8) and (11),
we show, in Fig. 1 gap ∆(φ) calculated at three different
temperatures: 0.9Tnode, Tnode, and 1.2Tnode. An important
difference between curves 2 and 1 is the flattening of
curve 2 at the nodes localized within region Ωn contain-
ing the interval –θc ≤ θ ≤ θc. As seen from Fig. 1, the
flattening occurs as a result of the new nodes restricting
area Ωn. It is also seen from Fig. 1 that gap ∆ is
extremely small over range Ωn. It was recently shown
in a number of papers (see, e.g., [26, 27]) that there
exists an interplay between the magnetism and the
superconductivity order parameters, leading to the damp-
ing of the magnetism order parameter below Tc. Con-
versely, one can anticipate the damping of the supercon-
ductivity order parameter by magnetism. Thus, we con-
clude that the gap in range Ωn can be destroyed by
strong antiferromagnetic correlations (or by spin den-
sity waves) existing in underdoped superconductors
[28, 29]. It is believed that impurities can easily destroy

∆ θ( ) 0, 0 θ θc, Tnode T .<< <≡

T
V0
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-----------------------.≈
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∆ in the considered area. As a result, one is led to the
conclusion that Tc ≈ Tnode, with the exact value of Tc

defined by the competition between the antiferromag-
netic correlations (or spin density waves) and the super-
conducting correlations over range Ωn.

We now consider the possibility of two quite differ-
ent properties, the superconductivity and static spin
density wave (SDW), coexisting. We start by briefly
outlining the main features of the SDW [30]. A simple
example is given by the linear SDW, with the net spin
polarization P(r)

(15)

where  is the angle between vectors Q and x. For
convenience, the direction of the SDW is taken along
the x-axis, and e is the unit polarization vector, which in
general can have any orientation with respect to Q. In
contrast to the superconductivity, the SDW can occupy
only a part of the Fermi sphere with the volume δS ≈
pFδφδk, where δφ is the Fermi surface angle and δk is
the “penetration depth” of the SDW into the Fermi
sphere. At T = 0, the energy gain δW due to the onset of
the SDW is given by

(16)

where g is the SDW gap determined by the formula [30]

(17)

where γ0 is the coupling constant. As seen from Eq. (8),
the variation of the gap within some area produces a
variation of the gap over the entire occupied area with
the same order of magnitude. Therefore, the elimina-
tion of ∆ over a segment δφ requires the energy δE1 ~
N(0)∆2(φ). We conclude that at T < Tnode, the destruction
of the gap on the interval δφ eliminates ∆ over the entire
region, because δE1 is comparable with gain δE due to
the superconducting state. A different situation occurs
at the temperatures T > Tnode, when ∆ is extremely small
in Ωn and the corresponding destruction energy satis-
fies inequality δE1 ! δE. Equations (16) and (17) are
very similar to the corresponding BCS equations and
this similarity also remains at finite temperatures [30].
Thus, gain δW and gap g vary with the temperature sim-
ilarly to the superconducting gain δE and gap ∆. We
also assume that the SDW transition temperature Tn is
sufficiently high, namely, Tn ≥ Tc. We then come to the
conclusion that δE1 < δW, and region Ωn is therefore
occupied by the SDW at temperatures T ≥ Tnode, result-
ing in the destruction of the superconductivity [24, 25].
We note that the Fermi surface angle δφ must be suffi-
ciently large, because gap g depends exponentially on δφ
in accordance with Eq. (17). On the other hand, because
we are dealing with an SDW, we have δφ/π ~ 10–2 [30].
We thus conclude that a strong variation of the super-

P r( ) P0e Qx( ),cos=

〈

Qx

〈

δW g2N 0( )δφ,≈

g
pFδk
N 0( )
------------ 4

N 0( )γ0δφ
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conductivity characteristics may be observed in the
vicinity of Tnode.

It follows from the above considerations that ∆(θ)
can be destroyed only locally within region Ωn because
of different reasons. It also follows that Tnode is the tem-
perature at which the superconductivity vanishes, that
is, Tc ≈ Tnode. As to the gap at T > Tc, or more precisely,
the pseudogap, it persists outside the Ωn region. In
accordance with [4, 7], we see that the superconducting
gap ∆(θ) smoothly transforms into the pseudogap at
T > Tc. We can therefore expect a dramatic reduction in
the difference between the free energy of the normal
and the superconducting state at T = Tc (the so-called
condensation energy, which we consider in some detail
in the next section). It can then be concluded that tem-
perature T* has the physical meaning of the BCS tran-
sition temperature between the state with the order param-
eter κ ≠ 0 and the normal state. Because Tc ≈ V0/A1, we

find from Eq. (13) that θc ∝  . This result
is in harmony with our calculations of the function
θc( ) plotted in Fig. 2. Thus, we conclude
that the pseudogap “dies out” in UD samples as tem-
perature T* is approached. Quite naturally, one has to
recognize that ∆1 must scale with T*.

A few remarks are in order at this point. On the basis
of the previous consideration, we conclude that the
BCS approach is fruitful in considering OD, OP, and
UD samples in the weak coupling regime. With more
underdoping, the antiferromagnetic correlations become
stronger, breaking down the gap over range Ωn at lower
temperatures. Thus, one observes the decrease of Tc with
the decrease of doping. On the other hand, the conden-
sate volume ΩFC becomes larger with the decrease of
doping, leading to an increase of gap ∆1 which is pro-
portional to the volume and interaction Vpp [11]. Conse-
quently, temperature T* becomes higher with decreasing
doping. All these results are in agreement with the
experimental findings [4, 7]. A peak was observed at
41 meV ≈ 2∆1 in inelastic neutron scattering from single

T Tc–( )/Tc

T Tc–[ ] /Tc

0 0.05

0.2

(T – Tc)/Tc

θc

0.10 0.15 0.20 0.25

0.4

0.6

Fig. 2. Calculated angle θc, pulling apart the two nodes, as
a function of (T – Tc)/Tc.
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crystals of the OD, OP, and UD samples YBa2Cu3O6 + x
and Bi2Sr2CaCu2O8 + δ at temperatures below Tc, while
a broad maximum above Tc exists in underdoped sam-
ples only [31, 32]. The explanation of this peak given
in [33] was based on the ideas of BCS theory. From the
above discussion, it appears that the same explanation
holds for the broad maximum in underdoped samples
above Tc because the physics of the process is essen-
tially the same.

4. CONDENSATION ENERGY

We now consider the energy gain or condensation
energy Econd liberated when the system in question
undergoes the superconducting phase transition
involved in the FC phase transition. We set T = 0 for
simplicity. Energy Econd can be schematically broken
into two parts related to the kinetic and the potential
energy. The condensation energy was considered in
[34], where it was argued that the main contribution to
the condensation energy comes from the kinetic energy,
i.e., the superconducting phase transition of high-tem-
perature superconductors is kinetic-energy driven.
Here, we give a possible interpretation of the situation.
It is known [35] that in the superconducting phase tran-
sition, the positive contribution comes from the poten-
tial energy, while the gain in the kinetic energy is neg-
ative. In the other words, the superconducting phase
transition is driven by the gain in the potential energy.
This result is rather obvious because the ground state
energy Egs is given by

(18)

with the occupation numbers n(p) determined by

κ(p) = . The second term Esc[κ(p)] on
the right-hand side of Eq. (18) is defined by the super-
conducting contribution, which in the simplest case is
of the form

(19)

The first term E[n(p)] can be taken as

(20)

with the second integral playing the role of the
exchange-correlation contribution to the ground state
energy. If the effective mass  given by Eq. (3) is
positive and finite, E[n(p)] reaches its minimum at
n(p) = nF(p) and increases with the deviation of n(p)
from the Fermi distribution, as it occurs in the presence
of superconducting correlations. Thus, the standard sit-
uation is that the superconducting phase transition is
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driven by a decrease of the potential energy [35]. The
situation can be different if the system undergoes the
FC phase transition. To see this we temporarily assume
that g2  0 and rewrite Eq. (20) as

(21)

with the single particle energy

(22)

The energy E[n(p)] can be lowered by the alteration of
n(p) if Eq. (4) has solutions. As a result, we can write
the inequality [11]

(23)

with EN being the energy of the system in its normal
state, EFC the energy with FC, and the integral taken
over the region occupied by FC. The chemical potential
µ preserves the conservation of the particle number
under the variation δn(p). We assume that the kinetic
energy is given by the first term on the right-hand side
of Eq. (21). It then follows from Eq. (23) that the
kinetic energy can be lowered, and this lowering is
driven by the FC phase transition. It is instructive to
illustrate this by a simple example. We take V(p1, p2) =
g1δ(p1 – p2), then Econd given by Eq. (23) becomes

(24)

with ε0(p) being the single particle energy of the normal
ground state. It is easily verified that the second term on
the right-hand side of Eq. (24), which is related to the
potential energy gain, is negative. This term can be
written as

Observing that

E n p( )[ ] ε p( )n p( )
pd

4π2
--------∫=

–
g1

2
----- V p1 p2,( )n p1( )n p2( )

p1d p2d

2π( )4
-----------------,∫

ε p( )
δE n p( )[ ]

δn p( )
----------------------.=

Econd EN EFC–=

≥ ε p( ) µ–[ ]δn p( )
pd

4π2
-------- 0,≥∫

Econd ε0 p( )nF p( ) ε p( )n p( )–[ ] pd

4π2
--------∫=

+
g1

2
----- n2 p( ) nF

2 p( )–[ ] pd

4π2
--------,∫

g1

2
----- n2 p( ) nF

2 p( )–[ ] pd

4π2
--------∫

=  
g1

2
----- n p( ) nF p( )–[ ] n p( ) nF p( )+[ ] pd

4π2
--------.∫

n p( ) nF p( )–[ ] pd

4π2
--------∫ 0=
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because of the particle number conservation and taking
into account that

we arrive at the conclusion. The first term is positive
because of inequality (23). Thus, we are led to the con-
clusion that the FC phase transition can be considered
as driven by the kinetic energy. We now let the coupling
constant g2 be small, then gap ∆ is proportional to g2
[11]. The optimum values of the occupation numbers
given by Eq. (4) are disturbed, leading to an increase of
the energy E[n(p)]. The positive gain in the potential
energy given by Eq. (19) is driving the formation of the
superconducting ground state. Because the coupling
constant g2 is sufficiently small, the structure of the sys-
tem ground state is defined by the FC, and the super-
conducting state is a “shadow” of the FC under these
conditions [15]. Then, the main contribution to Econd

comes from the FC phase transition, and the complex
transition (FC plus superconductivity) is kinetic-energy
driven [36]. On the other hand, in the case where FC is
weak compared to the superconductivity (or is absent),
we are dealing with a pure superconducting phase tran-
sition, which is obviously potential-energy driven.

5. QUASIPARTICLE DISPERSION
AND LINE SHAPE

We now discuss the origin of two effective masses
 and  occurring in the superconducting state

and leading to a nontrivial quasiparticle dispersion and
a change of the quasiparticle velocity. As we see in
what follows, our results are in reasonably good agree-
ment with the experimentally deduced data [8–10]. For
simplicity, we set T = 0. Varying Egs given by Eq. (18)
with respect to αp, we find

(25)

with n(p) = cos2αp, κ(p) = sinαpcosαp, and ε(p)
defined by Eq. (22). As g2  0, we have that
∆(p)  0, and Eq. (25) becomes

(26)

Equation (26) requires that

(27)

which leads to the FC solutions defined by Eq. (4)
[16, 25]. As soon as the coupling constant g2 becomes
finite but small, such that g2/g1 ! 1, the plateau ε(p) –
µ = 0 is slightly tilted and rounded off at the end points.
This implies that

(28)

n p( ) nF p( )+[ ] p pF≤ n p( ) nF p( )+[ ] pF p≤ ,>

ML* MFC*

Egs αp[ ]
δαp

------------------ ε p( ) µ–[ ] 2αp( )tanh ∆ p( )– 0,= =

ε p µ–( )[ ] 2αp( )tanh 0.=

ε p( ) µ = 0, if 2αp( ) 0 0 n p( ) 1< <( ),≠tanh–

ε p( ) µ ∆1,∼–
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which allows us to estimate the effective mass as

(29)

Outside the condensate area, the quasiparticle dis-
persion is determined by the effective mass  given
by Eq. (3). We note that calculations in the context of a
simple model support the above consideration [15]. In
that case, putting V(p1, p2) = δ(p1, p2) and Vpp(p1, p2) =
δ(p1, p2) in Eqs. (19) and (20) and carrying out direct
calculations, we obtain at T = 0

(30)

On the other hand, at T ≥ Tc, taking into account that
n(pi) ≈ 1 and n(pf) ≈ 0, we obtain from Eq. (5) with the
same accuracy,

(31)

Equations (30) and (31) allow us to estimate the effec-
tive mass  related to the region occupied by FC at
temperatures T ! Tf . Outside the region, the effective
mass is . When Eqs. (28) and (29) are compared
with Eqs. (5) and (7), it is apparent that gap ∆1 plays the
role of the effective temperature that defines the slope
of the plateau. On the other hand, at T = Tc in OD or OP
samples, the gap vanishes and Eqs. (5) and (31) define
the quasiparticle dispersion and the effective mass.
Taking into account that ∆1 ~ Tc, we are led to the con-
clusion that Eqs. (28) and (29) derived at T = 0 match
Eqs. (5) and (7) at Tc. Thus, Eqs. (28) and (29) are
approximately valid over the range 0 ≤ T ≤ Tc. It follows
from Eq. (30) that at T ≤ Tc, the quasiparticle dispersion
can be presented with two straight lines characterized
by the respective effective masses  and  and
intersecting near the binding energy E0 ~ 2∆1. Equa-
tion (31) implies that above Tc, the lines intersect near
the binding energy ~2T. The break separating the faster
dispersing high-energy part related to  from the

slower dispersing low-energy part defined by  is
likely to be enhanced in UD samples at least because of
the rise of temperature Tf , which grows with the
decrease of doping. We recall that in accordance with
our assumption, the condensate volume ΩFC and Tf

grow with underdoping, see Eq. (6) and Section 3. It we
also suggested that FC arises near the Van Hove singu-
larities, while the different FC areas overlap only
slightly. Therefore, as one moves from (0, 0) towards
(π, 0) the ratio /  grows in magnitude, develop-
ing into the distinct break. In fact, assuming that tem-
perature Tf depends on angle φ along the Fermi surface

MFC*

M
----------

T f

∆1
-----.∼

ML*

E0 ε p f( ) ε pi( )
p f pi–( ) pF

MFC*
--------------------------- 2∆1.≈ ≈–=

E0

p f pi–( ) pF

MFC*
--------------------------- 2T .≈ ≈

MFC*

ML*

MFC* ML*

ML*

MFC*

MFC* ML*
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and taking Eq. (29) into account, one can arrive at the
same conclusion. The dispersions above Tc exhibit the
same structure except that the effective mass  is
governed by Eq. (31) rather than (30) and both the dis-
persion and the break are partly “covered” by the qua-
siparticle width. Thus, one concludes that there also
exists a new energy scale at T ! Tf defined by E0 and
intimately related to Tf [36].

We turn to the quasiparticle excitation with the energy

 At temperatures T < Tc, they
are typical excitations of the superconducting state. We
now qualitatively analyze the processes contributing to
width γ. Within the limits of the analysis, we can take
∆ ≈ 0, which corresponds to considering excitations at
the node. Our treatment is then valid for both T ≤ Tc and
Tc ≤ T. For definiteness, we consider the decay of a par-
ticle with the momentum p > pF. Then γ(p, ω) is given
by the imaginary part of the diagram shown in Fig. 3a,
where the wiggly lines stand for the effective interac-
tion. Because of the unitarity, diagram 3b (which
represents real events) can be used to calculate the
width [37] as

(32)

with e(q, –ωpq) being the complex dielectric constant
and V(q)/e the effective interaction. Here, q and ωkq =
ε(k + q) – ε(k) are the transferred momentum and
energy, respectively, and ωpq = ω – ε(p – q) is the
decrease in the quasiparticle energy as the result of the
rescattering processes: the quasiparticle with the
energy ω decays into a quasihole ε(k) and two quasi-
particles ε(p – q) and ε(k + q). The transferred momen-
tum q must satisfy the condition

(33)

Equation (32) gives the width as a function of p and ω;
the width of a quasiparticle with energy ε(p) is given by

MFC*

E φ( ) ε2 φ( ) ∆2 φ( )+ .=

γ p ω,( ) 2π V q( )
e q ωpq–,( )
------------------------

2

∫=

× n k( ) 1 n k q+( )–[ ]δ ωpq ωkq+( )dqdk

2π( )4
-------------,

p p q– pF.> >

(a)

p p – q

k

k + q

k

(b)

p p p – q

k + q

Fig. 3. Diagram (a) depicts a process contributing to the
imaginary part. Diagram (b) shows a real process contribut-
ing to the imaginary part, observe that quasiparticles p – q,
k + q, and k are on the mass shell.
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γ(p, ω = ε(p)). Estimating the width in Eq. (32) with the
constraint (33) and ωpq ~ T, we find that

(34)

for normal Fermi liquids. In the case of FC one could
estimate γ ~ 1/T upon using Eqs. (9) and (34). This esti-
mate is correct if the dielectric constant is small, but
e ~ . As the result, for the FC we have

(35)

where εF is the Fermi energy [38]. Calculating γ(p, ω)
as a function of p at constant ω, we obtain the same
result for the width given by Eq. (35) when ω = ε(p).
The calculated function can be fitted with a simple
Lorentzian form, because quasiparticles and quasiholes
involved in the process are also located in the vicinity
of the Fermi level, provided ω – εF ~ T. It then follows
from Eq. (35) that the well defined excitations exist at
the Fermi surface even in the normal state [38]. This
result is in line with the experimental findings deter-
mined from the scans at a constant binding energy
(momentum distribution curves or MDCs) [8, 39]. On
the other hand, considering γ(p, ω) as a function of ω at
constant p, we can check that the quasiparticles and
quasiholes contributing to the function can have an
energy of the same order of the magnitude. For ω – εF ~ T,
the function is of the same Lorentzian form, otherwise
the shape of the function is disturbed at high ω by high-
energy excitations. In that case the special form of the
quasiparticle dispersion characterized by the two effec-
tive masses must be taken into account. As the result,
the lineshape of the quasiparticle peak as a function of
the binding energy possesses a complex peak-dip-
hump structure [9, 10, 40] directly defined by the exist-
ence of the effective masses  and . Our consid-
eration shows that it is the spectral peak obtained from
MDCs that provides important information on the
existence of well defined excitations at the Fermi level
and their width [36]. The detailed numerical results will
be presented elsewhere.

At T > Tc, the gap is absent in OD or OP samples,
and the width γ of excitations close to the Fermi surface
is given by Eq. (35). For UD samples, ∆(θ) ≡ 0 in the
range Ωn and we have normal quasiparticle excitations
with width γ. Outside range Ωn, the Fermi level is occu-
pied by BCS-type excitations with finite excitation
energy given by gap ∆(θ). Both types of excitations
have widths of the same order of magnitude. We now
estimate γ. For the entire Fermi level occupied by the
normal state, the width is equal to γ ≈ N3(0)T2/β2, with
the density of states N(0) ~ 1/T and the dielectric constant
β ~ N(0). Thus, γ ~ T [15]. In our case, however, only a part
of the Fermi level within Ωn belongs to the normal excita-
tions. Therefore, the number of states allowed for quasi-

γ p ω ε p( )=,( ) ML*( )3
T2,∼

MFC*

γ p ω ε p( )=,( )
MFC*( )3

T2

MFC*( )2
----------------------- T

T f

εF

-----,∼ ∼

MFC* ML*
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particles and for quasiholes is proportional to θc, the factor

T2 is therefore replaced by T2 . Taking these factors

into account, we obtain γ ~ T ~ T(T – Tc)/Tc ~ T – Tc,
because only small angles are considered. Here, we
have omitted the small contribution coming from the
BCS-type excitations. That is why width γ vanishes at
T = Tc. Thus, the foregoing analysis shows that in UD
samples at T > Tc, the superconducting gap smoothly
transforms into the pseudogap. The excitations of the
gapped area of the Fermi surface have the same width
γ ~ T – Tc and the region occupied by the pseudogap is
shrinking with increasing temperature. These results
are in good qualitative agreement with the experimental
facts [4–7].

6. CONCLUDING REMARKS

We have discussed the model of a strongly corre-
lated electron liquid based on the FC phase transition
and extended it to high-temperature superconductors.
The FC transition plays the role of a boundary separat-
ing the region of a strongly interacting electron liquid
from the region of a strongly correlated electron liquid.
On the basis of the BCS theory ideas we have also con-
sidered the superconductivity with the d-wave symme-
try of the order parameter in the presence of FC. We can
conclude that the BCS-type approach is fruitful for OD,
OP, and UD samples. We have shown that in UD sam-
ples, the gap becomes flatter near the nodes at temper-
atures T < Tc, and the superconducting gap smoothly
transforms into a pseudogap above Tc. The pseudogap
occupies only a part of the Fermi surface, which even-
tually shrinks with increasing temperature, vanishing at
T = T*, and the maximum gap ∆1 scales with the tem-
perature T*. We have also shown that the general
dependence of Tc, T*, and ∆1 on the underdoping level
fits naturally into the considered model. At tempera-
tures T* > T > Tc, the single-particle excitations of the
gapped area of the Fermi surface have the width γ ~ T – Tc.
The quasiparticle dispersion in systems with FC can be
represented by two straight lines characterized by the
respective effective masses  and . At T < Tc,
these lines intersect near the point E0 ~ 2∆1, while
above Tc, we have E0 ~ 2T. It is argued that this strong
change of the quasiparticle dispersion at E0 can be
enhanced in UD samples because of strengthening the
FC influence. The single-particle excitations and their
width γ are also studied. We have shown that well-
defined excitations with γ ~ T exist at the Fermi level
even in the normal state. This result is in line with the
experimental findings determined from the scans at a
constant binding energy, or MDCs. We have also
treated the FC phase transition in the presence of the
superconductivity and shown that this phase transition
can be considered as kinetic-energy driven. Thus, with-
out any adjustable parameters, a number of the funda-

θc
2

θc
2

MFC* ML*
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mental problems of strongly correlated systems are nat-
urally explained within the proposed model.

This research was supported in part by the Russian
Foundation for Basic Research under Grant no. 98-02-
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Abstract—The method of threshold photoemission spectroscopy is used to investigate the electronic properties
of the ultrafine gallium-enriched Cs/GaAs(100) interface. The rearrangement of the spectrum of surface photo-
emission as a function of Cs coating, as well as the temperature dependence of the spectrum, enable one to iden-
tify two phases of adsorption with strong (Cs-Ga) and weak (Cs-Cs) bonds. In the first phase of adsorption with
the coating of approximately 0.3 monolayers, two surface bands are detected which are due to the local inter-
action of cesium adatoms with gallium dimers. It is found that the transition from the first to the second phase
of adsorption occurs with the Cs coating of approximately 0.7 monolayers, which corresponds to the saturation
of all dangling bonds of gallium on the gallium-enriched GaAs(100) surface. In the second phase of adsorption
with the coating of more than 0.7 monolayers, a number of additional photoemission singularities are observed
in the spectra, whose emergence is associated with the formation of metastable Cs formations. Photoemission
peaks at 1.9 and 2.17 eV may be associated with the excitation of quasi-two- and/or quasi-three-dimensional
Cs clusters, and the peaks at 2.05, 2.4, and 2.78 eV may be associated with the excitation of an interface plas-
mon and of surface and bulk Cs plasmons, respectively. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

Great interest in the investigations of interfaces
between metal and GaAs is associated both with the
fundamental problems of the physics of interface phe-
nomena and with numerous engineering applications of
such systems. Of special significance is the GaAs(100)
surface, because most GaAs-based semiconductor
devices are developed on this particular face using
molecular-beam epitaxy [1]. A large number of recon-
structions may be observed on the GaAs(100) surface,
which differ from one another by the stoichiometric
composition. Heating at temperatures below 450°C
leads to the formation of arsenic-enriched surfaces, and
heating at higher temperatures results in the formation
of gallium-enriched surfaces. The amorphization of a
surface, associated with the formation of droplets of free
gallium, occurs at a temperature of approximately 650°C
[2–4]. Both arsenic- and gallium-enriched GaAs(100) sur-
faces are dimer-reconstructed. The dimerization results in
a considerable reduction of the number of dangling bonds
of gallium or arsenic. A GaAs(100) surface, obtained at an
annealing temperature of about 560°C, is characterized by
a (4 × 2)/c(8 × 2) structure with gallium dimers in the
top layer [5, 6]. According to the adopted model with a
single absent Ga dimer [6], the concentration of gal-
lium atoms in the top layer of the (4 × 2)/c(8 × 2)
GaAs(100) surface is approximately 3/4 of the mono-
layer, and a group of three Ga dimers may be identified
in a unit cell. Unlike the fairly complete data about the
1063-7761/01/9202- $21.00 © 20297
structure of the GaAs surface, the available information
about its electronic properties and, especially, about its
surface states is rather limited. In spite of intensive the-
oretical and experimental investigations, the nature of
the surface states of GaAs is still a subject for discus-
sions. The investigation of the surface electronic proper-
ties involves, on the one hand, detecting localized sur-
face and interface states and ascertaining their nature and,
on the other hand, searching for the correlation between
the structural and electronic properties. In this case, the
adsorption of metals serves as an atomic probe for
studying various interactions on the surface.

During adsorption, the dimer structure of the sur-
face is preserved, as a rule, and the adatoms interacting
with the dangling bonds of the substrate may take dif-
ferent positions, the so-called adsorption sites. For
example, for the process of the adsorption of cesium on
a dimer-reconstructed Si(100)2 × 1 surface, it has been
found that the adatoms successively take adsorption
sites above the dimers and between series of dimers [7].
In this case, local interactions of adatoms with dangling
bonds of silicon of two types are observed, this leading
to the formation of characteristic surface bands [8, 9].
Unlike numerous investigations of the electronic struc-
ture of interfaces between metal and Si(100)2 × 1, such
investigations for interfaces on GaAs(100) substrates
have just been started [10–13].

The results of investigations of (Cs, K, Na)/GaAs(100)
systems by photoreflection spectroscopy [14], as well
001 MAIK “Nauka/Interperiodica”
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as of (Cs, K)/GaAs(110) systems by characteristic elec-
tron loss spectroscopy [15], have demonstrated that the
process of interface formation is accompanied both by
local interactions of adatoms with dangling bonds and,
possibly, by the formation of quasi-two- and quasi-
three-dimensional clusters of adsorbed atoms. It has
been found that clusters of alkali metals, formed at a
low temperature on the GaAs(100) surface, are meta-
stable and disintegrate readily as a result of an insignif-
icant increase in temperature.

It is known that the atoms of alkali metals are
adsorbed in layers and feature a high mobility on the
surface. At room temperature, only one monolayer
(ML) of cesium may be deposited on the surface of
metals and semiconductors, because the heat of adsorp-
tion after the deposition of one ML is low [16]. This
means that the cesium atoms from the second layer
have a short lifetime on the surface. Akhter and Ven-
ables [17] have demonstrated that, upon the deposition
of cesium on the W(110) surface, the lifetime of atoms
in the second layer at room temperature does not
exceed 2000 s. The fact that atoms have a finite lifetime
on the surface explains the difference between the
adsorption processes under conditions of step-by-step
deposition, when the measurements are performed after
depositing a certain amount of alkali metal, and under
conditions of dynamic deposition, when the measure-
ments are performed directly in the process of deposi-
tion. In particular, Akhter and Venables [17] have found
that the structure of a saturating Cs coating on the
W(110) surface under conditions of step-by-step depo-
sition differs from that under conditions of dynamic
deposition. Note that most of the papers known to us
fail to give proper attention to the problem of the stabil-
ity of adsorption systems consisting of an alkali metal
and a semiconductor.

We performed, for the first time ever, detailed pho-
toemission investigations of the gallium-enriched
Cs/GaAs(100) interface in the range of submonolayer
coatings from 0.2 to 0.9 ML. Thanks to the use of dif-
ferent modes of deposition, metastable Cs coatings
exceeding a monolayer were also investigated. The sta-
bility of the adsorption system was studied for different
coatings and at different temperatures. Studies were
made into the variation of ionization energy and the
evolution of spectra of surface photoemission as func-
tions of Cs coating. The resultant data point to the pres-
ence of two phases of cesium adsorption. In the initial
phase of adsorption, local surface Cs bands were found,
whose formation was completed on accomplishing a
saturating Cs coating. It was found that a considerable
rearrangement of the spectrum of surface photoemis-
sion occurred in the second phase of adsorption. In so
doing, the emergence of photoemission peaks was
observed, which may be associated with the excitation
of metastable Cs clusters and of interface and surface
plasmons. It was found that the Cs/GaAs(100) interface
exhibited semiconductor behavior in the entire investi-
gated range of coatings.
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2. EXPERIMENTAL PROCEDURE

The measurements were performed in situ under
conditions of an ultrahigh vacuum of P ≈ 5 × 10–11 torr
at room temperature. A pure GaAs(100) surface (n-
type, 0.9 × 1018 cm–3) was obtained after the thermal (at
a temperature ~580°C) removal of a thin protective
oxide layer which was preformed in a growth chamber.
As was mentioned above, this temperature mode leads
to the formation of a gallium-enriched dimer-recon-
structed surface, as a rule, (4 × 2)/c(8 × 2). The high
surface quality of this sample and the presence of a
dimer series was demonstrated in [10] by atomic-force
microscopy.

Atomically pure cesium was deposited onto the
sample surface from a standard source. A unique proce-
dure [9, 10] was used to determine the intensity of
cesium flux from the source. This made possible the
determination, within 10%, of the dose D of cesium
deposited onto the GaAs surface. In the step-by-step
mode, the cesium source was switched off after deposi-
tion, the sample was held in darkness for a period of
about 600 s, and photoemission spectra were then
recorded. The photoemission current was measured in
the range from 10–13 to 10–8 A. In the dynamic mode,
the spectrum was recorded directly in the process of the
deposition of cesium.

The electronic properties were investigated by
threshold photoemission spectroscopy using s- and
p-polarized excitation [18, 19]. This method is based on
the separation of bulk and surface photoemission, as
well as on the effect of the threshold amplification of
photoemission from surface states.

In the case of s-polarization, only the bulk states of
the substrate are excited, with the photoemission
threshold hνs corresponding to the position of the top of
the valence band, i.e., hνs = φ, where φ is the ionization
energy. Two cases must be treated. In the first case, the
width of the region of band bends during emission from
weakly alloyed samples exceeds considerably the
escape depth of photoelectrons, and threshold hνs is the
ionization energy. In the second case, the width of the
region of band bends is comparable to the escape depth
of photoelectrons. Then, during photoemission from a
p-type semiconductor, the photoemission threshold for
electrons excited at some distance from the surface may
differ from that for electrons excited directly at the sur-
face, which may lead to errors in determining the value
of φ. In our case, for an n-type semiconductor, thresh-
old hνs is always the ionization energy.

In the case of p-polarization, the surface bands are
excited owing to interaction with the normal compo-
nent of an electric vector of light. If the surface states
are located in the forbidden band of the semiconductor,
the photoemission thresholds may differ, hνs > hνp. In
so doing, threshold hνp is defined either by the position
of the Fermi level EF or by the long-wave edge of the
surface band.
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The method of threshold photoemission spectros-
copy is characterized by a high surface sensitivity and
optical resolution (∆E ≤ 0.02 eV). Yet another advan-
tage of this method is that it is fundamentally nonde-
structive. The method enables one to obtain detailed
information about the structure of surface bands from
the spectra of surface photoemission Ip(hν)/Is(hν),
where Ip and Is denote the photoemission current upon
excitation by s- and p-polarized light, respectively; in
particular, in the absence of collective excitations, the
quantity Ip/Is is proportional to the density of surface
states [19].

3. EXPERIMENTAL RESULTS AND DISCUSSION

3.1. The First Phase of the Adsorption of Cesium

Shown in the top part of Fig. 1 is the variation of the
ionization energy φ during the adsorption of cesium on
the gallium-enriched GaAs(100) surface. One can see
that, with a dose DCs ≈ 6.1 × 1014 atom/cm2, the ioniza-
tion energy reaches a minimum of φmin = 1.45 ± 0.02 eV.
In order to estimate the degree of coating θmin corre-
sponding to φmin, one must know, in addition to the dose,
the coefficient of the adhesion of cesium to the given sur-
face. The results of Auger spectroscopy demonstrate that,
at room temperature, the adhesion coefficient for
cesium is equal to unity at θ < 0.5 ML and decreases by
a factor of two–three at θ > 0.5 ML [20]. Note that one
monolayer equal to 6.3 × 1014 atom/cm2 corresponds to
the coating at which the concentration of adsorbed
atoms is equal to the concentration of atoms on the non-
reconstructed GaAs(100) 1 × 1 surface. The scale of
coatings is given in the top part of Fig. 1. The inade-
quate data on the adhesion coefficient define the error
which is ±0.05 ML for θ ≤ 0.7 ML and ±0.1 ML for
θ > 0.7 ML. In view of the dose determined by us and
the data on the adhesion coefficient, one can estimate
θmin ≈ 0.7 ML. The coating of θmin ≈ 0.7 ML is the sat-
urating coating of θsat, because it corresponds to the
concentration of dangling bonds of gallium on the gal-
lium-enriched GaAs(100) surface [3, 5]. The data given
in Fig. 1 were obtained using the step-by-step mode of
deposition. According to our estimates, the maximum
coating that may be obtained in this mode is approxi-
mately 0.9 ML.

The bottom part of Fig. 1 gives the photoemission
threshold difference ∆ = hνs – hνp as a function of
cesium coating. The photoemission thresholds almost
coincide in the case of coatings of θ < 0.5 ML, which
points to the absence of surface states in the forbidden
band. It is known that pure GaAs(100) surfaces exhibit
a high density of surface states whose nature is associ-
ated with the defects on the surface [21, 22]. Therefore,
the adsorption of cesium results in a reduction of the
electron density of surface states in the forbidden band
with coatings of about 0.2 ML. At θ > 0.5 ML, a differ-
ence between photoemission thresholds shows up, this
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implying the emergence of surface states in the forbid-
den band. At θ ≥ 0.7 ML, ∆ ≈ 0.1 eV.

Figure 2 gives, for different coatings of θ < θsat, the
density ρ of surface states induced by the adsorption of
cesium on the GaAs(100) surface, which was deter-
mined from the spectra of surface photoemission
Ip(hν)/Is(hν) [19]. Two cesium-induced bands were
found, the formation of which began at θ ≈ 0.5 ML. At
θ ≈ 0.55 ML, two bands are clearly distinguishable in
the spectra, namely, A1 and A2, with their bond energies
differing by approximately 0.17 eV. The band intensity
increases with the Cs coating; in so doing, the differ-
ence between the bond energies decreases (to approxi-
mately 0.1 eV for θ ≈ 0.65 ML), and the bands shift
towards higher bond energies while demonstrating the
behavior which is characteristic of bands induced by
adsorption [8, 9].

At θsat ≈ 0.7 ML, bands A1 and A2 are not resolved in
the spectrum and form a single band A located 0.35 eV
below the top of the valence band. Note that, for the
case of the Cs/Si(100) 2 × 1 interface with a saturating
coating of θsat = 1 ML, both induced bands are well
resolved, which indicates that the differences in adsorp-
tion sites on Si dimers are retained. In the case of the

θsat
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DCs, 1014 atom/cm2

5 10
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2.0
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φ,
 e

V
∆,

 e
V

Fig. 1. The variations of the ionization energy (top) and of
the photoemission threshold difference ∆ = hνs – hνp (bot-
tom) during the adsorption of cesium on the GaAs(100) sur-
face. Step-by-step mode of deposition.
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gallium-enriched GaAs(100) surface, one can assume
that with a saturating coating, when all dangling bonds
of gallium atoms are filled, the differences between
adsorption sites associated with Ga dimers disappear.
The difference in the behavior of induced bands on the
GaAs and Si surfaces with saturating coating is appar-
ently due to the differences in the behavior of local

A2 A
A1A1

A2

0.65 ML 0.7 ML
0.8

E – Ev , eV

0.4

0

ρ, rel. units

0.55 ML

Fig. 2. The spectrum of the density of surface states induced
by the adsorption of cesium for different coatings. The
energy is reckoned from the top of the valence band Ev; the
arrows indicate the thresholds hνp for p-polarized light that
correspond to the position of the edge of the surface band.

(a)A

(b)
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P1

P1

5

1.5 2.0 2.5 3.0
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Ip/Is

Fig. 3. Spectra of surface photoemission Ip/Is for Cs coat-
ings of θ > θsat: θ ≈ (a) 0.8 and (b) 0.9 ML. Step-by-step
mode of deposition.
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interactions of dangling bonds of silicon and gallium
with adsorbed cesium atoms. One can assume that the
charge transfer to the substrate in the case of a Cs-Si
bond exceeds that in the case of a Cs-Ga bond. There-
fore, the interaction between cesium atoms is weaker
on the Si surface than on the GaAs surface. It is possi-
ble that even with a saturating coating, conditions are
developed for interaction between two cesium adatoms
bound on a Ga dimer.

3.2. The Second Phase of Adsorption of Cesium

Figure 3 illustrates the development of photoemis-
sion spectra obtained using the step-by-step mode of dep-
osition with coatings in the range 0.7 ML < θ ≤ 0.9 ML.
One can see that the shape of spectra varies cardinally
compared with the spectra for θ ≤ 0.7 ML. In addition
to maximum A, the emergence of three photoemission
peaks was observed, namely, B, C, and P1, with ener-
gies of approximately 1.9, 2.05, and 2.4 eV, respec-
tively. Figure 4 gives the spectra obtained using the
dynamic mode which enables one to produce coatings
of θ > 0.9 ML. Even more significant changes in the
intensity of photoemission peaks were observed, as
well as the emergence of two new singularities, namely,
D and P2, with energies of approximately 2.17 and
2.78 eV, respectively.

(a)

(b)

(c)

D P2

P1B
C

5

1.5
hν, eV

Ip/Is

2.0 2.5 3.0

Fig. 4. Spectra of surface photoemission Ip/Is for different

doses of Cs: (a) 1.6 × 1015, (b) 2.3 × 1015, and (c) 2.6 ×
1015 atom/cm2. Dynamic mode of deposition.
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The stability of the adsorption system of
Cs/GaAs(100) for different Cs coatings was investi-
gated using a modification of the spectra of surface
photoemission after holding the sample for approxi-
mately one hour after deposition, as well as after a
short-term heating of the sample. It was found that, for
θ ≤ 0.7 ML, neither the short term heating at a temper-
ature below 400°C, nor holding the sample in darkness
for about one hour, resulted in changes in the spectrum.
The results of experiments in thermal desorption [23]
demonstrate the absence of the desorption of cesium
for the given temperatures and coatings. Temperatures
above 500°C are required for the desorption of cesium
and, accordingly, for the disappearance of cesium-
induced surface states A1 and A2. With a saturating coat-
ing of θsat ≈ 0.7 ML, the adsorption system is also sta-
ble. Even holding the sample in darkness for many
hours after deposition fails to result in variations of
photoemission spectra.

With θ > 0.7 ML, the adsorption system becomes
unstable. Both the intensity and shape of the spectra
experience considerable changes after exposure of the
sample. A short-term (60 s) and low (at 100°C) heating
of the sample results in a spectrum that corresponds to
saturating coating. One can conclude that, with coat-
ings of θ > θsat, cesium atoms are adsorbed to a weakly
bound state. Therefore, after reaching a saturating coat-
ing, i.e., when the concentration of cesium atoms
almost coincides with that of gallium atoms in the top
layer, the behavior of adsorption on the gallium-
enriched GaAs(100) surface varies.

In the second phase of adsorption, the predominat-
ing process defining the shape of photoemission spectra
is that of the generation of metastable cesium forma-
tions; in order to clarify the nature of these formations,
we analyzed in detail the behavior of photoemission
peaks in the spectra obtained at θ > 0.7 ML. All of the
photoemission peaks at the moment of emergence have
a considerable half-width (0.3 to 0.5 eV), which distin-
guishes them from the peaks emerging in the first phase
of adsorption. Figure 5 gives the data about the varia-
tion of the intensity of the peaks as a function of the
dose of cesium, which were obtained using two modes
of deposition. All peaks may be divided into three
groups from the standpoint of their emergence and vari-
ation of their intensity.

(1) The maxima of A and B exhibit the same behav-
ior of intensity variation. Both of them emerge in the
case of the step-by-step mode of deposition, with the B
peak emerging in the spectrum for approximately the
coatings in the case of which the A peak disappears.

(2) The maxima of C and P1 emerge in the step-by-
step mode of deposition; however, they both exhibit an
insignificant intensity in the case of coatings of θ = 0.8–
0.9 ML. Their intensity increases considerably with the
dose of cesium in the dynamic mode. This is especially
characteristic of the P1 maximum, whose intensity
increases jumpwise at DCs ≈ 1.5 × 1015 atom/cm2.
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(3) The maxima of D and P2 emerge in the spectrum
only in the case of deposition in the dynamic mode.

As was pointed out above, the A peak emerges at
θsat ≈ 0.7 ML, when two induced Cs bands A1 and A2 in
the spectrum become forbidden. The A peak reaches the
maximum intensity at DCs ≈ 8 × 1014 atom/cm2, which
corresponds to θ ≈ 0.8 ML, and almost disappears at
DCs ≈ 1.2 × 1015 atom/cm2. One can assume that the
nature of the A peak is associated with the emergence,
in the case of a saturating coating, of two cesium ada-
toms localized on a Ga dimer. We assume that this is
accompanied by the formation of a pair of cesium ada-
toms, i.e., a minimal Cs cluster. It is to be emphasized
that the correlation between such a formation with the
Ga dimer is fairly strong, and the adsorption system is
stable. The possibility of the existence of such mini-
mal clusters, i.e., local surface clusters, was demon-
strated experimentally for silver atoms by Gomoyunova
et al. [24].

The B peak appears in the spectra of surface photo-
emission for approximately the same coatings in the
case in which the A peak disappears. Simple geometric
reasoning enables one to make some assumptions about
the subsequent development of Cs clusters. For a model
of reconstruction of (4 × 2)/c(8 × 2) with one absent Ga
dimer [3, 5], one can assume that, in the case of a satu-
rating coating, a quasi-two-dimensional cluster of six
(2 × 3) cesium atoms is formed in each unit cell on the
surface. In so doing, the Cs-Cs interaction becomes
predominant, and the bond with Ga dimers weakens
considerably. We believe that the B peak is associated
with local plasma excitations in such clusters. One can
expect that the photoemission singularities caused by
excitations in these clusters will emerge in the case of a
coating of 6/8 ML. Then, when the coating increases to
one monolayer, the interaction between clusters must
bring about the formation of a “solid” film of cesium on
the surface, i.e., to the “destruction” of hexatomic clus-
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Fig. 5. The scheme of variation of the intensity of photoe-
mission peaks in the second phase of adsorption. To the
right of the thin vertical line, the region of the dynamic
mode of deposition is located. 
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ters and of the photoemission singularities associated
with them. Basically, the B peak behaves (see Fig. 5) in
accordance with the described model. The quantitative
differences may be attributed to inaccuracies in deter-
mining the coating, especially, in the dynamic mode,
and to the absence of defects on the surface. Hexatomic
Cs clusters are metastable, because even a low heating
leads to their destruction (disappearance of the B peak).
In so doing, an inverse transition occurs to three pairs
of adatoms of cesium weakly interacting with one
another (emergence of the A peak).

The P1 peak with an energy of 2.4 eV is character-
ized by an abrupt rise of intensity during the transition
to the dynamic mode (see Fig. 5). The maximum inten-
sity is attained by a jump at DCs ≈ 1.2 × 1015 atom/cm2,
and, as the dose continues to increase, the peak inten-
sity almost does not vary. As was demonstrated by the
results of investigations of the spectra of differential
reflection of a multilayer cesium film on the silver sur-
face [25], a surface Cs plasmon is observed in the case
of the p-polarized excitation of hν ≈ 2.4 eV. Therefore,
the nature of the P1 peak may be associated with the
excitation of a surface Cs plasmon. The coating, in the
case of which a jumpwise increase in the intensity of
this maximum is observed, apparently corresponds to
the percolation threshold after which the excitation of a
surface plasmon becomes possible.

The P2 peak (2.78 eV) appears in the spectra only in
the dynamic mode at DCs > 1.9 × 1015 atom/cm2 (see
Figs. 4 and 5). The available literature data [25, 26]
enable one to interpret this singularity as the excitation
of a bulk plasmon.

Revealing the nature of the C and D peaks causes
the most difficulties. Only general assumptions may be
made, based on the behavior of those peaks as the Cs
dose increases (see Figs. 4 and 5). In view of the fact
that the behavior of the C peak is suggestive, by and
large, of the behavior of the P1 peak associated with a
surface Cs plasmon, one can assume that the C peak is
caused by the so-called interface plasmon. Reaching
the percolation threshold is not a necessary condition
for the excitation of an interface plasmon, because, in
this case, the main part is played by the distribution of
electron density in the interface layer. The C peak reaches
the maximum intensity at DCs ≈ 1.8 × 1015 atom/cm2,
which apparently corresponds to a coating close to one
monolayer, i.e., to the formation of a “solid” film of
cesium. The subsequent adsorption of cesium and for-
mation of the second layer of cesium brings about the
reduction of the peak intensity. The photoemission
peak D (see Figs. 4 and 5) emerges at DCs > 2 ×
1015 atom/cm2, when, according to our estimates, a
monolayer coating has been formed. The nature of this
peak may be associated with Cs formations of the type
of three-dimensional clusters in the second layer.
Because, in the case of an ideal surface and, accord-
ingly, of an ideal first monolayer of cesium, the forma-
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tion of such clusters is unlikely due to electrostatic
repulsion, it is the defects on the surface that appear to
be the centers of cluster formation. As the second layer
of cesium is formed, these clusters “disappear”, much
like the hexatomic clusters in the first layer.

4. CONCLUSION

The results of the investigation of the electronic
properties of the Cs/GaAs(100) interface demonstrate
the existence of two phases of adsorption, with the tran-
sition from the first to second phase occurring with a
coating of approximately 0.7 ML, which corresponds
to the saturation of all dangling bonds of gallium on the
surface. In the first phase, local interactions of adsorbed
cesium atoms on adsorption sites of two types are pre-
dominant, which lead to the formation of two induced
bands. Fundamental changes of the photoemission spectra
in the second phase of adsorption are defined by the pro-
cesses of the formation of metastable quasi-two- and
quasi-three-dimensional clusters of cesium on the sur-
face, as well as by the formation, in the dynamic mode,
of a monolayer (and probably close to two monolayers)
Cs coating. A qualitative model has been suggested for
interpreting the observed photoemission singularities,
which takes into account the structure of the gallium-
enriched GaAs(100) surface and the singularities of the
formation of Cs clusters and excitations of an interface
plasmon, as well as of surface and bulk Cs plasmons.

ACKNOWLEDGMENTS

We are grateful to V.S. Vikhnin for valuable discus-
sions.

This study received support from the program on
Surface Atomic Structures of the Ministry of Science of
the Russian Federation (grant no. 99-2.14), from the
Russian Foundation for Basic Research, and from the
Intergovernmental Russian-Ukrainian program on
Nanophysics and Nanoelectronics (grant no. 2000-2D).

REFERENCES

1. Molecular Beam Epitaxy, Ed. by A. Cho (American Inst.
of Physics Press, New York, 1994).

2. M. Vitomirov, A. D. Raisanen, A. C. Finnefrock, et al.,
J. Vac. Sci. Technol. B 10, 1898 (1992).

3. W. Chen, M. Dumas, D. Mao, et al., J. Vac. Sci. Technol.
B 10, 1886 (1992).

4. I. Chizhov, G. Lee, R. F. Willis, et al., Surf. Sci. 419, 11
(1998).

5. D. K. Biegelsen, R. D. Bringans, J. E. Northrup, et al.,
Phys. Rev. B 41, 5701 (1990).

6. D. J. Chadi, J. Vac. Sci. Technol. A 5, 834 (1987).
7. I. Batra, Phys. Rev. B 43, 12322 (1991).
8. G. V. Benemanskaya, D. V. Daœneka, and G. É. Frank-

Kamenetskaya, Pis’ma Zh. Éksp. Teor. Fiz. 65, 699
(1997) [JETP Lett. 65, 729 (1997)].
 AND THEORETICAL PHYSICS      Vol. 92      No. 2      2001



THE ELECTRONIC PROPERTIES OF THE Cs/GaAs(100) INTERFACE 303
9. G. V. Benemanskaya, D. V. Daineka, and G. É. Frank-
Kamanetskaya, Surf. Rev. Lett. 5, 91 (1998).

10. G. V. Benemanskaya, V. P. Evtikhiev, and G. É. Frank-
Kamenetskaya, Fiz. Tverd. Tela (St. Petersburg) 42, 356
(2000) [Phys. Solid State 42, 366 (2000)].

11. A. O. Gusev, D. Paget, V. Yu. Aristov, et al., J. Vac. Sci.
Technol. A 15, 192 (1997).

12. K. Yamada, J. Asanari, M. Naitoh, et al., Surf. Sci. 402–
404, 683 (1998).

13. O. E. Tereshchenko, A. N. Litvinov, V. L. Al’perovich,
et al., Pis’ma Zh. Éksp. Teor. Fiz. 70, 537 (1999) [JETP
Lett. 70, 550 (1999)].

14. D. Paget, B. Kierren, and R. Houdre, J. Vac. Sci. Tech-
nol. A 16, 2350 (1998).

15. U. del Pennino, R. Compano, B. Salvarani, et al., Surf.
Sci. 409, 258 (1998).

16. A. G. Fedorus and A. G. Naumovets, Surf. Sci. 21, 426
(1970).

17. P. Akhter and J. A. Venables, Surf. Sci. 103, 301 (1981).
18. A. Liebsch, G. V. Benemanskaya, and M. N. Lapushkin,

Surf. Sci. 302, 303 (1994).
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
19. G. V. Benemanskaya, M. N. Lapushkin, and M. I. Urbakh,
Zh. Éksp. Teor. Fiz. 102, 1664 (1992) [Sov. Phys. JETP
75, 899 (1992)].

20. G. Vergara, L. J. Gómez, J. Campany, et al., Surf. Sci.
278, 131 (1992).

21. M. D. Pashley, K. W. Haberern, R. M. Feenstra, et al.,
Phys. Rev. B 48, 4612 (1993).

22. G. Le Lay, D. Mao, A. Kahn, et al., Phys. Rev. B 43,
14301 (1991).

23. B. Goldstein and D. Szostak, Appl. Phys. Lett. 26, 111
(1975).

24. M. V. Gomoyunova, Yu. S. Gordeev, V. M. Mikoushkin,
et al., Phys. Low-Dimens. Struct. 4/5, 11 (1996).

25. A. Liebsch, G. Hincelin, and T. López-Ros, Phys. Rev. B
41, 10463 (1990).

26. Y.-S. Chao, L. S. O. Johansson, and R. I. G. Uhrberg,
Phys. Rev. B 56, 15446 (1997).

Translated by H. Bronstein
SICS      Vol. 92      No. 2      2001



  

Journal of Experimental and Theoretical Physics, Vol. 92, No. 2, 2001, pp. 304–311.
From Zhurnal Éksperimental’no

 

œ

 

 i Teoretichesko

 

œ

 

 Fiziki, Vol. 119, No. 2, 2001, pp. 350–358.
Original English Text Copyright © 2001 by Pogosov, Kurbatsky.

                                    

SOLIDS
Electronic Properties

  
Density-Functional Theory of Elastically Deformed Finite 
Metallic System: Work Function and Surface Stress¶

V. V. Pogosova, * and V. P. Kurbatskya, b
aDepartment of Microelectronics, Zaporozhye State Technical University, Zaporozhye, 69063 Ukraine

bDepartment of Physics, Zaporozhye State Technical University, Zaporozhye, 69063 Ukraine
*e-mail: vpogosov@zstu.edu.ua

Received August 3, 2000

Abstract—We study the external strain effect on the surface properties of simple metals within the framework
of a modified stabilized jellium model. We derive the equations for the stabilization energy of the deformed
Wigner–Seitz cells considered as a function of the bulk electron density and the given deformation. The results
for the surface stress and the work function of aluminum calculated using the self-consistent Kohn–Sham
method are also given. The problem of the anisotropy of the work function of a finite system is discussed. A
clear explanation of independent experiments on the stress-induced contact potential difference at metal sur-
faces is presented. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

The early experimental investigations of the force
acting on electrons and positrons inside a metal tube in
the gravitational field of the Earth [1, 2] raised a ques-
tion about the influence of metal deformation on the elec-
tron work function. Direct measurements using the Kelvin
method showed a decrease/increase of the contact poten-
tial difference (CPD) of the stretched/compressed metal
samples [3–5]. Similarly, the experiment with a high-
speed spinning metal rotor nonuniformly deformed over
the length demonstrated that the CPD changes between
areas of the surface subjected to different deformations [6]
(see also the discussion of the earlier experiments by
Harrison [7]). The influence of the deformation on the
electron emission from a thin metal film has also been
investigated [8]. Recently, a similar effect on the CPD
was observed at the surface of a sample with a nonuni-
form distribution of the residual mechanical stress [9].
These at first sight surprising results imply the respec-
tive increase/decrease of the work function with the
uniaxial tension/compression of the metal sample. All
these experiments raise two important questions that
must be answered by microscopic theory: (i) Does the
change of the CPD correspond to a change in the work
function? (ii) What is the sign of the deformation gra-
dient of the surface energy and the work function for a
metal subject to tension (or compression) along some
direction?

The first question is related to the violation of the
local electroneutrality of the metal and hence, to non-
equipotentiality of its geometric surface. The second
question stems from the general statement of elasticity
theory: the change in the total energy of a solid is pro-

¶This article was submitted by the authors in English.
1063-7761/01/9202- $21.00 © 20304
portional to the square of the relative deformation.
Therefore, the energy must increase for compression as
it does for tension. On the other hand, it was found
experimentally that, in the elastic deformation range, a
uniaxial deformation of a metal sample leads to a linear
change in the CPD [4, 5]. This implies that classical
elasticity theory is not completely correct in determin-
ing the elastic characteristics of surfaces. This question
is also important in determining the surface tension or
the surface stress for macroscopic samples [10] and
small metal particles [11].

The measurements of the derivative of the surface
tension of a solid with respect to the electrical variable
(the so-called “estans” [12]) indirectly show a small
difference between the surface stress and the surface
energy. On the other hand, different calculations [13–15],
including the ones based on the first principles [16], show
an appreciable difference between these two quantities.
A rough estimation of the difference between the sur-
face energy and the surface stress can also be done
using the cohesive energy and the vacancy formation
energy. In the continuum approximation, the cohesive
energy (or the atomic “work function”) εcoh and the
vacancy formation energy εvac give respectively the
irreversible and reversible work required for the cre-
ation of a new spherical surface of the Wigner–Seitz
cell with radius r0. Following [17], we have

where γ0 is the surface energy per unit area of the flat
surface and δ/r0 is the size correction for the surface of
a positive curvature. 

εcoh 4πr0
2γ0 1 δ/r0+( ),≈
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The reversible work for the creation of a vacancy
(which can be defined as the work needed for blowing
a small bubble) is given by [18]

where we introduce a well defined physical quantity—
the surface stress of the flat surface τ0—to describe a
tensed curved surface [19, 20]. Combining the expres-
sions for εcoh and εvac, we obtain

The Kohn–Sham calculations in [21, 22] give δ/r0 ≈
0.40 and 0.52 for Na and Al, and the ratio of the exper-
imental values εvac/εcoh is approximately equal to 1/2
and 1/3, respectively. These values agree very well with
δ/r0 ≈ 1/2 obtained in [18], which follows from the
Langmuir semiempirical rule [23]. From this simple
estimation, it follows that τ0 is approximately equal to
or less than γ0.

In this work, we investigate theoretically the surface
energy, stress, and work function of an elastically
deformed metal. A uniaxial strain applied to the surface
introduces anisotropy to the metal by changing the den-
sity (or separation) of the atomic planes and the elec-
tron gas concentration and contributes to an extra sur-
face dipole barrier. A rigorous study of this problem
from first principles is tedious and requires cumber-
some numerical computations. On the other hand, the
calculations based on the isotropic models of metal,
i.e., on the jellium model [24] (which ignores the dis-
crete nature of ions) or the stabilized jellium model (in
which interparticle interactions are averaged over vol-
umes of the spherical Wigner–Seitz cells), do not allow
one to properly account for the inhomogeneous strain
effects. 

We develop a modification of the stabilized jellium
model in order to describe the metal deformed by the
strain [25–27]. In this modification, the metal energy is
expressed as a function of the density parameter rs and
the given deformation. In Section 2, we give a general
discussion of the effect of the deformation-induced
anisotropy on the work function, which is one of the
most important electron surface characteristics. In Sec-
tion 3, we present equations for the stabilized jellium
model accounting for the elastic deformation. In Sec-
tion 4, the modified stabilized-jellium model is applied
to calculate, by the Kohn–Sham method, the effect of
the uniaxial strain on the electron surface characteris-
tics of single-crystal aluminum.

2. THE DESCRIPTION OF DEFORMATION

It is important to note that in all experiments we deal
with finite samples. Different reticular electron densi-

εvac r4πr2 2τ0 1 δ/2r–( )/r[ ]d

0

r0

∫≈ 4πr0
2τ0 1 δ/r0–( ),=

τ0 γ0

1 δ/r0+
1 δ/r0–
------------------- 

  εvac

εcoh

---------.≈
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ties at particular faces of a single crystal (crystallite) of
an irregular shape lead to different electrostatic poten-
tials for these faces. A similar situation can occur in the
deformed metal.

We consider a hypothetical crystal having the shape
of a rectangular parallelepiped (see figure). We assume
the equivalence of all crystal faces in the undeformed
state. This picture breaks down upon the crystal defor-
mation. The four side faces remain equivalent to each
other, but not to the two base faces. The electroneutral-
ity condition for the metal sample that is stretched or
compressed along the x-axis can be written as

(1)

where the electron charge density distribution n(r)
attains magnitude n0 in the metal bulk. The ion charge
distribution can be modeled by the step function,

where r' is the radius vector of the surface,  = /Z,
and Z is the valence. We use atomic units (e = m = " = 1)
throughout.

By definition [14], with the electrostatic potential
set equal to zero in the vacuum, the electron work func-
tion for a face of the semi-infinite crystal is

(2)

where  < 0 denotes the electrostatic potential in the
metal bulk and εJ ≡ εJ( ) is the average energy per
electron in the uniform electron gas. The last term rep-
resents the difference δv(r) between the pseudopoten-
tial of the lattice of ions and the electrostatic potential
of the positive background averaged over the Wigner–
Seitz cell; this term allows us to distinguish between
different faces of the crystal (cf. Section 3).

For a deformed sample, we assume that the y- and
z-directions are equivalent. Deformation along the x-
axis induces an artificial homogeneous anisotropy. The
work functions along the x- and z-directions seem to be

x y z n x y z, ,( ) ρ x y z, ,( )–[ ]d∫d∫d∫ 0,=

ρ r( ) ρθ r r'–( ),=

ρ n0

W face –φ0 nd
d

n0εJ( )– δv〈 〉 face,–=

φ0

n0

z

x

y

σxx

0

d

σxx

A qualitative sketch of the sample deformation.
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different for a finite sample, but this conclusion is not
correct. This notion is related to the widely spread point
of view (see [28] and references therein) that the work
function “anisotropy” is determined by the reticular
electron density of a given crystal face. However, the
electron work function is defined as the difference
between the electron energy level in a vacuum and at
the Fermi surface. This difference is independent of
space directions and coordinates and is constant for a
metal sample. The work function (or the ionization
potential) is a scalar quantity.

From the standpoint of a finite-size sample, the con-
siderations presented by Smoluchowski [28] and by
Lang and Kohn [29] are correct in the case where all
faces of the finite sample posses the same atomic pack-
ing density. For the cubic crystals, it is a parallelepiped
with all its sides having equivalent Miller indices. For a
sample of an arbitrary form, the work function in the
general case depends on the orientation of all parts of
the surface.1 

We note that the “spurious” difference Wx – Wy of
the work functions along the x- and z-directions defined
using the standard form (2) vanishes. This leads to an
important inequality

(3)

that means that the values  and  of the electrostatic
potential in the bulk of the metal can be treated as if
they corresponded to different semi-infinite crystals.
This inequality does not allow us to unambiguously
define the work function of a finite macroscopic sample
because the surface electrostatic barrier is different for
different directions.

To simplify the analysis, we express the electron
profile of the sample as

(4)

and

(5)

where n0(r) and  are the values corresponding to a
semi-infinite metal. The “surplus” density δn(r) origi-
nates from the electron transfer from one crystal side to
another [31] and differs from zero only in the near-sur-
face layer. Condition (1) along each direction then
takes the trivial form

(6)

where Ai ≡ Ax , Ay , Az are the areas of faces of a macro-
scopic sample and Ay = Az. 

1 In the special case of a nonzero quadrupole moment of the charge
distribution in the elementary cell, the effective potential in the
bulk depends on the shape of the sample [30].

φx φz– δv〈 〉 x– δv〈 〉 z 0≠+=

φx φz

n r( ) n0 r( ) δn r( )+=

φ φ0 δφ,+=

φ0

Ai x n0 r( ) ρ r( )–[ ]d

∞–

∞

∫ 0,=
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Taking Eq. (4) into account, Eq. (6) can be written
in the “cross-directional” form

(7)

where the surplus charge at each side is proportional to
its area. Here, for simplicity of illustration, we assume
that δn(r) is constant on each side of the sample. It fol-
lows from Eq. (7) that

(8)

which means that the charges on these sides have oppo-
site signs. The entire sample must be neutral.2 

The corresponding changes of the electrostatic
potential are determined by the Poisson equation,
which yields relations for the x- and z-components.
These relations have the same form

(9)

where x0 and accordingly z0 are the positions of self-
induced charge density at the lateral and base sides and
Cx and Cz are constants. This allows us to speak about
the appearance of an additional, three-dimensional sur-
face dipole barrier. Since (see Eq. (8))

, (10)

we have

for the weight coefficients and

for the additional potentials. Using (5), we can rewrite
Eq. (3) as

(11)

Condition (10) means that the work function is weakly
dependent on the electron transfer between the faces
perpendicular to y- and z-directions, and the measure-

2 We note that the phase shift ηk of the single-particle wave func-
tion along each direction depends on the potential shape in the
vicinity of the surface and the Sugiyama–Langreth neutrality sum
rule [32] must be rewritten with the anisotropy (i.e., the self-
charging) taken into account [33].

Ax xδn r( )d
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∞

∫ Ay yδn r( )d

∞–

∞

∫+

+ Az zδn r( )d
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∞

∫ 0,=

zδn r( )d
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∞

∫
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ment of the work function at these faces can therefore
be replaced by the measurement for a semi-infinite
metal. The true work function can be measured by the
Kelvin method in the areas near the edges. These areas
correspond to sign changes of the density, δn(r ≈ 0).
For the photoemission method of measuring the work
function, conditions (10) and (11) imply that the regis-
tration of electrons must be performed at distances
much greater than the linear dimensions of the sample.
Otherwise, if the photon energy is not sufficiently high,
an electron escaping from the metal does not reach
“infinity” but may transit from one face into the other.

The surplus charge Qx transferred from one face to
the other (see Eq. (9)) can roughly be estimated with
the help of the standard electrostatic relation

Taking into account that

where Nx is the number of the surface Wigner–Seitz
cells of the radius r0, we obtain

The condition Qx > 0 means that Qx electrons are trans-
fered from the base faces to the lateral ones. The sur-
face energy per unit area therefore changes by
−WxQx/Ax and +WzQx/2Az at the base and the lateral
sides, respectively. The ratio of these values corre-
sponds to (7). Here, WxQx is equal to the work needed
to remove Qx electrons from the base side of the metal
sample to infinity and Wi is the work function of a given
side i. Self-charging of the surface can therefore affect
the surface energy anisotropy of the single crystal. For
example, for an aluminum sample with δ  ≈ 0.5 eV
and Nx = 102, 104, the respective electronic charges are
Qx ≈ 1, 10. It is worth noting that this charge can be very
significant for a small crystal (cluster) [34]. Therefore,
the elasticity and self-charging effects can play an
important role in explaining the recently observed force
and conductance fluctuations in stretched metal nanow-
ires [35, 36].

On the ground of the above discussion, and owing to
Eq. (11), the properties of a large surface plane of a
deformed metal crystal can be calculated in the stan-
dard manner.

3. THE MODEL OF A UNIFORMLY 
DEFORMED METAL

The dependence of the CPD on the uniaxial defor-
mation uxx was measured for polycrystalline stretched
samples [4, 5]. We assume that the deformation is a
measured quantity and the polycrystal is considered as
being assembled from a number of simple crystallites.
Qualitatively, the problem can therefore be reduced to

δφx Qx/ Ax.≈

Ax Nx2πr0
2,≈

Qx 3r0 Nxδφx.≈

φz
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the consideration of the tension or compression applied
to a single crystal.

We first express the average electron density in the
metal as a function of the deformation. For this pur-
pose, we consider an undeformed cubic cell of the side
length a0 and the volume

(12)

where r0 = Z1/3rs is the radius of the spherical Wigner–
Seitz cell. For a uniaxially deformed cell elongated or
compressed along the x-axis, we can write

(13)

where ax and ay = az are the sides of the elementary par-
allelogram and a and b are the half-axes of the equiva-
lent prolate or oblate spheroid of revolution around the
x-axis. We also have

(14)

where ν is the Poisson coefficient for the polycrystal,
and

It follows from Eqs. (12)–(14) that

(15)

Similarly, the spacing between the lattice planes per-
pendicular to the y- or z-direction is

(16)

where d0 is the interplanar spacing in the undeformed
crystal. It then follows from (12)–(15) that the average
electron density in the deformed metal is given by

(17)

and the corresponding density parameter is

(18)

Proceeding similarly to the derivation of the equa-
tions for the original stabilized jellium model [25], we
consider a metal assembled from Wigner–Seitz cells.
The average energy per valence electron in the bulk is

(19)

where the first term gives the jellium energy

(20)

consisting of the average kinetic and exchange-correla-
tion energy per electron,
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3 4

3
---πr0

3,= =

Ω axay
2 4

3
---πab2,= =

ax a0 1 uxx+( )=

and az a0 1 uzz+( ) a0 1 νuxx–( ),= =

Ω/Ω0 1– uxx uyy uzz.+ +=

a r0 1 uxx+( ) and b r0 1 νuxx–( ).= =

du d0 1 νuxx–( ),=

n n0Ω0/Ω n0 1 1 2ν–( )uxx–[ ]  + O uxx
2( )= =

rsu rs 1 1 2ν–( )uxx+[ ]1/3.=

ε εJ n( ) εM wR,+ +=

εJ n( )
3kF

2 n( )
10

---------------
3

4π
------kF n( )– εcor n( )+=

kF 3π2n( )1/3
.=
SICS      Vol. 92      No. 2      2001



308 POGOSOV, KURBATSKY
The remaining two terms in (19) represent the average
of the repulsive part of the Ashcroft model potential,
the Madelung energy. A small band-structure energy
term [25, 37] in (19) is neglected.

By transforming the ordinary jellium into the stabi-
lized one, the Coulomb interactions were averaged over
the Wigner–Seitz cells, as is usual for an isotropic
medium. The uniaxial strain applied to the crystal
deforms the spherical Wigner–Seitz cells into ellipsoi-
dal ones. This affects the Madelung energy εM that now
must be averaged over the volume of the deformed cell.
This energy can be expressed similarly to the gravita-
tional energy of the uniform spheroid [38] as

(21)

where V(r) is the electrostatic potential inside the uni-

formly charged spheroid, p =  determines
the spheroid eccentricity, and the upper/lower case cor-
responds to a prolate/oblate spheroid, respectively. This
expression has the correct limit

We assume that the shape of ionic cores is not influ-
enced by the deformation and remains spherical; there-
fore,

For the potential difference δv(r) averaged over the
Wigner–Seitz cell [25], we have the same relationship
as that for the undisturbed crystal:

(22)

where the electrostatic self-energy of the uniform neg-
ative background inside the spheroid is

(23)

The pseudopotential core radius can be found from
the mechanical equilibrium condition depending on the
mechanical stress induced in the volume of the cell. To
determine the core radius rc, we note that, for the
strained metal, the intrinsic pressure P = –dE/dΩ =

dε/d  in the bulk of a metal sample is compensated
by the pressure exerted by external forces,

(24)
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where σii are the mechanical stress tensor components
and Y is the Young modulus.

For a strained metal, the averaged energy per elec-
tron in the bulk is therefore given by

(25)

For an ideal metal, ν = 1/2 and P = 0. This means that
the external force changes not the volume but the shape
of a cell or a sample. In the linear approximation, the
Madelung energy (21) is well approximated by

Inserting the explicit expressions for (20), (21), and
(24) in (25), we have from the minimum condition that

(26)

where rsu is the equilibrium density parameter of the
strained metal. Here, we assume that the volume of the
spheroid is equal to the volume of the equivalent sphere
of the radius r0u = Z1/3rsu. 

Taking into account that

(27)

we obtain for the strained metal with the equilibrium
density 

(28)

Subsequently, similarly to Perdew et al. [25], we can
introduce the face dependence of the stabilization
potential as

(29)

The total energy of a finite crystal can be written as
the sum of the bulk Eb and the surface Es energies,
where

(30)

with γy and γx being the respective surface energies per
unit area of the lateral and base sides. In the unde-
formed state, where γx = γy = γz ≡ γ, surface energy (30)
changes by
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Table 1.  The calculated surface energies γ, the work function W, the strain derivative dγ/duxx , and the surface stress τxx, for
elastically deformed Al (rs = 2.06) samples

Metal Face γ, erg/cm2 W, eV uxx dγ/duxx , erg/cm2 τ, erg/cm2 ∆W, eV

Al (111) 946 4.096 (+) 460 1406 –0.032

(–) 400 1346 +0.033

(100) 1097 3.780 (+) 833 1930 –0.025

(–) 810 1907 +0.016

Note: uxx = ±0.03, positive and negative deformations are labeled with (+) or (–).  ∆W is the work function difference. The value of Young’s
modulus for Al is 70 GPa [39].
where α and β denote directions in the plane of the lat-
eral and base sides and δαβ is the Kronecker symbol. In
our model, we calculate only

(32)

The work function is calculated using the displaced-pro-
file-change-in-a-self-consistent-field (DP∆SCF) expres-
sion instead of Eq. (2).

To discuss our results, it is useful to rewrite Eq. (2)
as

(33)

where

is the effective potential in the bulk giving the total barrier
height at the metal–vacuum interface and  is the

exchange-correlation potential in the bulk (  = vxc(–∞)).

4. RESULTS AND DISCUSSION

To verify the theory presented in Section 3, we
solved the Kohn–Sham equations for the two most
densely packed surfaces of Al represented by the stabi-
lized jellium model. In terms of our model, we consider
two regular single crystals of Al such that all their sides
are equivalent in the undeformed state. Under the crys-
tal deformation, the four side faces remain equivalent to
each other, but not to the two base faces (see figure).
The 〈δv〉 face term included into the effective potential
allows us to generate the face-dependent density pro-
files used in calculating the surface characteristics:
work function, surface energy, and surface stress. All
calculations were carried out for the upper side of the
sample (see figure) assuming the polycrystalline value
of the Poisson coefficient ν = 0.36 for the elastic prop-
erties of Al [39].

Within the applied range of deformations –0.03 ≤
uxx ≤ +0.03, the changes in surface quantities remain
linear. The positive/negative deformation uxx implies
the tension/compression of the side of the sample, i.e.,
the decrease/increase of the atomic packing density at
this side, and the decrease/increase of the mean elec-

τ xx γ dγ
duxx

----------.+=

W face v eff– εF,–=

v eff φ v xc δv〈 〉 face+ +=

v xc

v xc
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
tron concentration  and the interplanar spacing in the
direction perpendicular to the chosen crystal side. For a
better understanding the crystal effects, we have also
performed calculations for the special case of an
“ideal” metal with ν = 1/2. In this case, the deformation
does not change , however, the second term (the corru-
gation dipole barrier) in the face-dependent potential (29)
is changed.

The results of calculations are summarized in Table 1.
As can be seen, the surface energy increases linearly with
the applied positive deformation uxx and decreases with
the negative one. This means that dγ/duxx is positive for
either uxx > 0 or uxx < 0. Accordingly, Eq. (32) gives the
values of the surface stress component τxx, larger than
the surface energy. For uxx > 0, the surface stress is
somewhat larger than for uxx < 0. We now consider the
“ideal” metal with ν = 1/2. It seems that the ideal metal
fits better to the classical definition of the surface stress
[19, 20]. This is related to the fact that in an ideal metal
subjected to deformation, only the surface area is
changed, while the electron concentration in the bulk
remains unchanged. 

Calculations performed for the Al (111) surface
yield the respective strain derivatives dγ/duxx = 247 and
213 erg/cm2 for uxx > 0 and uxx < 0. These values are
much smaller than the ones reported in Table 1. In this
case (with ν = 1/2), we can also evaluate the other com-
ponents of the surface stress as

Inserting

we obtain

We can make two observations at this point. First,
the latter result agrees with our estimation (τ < γ) in
Section 1 and with the results derived on the basis of
elasticity theory [40], where the τ/γ ratio expressed
in terms of the Poisson coefficient ν is given by
(3ν − 1)/(1 – ν). For ν = 1/2, this formula gives τ/γ = 1
and ν < 1/2 for τ/γ < 1/2. Second, in order to calculate
τzz and τyy for a sample stretched along the x-axis, we

n

n

τ zz τ yy γ dγ/duyy.+= =

duzz duyy νduxx,–= =

τ zz τ yy γ 2dγ/duxx γ.<–= =
SICS      Vol. 92      No. 2      2001



310 POGOSOV, KURBATSKY
must use dγ/duxx for uxx < 0, whereas for a compressed
sample, we use the corresponding value for uxx > 0. This
is because the tension applied along the x-direction
leads to compressing the sample along the orthogonal
(y and z) axes. The calculated surface stress for Al(111) is
in very good agreement with the values resulting from the
available ab initio calculations: 1441 erg/cm2 in [15], and
1249 erg/cm2 in [41]. This also improves the results
obtained for the ordinary jellium model [24, 41] and the
previous direct application of the stabilized-jellium
model [13].

The work function decreases linearly with uxx, but
the relative change is less than 1% (see Table l) for the
considered strains. A similar behavior is observed for
ν = 1/2. The dominating component leading to a
decrease of W with uxx is a change in the 〈δv〉 face term.
Thus, the change of the work function under the defor-
mation conditions is determined by the competition of
negative changes in the exchange-correlation (vxc) and
the electostatic (φs) components of the effective poten-
tial veff and the positive change in the face-dependent
component 〈δv〉 face. A dominant role is played by the
change of 〈δv〉 face, while the change in the Fermi energy
is negligibly small. An overall decrease/increase of the
work function W is determined by a positive/negative
shift of the electrostatic potential in the metal interior.

The calculated change of the work function with
strain seems to contradict the experimental results [3–6]
where the work function was found to increase/decrease
with the elongation/compression of the sample. This
conclusion was based on the analysis of the measured
CPD [3–7, 9, 27]. In what follows, we demonstrate that
this contradiction is spurious. The point is that the mea-
surement by the Kelvin method fixes the change of the
surface potential. The experimental observations can
therefore be explained not as a change of the work
function but as the change of the effective potential veff

upon deformation. The Kelvin method gives the value
of the potential difference at the surface of a sample,
which can be defined as the position of the image plane
z = z0 [26]. In distinction to the work function, to which
〈δv〉 face contributes directly (Eq. (2)), at the image-plane
position located outside the geometric surface, the effec-
tive potential feels the change in 〈δv〉 face by means of the
self-consistent procedure for solving the Kohn–Sham
equations (even though 〈δv〉 face is nonzero inside the

Table 2.  The calculated change in the effective potential for
elastically deformed surfaces of Al single crystal

Metal Face uxx
(z0, uxx), 
eV

Al (111) (+) –0.103
(–) +0.106

(100) (+) –0.064
(–) +0.069

∆veff
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sample only). The calculations performed for Al(111)
demonstrate that the ratio of the effective potential dif-
ferences ∆veff of the strained (uxx = ±0.03) and strain-
free samples at the surface and in the bulk is

Here, veff denotes the respective difference in the metal
bulk.

The results for ∆veff (z0; uxx) are shown in Table 2.
The potential difference outside the sample is more
negative as the deformation increases. The calculated
changes in the effective potential have the same sign as
the CPD measured for Al. For a polycrystalline Al sam-
ple subject to deformation with uxx = 0.03, the CPD
amounts to –0.025 ± 0.002 V [5]. Because a polycrys-
talline sample can be considered as being assembled
from arbitrarily oriented single crystals, the values
obtained by us must be averaged in order to compare
them with experiment. Thus, both the experiment and
the calculations give a negative change of the surface
potential,

For the conventional method of measuring the work
function changes upon strain [4, 5, 9], this implies that

i.e., the work function increases for a tensed sample. In
general, therefore, our results agree with the indepen-
dent experiments for both stretched [4–6] and compressed
[1, 3] metal samples. The results for ∆veff (z0, uxx) corre-
spond to a direct observation of the stress-induced shift
in the measured contact potential: the effective poten-
tial outside the open faces of the sample is more nega-
tive/positive when tensile/compressive force is applied.
However, unlike the effective potential at the surface,
the value of the potential in the metal bulk is more pos-
itive/negative for an expanded/compressed sample
because of the different effect of the 〈δv〉 face term. Thus,
for the Al sample, the work function change vs. strain
shows the opposite trend compared to that of the con-
tact potential (the behavior of which also differs from
that predicted by non-self-consistent calculations [27]).
Accordingly, the results in Table 1 demonstrate that the
work function decreases with uxx. In other words, our
results show that the measurements by the Kelvin
method give not the variation of the work function upon
strain but the variation of the surface potential.

In summary, the stabilized-jellium model has been
extended to encompass the elastic strain effects on the
surface properties of simple metals. By imposing a
uniaxial strain to the metal surface and limiting our-
selves to linear terms in the deformation, we have
obtained a realistic description of the strain dependence
of surface quantities: surface energy, surface stress, and
work function. We have presented a consistent explana-
tion of experiments on the stress-induced contact
potential difference at metal surfaces.

∆v eff z z0=( )/∆v eff –3.≈

CPD ∆v eff z z0=( ) 0.<=

W uxx( ) W 0( ) CPD uxx( ) W 0( ),>–=
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Abstract—Low-temperature anomalies in the physical properties of iron monosilicide are analyzed based on
the results of thorough measurements of the conductivity, Hall coefficients, thermo emf, and magnetic charac-
teristics of high-quality single-crystal FeSi samples at liquid helium (LHe) and intermediate temperatures. It
is demonstrated that the most adequate and consistent interpretation of the experimental magnetic, transport,
and optical characteristics can be given within the framework of the Hubbard model. The model parameters
are determined and the arguments are presented which provide evidence of the spin polaron formation and
the density of state (DOS) renormalization taking place in FeSi in the vicinity of the Fermi energy at inter-
mediate temperatures. It was found that a decrease in the sample temperature in the region of T < Tc ≈ 15 K
is accompanied by a transition to a coherent regime of the spin density fluctuations. As a result, the ferro-
magnetic character of the interaction leads to the formation of magnetic microdomains with a characteristic
size ~10 Å. The exchange-induced magnetization enhancement in the vicinity of charge carriers in these
microdomains probably accounts for the anomalous components in the Hall coefficient and the magnetiza-
tion hysteresis observed in FeSi at LHe temperatures. The nature of the low-temperature transition at Tm ≈ 7 K in
the system of interacting magnetic microparticles in iron monosilicide is discussed. © 2001 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

In recent years, considerable attention from research-
ers has been devoted to the class of narrow-band-gap
semiconductors based on rare-earth elements, where
strong quasiparticle interactions lead to the formation
of a gap in the band spectrum in the vicinity of the
Fermi energy. The cubic compound FeSi [1] is also
conventionally included into this class of condo insula-
tors, primarily because the behavior of the physical
characteristics of iron monosilicide [1, 3] is similar to
that of the classical semiconductor SmB6 [2].

However, some researchers (see, e.g., [4]) seriously
doubt the validity of a condo lattice model in cases
when the Fermi level occurs immediately within a nar-
row 4f (3d) band, which gives rise to rapid charge den-
sity fluctuations in samarium hexaboride (with the
mean samarium valence vSm ≈ 2.6 [5]) and spin density
fluctuations in iron monosilicide [6]. Recently [7, 8], it
was demonstrated that the most adequate description of
the anomalous behavior of SmB6 can be given within
the framework of a model [9] assuming the formation
of exciton–polaron complexes in the samarium centers
at low temperatures (T ≤ 15 K) due to rapid (~10–12 s)
fluctuations of the samarium valence.

Previously [10, 11], we presented analogous exper-
imental data that provide evidence against applying the
1063-7761/01/9202- $21.00 © 20312
condo insulator model to the interpretation of the phys-
ical characteristics of FeSi. It was demonstrated that
FeSi apparently represents a spin-polaron dielectric of
the Mott type with strong Hubbard’s correlations. At
the same time, the ground state formation in iron mono-
silicide at liquid helium (LHe) temperatures is accom-
panied by the appearance of an anomalous component
in the Hall coefficient [10–12] and some features in the
temperature dependence of the SHF conductivity,
thermo emf, and capacitance [13]. We suggested
[10, 13] that the hysteresis of these anomalies in the
region of T = Tm ≈ 7 K might be explained in terms of
a phase transition taking place in the electron sub-
system of FeSi, but the nature and character of the elec-
tron structure rearrangement still remain unclear.

In this context, the purpose of this work was to study
in detail the behavior of the Hall coefficient of FeSi at
LHe and intermediate temperatures in a wide region
around Tm and to perform thorough measurements of
the magnetization and magnetoresistance on high-qual-
ity single-crystal FeSi samples.

2. EXPERIMENTAL METHODS

The experiments were performed on single-crystal
samples made of the same FeSi ingot as that used pre-
viously [10, 13]. Special attention was paid to prepar-
001 MAIK “Nauka/Interperiodica”
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ing the sample surface and making contacts for the
resistance measurements. The magnetization measure-
ments were performed using a setup employing com-
mercial (PARC Model M155, USA) and laboratory
vibration magnetometers with cryostats operating in a
wide range of working temperatures (2–300 K) and
with an electromagnet (H ≤ 12.5 kOe).

The Hall coefficients were measured in an auto-
mated experimental setup of an original design, with a
sample rotated by a step (3.6°) electric motor in a fixed
magnetic field (H ≤ 80 kOe) of a superconducting sole-
noid. In the range of small signals, the accuracy of mea-
surements was increased by using a Keithley Model
2182 nanovoltmeter. The process of data acquisition,
sample rotation, and temperature variation was con-
trolled by a personal computer with a microprocessor-
based interface of special design.

3. EXPERIMENTAL RESULTS

Figure 1a shows typical experimental curves
obtained by measuring the field dependence of the Hall
resistance R(H) of an FeSi sample at LHe temperatures.
A characteristic feature of the R(H) curves is the hysteresis
observed in the interval of magnetic fields H < 5 kOe,
which reflects the appearance of an anomalous compo-
nent in the Hall response (see also [10, 12]). It should
be noted that the anomalous Hall signal amplitude in
the region of H ≤ 10 kOe markedly exceeds the normal
Hall component UH(H).

In contrast, the sample magnetization behavior at
LHe temperatures (Fig. 1b) is characterized by a dom-
inating paramagnetic contribution, linearly depending
on the magnetic field strength in the range of H ≤
12.5 kOe, and a small “ferromagnetic” contribution
Ms(H). Small absolute values [Ms(H) < 5 × 10–3 (G cm3)/g]
and the irreproducibility of the magnetization, accom-
panying variation of the sample cooling conditions and
repeated magnetization cycles in a single-crystal FeSi
sample (memory effects), are indicative of the mag-
netic moment “freezing” in the iron monosilicide
matrix and the FeSi transition to a spin glass state at
LHe temperatures see, e.g., [14]).

In order to elucidate the features of the magnetic
moment formation in FeSi low temperatures, we have
thoroughly studied the angular dependence of the Hall
resistance. Figures 2–4 show the results of the R(ϕ)
measurements (where ϕ is the angle between the [111]
normal to the sample surface and the magnetic field
vector H) for various constant values of H < 80 kOe and
temperatures in the interval from 1.6 to 20 K. An anal-
ysis of the angular variation of the Hall resistance at
LHe temperatures (Figs. 2 and 3) confirms dominating
contribution of the anomalous component for the field
strengths H ≤ 20 kOe. An increase in the magnetic field
strength is accompanied by a sharp narrowing of the
hysteresis loop: the loop width at H > 10 kOe becomes
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
comparable to the experimental error. Simultaneously,
the increase in H leads to an increase in the normal Hall
voltage component (Figs. 2 and 3). Note also that the
Hall resistance versus angle curves measured in FeSi
at LHe temperatures in the region of field strengths
H ≥ 35 kOe reveal the appearance of an additional
double-frequency component (indicated by the arrows in
Fig. 2b).

As the temperature increases above the LHe level,
the anomalous Hall component amplitude exhibits a
sharp drop (Figs. 4 and 5), which is accompanied by a
decrease in the hysteresis loop width ∆ϕhyst. Figure 5
shows the angular dependence of ∆Rhyst(ϕ) = (R+ – R–)/2
representing a half-difference between the R(ϕ) curves
(depicted in Fig. 4) measured for a sample rotated in
opposite directions. The amplitude of the anomalous
component of the Hall resistance determined by this
method is used in what follows for separating the nor-
mal and anomalous contributions to the Hall coeffi-
cient.

The data presented in Fig. 5 can also be used to
study the temperature variation of the hysteresis width
ϕhyst measured at half maximum of ∆Rhyst(ϕ). Figure 6
shows the temperature dependence of the ∆ϕhyst value
determined from the results of measurements per-
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Fig. 1. Variation of (a) the Hall resistance R(H) and (b) the
magnetization M(H) of an FeSi sample with a magnetic field
strength at LHe temperatures (arrows indicate the direction
of angle variation during the sample rotation).
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Fig. 2. The angular profiles R(ϕ) of the Hall resistance measured for an FeSi sample at T = 4.2 K at various field strengths H0 (indi-
cated at the curves). Arrows indicate (a) the direction of angle variation during the sample rotation and (b) the additional double-
frequency Hall signal components.
formed for various values of the magnetic field strength
in the interval of H < 4 kOe. Note that the relatively
slow decrease in the hysteresis loop width ∆ϕhyst

observed at T ≤ 11 K is followed by a sharp drop in
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Fig. 3. The angular profiles R(ϕ) of the Hall resistance mea-
sured for an FeSi sample at T = 1.73 K at various field
strengths H0 (indicated at the curves). Arrows indicate the
direction of angle variation during the sample rotation.
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∆ϕhyst upon further increase in the temperature (Fig. 6):
the R(ϕ) curves for T > 15 K measured in the entire
range of the magnetic field strength show only the nor-
mal (sinusoidal) Hall signal component related to
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Fig. 4. The angular profiles R(ϕ) of the Hall resistance mea-
sured for an FeSi sample at H0 = 1.63 kOe and various tem-
peratures (indicated at the curves with the corresponding
scaling factors). Arrows indicate the direction of angle vari-
ation during the sample rotation.
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charge carriers of the p-type in the FeSi matrix (see,
e.g., Fig. 4). It should also be emphasized that the signs
of the Hall coefficient RH(T) and the thermo emf S(T)
coincide in the temperature interval from 15 to 70 K. As
the temperature decreases below 15 K, the appearance
and growth of the anomalous (negative) Hall signal
component is accompanied by a rapid decrease in the
positive S(T) value [10].
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10
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Fig. 5. Variation of the anomalous Hall resistance compo-
nent ∆Rhyst(ϕ) = (R+ – R–)/2 of an FeSi sample measured at
H0 = 1.63 kOe and various temperatures (indicated at the
curves). The curves are constructed by data of Fig. 4.
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Fig. 7. A series of the angular profiles of the Hall resistance
R(ϕ) measured at T = 4.2 K and the field strength H0
changed between fixed values H0 for various orientations of
an FeSi sample relative to the magnetic field vector H: ϕ0 =
180, (1)  (2)  (3); ϕ0 = 360°, (3)  (4); H0 =
1.7 (1), 1.28 (2), 1.06 (3), and 0.89 kOe (4).
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The aforementioned memory effects related to a
dependence of the experimental parameters of FeSi on
the sample prehistory (i.e., on the cycles of temperature
and magnetic field variation in the sample) were also
manifested in the angular dependence of the Hall resis-
tance. Figures 7 and 8 show two families of the experi-
mental curves R(ϕ) measured at LHe temperatures for
fixed H0 values in the 0.5–2 kOe interval. In the exper-
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Fig. 6. Temperature variation of the hysteresis loop width
∆ϕhyst for the Hall resistance of an FeSi sample measured
for three values of the magnetic field strength (indicated at
the curves). The inset shows a plot of the activation param-
eter ∆Rhyst(270°) versus reciprocal temperature constructed
by data for the three H0 values.
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Fig. 8. A series of angular profiles of the Hall resistance
R(ϕ) for an FeSi sample measured at T = 4.2 K and the field
strength H0 changed from H0 = 1.22 to 0.67 kOe, showing
variation of the hysteresis contribution to R(ϕ). The H0 value
was changed for a fixed sample orientation (ϕ0 = 180°) rel-
ative to the magnetic field vector H.
SICS      Vol. 92      No. 2      2001



316 SLUCHANKO et al.
iment presented in Fig. 7, the values of R(ϕ = 0) and
R(ϕ = 180°) (the difference of which gives the double
total Hall resistance) were found to depend both on the
applied magnetic field amplitude and on the magnitude
and direction of the H vector during the H0 variation
between the fixed values. Moreover, the H0 variation
for a strictly determined sample orientation relative to
the magnetic field (for H perpendicular to the sample
surface) is accompanied by one of the boundary values
(R(ϕ = 0) in Fig. (8)) remaining constant, whereat a
decrease in the Hall resistance with decreasing H0 pro-
ceeds virtually entirely at the expense of the variation
of the R(ϕ = 180°) value. An analysis of the curves pre-
sented in Fig. 7 and 8 allows us to estimate a change in
the hysteresis amplitude for the Hall resistance in the
magnetic field (see, Fig. 9). The inset in Fig. 9 shows a
field dependence of the hysteresis loop area Shyst(H)
determined by integrating the experimental ∆Rhyst(ϕ)
curves depicted in Fig. 9.

In order to determine the effect of the magnetoresis-
tance contribution on the results of measurements of
the Hall signal component, we have also studied the
dependence of the FeSi sample resistivity on the field
strength, angle, and temperature in the T ≤ 10 K inter-
val. Figure 10 shows typical plots of the negative mag-
netoresistance versus field strength measured for FeSi
in the LHe temperature range. Note that the behavior of
the negative magnetoresistance (as well as of the Hall
resistance considered above) in FeSi significantly dif-
fers from that observed for the SmB6 condo insulator
(considered as the analog of FeSi), where the ∆ρ(H)
obeys a quadratic law for the field strength of up to
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Fig. 9. A series of angular profiles of the anomalous compo-
nent of the Hall resistance ∆Rhyst(ϕ) = (R+ – R–)/2 for an
FeSi sample measured at T = 4.2 K and various values of the
magnetic field strength H0. The inset shows a plot of the
hysteresis loop area Shyst versus field strength H constructed
by the data of Fig. 9.
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500 kOe [15]. The ∆ρ(H, T = 4.2 K) curve of FeSi in the
range of H ≤ 35 kOe is approximated to a sufficiently
good precision by the Brillouin function (Fig. 10):

(1)

where α = gµBJH/kBT, µB is the Bohr magneton, and kB
is the Boltzmann constant. An additional contribution
(∆ρII) appearing in ∆ρ(H) at LHe temperatures gives
rise to a broad minimum in the region of H ≈ 35 kOe,
which is followed by a tendency to saturation for H ≥
60 keV (Fig. 10, curve 1 and inset). As the temperature
decreases from 4.2 to 1.7 K, additional contribution is
not observed for the fields below 70 kOe and the mag-
netoresistance is described by the Brillouin function
with good precision in the entire range of field strengths
studied in this work (Fig. 10, curve 2).

Based on the results of measurements of the angular
variation of the magnetoresistance (Fig. 11), we may
exclude any significant dependence of the above-
described (see Figs. 1–5) anomalies in the Hall resis-
tance on the negative magnetoresistance related to a
“nonequipotential” arrangement of the Hall contacts on
the sample surface. Our investigations showed that the
∆ρ/ρ(ϕ) value in the indicated interval of temperatures
and the range of fields (up to 70 kOe) does not exceed
0.5%. The anomalous angular dependence of the nega-
tive magnetoresistance (Fig. 11) is related to the afore-
mentioned ∆ρII(H) component (contributing to the
magnetoresistance at H ≥ 35 kOe) and vanishes when
the temperature increases to a level of T = Tm ≈ 7 K.
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Fig. 10. Plots of the magnetoresistance versus field strength
for an FeSi sample measured at T = 4.2 (1) and 1.73 K (2).
The inset shows a part of the ∆ρ/ρ0(H) curve measured at
T = 4.2 with the magnetic field strengths above 20 kOe.
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In concluding this section, prior to proceeding with
the discussion and analysis of the physical properties of
iron monosilicide, we will briefly consider the results
of magnetization measurements performed in the region
of intermediate temperatures. Note that a restricted preci-
sion of the available magnetometers allowed us to perform
reliable measurements of M(H, T0) only in the regions of
T ≤ 50 K and T ≥120 K. In the vicinity of a minimum
observed in the magnetic susceptibility of FeSi at T ≈
90 K (Fig. 12a), the magnetic response exhibited a
sharp drop in amplitude and the experimental data were
poorly reproducible.

Figure 13 shows the results of magnetization mea-
surements in FeSi. As is seen from Fig. 13a, the M(H)
curves obtained at T ≥ 120 K and H ≤ 12.5 kOe are well
approximated by the initial portion of the Brillouin
function. The temperature dependence of the magnetic
susceptibility M(T) of FeSi measured at T ≤ 50 K shows
a weakly pronounced inflection at Tc ≈ 13–15 K (Fig. 13b)
correlated with the appearance of low-temperature
anomalies in the Hall resistance (Fig. 2–5) and the neg-
ative thermo emf contribution [10] (see also Fig. 12c)
in FeSi. The interpolation of the results of magnetic mea-
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Fig. 11. Angular variation of the magnetoresistance ρ(H =
70.2 kOe, ϕ)/ρ(ϕ0) observed at various temperatures for an
FeSi sample rotated in a constant magnetic field H = 70.2 kOe.
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surements (Figs. 12a and 13b) to the temperature inter-
val below the inflection point (T < Tc) reveals an addi-
tional magnetic contribution to M(T, H0) (Fig. 13b) and
χ(T) (Fig. 12a). As the temperature decreases to T ≤ 7 K,
this contribution apparently converts into the afore-
mentioned “ferromagnetic” magnetization component
Ms(H) in FeSi (see Fig. 1b).

Finally, it should be noted that a generally similar
behavior of iron monosilicide was observed in [16]
where single-crystal FeSi samples were studied using a
SQUID magnetometer. However, the measurements in
[16] were performed only at 5 and 300 K. This restric-
tion did not allow the results to be interpreted with an
allowance for various contributions to M(H, T0) in the
passage from intrinsic to impurity conductivity in FeSi.

4. DISCUSSION OF RESULTS

An analysis of the experimental results presented
above reveals a sharp quantitative difference between
magnitudes of the components related to the normal
and anomalous (magnetic) effects in the values of mag-
netization and those in the Hall coefficient. Indeed, the
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Fig. 12. Temperature variation of (a) the magnetic suscepti-
bility χ(T), (b) the effective mass ratio mn/mp of charge car-
riers, and (c) thermo emf coefficient S(T) in FeSi.
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Hall coefficient determined at LHe temperatures and
the field strengths below 10 kOe is characterized by a
dominating anomalous contribution. At the same time,
the description of magnetization shows a dominating
role of the paramagnetic contribution determining both
the signal amplitude and the character of the M(H)
value variation in FeSi. Since the experimental data
were obtained for single-crystal FeSi samples of high
quality, where the presence of magnetically-ordered
impurity phase in the bulk is hardly probable, the
enhanced anomalous contribution to the Hall coeffi-
cient has to be explained by assuming a local increase
in magnetization in the immediate vicinity of charge
carriers.

We believe that, in this situation, a highly promising
approach to the interpretation of the anomalous trans-
port and magnetic characteristics of iron monosilicide
is offered by the method proposed previously [10, 11].
According to this approach, the properties of FeSi are
described within the framework of the Hubbard model
[17] in the critical range of parameters 2 ≤ U/D < 3,
where U is the Hubbard repulsion and 2D is the con-
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Fig. 13. (a) The plots of magnetization M versus H/T mea-
sured at fixed temperatures above 120 K: T = 290 (1),
250 (2), 220.2 (3), 200.7 (4), 179.5 (5), 159.5 (6), 141 K (7).
The inset shows the temperature variation of the effective
magnetic moment µeff determined upon approximating the
experimental data by formula (3). (b) The plots of magneti-
zation M versus T measured in the region of Tc ≈ 15 K at
fixed values of the magnetic field strength H0 (indicated at
the curves). The inset shows a schematic diagram illustrat-
ing the Fe 3d band splitting in the FeSi crystal field.
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duction band width (see also [18, 19]. In accordance
with the results of the investigation of the transport
properties and thermo emf [10, 11], we must distin-
guish several temperature intervals featuring different
variations of the physical properties of FeSi.

4.1. Intrinsic Conductivity in FeSi (T > 100 K)

According to the conclusions made in [10, 11], the
intrinsic conductivity is observed in FeSi at T > 100 K.
This regime corresponds to the charge carrier activation
via the indirect gap (Eg/2 ≈ 30 meV) separating the
Hubbard bands composed predominantly of Fe 3d states.
Figure 14 (curve 1, region I) illustrates the behavior of
charge carriers (for example, of the p-type) in the
region of intrinsic conductivity determined from the
results of measurements of the galvanomagnetic char-
acteristics of FeSi [10].

The activation asymptotics determined for the
intrinsic carrier concentration in the temperature inter-
val T > 100 K can be used to evaluate the effective mag-
netic moment µeff of charge carriers in the upper 3d
band (conduction band) from the results of our magne-
tization measurements (see Fig. 13a). Indeed, the
results of the magnetic susceptibility measurements in
a broad range of temperatures (77–800 K) [20] are
indicative of a nonmagnetic character of the Fe 3d
states (singlet S = 0) in the lower (valence) band, thus
suggesting that the magnetic properties of FeSi must be
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related to 3d states in the conduction band. Approxi-
mating the χ(T) function by an expression of the type
(see, e.g. [20])

(2)

we obtain the values S = 1 and g ≈ 2.17 for the param-
eters characterizing the upper 3d band of FeSi. Using
the results of the magnetic susceptibility calculation
performed in [20] for the two-level system of singlet
and triplet states separated by a gap with a width of Eg ≈
60–70 meV, we may describe with sufficiently high
precision the behavior of the χ(T) curve in FeSi in the
temperature range above room temperature.

We described the experimental data for the temper-
ature interval from 120 to 300 K (presented in Fig. 13a)
within the framework of the Curie–Weiss relationship

(3)

The values of µeff(T) for the Fe centers determined from
this analysis vary from 2µB (at room temperature) to
µeff ≈ µB at T ≈ 140–160 K (see the inset in Fig. 13a). It
should be emphasized that the latter value (µeff ≈ µB)
corresponds to the free carrier with s = 1/2 and g = 2.
Note also that the value µeff ≈ 2µB was previously
reported in [21], where the magnetic susceptibility of
FeSi was measured at temperatures above 700 K; there-
fore, this value can actually be considered as character-
istic of the Fe 3d states of charge carriers in the conduc-
tion band of FeSi.

In a tetrahedral environment of the paramagnetic Fe
ion occurring in a cubic B20 crystal structure of FeSi,
we may additionally expect that the Fe 3d bands would
be split into eg and t2g subbands. We believe that the
value Eg ≈ 60 meV obtained for FeSi can be related to

the minimum energy  of splitting in the crystal
field of FeSi. The most probable structure of 3d bands
corresponds to a tetravalent state of iron in this com-
pound with silicon and accounts for the thermoacti-
vated transitions between eg (nonmagnetic singlet) and
t2g states (see the inset in Fig. 13b). In this situation, an
electron–hole pair, which appears at the Fe center as a
result of the thermal activation of a carrier from the
completely filled eg subband, has the spin S = 1 and the
effective magnetic moment µeff ≈ 2µB (see the inset in
Fig. 13a).

4.2. Spin–Polaron Transport
in FeSi (T < 100 K)

As the temperature decreases below 100 K, the
regime of intrinsic conductivity is replaced by the car-
rier transport via spin-polaron states on the Fermi level
[10, 11]. This regime is characterized by the activation
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behavior of the conductivity and the Hall coefficient
(Fig. 14, region II) in the temperature interval from 15
to 50 K (activation energy Ep ≈ 6 meV [10]) and by
a nearly constant value of the thermo emf S ≈ 900 ±
20 µV/K in this interval [10, 11] (see also Fig. 12c). In
this situation, the most probable explanation of the fea-
tures in the behavior of the physical characteristics of
FeSi can be given assuming that this crystal features
strong Coulomb (or Hubbard) correlations at interme-
diate temperatures. The conduction and valence bands
of FeSi (composed predominantly of the Fe 3d states)
correspond to the upper and lower Hubbard bands.
Within the framework of our approach, the valence
band is essentially a Hubbard band of doubly occupied
states (singlet S = 0, see the inset in Fig. 13b).

Under the conditions of strong hubbard correla-
tions, the concentration of charge carriers is usually
estimated using the Hicks formula [22]:

(4)

Here, parameter ν is the reduced concentration of
carriers (p-type) in the lower Hubbard band (ν = p/NFe ≈
1.3 × 10–5). Using this value, we may estimate the hole
concentration as p ≈ 6 × 1017 cm–3 [11]. Thus, the spin-
polaron states (corresponding [23] to the regime of
strong Hubbard correlations) in FeSi are characterized
by a small (~1017 cm–3) concentration of carriers (holes)
in the eg and t2g subbands (see the inset in Fig. 13b).
These states may appear as a result of rapid spin fluctu-
ations between Fe 3d states in the conduction band and
at the Fe centers situated in the nearest environment of
a charge carrier. The activation energy of the low-tem-
perature transport Ep ≈ 6 meV (Fig. 14, curve 1, region II)
must correspond to the potential well depth of the spin-
polaron states. The actual carrier concentration in the
Hubbard bands of a given single-crystal FeSi sample is
fixed on a level of 6 × 1017 cm–3 (Fig. 14, curve 2).

It should be emphasized that, according to the con-
clusions made in [17–19], the appearance of spin-
polaron states at the EF level is related to the electron
spectrum renormalization in the Hubbard model. The
low-temperature multiparticle resonance at EF (see the
inset in Fig. 14) accounts for the “metallization” of the
spectrum related to the transition to a narrow-band con-
ductivity regime corresponding to charge carriers pos-
sessing a large effective mass. Apparently, the afore-
mentioned decrease in the effective mass to µeff ≈ µB
(see the inset in Fig. 13a) with decreasing temperature
should be related to a transition to the regime of charge
carrier transport via a narrow band situated in the vicin-
ity of EF.

In order to estimate the role of the effective mass
renormalization in the bands of FeSi, we can treat the

S T( )
kB

e
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ν
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results of our galvanomagnetic measurements [10]
using the relationships

(5)

(6)

which are applicable to semiconductors in the region of
intrinsic conductivity. Taking into account the room-
temperature (300 K) carrier mobility ratio µn/µp = 1.5

and the relationship µp – µn ≈ A/  valid in the 150–
300 K range, we may evaluate the variation of the
mn/mp ratio in FeSi with the aid of formulas (5) and (6).
Figure 12b shows the results of the calculation of the
value mn/mp ≈ f(T) for iron monosilicide in a wide tem-
perature range (4–300 K). A twofold increase in the
mn/mp ratio observed for FeSi in the temperature inter-
val from 50 to 150 K corresponds to the transition from
electron states in the upper Hubbard band (conduction
band with the density of states ~13 states/eV per unit
cell; see, e.g., [24]) to the states of the multiparticle reso-
nance at EF (see the inset in Fig. 14). As is seen in Fig. 12b,
the effective “weight gain” of electrons upon the forma-
tion of spin-polaron states at the Fermi level is just what
accounts for the inversion of sign of the Hall coefficient
at T = Tinv2 ≈ 70 K [10] corresponding to the condition
mn ≈ mp .

Another, quite correct estimate of the increase in
amplitude of the multiparticle resonance at EF can be
obtained from the results of direct measurements of the
magnetic susceptibility of iron monosilicide (Fig. 12a).
The transition (accompanying a decrease in the temper-
ature) from the exponential χ(T) asymptotics observed
in the region of T ~ 150–500 K to a higher susceptibility
level at T < 90 K (with allowance for the density of
states depicted in the inset in Fig. 14) must be related to
an increase in the paramagnetic Pauli’s contribution to
χ(T). In the approximation of a narrow rectangular
potential well (with a width of δ = Ep ≈ 6 meV) at the
Fermi level, the χp(T) value can be estimated as

(7)

Taking into account the χp(T) renormalization contribu-
tion due to the integral in the right-hand part of (7),
which allows for a 4- to 5-fold increase in χ(T) with
the temperature (for details, see, e.g., [25]), the gain
factor directly describing the DOS renormalization
at the Fermi level can be evaluated as N*(EF , T =
4.2 K)/N*(EF , T = 100 K) ≥ 20.

Thus, the formation of spin polarons at low temper-
atures (T < 200 K) in FeSi is accompanied (within the
framework of the approach adopted), by the appearance
of a narrow multiparticle resonance at the Fermi level.
The resonance is characterized by the DOS value
N*(EF) ≥ 20 states/eV per unit cell. It should be noted
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that the conclusion concerning a significant DOS renor-
malization in the energy gap region was independently
made in [26] based on the results of experiments with
electron tunneling in FeSi.

Within the framework of the approach adopted in
this study, we will estimate the parameters of the Hub-
bard model and the microscopic characteristics of spin
polarons in iron monosilicide. For this purpose we will
use the results of calculations of the optical conductiv-
ity of FeSi [17] in comparison with the optical spectra
σ(ω) measured for iron monosilicide in a broad fre-
quency interval in the IR range [27]. A comparison of
data on the position and width of the σ(ω) maximum at
U/2 [11] leads to the following values of the model
parameters: U ≈ 270 meV; 2D ≈ 210 meV; U/D ≈ 2.6;
and Eg = U – 2D ≈ 60 meV; note that both the energy
gap Eg and the model parameter U/D ≈ 2.6 ≤ 3 (deter-
mining the critical behavior of the system) are in good
agreement with the values predicted in [17].

Using a criterion analogous to the Stoner product
UN(EF) > 1 for a band structure featuring multiparticle
spin-polaron resonance at the Fermi level (see the inset
in Fig. 14), we obtain UN*(EF) > 5. Thus, within the
framework of the approach adopted for iron monosili-
cide, we may expect that the spin-polaron states must
lead to the formation of ferromagnetic microdomains in
FeSi at low temperatures.

Under the conditions of a strong electron–phonon

interaction in FeSi [27], the width  of the bands of
optical phonons observed in the 180–400 cm–1 interval
can be used for estimating the charge carrier relaxation

time in the Hubbard bands. Using the values of  ≈
10 cm–1 (for the bands at 198, 318, and 338 cm–1), we
obtain an estimate of the relaxation time 〈τ e – ph〉  ≈
1/3  ≈ 1.7 × 10–13 s. Using formula (6) and the values
of µn, p ≈ 4–6 cm2/(V s) [10], we may calculate the
effective mass of the charge carrier for the upper and
lower Hubbard bands: (T ≈ 200 K) ≈ 50m0 and

(T ≈ 200 K) ≈ 75m0. It should be noted that a similar
value of m* ≈ 50m0 was obtained [28] from the results
of measurements of the optical conductivity σ(ω) for
FeSi in a broad (50–25000 cm–1) spectral range.

Using these values of parameters  and  and

taking into account the behavior of their ratio /  =
f(T) (see Fig. 12b), we obtain an estimate from above
for the effective mass of spin polarons at low tempera-
tures, corresponding to the states of the multiparticle
resonance at the Fermi level (see the inset in Fig. 14):

 ≤ 100m0. It should be noted that the relaxation
times 〈τ e – ph〉  analogous to those calculated above can
be obtained by estimates based on the width of the line

γi
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of polarized neutron scattering in FeSi: Γ ≈ 1/〈τ e – ph〉  ≈
3–4 meV [29].

The localization radius ap of the spin-polaron state
can be estimated using the known expression [30]

. (8)

For the values of the polaron potential well depth (Ep ≈
6 meV) and the spin polaron mass (  ≈ 100m0) deter-
mined above, we obtain an estimate ap ≈ 5 Å. At the
same time, the ap value in the region of the metal–insu-
lator transition can be estimated using the relationship
(see, e.g., [22])

(9)

where parameter a was taken equal to rFe–Fe ≈ 2.75 Å cor-
responding to the shortest distance between iron atoms
in the FeSi lattice. The good agreement between two
independent estimates of the spin polaron localization
radius in iron monosilicide is additional evidence for
the validity of the proposed interpretation.

4.3. Ground-State Formation
in the Spin Polaron System of FeSi

As the temperature decreases to within the interval
T ≤ 15 K, we may expect (taking into account the fer-
romagnetic character of exchange interactions due to
the spin density fluctuations in FeSi [29]) an exchange-
induced magnetization enhancement as a result of the
polarization of the Fe centers in the vicinity of all
charge carriers occurring in the upper Hubbard band. In
FeSi at low temperatures, we may also expect the for-
mation of “ferromagnetic microdomains” with dimen-
sions on the order of 10 Å, possessing a nonzero total
magnetic moment. The concentration of these magnetic
particles in FeSi is directly related to the concentration
of spin polarons and amounts (for the single crystal
studied) to 1017 cm–3.

Under these conditions, we may readily explain the
aforementioned difference between the magnitudes of
the effects related to the normal and anomalous (mag-
netic) components in the values of low-temperature
magnetization and those in the Hall coefficient (Figs. 1a
and 1b). Indeed, the exchange-induced magnetization
enhancement in the vicinity of charge carriers occur-
ring in the upper Hubbard band must be accompanied
by the appearance and enhancement of the anomalous
component of the Hall coefficient, whereas the integral
magnetization component due to the “ferromagnetic
microdomains” with a size of about 10 Å and a concen-
tration of 1017 cm–3 is much less significant.

Thus, the formation of magnetic microdomains in
the iron monosilicide matrix at low temperatures (T <
Tc ≈ 15 K) can be expected to lead to the appearance of
localized magnetic moments (LMMs) in FeSi. Note
that a rather similar situation takes place in micromag-

ap "/ 2Epmsp*=

msp*

ap a 2πU/2D( )1/5 1.5a 4.2 Å,≈≈ ≈
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netic systems (spin glasses) [14] in a superparamag-
netic state. This state is characterized by the formation
of a total magnetic moment for each cluster in a non-
magnetic matrix and is realized immediately before the
spin glass phase transition. On the other hand, the
nature of the total LMM of microdomains in the two
cases may be significantly different.

We believe that the formation of magnetic particles
(microdomains) with LMMs in FeSi may account for
the appearance of an additional contribution to the
magnetization, which is manifested by the inflection
points in the M(T) curves at T ≈ 15 K (Fig. 13b). In
addition, the appearance of correlations in the spin den-
sity fluctuations and a change in the characteristics of
spin polarons in the vicinity of Tc ≈ 15 K must be
related to a sharp drop in the constant positive values of
the Hall coefficient and thermo emf (see, e.g. Figs. 12b
and 12c) [10, 11] in the temperature interval indicated.
Additional evidence to confirm the hypothesis concern-
ing the formation of ferromagnetic particles directly
from spin polarons may be provided by the coincidence
between the activation energy of the process of magne-
tization reversal (T0 ≈ 65.6 K ≈ 6 meV) determined for
the system of magnetic microdomains in the FeSi
matrix from data on the temperature dependence of
parameter ∆Rhyst (see the inset in Fig. 6) and the value
Ep ≈ 6 meV (Fig. 14).

For LHe temperatures, the µeff value of LMMs in
FeSi can be determined, for example, by analysis of the
magnetoresistance curves (Fig. 10). Applying relation-
ship (1) to the curves depicted in Fig. 10, we have
obtained the following values of the effective magnetic
moment for ferromagnetic microdomains formed in the
immediate vicinity of charge carriers: µeff(4.2 K) ≈
5.3µB, µeff(1.73 K) ≈ 3.9µB. Apparently, these µeff val-
ues should be considered as first estimates. At the same
time, these µeff values, together with the results of pre-
liminary analysis based on the separation of the Pauli
and Brillouin low-temperature contributions to the
magnetization M(H, T) (see Fig. 13b and data in [12]
and [16]), allow us to conclude that the effective mag-
netic moment of the magnetic particles µeff(T) varies in
a nonmonotonic manner with a maximum in the vicin-
ity of T ≈ Tm ≈ 7 K.

The effective magnetic moment of the ferromag-
netic microdomains formed in the FeSi matrix grows
up to ~(6–8)µB when the temperature decreases below
T ≤ Tc ≈ 15 K. The µeff value passes through a maximum
and begins to decrease again when the temperature
drops below T ≤ Tm ≈ 7 K, which apparently indicates
that the interaction between spin polarons is “switched
on.” We believe that the character of variation of the
µeff(T) value, together with the other features of low-
temperature behavior (the shape of the magnetization
hysteresis curve, memory effects, relaxation phenom-
ena, etc.), may be evidence that a micromagnetic state
SICS      Vol. 92      No. 2      2001
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of the spin glass type is realized in the LMM system of
magnetic microdomains formed in the FeSi matrix at
T ≤ Tm ≈ 7 K.

At the same time, we may expect that the physical
characteristics of iron monosilicide would exhibit a
much more complicated behavior because the magnetic
microdomains do not occupy fixed positions in the FeSi
matrix. On the contrary, these microdomains play a sig-
nificant role in the process of charge transfer at low
temperatures. Under these conditions, we cannot
exclude that, besides the anomalous physical properties
characteristic of the systems with micromagnetic
states, the system studied would exhibit the formation
of new spatially organized magnetic structures, mag-
netic orientation transitions, etc. In our opinion, it is
such a magnetic transition in the system of magnetic
spin polarons that accounts for the features observed in
the magnetic fields H ≥ 35 kOe on the angular profiles
of the Hall resistance (Fig. 2b) and on the field and
angular dependences of the magnetoresistance (Figs. 10
and 11) in FeSi at LHe temperatures.

Thus, within the framework of the proposed inter-
pretation, the low-temperature anomalies in variation
of the Hall resistance (Figs. 1–9) and magnetoresis-
tance (Figs. 10 and 11) should be related to the process
of remagnetization in the system of ferromagnetic
microdomains—magnetic spin polarons of low con-
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centration (~1017 cm–3) formed in the regime of coher-
ent Hubbard correlations in the crystalline structure of
iron monosilicide. We believe that an adequate quanti-
tative description of the Hall effect, with the separation
of the RH(H, T) components, in FeSi is provided (to the
first approximation) by a model considering two groups
of charge carriers and taking into account both the
usual contributions to the Hall coefficient and the effect
of the exchange-enhanced electron contribution.

Under these conditions, the normal component of
the Hall resistance corresponds to the electron and hole
contributions linear in the magnetic field, whereas the
ferromagnetic character of the microdomains formed in
the vicinity of electrons accounts for the anomalous
contribution proportional to the local magnetization
M* of these microdomains. As a result, the Hall resis-
tance can be represented in the following form (for
ωτ ! 1):

(10)

where RH = –RHn = RHp = (pe)–1, σ = σn + σp is the total
conductivity, p, e are the hole and electron concentra-
tions, and d is the sample thickness. At noted above,
this relationship is approximate and essentially repre-
sents the usual form of description of the normal and

anomalous components RΣ(H, T) = H + M(H, T)
written taking into account some special features of the
model adopted.

For a system of single-domain ellipsoidal ferromag-
netic particles exposed to a magnetic field with the
strength H @ Ha = 2Ku/M* (Ha is the anisotropic field,
Ku is the magnetic anisotropy constant), we may expect
a jumplike change of the local magnetization as a func-
tion of the angle of rotation of the magnetic field vector
H. If the rotation axis coincides with the a-axis, while
c-axis is the easy magnetization direction (see the inset
in Fig. 15), we may use the well known relationships
for the director cosines of H and M* vectors (see, e.g.,
[31]) to rewrite the above relationship as follows:

(11)

where k = 2Ku/M*H < 1.

Taking into account the structure of Eq. (11), we
may separately analyze the terms with odd powers of
cosϕ:

(12)
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Figure 15 shows an example of an approximation con-
structed within the framework of relationship (12) for a
set of experimental curves of the Hall resistance in FeSi
(Figs. 2 and 3). These curves represent analytical R(ϕ)
expressions calculated for a series of H values in the
15–35 kOe interval. The plots of Ai(H, T) coefficients
obtained in the course of the computational procedure
are presented in Fig. 16a.

Comparing the expressions in (11) and (12), we
readily derive the formulas for Ai(H, T):

(13)

As is seen, the ratio of A3 and A5 given by formulas (13)
can be used to estimate the anisotropic field Ha(H) for
the ferromagnetic microdomains formed in FeSi:

(14)
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At temperatures in the LHe interval (1.7–4.2 K), the
value of Ha ≈ 15 kOe (see Fig. 16b) remains virtually
constant within a broad interval of magnetic fields (H ≤
70 kOe).

Since the sum of coefficients A1, A3, and A5 given by
formulas (13) appears as

(15)

the procedure of separating the normal and anomalous
components in the Hall resistance within the frame-
work of the proposed model reduces to determining a
constant term and a coefficient at the linear term in the
expression AΣ = A1 + A3 + A5 = f(H). The plot of param-
eter A as a function of the field strength is presented in
Fig. 17. For comparison, Fig. 17 (curve 2) shows the
estimates of the total contribution to the Hall resistance
obtained directly from the angular profiles of R(ϕ).
Parameter ∆R is calculated as the difference ∆R =
(1/2)[R(0) – R(180°)] (see the notation in Fig. 15). In
addition, Fig. 17 (curve 3) shows a plot of the Hall
resistance versus the field strength H obtained by mea-
suring the output voltage on the Hall contacts in the
course of the magnetic field sweep for two opposite ori-
entations of the magnetic field vector H || c.

As can readily be seen, the estimates of the normal
and anomalous contributions to the Hall resistance of
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mulas (12) and (15); (2, 3) total amplitude ∆R versus H plot-
ted using data on the (2) angular and (3) field dependence of
the Hall resistance.
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FeSi obtained within the framework of our model using
Eqs. (11)–(15) in the interval H ≤ 35 kOe coincide (at a

good precision) with the  and  values deter-
mined by the usual methods of separating the corre-
sponding components in RΣ(H, T). Taking equal contri-
butions in (15), we may roughly estimate the exchange
field (to within a factor on the order of (σp/σn)2 – 1 ~ 1:

The estimate of  obtained for the ferromagnetic
microdomains in FeSi is considerably smaller as com-
pared to the typical values of exchange fields in ferro-
magnetic metals. For iron, estimates of the molecular
field give the value (Fe) ≈ 1.1 × 104 kOe [32]. A sig-

nificant decrease in the  value for the ferromagnetic
microdomains in FeSi (as compared to Fe) is quite nat-
ural, taking into account a relationship between the size
of monodomain regions and the correlation radius of
spin density fluctuations in these materials [6].

5. CONCLUSION

In concluding, it should be noted that the proposed
approach to the interpretation of the low-temperature
anomalies in the physical properties of iron monosili-
cide within the framework of the Hubbard model
apparently provides for a certain level of understanding
of the physical processes and phenomena taking place
in this narrow-band-gap semiconductor featuring
strong quasiparticle interactions. In the regime of
strong Hubbard correlations, the spin-polaron descrip-
tion is quite effective both in elucidating the reasons for
a considerable increase in the effective mass of charge
carriers and for the DOS renormalization at the Fermi
level in FeSi, on the one hand, and in determining the
mechanisms of the formation of the weakly-magnetic
ground state in iron monosilicide at LHe temperatures.

From the standpoint of the model adopted, the tran-
sition to a coherent regime of spin density fluctuations,
involving the formation of magnetic microdomains
with a size of ~10 Å on decreasing the temperature to
T < Tc ≈ 15 K, is generally analogous to the superpara-
magnetic behavior of micromagnetic metal alloys (spin
glasses). The appearance of localized magnetic
moments of the ferromagnetic microdomains is appar-
ently followed by the transition to the state with frozen
moments at Tm ≈ 7 K. It should be emphasized that the
study of coherent effects in the system of spin polarons
with a low density (~1017 cm–3) is possible only in high-
quality single-crystal FeSi samples.

The quantitative estimates of the model parameters
and the microscopic characteristics of spin polarons
presented above are quite realistic. However, for eluci-
dating the nature of the ground state formation in FeSi
in more detail, it is necessary to measure the low-tem-
perature quasioptical spectra of FeSi in the far IR range

RH
a H RH

a M0*

H0* 4πM0* H RH 0=( ) 500 kOe.≈ ≈=

H0*

H0*

H0*
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(≤50 cm–1) in combination with high-precision mea-
surements of the magnetic properties of single-crystal
iron monosilicide at LHe and intermediate tempera-
tures in strong magnetic fields (up to 500 kOe).
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Abstract—The singularities in the spectrum of bulk acoustic phonons polarized in the sagittal plane are inves-
tigated on a plate made of a uniaxial ferroelastic material undergoing a proper ferroelastic transition from the
paraelectric to the ferroelectric phase. The singularities are induced by anomalies in the reflection of this type
of normal elastic vibrations at the crystal boundary. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

One of the most intriguing features of the interac-
tion of an elastic wave polarized in the plane of inci-
dence with the crystal surface is the possibility of the
simultaneous excitation (under definite conditions) of
four normal elastic waves characterized by the same
excitation frequency ω and the same component of the
wave vector k on the crystal surface [1]. Two of these
waves belong to the spectrum of a quasi-transverse
wave polarized in the plane of incidence (the acoustic
birefringence effect without a change in the branch).

The theory of this effect developed by Balakirev and
Gilinskiœ [2] for a cubic crystal shows, among other
things, that if the medium in which phonons are propa-
gating possesses elastic anisotropy, the reflection and
refraction of a normal elastic wave polarized in the
plane of incidence from the crystal boundary are unam-
biguously determined by the shape of its surface of
reciprocal phase velocities. For example, if the section
of such an isofrequency surface by the plane of inci-
dence of the wave is a convex curve, the reflection
(refraction) of a quasi-longitudinal as well as a quasi-
transverse elastic wave from the crystal boundary is
qualitatively the same as in the case of an elastically
isotropic medium. If, however, the anisotropy of elastic
properties is high enough for the formation of segments
with a negative Gaussian curvature on the section of the
isofrequency surface by a quasi-transverse elastic wave
(the surface of the wave vectors of a quasi-longitudinal
wave is always convex), the birefringence effect may
take place. In other words, two quasi-transverse elastic
waves identically polarized in the plane of incidence
can be formed. These waves possess the same fre-
quency and the wave vector component in the plane of
the interface between two media, but have different val-
ues of the wave vector component along the normal to
the interface.
1063-7761/01/9202- $21.00 © 20326
A similar effect can also be realized in piezoelectric
crystals possessing a definite symmetry for a transverse
elastic wave polarized at right angles to the plane of
incidence. A comparison of these two cases shows that
the necessary condition for the formation of such
anomalies on the surface of the wave vectors of a quasi-
transverse elastic wave is the presence of an accompa-
nying quasi-longitudinal elastic surface wave that does
not belong to natural vibrations of the system, but is
formed only in the presence of a bulk elastic quasi-
transverse wave incident on the crystal surface. In the
case of piezoelectric crystals, the formation of the bire-
fringence effect without a change in the branch for a
shear-type elastic SH wave is associated with the pres-
ence of an accompanying surface vibration of the elec-
trostatic or magnetostatic type. In all cases, the inclu-
sion of the accompanying surface vibration is of para-
mount importance for an analysis of the interaction of
an acoustic wave with the crystal surface. The presence
of the surface vibration makes possible the formation of
parabolic points (segments with zero curvature) as well
as concave segments (possessing a negative Gaussian
curvature) on the curve appearing as a result of the sec-
tion of the refraction surface by the sagittal plane. From
the viewpoint of the reflection (refraction) of a bulk
elastic wave from the crystal boundary, the presence of
such a segment may lead, for example, to the vanishing
of the accompanying surface vibration and to the for-
mation, along with the normal reflected wave, of an
auxiliary bulk elastic wave with the same polarization
(the effect of the multibeam reflection of waves without
a change of the branch) [2].

Naturally, the local geometry of the wave vector sur-
face of the type under investigation for normal bulk
vibrations of an unbounded crystal must be manifested
in the spectral structure for this type of normal bulk
vibrations in a bounded crystal since the spatial distri-
bution of the amplitude of the bulk vibrations is the
001 MAIK “Nauka/Interperiodica”
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result of the interference of the bulk waves incident on
the sample surface and reflected from it.

However, the conditions required for the implemen-
tation of this effect (the formation of a segment with a
negative Gaussian curvature on the surface of the wave
vectors of a normal elastic wave) impose quite stringent
constraints on the relative value of elastic interactions
in a crystal. Consequently, we can expect that such con-
ditions are observed primarily in the vicinity of noniso-
morphic structural phase transitions of the soft mode
type.

It is well known [3] that there exists a wide class of
continuous structural phase transitions associated with
a change in the crystal symmetry, for which one of non-
diagonal (shear) components of the elastic deformation
tensor uik can be chosen as the order parameter. In the
model of an infinitely large crystal, this leads to the
possibility of an abrupt deceleration (softening) of the
phase velocity of the shear wave near the stability
boundary of the given crystalline state provided that its
wave number differs from zero only slightly, while the
polarization and the direction of propagation are con-
nected in a certain way with the symmetry properties of
the order parameter [4–6]. In the vicinity of a shear-
type structural phase transition in a finite sample, the
interference effects for such a softening acoustic wave
multiply reflected from the sample surface consider-
ably modify the spectrum of surface as well as bulk
elastic modes of the corresponding types [7–9]. Similar
singularities in the phonon dynamics of a bounded
crystal may also be observed in the course of a phase
transition in polarized media if it is a proper ferroelastic
transition. In other words, the (generally) multicompo-
nent order parameter for such a transition is trans-
formed according to the same representation as for a
certain (generally) linear combination of the deforma-
tion tensor components uik [8, 10, 11]. A detailed anal-
ysis of the principal anomalies emerging in the phonon
spectrum near the stability boundary of a given crystal-
line state is of not only academic, but also of practical
importance since, first, it allows us to study the critical
dynamics of the crystal using the well developed meth-
ods of acoustic and optical spectroscopy, and second,
there exists a number of crystals for which a similar
structure of the phonon spectrum can be formed even
far away from the region of a structural phase transition
in view of the strongly anisotropic nature of intermo-
lecular interactions in the medium (quasi-low-dimen-
sional crystals), or due to an artificially created addi-
tional translational symmetry (superlattices, etc.).

It is especially interesting to analyze the rearrange-
ment in the vicinity of a continuous structural shear-
type transition of the fraction of phonon vibrations for
which the displacement vector u of the polarization lat-
tice lies in the sagittal plane of the crystal. If the sample
is a mechanically free plate, these waves are referred to
as Lamb waves, and if the plate is a part of an acousti-
cally continuous structure of the layer + half-space or
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
half-space + layer + half-space type, the waves are
called the generalized Lamb waves [1].

Most of the publications devoted to the effect of the
anisotropy of elastic moduli on the dispersion proper-
ties and the propagation conditions for Lamb waves are
associated with the study of a Rayleigh wave in a semi-
bounded crystal. It is well known that as regards elastic
vibrations of the plate, this corresponds to the short-
range approximation for the spectrum of surface Lamb
waves, which consists of two branches [13, 14]. The
main effects obtained by using this model and associ-
ated with the influence of the elastic anisotropy on the
spectral structure of a surface Rayleigh wave can be
formulated as follows (we assume that the propagating
elastic wave is not dipole-active, i.e., is not accompa-
nied by a magnetostatic or electrostatic field):1 

(1) the phase velocity decreases [14];
(2) the polarization tends to the transverse orienta-

tion [14];
(3) the penetration depth of the wave increases (the

extent of wave localization near the crystal surface
decreases) [14];

(4) a smooth transition from a generalized to a sur-
face Rayleigh wave is possible [7, 8];

(5) a one-to-one correspondence exists between the
parameters of the surface Rayleigh wave and the struc-
ture of the surface of reciprocal phase velocities for the
corresponding type of normal elastic waves in an
unbounded crystal [7, 8].

As regards the analysis of the effect of elastic anisot-
ropy on the spectrum of Lamb waves in a plate in the
long-wave limit, the main results obtained in this direc-
tions can be formulated as the following conclusions
(for nondipole-active waves):

(1) all the modes belonging to the spectrum of
quasi-transverse Lamb waves in the vicinity of a con-
tinuous shear-type structural phase transition are
slowed down [7, 11];

(2) for a given value of the wave number and the
ratio of elastic moduli in a mechanically free plate, one
or two surface Lamb waves can propagate;

(3) as the wave number k⊥  decreases, the dispersion
curve for a symmetric surface Lamb wave may
smoothly go over to the dispersion curve of a bulk lon-
gitudinal Lamb wave with ν = 1 for k⊥  ≠ 0;

(4) for a certain ν = 1, the point of degeneracy of a
Lamb wave and a transverse elastic wave of the SH type
can be formed.

However, till now
(1) the lower (longitudinal and bending) modes of

the Lamb spectrum of an anisotropic plate were mainly
considered;

1 This can be observed not only in nonpolar media, but also, for
example, for one-component dipole-active ferroelastic phase tran-
sitions for a definite orientation of the plane of propagation of an
elastic wave.
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(2) the effects associated with the influence of spa-
tial dispersion, which are known to affect significantly
the critical dynamics of the order parameter under
phase transitions of the soft mode type were ignored
(the class of continuous shear-type structural phase
transitions are just an example of such transitions);

(3) only anisotropic plates with mechanically free
boundary conditions were considered in spite of the
fact that an analysis of the peculiarities in the rear-
rangement of the spectrum of generalized Lamb waves
is undoubtedly important in connection with consider-
able advances in the physics of composite materials;

(4) the relation between the spectral structure of
bulk Lamb waves and peculiarities of reflection of nor-
mal elastic waves polarized in the plane of incidence at
the sample boundary was not investigated. At the same
time, this type of elastic vibration of an anisotropic
plate is the result of the interference of quasi-transverse
and quasi-longitudinal phonons which can be trans-
formed into one another as a result of multiple reflec-
tions from the plate boundaries. Both components of
the lattice displacement vector u lie in the wave inci-
dence plane and have a multipartite structure.

An additional argument in favor of a considerable
effect of the configuration of the refraction surface on
the spectral structure of bulk elastic vibrations is also
the fact that the presence of a segment with a negative
Gaussian curvature on the surface is a sufficient condi-
tion for the formation of a semi-bounded hexagonal
crystal of a generalized Rayleigh wave for a mechani-
cally free surface [7, 8]. At the same time, it was shown
[12, 13] that the dispersion relation for the symmetric
branch in the spectrum of surface Rayleigh waves (in
the short-wave limit) for a plate made of the same crys-
tal smoothly goes over (for k⊥  ≠ 0) into the dispersion
curve for a bulk longitudinal Lamb wave upon a
decrease in the wave number k⊥ .

However, the relation between the local geometry of
the isofrequency surface for the normal elastic vibra-
tions of an unbounded crystal and the spectral structure
of Lamb phonons in a crystal plate undergoing a con-
tinuous shear-type structural phase transition has not
been investigated as yet.

In connection with what has been said above, the
present work aims at determining the relation between
the configuration of the wave vector surface for normal
elastic vibrations polarized in the plane of incidence in
an unbounded crystal and the anomalies in the spec-
trum of bulk Lamb phonons, using as an example a one-
component proper ferroelastic phase transition in a fer-
roelectric plate without a center of symmetry (i.e., dis-
playing the piezoelectric effect) in the paraelectric
phase [3]. The subject matter of the paper is as follows.
Section 2 contains basic relations as well as the formu-
lation of the boundary-value ferroelastic problem. An
analysis of the spectral structure (in the absence of spa-
tial dispersion) of bulk acoustic waves polarized in the
sagittal plane of a crystalline ferroelectric film under-
JOURNAL OF EXPERIMENTAL 
going a structural phase transition is presented in Sec-
tion 3. The results of the analysis of the shape of the
section of the isofrequency surface for normal elastic
vibrations in the ferroelastic material under investiga-
tion by the sagittal plane and the relation between this
shape and the observed anomalies in the phonon spec-
trum are considered in Section 4. In Section 5, the sin-
gularities in the spectrum of generalized Lamb waves
induced by the presence of a rhombic anisotropy in the
sagittal plane are analyzed. Additional anomalies in the
phonon spectrum associated with correlation effects in
the ferroelectric subsystem of the crystal (spatial dis-
persion), which must be taken into account in the vicin-
ity of the phase transition, are considered in Section 6.
The main results obtained in this work are formulated
in the Conclusion.

2. BASIC RELATIONS
Following [4], we consider the transition from the

paraelectric to the ferroelectric state, which takes place,
for example, in KDP crystals at T  TC (TC is the
Curie temperature) as an example of a one-component
ferroelastic phase transition. The structure of the corre-
sponding thermodynamic potential can be presented in
the form [3, 14]

(1)

Here, δ, b > 0, and γ are the constants characterizing
spatial dispersion, anisotropy, and the piezoelectric
interaction, respectively, and cik are the elastic interac-
tion constants.

Since we are interested here in the nondipole-active
dynamics of the model of the ferroelectric crystal under
investigation, we must put, in accordance with (1), k ∈  xy
(kz = 0). In this case, the corresponding closed system
of equations connecting only the polarization vector Pz

and the vector u of elastic displacements of the lattice
[15] has the form

(2)

(ρ is the density). In the case of a bounded ferroelectric
plate, the system of dynamic equations (2) must be sup-
plemented with the required boundary conditions. The
boundary condition for the polarization vector P is cho-
sen in the form of the relation [15]

(3)

corresponding to a partial (a ≠ 0) pinning of the polar-
ization vector on both surfaces of the ferroelectric film
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under investigation. As regards the elastic boundary
conditions, we will henceforth assume that the relations
corresponding to a boundary with tangential slip hold
on both surfaces of the plate [1]:

(4)

(  is a unit antisymmetric tensor). It is well known that
this type of boundary conditions is realized on the inter-
face between two solids with completely incoherent
conjugation [16]. In this case, we assume in (4) that the
elastic medium bordering the plate along the normal to
the interface can be regarded as an absolutely rigid
medium (u · n = 0). Thus, we are dealing here with a
layered structure of the half-space + layer + half-space
type.

Calculations show that the spectrum of coupled fer-
roelastic vibrations in the model of the unbounded ferro-
electric material under investigation with u, k ⊥  [001] and
Pz ≠ 0 in the paraelectric tetragonal phase can be pre-
sented in the form

(5)

(  is the Christoffel tensor). While deriving relation (5),
we assumed that in the corresponding components of
the Christoffel tensor, the elastic modulus c66 is multi-
plied by the parameter

Here, ωpe is the ferroelastic gap, ω0 is the activation of
the spectrum of polarization-induced vibrations, which
is associated with the uniaxial anisotropy b, c2 = δ/f,

and k2 =  + . It can easily be proved that if we dis-
regard the piezoelectric interaction (γ  0), Eqs. (5)
can be factorized, and the obtained dispersion relations
describe two physically different sets of natural vibra-
tions of the dynamic system under investigation, each
of which describes, respectively, the spectrum of
phonons in a nonpolar tetragonal or cubic crystal,
which are polarized in the plane of incidence, and the
spectrum of bulk vibrations of the z component of the
electric polarization vector P disregarding the effect of
the lattice. For γ ≠ 0, expression (5) makes it possible to
determine the relation between the wave vector compo-
nent normal to the film surface, (n ⊥  [001]), character-
ized by frequency ω and the wave number k⊥ of a prop-
agating bulk elastic wave; i.e., it can be regarded as the
characteristic equation for the solution of the boundary-
value problem for n, u, k ∈  xy. It follows from relation (5)
that the structure of the component of the lattice elastic

εijk
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displacement vector u normal to n for n || [100] as well
as n || [110] can be presented in the form

(6)

(τ is the running coordinate along the direction of prop-
agation of the wave t ⊥  n; q2 ≡ –(k · n)2). Using rela-
tions (5) and (6), we can classify the possible types of
propagating elastic waves depending on their localiza-
tion near the surface of a magnet (ζ ≥ 0) defined by q1, 2.
In order to simplify subsequent calculations, we will
formulate a number of simplifying assumptions com-
plying with the requirements of the present work.

(1) Since the softening of an acoustic surface wave
is known to occur in the long-wave region of the spec-
trum of ferroelastic vibrations, we will henceforth
assume that the frequency and the wave number of the
phonons under investigation are such that the following
relation holds to a high degree of accuracy:

(7)

(the dynamics of the polarization subsystem of the
crystal will be analyzed in the quasi-static limit). As a
result, the boundary-value problem for the z component
of the electric polarization vector P assumes the form

(8)

If we use the apparatus of Fredholm’s equations, we
can use Green’s function G(ζ, t) [17] of the form

(9)

to eliminate Pz from the equations for the lattice dis-
placement vector u both for n || [100] and for n || [110].
As a result, the boundary-value problem under investi-
gation can be reduced to an analysis of only the elastic
boundary-value problem for the components of vec-
tor u.

(2) Since the analysis of the conditions for the
reflection (refraction) of elastic waves polarized in the
plane of incidence shows that a change in the local cur-
vature of the reciprocal phase velocity surface is possi-
ble only for the quasi-transverse branch of the spectrum
of normal elastic vibrations of an unbounded crystal,
we will assume that the velocities sl and st of quasi-lon-
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gitudinal and quasi-transverse acoustic waves are con-
nected through the condition

(10)

Subsequently, we will confine our analysis to the singu-
larities in the phonon spectrum of a ferroelectric plate
taking into account only the quasi-transverse branch in
the spectrum of normal elastic vibrations of phonons

polarized in the plane of incidence (k2 =  + ,  =
kx/ky). Thus, the corresponding dispersion relation for
the spectrum of quasi-transverse phonons with u ∈  xy
in an unbounded crystal can be presented in the form

(11)

where η ≡ 2c66θ/(c11 – c12), ξ ≡ c66θ/c11, and  = c66θ/ρ
for n || [100]. On account of the above approximations,
relations (1), (2), and (6) show that the following types
of propagating normal elastic vibrations (c  0) are
possible in the frequency range (11) depending on the
magnitude and sign of parameters η and r both for
n || [100] and for n || [110].

I. Bulk wave of the first type (  > 0;  < 0):

(12)

II. Generalized surface waves (  = ( )*):

(13)

III. Surface waves (  > 0):

(14)

IV. Bulk waves of the second type (  < 0):

(15)

If, however, r > 0 for n || [100] or r < 0 for n || [110], an
analysis shows that all the relations obtained above

remain valid except that now we must put  ≡ 0 for
any k⊥ . In other words, the formation of generalized
surface waves with k ∈  xy is impossible for n || [100] as
well as for n || [110]. Thus, the necessary condition for
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the propagation of bulk phonons corresponding to the
quasi-transverse branch in the spectrum of normal elas-
tic waves along the ferroelectric plate under investiga-
tion is that their frequency ω and the wave number k⊥
must lie in region I or IV. In this case, a tripartite elastic
wave having the polarization in question and propagat-
ing along the plate has at least one bulk component.

Multiple reflection of this type of phonons from the
plate boundary and their interference lead to the forma-
tion of normal elastic modes polarized in the sagittal
plane of the ferroelectric film under investigation
(Lamb waves). The next section will be devoted to an
analysis of the main singularities in the phonon spec-
trum of a plate made of a uniaxial ferroelectric material
in the paraelectric phase, undergoing the one-compo-
nent ferroelastic phase transition 42m  mm2 disre-
garding the correlation effects (we assume that δ  0

and θ = /( )).

3. ELASTIC VIBRATIONS POLARIZED
IN THE SAGITTAL PLANE

It follows from the boundary-value problem (4) that
the spectrum of bulk ferroelastic vibrations with k ∈  xy
(u ⊥  [001]) can be presented in this case in the form

(16)

where Λik is the Christoffel tensor, n || [100], mν = πν/2d,
ν =1, 2, … Since the corresponding characteristic equa-
tion (4) is biquadratic in k · n, we will simplify our ana-
lytical calculations by assuming henceforth that the fol-
lowing conditions are satisfied:

c11, c12 @ c66. (17)

In this limit, relations (11) and (16) can be presented in
the form [2]

(18)

for n || [110] and

(19)

for n || [100]. An analysis of relations (18) and (19)
shows that the shape of the dispersion curve of the bulk
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mode with number ν in a crystal with a preset ratio of
elastic moduli (disregarding the piezoelectric interac-
tion) changes qualitatively depending on the orientation of
normal n to the film surface (n || [100] or n || [110]) in the
plane (001) of wave propagation. An analysis shows, in
particular, that the phonon spectrum (18), (19) under-
goes the most significant transformation when the fol-
lowing condition is satisfied for the elastic moduli of
the crystal even if we disregard the piezoelectric inter-
action (γ = 0):

η > 1, r < 0 (20)

(the condition ξ < 1 is observed everywhere). In this
case, an analysis of relations (18) and (19) shows that
the dispersion curves describing the spectrum of bulk
quasi-transverse elastic vibrations for n || [110] corre-
spond to forward-type waves (∂Ων/∂k⊥  > 0) irrespective
of the mode number ν and the magnitude of the wave
number k⊥  for |r | < 1/3. In this case, two points of
inflection kν1, 2 ≠ 0, which are real-valued roots of the
equation

may appear on these curves. However, as we approach
the region of a ferroelastic phase transition, the points
of inflection on the dispersion curve with a fixed value
of the mode number ν start converging and merge into
one point for η = 1 (r = 0). As the crystal approaches the
phase transition point (the value of |r| increases, r > 0), the
dispersion curve under investigation becomes more and
more gently sloping and may ultimately acquire a min-
imum for r > 1/3 and for k⊥  = k*ν, where

(21)

As a result, for k⊥  > k*ν, the corresponding segment of

the dispersion curve (18) describes a forward-type
wave (∂Ων/∂k⊥  > 0), while for k⊥  < k*ν, a backward-

type wave (∂Ων/∂k⊥  < 0) propagates in the film under
investigation. Moreover, for r > 1/3, a point of cross-
over (intersection) of the corresponding dispersion
curves may appear for the modes with numbers ν and ρ
of spectrum (18) for k⊥  = kνρ ≠ 0:

In the case when the condition η > 1 (r < 0) is satis-
fied in a film with the normal n || [100], the transforma-
tion of spectrum (19) for the bulk phonon type under
investigation is qualitatively different. An analysis
shows that in contrast to the case (18) with n || [110]
considered above, the long-wave asymptotic form of
the dispersion curve describing a mode with a fixed ν
for the given geometry of propagation of an elastic
wave may depend considerably on the value of |r | even
for k⊥   0 and far away from the structural phase
transition region. For example, a backward-type wave
(∂Ων/∂k⊥  < 0) is formed irrespective of the mode num-

∂Ων
2
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2
0,=
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Ων kνρ( ) Ωρ kνρ( ).=
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
ber ν for |r | > 1/4, while for |r | < 1/4, the corresponding
dispersion curve describes a forward-type wave for any
value of the wave number k⊥ . As the regards the shape
of the dispersion curve for a mode with number ν for
|r | > 1/4, calculations show that for k⊥  = k*ν, where

(22)

a minimum is formed on the curve. Besides, for modes
with numbers ν and ρ (ν ≠ ρ), a point of degeneracy of
the dispersion curves Ων(k⊥ ) and Ωρ(k⊥ ) belonging to

spectrum (19) can be formed for k⊥  = .
As the crystal under investigation approaches the point

of the ferroelastic phase transition, |r| starts decreasing,
quantity r remaining negative (r  –1/4, r > –1/4). As
a result, in accordance with (19), the wave numbers k*ν

and kνρ corresponding respectively to the point of the
minimum on the dispersion curve with number ν and
the point of degeneracy of the dispersion curves Ων(k⊥ )
and Ωρ(k⊥ ) belonging to the spectrum decrease in abso-
lute value. As we approach the point of the shear-type
structural phase transition under investigation, the
absolute value of r becomes smaller and smaller, and
for any r from the region –1/4 < r, all the dispersion
curves described by relations (19) and belonging to the
spectrum of Lamb waves of the type in question are for-
ward-type wave (∂Ων/∂k⊥  > 0) irrespective of the mode
number ν and the wave number k⊥ . For any mode num-
ber ν and ρ, the following inequality is observed:

An analysis of relations (18) and (19) shows that the
rearrangement of the spectrum for the bulk phonons
under investigation in the vicinity of the continuous
shear-type structural phase transition also takes place
when the crystal has the properties of an elastically iso-
tropic medium (η = 1 or r = 0) for γ = 0. In this case, in
accordance with (18) and (19), the shape of the disper-
sion curves belonging to the spectrum of acoustic
phonons of the given type is determined by the inequal-

ities ∂Ων/∂k⊥  > 0 and ∂2Ων/∂  > 0 both for n || [100]
and for n || [110] irrespective of the value of k⊥  and the
mode number ν (∂Ων/∂k⊥   0 for k⊥   0). The
existence of the piezoelectric interaction in the crystal
(γ ≠ 0 in (1)) leads to different transformations of the
spectrum of Lamb phonons of the type (18), (19) under
investigation for different orientations of n in the (001)
plane in the vicinity of the ferroelastic phase transition
in question (T  TC). For example, for n || [100], the
shape of the dispersion curve of the mode Ων(k⊥ ) with
a fixed ν is the same as for γ = 0: it corresponds to a for-
ward-type wave ∂Ων/∂k⊥  > 0. However, as the value of r

increases, two points of inflection (∂2Ων/∂  > 0) can be
formed for k*ν ≠ 0. On the other hand, if the normal n to

the surface of an elastically isotropic (for γ = 0) plate coin-

k*ν
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332 TARASENKO
cides with the direction [110] for γ ≠ 0, an analysis of
relations (18) shows that, first, for r > 1/3, a minimum
may appear on the dispersion curve from (18) with
number ν for k⊥  ≠ 0 and, second, a point of crossover
for the dispersion curves with numbers ν and ρ belong-
ing to spectrum (18) can be formed for kνρ ≠ 0 [kνρ is the
real-valued root of the equation Ων(k⊥ ) = Ωρ(k⊥ )].
For r > 0, the pattern of rearrangement of the spectrum
of bulk quasi-transverse phonons polarized in the sagit-
tal plane of an anisotropic plate with n || [100] or n || [110]
may also be qualitatively similar to that considered
above for r = 0 and γ = 0. To this end, the condition r < 1/3
for n || [110] or r < 1/4 for n || [100] must be observed
in the limit γ = 0.

Finally, an analysis of relations (18) and (19) shows
that if the elastic properties of the crystal type under
investigation satisfy the conditions r > 1/3 for n || [110]
or r < 1/4 for n || [100] even in the absence of a piezo-
electric interaction (γ = 0), the shape of the dispersion
curves of modes (18) and (19) describing the spectrum
of bulk quasi-transverse elastic vibrations does not dis-
play any qualitative changes as we approach the stabil-
ity boundary for the given crystalline state irrespective
of the direction of normal n in the sagittal plane of the
film (n || [100] or n || [110]). In particular, for n || [100],
the dispersion curves of spectrum (19) correspond
to forward-type waves (∂Ων/∂k⊥  > 0) for arbitrary ν
and k⊥ . If the relation ∂ /∂  = 0 holds for k⊥  ≠ 0,
two points of inflection can be formed on the corre-
sponding curve describing the mode with a given num-
ber ν. For n || [110], the dispersion curve describing the
mode with a number ν from spectrum (18) has a mini-
mum for k⊥  ≠ 0. In other words, it describes a back-
ward-type wave (∂Ων/∂k⊥  < 0) in the long-wave limit
k⊥   0. Besides, if the condition Ων(k⊥ ) = Ωρ(k⊥ ) is
satisfied for the modes with numbers ν and ρ, a point of
degeneracy of the phonon spectrum under investigation
will be formed.

The above analysis shows that the physical reason
behind the presence of a minimum on a dispersion
curve belonging to the spectrum of bulk Lamb phonons
of the type under investigation is the presence of an
accompanying elastic vibration of the quasi-longitudi-
nal type in the given region of frequencies and wave
numbers. If this accompanying vibration is transformed
into an auxiliary bulk wave for certain values of ω and
k⊥ , the formation of a crossover point on dispersion
curves belonging to the spectrum of the Lamb phonons
in question becomes possible for k⊥  ≠ 0.

Since the presence of an accompanying surface
vibration in a crystal is essentially determined by the
configuration of the refraction surface for the corre-
sponding normal elastic wave in an unbounded crystal
[1, 2] (see Introduction), we devote the next section to
an analysis of the relation between the local geometry
of the refraction surface for a normal quasi-transverse

Ων
2

k ⊥
2
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elastic wave in an unbounded cubic crystal, which is
polarized in the plane of incidence, and the anomalies
in the spectrum of bulk Lamb phonons determined above
for a ferroelastic plate in the paraphase with n || [100] or
n || [110] and k ∈  xy.

4. RELATION WITH THE SHAPE
OF THE REFRACTION SURFACE

Since the wave vector of the wave described by rela-
tions (18) and (19) lies in the (001) plane, we must ana-
lyze, using relation (11), the shape of the cross section
of the surface of reciprocal phase velocities of the
quasi-transverse (u ⊥  [001]) elastic wave (ω = const) by
the (001) plane in the k space. Taking into account
approximations (7) and (11), we can write the corre-
sponding expression in the form

(23)

( /k2 ≡ sin2ϑ , k2 ≡  + , δ  0). An analysis of
the extremum points of the curve described by (23) [1]
and their comparison with the singularities in the shape
of the dispersion curves (18) and (19) discussed above
show that the presence of a local minimum on the dis-
persion curve of the waveguide phonon (18), (19) under
investigation is connected with the formation of a seg-
ment with the maximum negative curvature (at ϑ  = π/4
for r > 1/3 and at ϑ  = 0 for r < –1/4) on the correspond-
ing cross section of the refraction surface for a normal
quasi-transverse wave of the same polarization (23) in
an unbounded crystal. The position of this segment on
curve (23) in the k space is determined by the condition
ϑ  = 0 and is unambiguously connected with fre-
quency ω, the mode number ν, the film thickness 2d,
and the wave number k⊥  of the waveguide phonon (18),
(19) under investigation.

If we consider the section of curve (23) by the
straight lines determined by the conditions kx = const
and ky = const, an analysis of the common points of
such a straight line and the refraction surface for (23)
makes it possible to obtain information on the spectral
structure of the corresponding waveguide phonon for a
given wave number k⊥ , frequency ω, as well as a mode
number ν (curves (18) and (19) in the present case). In
particular, if the direction of normal n to the film sur-
face coincides with the ordinate axis in the plane of the
wave vectors kx, ky  (n || [100]), the number of common
points of the straight line kz = k⊥  and curve (23) deter-
mines the numbers ν of modes with the same wave
number k⊥  and frequency ω in the spectrum of the bulk
Lamb phonons under investigation, which can propa-
gate along the [010] axis of the given crystalline plane
of thickness 2d (i.e., crossover points). In the same
geometry, the presence of common points of curve (23)
and the straight line kx = mν allows us to determine the

k2 ω2
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wave numbers k⊥  for the given type of a Lamb waveguide
phonon with a fixed mode number ν and frequency ω,
which can propagate along the plate having a thickness
2d and made of the ferroelectric under investigation.
Since the outward normal to the refraction surface coin-
cides with the direction of the group velocity of the
wave [1], the joint analysis of relations (18), (19), and
(23) shows that the study of the local geometry of the
cross section of the isofrequency surface (23) makes it
possible to judge which type of the wave (forward or
backward) corresponds to the relevant segment on the
dispersion curve of a waveguide phonon, which can be
determined from (18) and (19) by specifying ω, mν, and
k⊥ . For example, in the case under consideration, when
k || [010] (n || [100]), the bulk Lamb wave (19) propagat-
ing along the film is a backward wave if the projection of
the outward normal to the refraction surface on the direc-
tion [100] has negative sign at the point of intersection
of this surface with the straight line ky = mν. If, however,
the projection is positive, the corresponding wave for
given k, ω, and mν is a forward wave. If the component
along the x axis is equal to zero for a certain k⊥  ≠ 0, such
a situation is possible when the dispersion curve for the
mode having number ν and belonging to the spectrum
of bulk vibrations propagating along the surface of the
film of thickness 2d (n || [100]) has an extremum for
this value of the wave number k⊥ . The sign of the local
Gaussian curvature of curve (23) at this point deter-
mines whether the point is a maximum or a minimum.

Till now, we carried out the analysis for a crystalline
plate for which the elastic properties along the normal
to the surface and along the direction of propagation of
an elastic wave with a preset polarization were identi-
cal. In this connection, it would be interesting to find
out how the elastic anisotropy in the sagittal plane affects
the above necessary conditions for the existence of the
point of crossover kνρ as well as the point of minimum k*ν

(the formation of a backward wave ∂Ων(k⊥ )/∂k⊥  < 0) on
the dispersion curve for the mode Ων(k⊥ ) belonging to
the spectrum of bulk Lamb phonons in an anisotropic
plate. For this purpose, we will consider in the next sec-
tion the effect of rhombic anisotropy in the sagittal
plane of an anisotropic plate on the conditions of the
formation of the above anomalies in the spectrum of the
bulk Lamb phonons of the type under investigation. By
way of an example, we will analyze a one-component
ferroelastic phase transition from the paraphase to the
ferroelectric state for a crystalline plate displaying the
piezoelectric effect 222  2 in the paraphase (Roch-
elle salt) [3].

5. EFFECTS OF RHOMBIC ANISOTROPY

For the convenience of comparison with the results of
the above calculations, we assume that the z axis ([001]) is
the polar axis for the one-component ferroelastic phase
transition. In this case, the thermodynamic potential den-
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
sity corresponding to the given model can be presented
in the form

(24)

As before, we assume that vectors k and n lie in the
(001) plane and confine our analysis to the spectrum of
bulk elastic nonpiezoactive vibrations localized in the
sagittal plane and propagating along the film. We will
consider only the cases when n || [100] and n || [010]
provided that relations (3) and (4) are satisfied on the
surfaces of the plate.

Calculations show that in limit (7), the spectrum of
coupled ferroelastic vibrations with u, k ⊥  [001] and
Pz ≠ 0 in the paraelectric tetragonal phase in the model
of an unbounded ferroelectric medium can be presented
in the form

(25)

where k2 =  + , ϑ is measured in the sagittal plane
and is equal to zero for k ||[010], and Λik are the Crist-
offel tensor components. Expressions (24) and (25)
make it possible to find the relation between the com-
ponent of the wave vector k normal to the film surface
with n ⊥  [001] on the one hand and the frequency and
the wave number k⊥  of a propagating bulk elastic wave
on the other, i.e., to write the characteristic equation for
the solution of the boundary-value problem for n, u,
and k ∈  xy. It follows from (24) and (25) that the struc-
ture of the component of the vector u of the lattice elas-
tic displacements, which is normal to n, can be pre-
sented in form (6) both for n || [100] and for n || [010].
Using relations (6) and (25), we can classify the possi-
ble types of propagating elastic waves depending on the
form of their localization near the surface of a magnet
(ζ ≥ 0) defined by q1, 2. If we confine our subsequent
analysis to the range of frequencies ω and wave num-
bers k⊥ such that

(26)

we can analyze the effect of rhombic anisotropy on the
spectral structure of propagating bulk elastic waves
polarized in the sagittal plane of a ferroelectric film tak-
ing into account only the quasi-transverse branch in the
spectrum of normal elastic vibrations of an unbounded
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crystal (25), which is polarized in the plane of inci-
dence (001) (χ ≡ c22/c11):

(27)

It follows from relations (6) and (27) that, depending on
the form of localization of the film plane ζ = 0 near the
crystal surface, the following types of propagating normal
quasi-transverse elastic waves are possible for n || [001] as
well as for n || [010] for the chosen orientation of nor-
mal n to the film surface (n || [100] or n || [010]) and of
the plane (001) of wave propagation.

I. Bulk wave of the first type (  > 0;  < 0):

(28)

II. Generalized surface waves (  = ( )*):

(29)

III. Surface waves (  > 0):

(30)

IV. Bulk waves of the second type (  < 0):

(31)

If, however, r* > 0, an analysis shows that all the rela-

tions derived above remain valid except that we must

assume now that  ≡ 0 for any k⊥ ; i.e., the formation
of generalized surface wave is ruled out.

Thus, the necessary condition for the propagation of
the bulk Lamb phonons (corresponding to the quasi-
transverse branch in the spectrum of normal elastic
waves, which is polarized in the plane of incidence)
along the ferroelectric plate under investigation is the
requirement that their frequency and wave number k⊥
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belong to region I or IV. In this case, the bipartite elastic
wave having the appropriate polarization and propagat-
ing along the film has at least one bulk component.

Multiple reflection of this type of phonons from the
plate boundary and their interference lead to the forma-
tion of normal elastic modes polarized in the sagittal
plane of the ferroelectric film under investigation. In
our geometry (k ∈  xy, n || [100] or n || [010]), the spec-
trum of these bulk phonons can be determined in the
explicit form:

(32)

(33)

Calculations show that in view of the above assump-
tions, the section of the isofrequency surface for the
quasi-transverse branch in the spectrum of normal elas-
tic waves polarized in the plane of incidence by the sag-
ittal plane (001) can be described by the following rela-
tion (  = ky/kx):

(34)

As in the case considered above, segments with a neg-
ative Gaussian curvature may be formed on the isofre-
quency surface of quasi-transverse normal elastic
vibrations for definite relations between elastic moduli.
The maxima on these segments in the xy plane coincide
with the [100] and [010] directions. However, in view
of the rhombic symmetry of the crystal, a concave seg-
ment can appear on curve (34) for k || [100] if

(35)

while the region with a negative curvature is formed on
the slow-mode surface (34) for k || [010] when

(36)

Thus, the conditions for the existence of a region with
a negative Gaussian curvature on the refraction surface
along normal n to the plate surface and along the direc-
tion of propagation of a bulk elastic wave, k⊥  ⊥  n, can
be satisfied simultaneously in the given case. Let us
find out how this circumstance is connected with the
spectral structure of propagating bulk quasi-transverse
elastic vibrations polarized in the sagittal plane of the
crystal plate under investigation.

An analysis of relations (32) and (33) shows that the
plate in question now has anisotropic elastic properties
along the directions associated with vectors n and k⊥ .
For a given parameter of crystal rhombicity (χ ≠ 1), the
necessary condition for the formation of a minimum on
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the dispersion curve for the phonon mode with a preset
number ν is the fulfillment of the inequalities

(37)

As regards the necessary condition for the formation of
a point of degeneracy of the dispersion curves for
modes with numbers ν and ρ, belonging to the spec-
trum of the bulk Lamb phonons under investigation, for
the given directions of wave propagation and normal n
to the film surface (k, n ∈  xy) it can be presented in the
form

(38)

The joint analysis of relations (18), (19) and (32), (33)
shows that additional (as compared to those considered
above) singularities appear in the spectrum of the bulk
Lamb phonons in an anisotropic plate with n || [100] (or
n || [010]) if the following relations hold for r* < 0:

(39)

In this case, two additional versions (besides those ana-
lyzed above for χ = 1) of the spectral rearrangement for
phonons with a given polarization can be realized:

(1) for any mode number ν, the corresponding dis-
persion curve has a minimum at k⊥  = k*ν; however,

there are no points of crossover for any k⊥  and mode
numbers ν and ρ if n || [100], χ > 1, or n || [010], χ < 1;

(2) for any k⊥  and mode number ν, there are no
points of minima on the dispersion curve Ων(k⊥ )
(∂Ων/∂k⊥  > 0); however, for any ν and ρ, there exists a
point of degeneracy on the relevant dispersion curves
Ων(k⊥ ) = Ωρ(k⊥ ); for n || [100], it is necessary that χ < 1,
while for n || [010], the condition χ > 1 must be
observed.

Thus, the above analysis shows that the formation of
these additional versions of the spectral rearrangement
for bulk Lamb phonons is associated with a change in
the local geometry of the isofrequency surface for the
normal quasi-transverse phonons polarized in the plane
of incidence in an unbounded crystal. Till now, the
analysis of the effect of the local geometry of the isof-
requency surface for a normal elastic wave in an
unbounded crystal on the spectral structure of the cor-
responding type of bulk phonons propagating along the
crystal plate in the vicinity of a shear-type structural
phase transition was carried out in the limit δ  0,
i.e., disregarding the correlation effects in the ferroelec-
tric subsystem of the crystal. Consequently, the above
results are valid primarily for plates of strongly aniso-
tropic crystals away from the region of stability of the
given crystalline state. As regards the spectral rear-
rangements for bulk phonons in the immediate vicinity

4 r* 1, n || 010[ ] ,>

2 r* χ1/2, n || 100[ ] .>

2 r* χ1/2, n || 010[ ] ,>
4 r* 1, n || 110[ ] .>

χ 4 r* 1,> >
χ 4 r* 1.< <
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of a ferroelastic phase transition, we must also take into
account the correlation effects apart from the effects of
the shape of the isofrequency surface for the normal
acoustic vibrations of an unbounded crystal. In the
model under investigation, this means that the approxi-
mation δ = 0 becomes invalid. The results of such an
analysis for the model of a rhombic crystal will be pre-
sented in the next section.

6. EFFECTS OF SPATIAL DISPERSION

An analysis of the boundary-value problem taking
into account both elastic (4) and additional (3) bound-
ary conditions shows that for any value of χ compatible
with the conditions of elastic stability of the crystal, the
spectrum of the Lamb waves of the type in question can
be determined explicitly, as before, by using the same
approximations, for any value of the wave number k⊥
for a = ∞ both for n || [100] and for n || [010].

If we consider a rhombic crystal by way of an exam-
ple, the spectrum of the bulk phonons under investigation
in our geometry (k ∈  xy, n || [100] or n || [010]) can be
determined in the explicit form (κν ≡ πν/2d, ν = 1, 2, …):

(40)

(41)

A comparative analysis of relations (32), (33) and (40),
(41) shows that the main auxiliary effects associated
with the influence of the spatial dispersion of elastic
moduli (δ ≠ 0) on the spectrum of the bulk Lamb
phonons of the type in question are as follows.

(1) For  + c2(πν/d)2 ! c2  ! , the phase
velocity of a mode with number ν becomes a function
of the wave number k⊥ .

(2) The phase velocity of Lamb modes with num-
bers ν ≠ 0 does not vanish at the stability boundary of
the given crystalline state.

(3) The spatial dispersion of the elastic modulus c66
leads to the disappearance of the points of crossover in
the spectrum of the bulk Lamb phonons of the given
type for modes with numbers ν and ρ (due to partial
trapping at the surface) and to the divergence of the cor-
responding dispersion curves (dissipation is absent).
For example, for the case of a rhombic crystal consid-
ered above, for 0 ≠ a ! 1, the structure of the dispersion
curves for modes with numbers ν and ρ in the vicinity
of the point of degeneracy of the modes Ων(k⊥ ) and
Ωρ(k⊥ ) existing at δ = 0 can be approximately pre-
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sented, taking into account relations (40) and (41), in
the form

(42)

where |  < 1,  ≈ a2. In the case of the intersec-
tion of the dispersion curves corresponding to the for-
ward and backward types of the waves at the point of

degeneracy k⊥  = kνρ (  = 0), the removal of degener-

acy (  ≠ 0) leads to the disappearance of the degen-
eracy point and to the formation of two points of
extrema in the vicinity of this point: a minimum for the
branch whose frequency ω > Ων(kνρ), and a maximum
for ω < Ων(kνρ).

(4) If the relation c2(πν/d)2 @ is satisfied for a
phonon mode with number ν, the spectral structure of
such an elastic mode taking into account the spatial disper-
sion in the ferroelectric subsystem of the crystal (δ ≠ 0) is
determined only by the relation between elastic moduli
in the limit γ  0 not only far away from the fer-
roelastic phase transition, but also in its vicinity.

7. CONCLUSION

The main conclusions drawn in the present work can
be formulated as follows.

(1) There exists a one-to-one correspondence
between the presence of regions with a negative Gauss-
ian curvature on the section of the isofrequency surface
for normal quasi-transverse vibrations polarized in the
incidence plane by the sagittal plane and certain anoma-
lies in the spectrum (type of the wave and the presence of
the points of extremum and crossover) of the dispersion
curves of the modes belonging to the relevant type of
generalized Lamb waves in an anisotropic plate.

(2) The form of elastic anisotropy can considerably
affect the spectral structure of the Lamb phonons of the
type under investigation.

(3) A consistent inclusion of the effects of spatial
dispersion in the ferroelectric subsystem of the crystal
may be of utmost importance for a correct description
of spectral transformations for the bulk Lamb phonons
under investigation in the vicinity of a proper ferroelas-
tic phase transition.

In this paper, we analyzed the peculiarities in the
transformation of the spectrum of bulk Lamb waves
under the condition that their sagittal plane coincides
with the symmetry plane of the crystal under investiga-
tion. It is known that in this case, SH waves and Lamb
waves propagate independently. If, however, the crystal
is hexagonal and the sixth-fold axis coincides with the
direction of normal n to the surface of the film for
which conditions (4) are satisfied on both surfaces as

ω2 Ων
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2
k ⊥( )–( )

– Wνρ
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2 k ⊥( )Ωρ
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before, it can easily be verified that in view of elastic
anisotropy, the anomalies observed by us (for an appro-
priate relation between bulk moduli) take place for any
direction of propagation k⊥ / |k⊥ | of a bulk Lamb wave in
the plane of the film. In particular, the characteristic
crossover and extremum points mentioned above will
form closed curves in the k⊥ -space for k⊥  ≠ 0, which lie
in a plane with the normal along n.

It is well known that the presence in the dispersion
relation for normal vibrations Ων(k⊥ ) of points at which
one or several components of the group velocity
(∂Ων/∂k⊥ ) are equal to zero leads to the formation of
singularities in the density of states of the relevant type
of quasiparticles (phonons in the present case). Such
points are known as critical and are associated with
peculiarities in the thermodynamic, kinetic, and optical
properties of the crystal. The formation of critical
points can be associated with the symmetry properties
of the crystal (symmetric critical points) [18]. More-
over, critical points whose presence is not connected in
any way with the crystal symmetry may also exist.
They are known as dynamic critical points [18]. An
analysis of the conditions for the existence of critical
points in the magnon spectrum was carried out in
[19, 20], but only in the model of an unbounded crystal.
In the present work, it is demonstrated for the first time
that the consistent inclusion of the anisotropy of elastic
moduli makes it possible to determine the mecha-
nisms of the formation of a number of new critical
points in the vicinity of a continuous shear-type struc-
tural phase transition in the phonon spectrum of a
crystalline plate, which are absent in the model of an
unbounded crystal.

It is well known [21] that the structure of normal
bulk vibrational modes whose amplitude has nodes
over the plate thickness weakly depends on the type of
boundary conditions. Consequently, we can expect that
the effects observed by us in the spectrum of bulk Lamb
waves for a special case of elastic and auxiliary bound-
ary conditions will take place for this type of bulk
acoustic vibrations for other types of boundary condi-
tions also (probably, except that the mode degeneracy
will be removed and the dispersion curves for modes
with different numbers will diverge in the region of
crossover points).

In the present work, we considered by way of an
example a proper ferroelastic phase transition in a crys-
talline plate. It can naturally be concluded, however,
that the basic effects observed by us here can also be
realized for plates of magnetic crystals undergoing a
proper ferroelastic phase transition.

It should be emphasized that we considered only the
transformation of the spectrum in the vicinity of a fer-
roelastic phase transition for nondipole-active bulk
phonons polarized in the sagittal plane of a crystalline
plate. The singularities in the spectrum of bulk phonons
in the case of dipole-active elastic vibrations in an
AND THEORETICAL PHYSICS      Vol. 92      No. 2      2001
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anisotropic plate will be analyzed in a separate publica-
tion.
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Abstract—The Doppler-shifted cyclotron resonance in an aluminum plate in the geometry when constant mag-
netic field H is directed along the [100] crystallographic axis oriented normally to the surface of the plate is
studied theoretically. The analysis is performed for a simple model Fermi surface possessing fourth-order sym-
metry. Capture of holes by the magnetic field of a radio-frequency wave is shown to considerably decrease the
effectiveness of cyclotron absorption at large exciting field amplitudes. This suppresses the collisionless damp-
ing of dopplerons (propagating modes related to odd cyclotron resonance harmonics). As a result, the sample
becomes more transparent to radio-frequency radiation. © 2001 MAIK “Nauka/Interperiodica”.
In [1], we studied the penetration of radio-frequency
radiation through noble metals in a nonlinear regime. It
was shown that the “capture” of carriers by the mag-
netic field of a large-amplitude wave could substan-
tially decrease collisionless absorption. For instance,
when constant magnetic field H was directed along the
[110] axis and there were open orbits on the Fermi sur-
face, damping caused by them was suppressed to the
extent that helicon propagation became possible (in the
linear regime, carriers in open orbits hindered helicon
propagation). In the region below the helicon threshold,
the suppression of the cyclotron wave absorption by
holes could be so strong that the propagation of a new
wave having no analogs in the linear regime became
possible.

Substantial nonlinear effects in the propagation of
radio-frequency waves can exist not only in noble met-
als but also in other metals with unequal concentrations
of electrons and holes, in particular, in aluminum. The
Fermi surface of aluminum bears no resemblance to the
Fermi surfaces of noble metals. Collisionless absorp-
tion in aluminum is determined by the form of the
∂S/∂pz function, where S(pz) is the area of the cross sec-
tion of the Fermi surface by the pz = const plane and pz

is the momentum component of the conduction elec-
tron along the z axis (the field H direction). The prop-
erties of collisionless absorption in aluminum are dif-
ferent from those of collisionless absorption in noble
metals. There are no open orbits in aluminum, and the
∂S/∂pz derivative does not become infinite, as it does in
noble metals, at the boundary cross section separating
hole orbits of the “dog’s bone” type from electron
orbits.

The hole Fermi surface of aluminum is such that, in
the H || [100] geometry, the S(pz) area is maximum at
the central cross section (pz = 0) and monotonically
decreases as pz increases. The |∂S/∂pz | function experi-
1063-7761/01/9202- $21.00 © 200338
ences complex nonmonotonic variations. It sharply
increases near the central cross section, reaches a max-
imum, slightly decreases and passes a minimum, again
increases and passes another maximum equal in height
to the first one, and then monotonically decreases.
Accordingly, holes can be divided into three groups.
The first group comprises holes for which |∂S/∂pz |
changes from zero to a maximum value. For holes of
the second group, |∂S/∂pz | changes from the first maxi-
mum to the second, and the third group includes holes
for which |∂S/∂pz | decreases after the second maxi-
mum. Although the second group is the largest, these
holes do not contribute to cyclotron absorption in the
short-wave region. Short-wave cyclotron absorption is
caused by first- and third-group holes, which make up
a comparatively small fraction of the total number of
holes. For this reason, collisionless absorption in alu-
minum is considerably weakened compared with the
metals in which cyclotron absorption is determined by
majority carriers. It is therefore of interest to study the
propagation of radio-frequency waves in aluminum in
a nonlinear regime, in which collisionless absorption
should be weakened to a still greater extent. It should be
borne in mind that the situation with aluminum is
essentially different from that with noble metals. In
noble metals, the orbits of the electrons that determine
the spectrum of a nonlinear wave are virtually circular;
for this reason, only fundamental Doppler-shifted
cyclotron resonance (DSCR) is observed for these met-
als. The Fermi surface of aluminum has fourth-order
symmetry, and hole orbits of the second group, which
are majority carriers, are closer to squares than to cir-
cles. For this reason, there occur multiple DSCRs,
which should result in the existence of the correspond-
ing propagating modes. This work is concerned pre-
cisely with these effects in aluminum in a nonlinear
regime.
01 MAIK “Nauka/Interperiodica”
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Fig. 1. (a) Cross section area and (b) the derivative of the cross section area of the Fermi surface of aluminum in the (H || [100] || z)
geometry.
1. A FERMI SURFACE MODEL 
AND NONLOCAL CONDUCTIVITY

Consider the propagation of a radio-frequency wave
in aluminum in the (H || k || [100] || z) geometry, where
k is the wave vector. The concentration of electrons in
aluminum is less than 3% of the concentration of holes,
and the contribution of electrons to conductivity can
therefore be ignored. The cross-section area S(pz) and
its derivative ∂S/∂pz are plotted as functions of pz in Fig. 1
(dashed lines). These plots were obtained in the calcu-
lations performed by Larsen and Greisen [2]. We con-
sider a model in which the S(pz) dependence is given by
the formulas

(1)

(2)

(3)

where α is a dimensionless constant and p, p1, and p2
are momentum dimension parameters. In the interval
p1 + p2 ≤ |pz | ≤ 2(p1 + p2), the y function should be con-
tinued symmetrically with respect to the pz = p1 + p2
point. The y(pz) function at α = 1.1 and p2/" = 2p1/" =
0.35 Å–1 is shown in Fig. 1b (solid line). Its symmetry
with respect to the minimum considerably simplifies
nonlocal conductivity calculations. The left part of the
y(pz) plot is similar to the left part of the Larsen–Gre-
isen calculation curve, whereas the difference between
the right parts is of no consequence because the major-
ity of holes occur in the |pz | ≤ p1 + p2 region. The p
parameter should be adjusted to provide coincidence
between the period of Gantmakher–Kaner oscillations
and the experimental value; this condition is met at

1
2π
------ ∂S

∂pz

-------- py pz( ) pz,sgn–=

y pz( ) α
πpz

2 p1
--------, pzsin p1,≤=

y pz( ) 1
2
--- 1 α α 1–( ) π

pz p1–
p2

------------------- 
 cos+ + ,=

p1 pz p1 p2,+≤ ≤
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p/" = 1 Å–1. Note that, at such a p value, the ∂S/∂pz

derivative at a minimum somewhat exceeds the value
obtained by Larsen and Greisen [2]. It is also necessary
to specify the area of the central cross section S(pz = 0).
This value is determined by the condition of the equal-
ity of the concentration of holes in the model under
consideration to the true concentration of holes in alu-
minum [3],

(4)

where

(5)

and V is the volume enclosed by the hole Fermi surface.
Equation (5) follows from ∂S/∂pz function symmetry
with respect to the pz = p1 + p2 point. As

(6)

S(0) is easy to express through N. The plot of the S(pz)
function for our model at N = 0.06 Å–3 is shown in
Fig. 1a (solid line).

Let the hole orbits be square,

(7)

where (ε, pz) is the area of the cross section of a con-
stant-energy surface (ε = const) by a pz = const plane.
The attractive feature of square orbits is their simplic-
ity, required symmetry, and some similarity to real hole
orbits in aluminum. We in addition assume that the

cyclotron masses of all holes equal m. The (ε, pz)
function can then be written in the form

(8)

2V

2π"( )3
----------------- N ,=

V 4 p1 p2+( )S p1 p2+( )=

S p1 p2+( ) S 0( ) 2πp y p'( ) p',d

0

p1 p2+

∫–=

px py+
1
2
--- S̃ ε pz,( ),=

S̃

S̃

S̃ ε pz,( ) 2πm ε εF–( ) S pz( ),+=
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where εF is the Fermi energy. It follows from (8) that
the dispersion of holes obeys the law

(9)

The components of the velocity vector of a hole are
determined by the formulas

, (10)

(11)

In the geometry under consideration, when the k
and H vectors are directed along the symmetry axis of
the Fermi surface, the system of equations for circu-
larly polarized wave field components decomposes into
two independent equations containing the σ±(k, H) =
σxx ± iσyx conductivity elements. According to [4],
these elements are determined by the formulas

(12)

where

(13)

e is the absolute value of the charge of the electron, c is
the velocity of light, ωc = eH/mc is the cyclotron fre-
quency of holes, ν is the frequency of hole collisions
with the lattice, and τ is the dimensionless time charac-
terizing the motion of a particle in the orbit. Further, we
will be interested in strong magnetic fields when ωc @
|ν – iω|.

According to (7), |pz | + |py | = const at fixed ε and pz.
For this reason, at each square side, the vx and vy veloc-
ity components given by (10) remain constant. This
considerably simplifies the calculations of integral (13),
because over each quarter of the hole revolution period,
the expression in square brackets remains constant. As

a result,  is given by

(14)

where s runs over all integers from –∞ to ∞. It follows
from (14) that DSCR harmonics with numbers n = …, –7,
–3, 1, 5, … and polarization (+) and with numbers
n = …, –5, –1, 3, 7, … and polarization (–) are present
in conductivity (12). This is a consequence of the
fourth-order symmetry of the Fermi surface.

ε p( ) εF–
1

πm
------- px py+( )2 S pz( )

2πm
-------------.–=

v α
∂ε

∂pα
---------≡ 2

πm
------- px py+( ) pα , αsgn x y,= =

v z
∂ε
∂pz

--------≡ 1
2πm
----------- ∂S

∂pz

--------.–=

σ± k H,( ) 2πe2m

2π"( )3
-----------------=

× d pz

v n
± v n

+ v n
–+( )

ν i nωc kv z– ω–( )+
--------------------------------------------------,

n ∞–=

∞

∑∫

v n
± 1

2π
------ v x τ( ) iv y τ( )±[ ]einτ τ ,d

0

2π

∫=

v n
±

v n
± 4 2

π2n
----------

S pz( )
m

-----------------δn 4s 1±, ,±=
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Substituting (14) and (11) into (12) transforms the
equation for the nonlocal conductivity into

(15)

(16)

(17)

(18)

The q value is the ratio between the shift of holes with
pz = p1 + p2, to which a minimum of |∂S/∂pz | corre-
sponds, and the radio-frequency wave length.

Note that, in the local collisionless limit (q  0,
γ  0),

and, therefore, s±(0) = ±1; that is, we obtain the local
Hall conductivity.

Next, let us substitute (2) and (3) into (17) and per-
form the integration over pz. This yields

(19)

for q2 < (4s ± 1)2/α2, and

(20)

for q2 > (4s ± 1)2, where the coefficients

(21)

σ± i
Nec
H

----------s± q( ),–=

s± q( ) 32

π3
------ 1

4s 1±( )2
---------------------Fs

± q( ),
n ∞–=

∞

∑=

Fs
± q( ) 1

2 p1 p2+( )
-------------------------=

× d pz
1

Is
± qy pz( )–

-------------------------- 1

Is
± qy pz( )–

--------------------------+ ,

0

p1 p2+
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q
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eH
---------, Is

± 4s 1 iγ, γ–± ν
ωc

------.= = =

Fs
± 1/ 4s 1±( ),=

1

4s 1±( )3
---------------------
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∞

∑ π3

32
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Fs
± q( ) 4s 1±
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-----------------=

×
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---------------------------------
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iη1
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are η1 = η2 = 1/3 for the model under consideration

(p2 = 2p1). We do not give expressions for  in inter-
mediate regions (4s ± 1)2/α2 < q2 < (4s ± 1)2, where the

imaginary part of  caused by cyclotron absorption is
larger than its real part, and the propagation of modes
of any kind is therefore impossible. Further, we will not
be interested in these q value intervals.

2. FUNDAMENTAL DOPPLERON
IN LINEAR AND NONLINEAR REGIMES

The properties of eigenmodes in metals are deter-
mined by solutions to the dispersion equation

(22)

Using the dimensionless wave vector q allows this
equation to be conveniently written in the form

(23)

(24)

(25)

The character of solutions to (23) can be studied by
considering the behavior of the Φ± functions. The
imaginary parts of the Φ+ and Φ– functions coincide,

and their real parts only differ in sign. The  = ReΦ+

function in the region q > 1/α for γ  0 is plotted in
Fig. 2 (in this region,  = ImΦ+ = 0). At small q val-

ues, we have  ≈ 1/q2. This dispersion curve branch
corresponds to the helicon whose field rotates in the
same direction as the holes do. At q = qH, the  func-

tion reaches the minimum value  ≈ 4, and, as
q  1/α, it tends to infinity, which is caused by the res-
onance of the holes that are characterized by the largest
shift during the cyclotron period (holes with pz = p1). It
follows that, above the helicon threshold H = HL, at
which ξ = 1 / 4, a DSCR mode, or doppleron, does
exist. This doppleron is, however, virtually unobserv-
able because it has the same polarization as the helicon
but its amplitude is much smaller.

The  = ReΦ– and  = ImΦ– functions in the

region 1 < q < 3/α, where  > 0, are plotted in Fig. 3.

At the boundaries of this interval,  becomes infinite,
and within this interval, it decreases to its minimum

value  ≈ 0.04. This means that, in the “–” polariza-
tion at fields H > HL/102/3, two DSCR modes can exist.
One of them is caused by the fundamental DSCR of

Fs
±

Fs
±

k2c2 4πiωσ±.=

Φ± q( ) 1
ξ
---,=

Φ± q( )
s± q( )

q2
------------,=

ξ 4πωNc p2

eH3
------------------------.=

Φ+'

Φ+''

Φ+'

Φ+'

ΦH
min

Φ–' Φ–''

Φ–''

Φ–''

Φ1
min
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holes with pz = p1 + p2, for which ∂S/∂pz and, therefore,
the shift along field H during the cyclotron period has
minima. The q value for this dispersion curve branch
tends to one as H increases. The second mode is related
to the third DSCR harmonic of holes with the largest
shift during the cyclotron period. In strong fields, the q
value for this doppleron tends to 3/α. Both dopplerons
exist above field H1, whose value is approximately five
times lower than the threshold helicon field HL. In real-
ity, the doppleron caused by holes with the largest shift
is virtually unobservable, because the amplitude of the
third DSCR harmonic is much (approximately 30
times) smaller than the fundamental resonance ampli-
tude.

The spectrum and damping of the fundamental dop-
pleron can be determined by solving dispersion equa-
tion (23) with the Φ–(q) complex function. At strong
fields, in which ξ ! 1, the dispersion equation can be
solved analytically,

(26)

In this region, collisionless cyclotron absorption virtu-
ally does not contribute to doppleron damping, and
doppleron damping is caused by collisions of holes. In
a wide range of magnetic field values, the dispersion

q1 1 ξ2 iγ.+ +≈
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Fig. 2. 
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Fig. 3. Functions (1)  and (2) .Φ–' Φ–''
SICS      Vol. 92      No. 2      2001



342 SKOBOV, CHERNOV
equation can only be solved numerically. The q' = Req1
and q'' = Imq1 curves (curves 1 and 2, respectively) are
plotted in Fig. 4 versus magnetic field H. The damping
is seen to increase as the doppleron threshold is
approached. The major contribution to the damping is
made by cyclotron absorption caused by first- and
third-group holes.

This is how matters stand with the linear regime. At
large radio-frequency field amplitudes, the magnetic
field of the wave can “capture” holes responsible for
cyclotron absorption [5]. As a result, the translational
motion of these holes along the H vector is superim-
posed on vibrational motions with the frequency

(27)

where Ha is the amplitude of the magnetic field of the
wave. If the frequency of oscillations of captured holes
is high, and ω0 @ ν, the effectiveness of wave absorp-
tion by such holes decreases ω0/ν times. The equation

for the (q) function describing the fundamental
DSCR then takes the form [cf. (20)]

(28)

and the other terms of series (16) remain unchanged. As
a result, fundamental doppleron damping in compara-
tively weak magnetic fields can be substantially weaker
than in the linear regime. For instance, at ω/2π =
50 kHz, ν = 4 × 108 s–1, and an Ha = 100 Oe, the ω0/ν
ratio at the doppleron threshold (H = H1) is close to five.
The q"(H) dependence then has the form of curve 3 in
Fig. 4, which shows that the capture of holes by the
wave field in a nonlinear regime substantially weakens
doppleron damping.

ω0 ωc

Ha

H
------,≈

F1
–

F1nl
– q( )

iη1ν

ω0 α2q2 1–
-------------------------------

η2

αq 1–( ) q 1–( )
------------------------------------------+=

–
η2

αq 1+( ) q 1+( )
------------------------------------------,

0.2
0

H/HL

q

0.3 0.4 0.5 0.6

0.5

1.0

1.5

2.0

1

23

Fig. 4. Functions (1) q'(H) and (2, 3) q"(H) in (2) linear and
(3) nonlinear regimes.
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In addition to the propagating mode (doppleron),
there is one more mode (damped mode). The corre-
sponding root q2 of the dispersion equation in the
vicinity of the doppleron threshold H > H1 can be deter-
mined from the asymptotic behavior of conductivity σ–(q)
at q2 @ 1, because ξ ! 1 in this region. We can then dis-
regard multiple resonances with small amplitudes and
only take into account the term with s = 0 in (16).
Neglecting the difference between the 32/π3 coefficient
and one, we find

(29)

To this conductivity there corresponds the well-known
anomalous skin effect.

If nonlinearity is strong (ω0 @ ν) and collisionless
absorption is suppressed, the first term in (29)
decreases ω0/ν times; that is, the nonlocal conductivity
takes the form

(30)

If the ω0/ν ratio is so large that the first term in (30)
becomes smaller than the second, the dispersion equa-
tion becomes

(31)

The first, almost real, root of this equation q1 approxi-
mately describes the doppleron in the ξ @ 1 region. The
second, almost imaginary, root q2 refers to the damped
component,

(32)

Next, consider the surface impedance of an alumi-
num plate under antisymmetric excitation with respect
to the electric field. When the reflection of carriers from
the surface of a plate is diffuse and the field within the
plate is a superposition of two eigenmodes, the imped-
ance is described by the formula given in [6, Eq. (29)].
If the second component is damped as in the case under
consideration, this formula becomes

(33)

(34)

where d is the thickness of the plate.
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The results obtained in calculating R– = ReZ– at
ω/2π = 50 kHz, ν = 4 × 108 s–1, and d = 0.8 mm are shown
in Fig. 5. Curve 1 was obtained for the linear regime, and
curve 2, for the nonlinear regime at an Ha = 100 Oe
amplitude of the wave magnetic field. At these parame-
ter values, the threshold helicon field was HL ≈ 8.3 kOe,
and the ω0/ν ratio at the fundamental doppleron thresh-
old equaled five. Figure 5 shows that the surface imped-
ance in the linear regime is a monotonic function of H.
In the nonlinear regime, R experiences strong oscilla-
tions because collisionless doppleron damping is sup-
pressed and the plate becomes more transparent to the
radio-frequency wave.

3. THE THIRD DSCR HARMONIC

As in the 1/α < q < 1 interval, strong cyclotron
absorption caused by second-group holes occurs in the
3/α < q < 3 interval, and there can be no wave propaga-
tion. At large q values, 3 < q < 5/α, first- and third-
group holes only contribute to cyclotron absorption,
and this absorption is much less effective. Close to the
boundaries of this interval, the  function sharply

increases and becomes much larger than  (Fig. 6).

Within the interval, the  function has a minimum

and decreases to  ≈ 0.0006. This means that two

modes exist in magnetic fields H > H3 ≡ HL( / ) ≈
0.05HL. One of these is related to the third DSCR har-
monic of holes with the largest shift during the cyclo-
tron period. The second mode has a much smaller
amplitude and manifests itself much less strongly. The
ratio between these two modes is similar to the ratio
between two modes in the 1 < q < 3/α interval.

The dispersion equation determining the spectrum
and damping of the doppleron with the “+” polarization
can be written as

(35)

(36)

(37)

Φ+'

Φ+''

Φ+'

Φ3
min

Φ3
min ΦH

min

q2 ξ F0
+ q( ) 1

9
---F 1–
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iη1

1 ω0/ν+( ) α2q2 1–
--------------------------------------------------

η2

αq 1–( ) q 1–( )
------------------------------------------–=

+
η2
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------------------------------------------,
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+ q( )

iη1

1 ω0/ν+( ) α2q2 3 iγ+( )2–
--------------------------------------------------------------------=

+
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αq 3– iγ–( ) q 3– iγ–( )
---------------------------------------------------------------

–
η2

αq 3 iγ–+( ) q 3 iγ–+( )
----------------------------------------------------------------,
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(38)

Equations (36) and (37) are interpolation equations;
their first terms are written in such a way that they
remain valid in both linear (ω0 ! ν) and nonlinear
(ω0 @ ν) regimes. We omitted the terms for s+(q)
(Eq. (16)) that described the seventh, ninth, and higher
DSCR harmonics, because harmonic amplitudes rap-
idly decreased as the harmonic number increased, and
the denominators in the q range under consideration are
far from resonance.

The solution to the dispersion equation (35) deter-
mines the spectrum and damping of the doppleron
related to the third DSCR harmonic (Fig. 7). Curves 1
and 2 in Fig. 7 correspond to the  = Req1(H) and

F1
+ q( )

η1

5 iγ–( )2 α2q2–
------------------------------------------=

+
η2

5 iγ– αq–( ) 5 iγ– q–( )
---------------------------------------------------------------

+
η2

5 iγ– αq+( ) 5 iγ– q+( )
----------------------------------------------------------------.
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Fig. 5. Aluminum plate surface impedance R– as a function
of H in (1) linear and (2) nonlinear regimes.
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 = Imq1(H) functions, respectively, and curves 3 and
4 describe these functions at 50 kHz and Ha = 200 Oe.

Apart from the doppleron root q1, Eq. (35) has two
essentially complex roots, q2 and q3, which correspond
to the damped wave field component. To determine
these roots in the nonlinear regime, it suffices to take
into account only the second and third terms of (36) in
Eq. (16) for s+(q) and assume that q @ 1 in these terms.
This gives

(39)

and we obtain

(40)

If three different exponential wave field components
exist in a metal, the impedance of the plate can be

q1''

s+ q( ) 1 α+

3α3/2q2
-----------------–

2
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--------,–≈ ≈

q2 1 i+( ) ξ
6
--- 
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6
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Fig. 7. Functions (1, 3) q'(H) and (2, 4) q"(H) in (1, 2) linear
and (3, 4) nonlinear regimes for the third mode.
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Fig. 8. Functions R+(H) in the region of weak magnetic
fields in (1) linear and (2) nonlinear regimes.
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obtained with the use of a method similar to that
applied in [6] to derive a formula for Z in the presence
of two exponential components. The corresponding
equation is very cumbersome. It can be substantially
simplified taking into account that the q2 and q3 roots
have large imaginary parts (therefore, |exp(iq2, 3L)| ! 1)
and that the q1 doppleron root is close to three, (q1 – 3) ! 1.
This allows the equation for Z to be reduced to

(41)

The terms in the numerator and denominator of (41)
that contain the exp(iq1L) factor describe the penetra-
tion of the mode related to the third DSCR harmonic
through the plate. These terms are proportional to the
small q1 – 3 value, which means that this mode is
excited with a noticeably smaller amplitude than the
fundamental doppleron. The results obtained in calcu-
lating the R+ = ReZ+ surface impedance of the plate as
a function of H in the region of weak fields are shown
in Fig. 8. The calculations were performed at a 50-kHz
exciting field frequency and a plate d = 1.6 mm thick.
Curve 1 describes the R+(H) function in the linear regime,
and curve 2 was obtained for an Ha = 200 Oe exciting field
amplitude. Curve 1 corresponds to a monotonic function
of H, whereas curve 2 contains well-defined oscillations
caused by the passage of the doppleron related to the third
DSCR harmonic through the plate. It follows that nonlin-
earity again plays an important role. The capture of holes
by the wave field suppresses cyclotron damping of the
doppleron and makes the aluminum plate more “transpar-
ent” to radio-frequency radiation.
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Abstract—The structure of the vortex lattice in anisotropic superconductors at an arbitrary temperature in mag-
netic fields close to critical was studied. Generally, a rhombohedral structure with a vertex angle depending on
temperature, magnetic field, and material constants is formed. An important factor is the small (2%) difference
of the free energies of the triangular and square lattices in the Ginzburg–Landau approximation. This factor also
persists in anisotropic superconductors. © 2001 MAIK “Nauka/Interperiodica”.
1. INTRODUCTION

In type II isotropic superconductors, the transition
to the superconducting state in a magnetic field occurs
as a second-order phase transition with the formation of
a vortex lattice [1]. It is clear from symmetry consider-
ations that a vortex lattice can either be square or trian-
gular. It has been found that, near the Tc transition tem-
perature, the triangular lattice with one flux quantum
per unit cell corresponds to a free energy minimum,
whereas the square lattice is a saddle point [2]. This
property of isotropic superconductors persists at arbi-
trary temperatures except in a narrow region of super-
conductor physical parameters within which the transi-
tion to the superconducting state may be more complex
in character [3].

For numerical reasons, the difference of the free
energies of the triangular and square lattices amounts to
about two percent of the energy of the superconducting
transition [1, 2]. It would therefore be of interest to
study the influence of anisotropy on the structure of the
vortex lattice, even if this influence is weak. Clearly, the
vortex lattice of an anisotropic superconductor should
be rhombohedral and have parameters depending on
the temperature and magnetic field strength.

Below, we show how vortex lattice parameters
depend on temperature and superconductor material
parameters. We consider the most physically interest-
ing case of a “dirty” superconductor to show that vortex
lattice parameters should be determined taking into
account free energy terms of higher orders with respect
to the electron mean free path. In an anisotropic super-
conductor, the contribution of these correction terms to
the equation for the angle made by the unit cell vectors
may be not small.
1063-7761/01/9202- $21.00 © 20345
2. A SYSTEM OF EQUATIONS
FOR GREEN FUNCTIONS

IN AN ANISOTROPIC SUPERCONDUCTOR

In the quasi-classical approximation, the system of
equations for Green functions in an anisotropic super-
conductor has the same form as in an isotropic super-
conductor [4–6],

(1)

where

(2)

(3)

In (1)–(3), v = ∂εp/∂p is the velocity on the Fermi
surface, and the p, p1 momentum values also depend on
the direction. A solution to (1) is sought in the form

(4)

v
∂
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Ĝ
α p iβp–

iβ̃p α p– 
 
 
 

, Ĝ
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The  Green function in (4) is independent of vec-
tor p angles, and the G1, 2, 3 values do not contain the
mean value and are approximations of the first, second,
and third order in the electron mean free path, respec-
tively. Equations (1)–(4) give

(5)

The D operator in (5) is defined by the upper for-
mula, and τ, τ1, and τ2 are the collision times for the first,
second, etc. harmonics [3]. Under isotropic scattering con-
ditions, all these times except τ are zero. The {}1, 3 symbol
denotes the projection of the expression in braces onto
the first and third harmonics, respectively. Substituting (5)

into (1) yields a closed equation only for the  func-

tion. As usual,  will be written in the form

(6)

Equation (6) reduces the equation for the  Green
function to one differential equation for the α and β
functions and the normalization condition (6),

Ĝ0

Ĝ1 τ trĜ0v– DĜ0⋅=
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∂
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Ĝ0

α∆ βω–
1
2
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∂
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(7)

where Γ =  and ∂± = ∂/∂r ± 2ieA. Equation (7) con-
tains the mean products of two and four velocities. Let
us use the notation

(8)

Our task is to obtain an expression for the free
energy from (7). Near the transition temperature, this
task can be fulfilled at an arbitrary external magnetic
field value [3]. At an arbitrary temperature, the problem
can only be solved for fields close to critical. The α and

– 2 v∂–β( ) v∂+β*( ) v
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β Green functions can then be expanded in powers of
the order parameter ∆. This yields

(9)

Here, |λ| is the effective interaction constant. The
vector potential A is selected in the form

(10)

where A1, 2, … are bounded functions. The  operator is

defined as  = ∂/∂r – 2ieA0, and  is the smallest
eigenvalue of the operator

(11)

3. THE STRUCTURE 
OF THE VORTEX LATTICE NEAR Hc2

Further, it will be convenient to pass to the principal
axes of the Dij tensor. These axes will (arbitrarily for the
present) be denoted by a, b, and c. The magnetic field
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is assumed to be directed along one of the principal
axes, suppose, axis c. Let the order parameter (∆) be
written as a series in powers of Hc2 – B:

, (12)

where ∆1, ∆2, … are orthogonal to ∆0.
In the main approximation with respect to the elec-

tron free path,

(13)

Suppose that the modulus of the order parameter forms
a periodic lattice with unit cell vectors a1, 2; that is,

(14)

where n and m are integers.
The a1, 2 vectors will be selected in the form

(15)

Suppose that there is one flux quantum in the unit
cell. Periodicity condition (14) then yields

(16)

The K1, 2 reciprocal lattice vectors will be selected as

(17)

In the main approximation with respect to the free
path and the (Hc2 – B) parameter, the current density j
is given by the equation

(18)

Using (13), we obtain the important relation

(19)

In the geometry under consideration, the magnetic
field is directed along the z axis. Equation (19) enables
us to obtain an explicit expression for correction H1 to
the magnetic field. It has the form

(20)
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where ψ(x) is the Euler psi function.
Taking (20) into account, (9) can be rewritten as

(21)

Here, V is the volume of the superconductor,  is
the temperature of the superconducting transition in a
superconductor free of paramagnetic admixtures, and
βA = 〈|∆|4〉/〈|∆|2〉2 is the Abrikosov structure constant.

The mean values present in (21) will be calculated
with the help of the relations

(22)
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The CNM, , and ANM coefficients can be found
from use of the explicit expression (13) for the order
parameter (∆). This yields

(23)

where

(24)

Using (22) and (23), we eventually recast Eq. (21)
for the free energy density into the form
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(25)

where

(26)

In (26), we omit the terms responsible for the small
renormalization of the coefficients of the βA and S
structure sums. All structure constants (βA , S, S1, 2, 3)
present in Eq. (25) for the free energy and determining the
vortex lattice structure only depend on the parameter

(27)
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The z  1/z replacement transforms the βA , S, S2, and
S3 functions into themselves and changes the sign of S1.
The βA , S, S1, S2, and S3 functions in the z range 0.3–1
are plotted in Figs. 1 and 2. It follows from symmetry
considerations that the βA , S, and S3 structure sums

have extrema at z = 1 and z = 1, z = , 1/ . In iso-
tropic superconductors, the coefficients of S1 and S2
vanish.

4. EQUATIONS FOR THE 〈|∆|2〉  AND z 
PARAMETERS

The 〈|∆|2〉 , z, and B values are free parameters in
Eq. (25) for the free energy. They are determined from
the free energy extremum conditions with respect to
these parameters; that is,

3 3

∂
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βA

4S

0.3
0
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Fig. 1. Dependences of the βA and 4S functions on the

z =  parameter.Db/Da ϕtan

Fig. 2. Dependences of the S1, S2, and S3 functions on the

z =  parameter.Db/Da ϕtan
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(28)

Suppose that the temperature is close to Tc to the
extent that only the highest terms in 1 – T/Tc may be
retained in (25). The βA value should then be extre-
mal [1]; that is,

(29)

Point 1 (square lattice in the isotropic case) corre-
sponds to the saddle point (maximum with respect to z).
It follows that, in this simple situation, a rhombohedral
structure is formed with the ϕ angle given by

(30)

As mentioned above, the βA  and S values vary very
slowly over the whole interval (29). For this reason, the
correction term in Eq. (25) for the free energy may
become significant in the second equation in (28):

(31)

where x = 1/2 + (Γ(T) + )/2πT.
The first equation in (28) does not contain numerical

smallness and can therefore be written in the main
approximation with respect to the free path. This yields
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Table

βA 4S S1 S2 S3

1 1.18034 0.375714 0 0.85416 1.001706

1/ 1.159595 0.3691106 0 0.5281606 1.0563213
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(32)

Equations (31) and (32) determine the z and 〈|∆|2〉
parameter values and, through this, the free energy (25)
value. The βA  and S functions have maxima at z = 1 and

minima at z = {1/ , }. The S3 function has a min-

imum at z = 1 and maxima at z = {1/ , }. It fol-
lows from (26) that the βA , S, and S3 functions are pro-
portional to z–1/2 when z tends to zero. The S3 function
therefore has two more minima. According to (25), tak-
ing into account correction free path terms only deep-
ens the minimum corresponding to the triangular lattice
in isotropic superconductors. Generally, the z = 1 point
is not extremal in an anisotropic superconductor. The
positions of all three minima change. This removes
degeneracy, and one of the minima becomes a local
minimum. More than three solutions to (31) may exist.

The βA , S, S1, S2, and S3 function values at the

{1, 1/ } points are listed in the table.

5. CONCLUSION

We studied the structure of the vortex lattice in
anisotropic superconductors at arbitrary temperatures
in magnetic fields close to critical. If the magnetic field
is oriented along one of the principal axes, the deter-
mining factor is anisotropy in the plane perpendicular
to the magnetic field. Even weak anisotropy can sub-
stantially change the angle of the rhombohedral unit
cell. This angle is a function of temperature, field, and
material constants. Indeed, in the Ginzburg–Landau
approximation, the difference of the free energies of the
square and triangular sublattices in isotropic supercon-
ductors only amounts to 2% of the superconducting
transition energy. Nothing significant occurs in isotro-
pic superconductors as temperature lowers. In anisotro-
pic superconductors, the degeneracy related to the
z  1/z transformation is removed, and two identical
states become different. One of these corresponds to
only a local minimum, and the other, to the ground
state. These states are separated by a barrier, and the
transition between them is a first-order transition. It is
quite possible that a change in the field can cause a tran-
sition between these two states [7]. Note also that
Eq. (31) for the vertex angle of the rhombohedral struc-
ture can have more than three solutions even in fields
close to Hc2. Studies of weak fields H ! Hc2 involve
serious difficulties, because the energy only depends on
the density of vortices in the main approximation [2]. In

∆ 2〈 〉 2πTe Hc2 B–( ) DaDbψ' x( )=

×
βA

4
------ ψ'' x( ) x 1/2–

3
----------------ψ''' x( )+–





– 4π βA 1–( )DaDbe
2ν λ̂

6T
------ψ''' x( )S+
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.

3 3

3 3

3

AND THEORETICAL PHYSICS      Vol. 92      No. 2      2001



THE STRUCTURE OF THE VORTEX LATTICE IN ANISOTROPIC SUPERCONDUCTORS 351
our view, a simplified approach with a nonlocal gener-
alization of the London approximation [8] is then
unsatisfactory. It gives results that are at variance with
experiment [7, 9].

ACKNOWLEDGMENTS

The author thanks L.Ya. Vinnikova for discussions.
This work was financially supported by CRDF (USA)
(Grant RP1-2251) and the Russian Foundation for
Basic Research.

REFERENCES

1. A. A. Abrikosov, Zh. Éksp. Teor. Fiz. 32, 1442 (1957)
[Sov. Phys. JETP 5, 1174 (1957)].
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
2. P. G. de Gennes, Superconductivity of Metals and Alloys
(Benjamin, New York, 1966; Mir, Moscow, 1968).

3. Yu. N. Ovchinnikov, Zh. Éksp. Teor. Fiz. 115, 726
(1999) [JETP 88, 398 (1999)].

4. G. Eilanberger, J. Phys. 214, 195 (1968).
5. A. I. Larkin and Yu. N. Ovchinnikov, Zh. Éksp. Teor. Fiz.

55, 2262 (1968) [Sov. Phys. JETP 28, 1200 (1968)].
6. Yu. N. Ovchinnikov and E. H. Brandt, Phys. Status

Solidi B 67, 301 (1975).
7. M. R. Eskildsen et al., Physica B (Amsterdam) 284–288

(2000).
8. V. G. Kogan et al., Phys. Rev. B 55, R8693 (1997).
9. L. Ya. Vinnikov et al., Physica B (Amsterdam) 284–288,

813 (2000).

Translated by V. Sipachev
SICS      Vol. 92      No. 2      2001



  

Journal of Experimental and Theoretical Physics, Vol. 92, No. 2, 2001, pp. 352–356.
Translated from Zhurnal Éksperimental’no

 

œ

 

 i Teoretichesko

 

œ

 

 Fiziki, Vol. 119, No. 2, 2001, pp. 403–408.
Original Russian Text Copyright © 2001 by Andreev, Savishchev.

                                                     

SOLIDS
Electronic Properties
Motion of Charges and Singularities 
in the Vacancy Spectrum in Crystalline Helium
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Abstract—The Van Hove singularities in the vacancy spectrum of 4He crystals are manifested as singularities
in the field dependence of the drift velocity of charges. In 3He, the field dependence of the drift velocity is deter-
mined by the vacancy spectrum in the completely spin-polarized state of the crystal. © 2001 MAIK
“Nauka/Interperiodica”.
1. INTRODUCTION

The quantum nature of 4He crystals makes it possi-
ble to obtain a quite general theoretical description of
the motion of charges in these crystals [1, 2] without
using any model concepts of the structure of charge
complexes. The description is essentially based on a
single assumption concerning the vacancion mecha-
nism of the motion of charges, which has received con-
vincing experimental confirmation [3]. Owing to the
quantum delocalization of vacancies in 4He crystals
and their transformation into freely moving quasiparti-
cles, the vacancion mechanism of motion can be pre-
sented as successive acts of the inelastic scattering of
vacancion quasiparticles at a charged complex, which
are accompanied by the displacement of a complex
from one localized state to other states crystallographi-
cally equivalent to it. The application of the quantum
theory of scattering makes it possible to express the
drift velocity of charges in terms of the general symme-
try parameters of complexes as well as through the
energy spectrum of vacancies. The experimental study
of the motion of charges in this case is a sort of the
spectroscopy of vacancion quasiparticles. On the other
hand, it leads to definite conclusions concerning the
structure and (which is especially important) symmetry
of charge complexes.

Recent direct measurements of anisotropy in the
drift velocity of charges in 4He [4, 5] confirm the quan-
tum-mechanical approach [1, 2] to the problem. For
example, it is difficult to use the macroscopic descrip-
tion of the motion of charges [6] to explain the experi-
mentally observed strong anisotropy in the drift veloc-
ity [4] as a diffusion–viscous vacancion flow of the
crystal [7, 8]; however, this phenomenon can be inter-
preted in a simple and natural manner using the quan-
tum-mechanical approach (see below). A quantitative
interpretation of the results of experimental observa-
tions [4] requires that our previous results [2] be sup-
plemented with a number of new concepts. The main
1063-7761/01/9202- $21.00 © 0352
goal of the present paper is to formulate these concepts
and to compare them with the experimental data [4].
Preliminary results were reported by us earlier [5].

In Section 4, we will consider a peculiar pattern of
the motion of charges in 3He crystals. Keshishev [9]
proved in his early works that a cubic field dependence
of the velocity of the type (E + E0)3 (E0 is a function of
temperature and pressure) is observed both for 4He
(under not very low pressures if we are dealing with
positive charges) and for 3He. Our explanation [2] of
this dependence was based on the assumption of the
existence of vacancy quasimomentum as a good quan-
tum number, which is valid for 4He but is not correct for
3He in view of its disordering in the values of nuclear
spins of atoms. It will be proved below that the
observed drift velocity of charges in 3He in a wide
range of electric field values coincides with the drift
velocity in the completely spin-polarized state of the
crystal (nuclear spins have the same direction), in
which the vacancies behave in the same manner as in
4He. The reason behind this interesting fact is the for-
mation of macroscopic ferromagnetic polarons around
vacancies in 3He crystals (see [10]).

2. VAN HOVE SINGULARITIES

As in our previous publications [1, 2], we consider
the simplest case when the main role is played by
phonon-free one-vacancion processes in which the
charge complex is displaced by vector u from its ini-
tially localized state as a result of the inelastic scatter-
ing of a vacancy. Probability W of the displacement of
a charge per unit time is given by

(1)

where k and k' are the values of quasimomentum of
the vacancy in the initial and final states, respectively;

W w k k'; u,( )n ε( )
k3d

2π( )3
------------- k'3d

2π( )3
-------------,∫=
2001 MAIK “Nauka/Interperiodica”



        

MOTION OF CHARGES AND SINGULARITIES IN THE VACANCY SPECTRUM 353

                                                                                                                                    
ε = ε(k) is the energy spectrum of vacancies; and
n(ε) = exp(–ε/T) is the equilibrium function of vacancy
distribution. The differential probability w(k, k'; u) can
be expressed in terms of the amplitude f(k, k'; u) of the
process through the familiar formula

(2)

where eE · u is the change in the energy of the charge
complex having charge e upon its displacement by vec-
tor u in the electric field E, ε' = ε(k').

At low temperatures T ! ∆ and T ! eEu, where ∆ =
max(ε' – ε) is the width of the vacancy energy band, the
major role is played by vacancies with k ≈ k0, where k0
is the value of the quasimomentum corresponding to
the bottom of the band ε0 ≡ ε(k0) = minε(k), and by
transitions with eE · u > 0. The probabilities of reverse
processes accompanied by a decrease in the energy of
vacancies (ε' < ε) are exponentially small. In the expres-
sion for w in formulas (1) and (2), we can put k = k0 and
ε = ε0. This gives

(3)

where N = d3k/(2π)3 ∝  exp(–ε0/T) is the equilib-

rium number of vacancies per unit volume of the crys-
tal. Integration in formula (3) is carried out over a con-
stant-energy surface in the k space (for the sake of brev-
ity, we denote the momentum k' of final states just by
k) with the energy

(4)

dS is the surface element and v(k) = |∂ε/∂k | is the abso-
lute value of the vacancy velocity.

The probability W = W(E) as a function of the abso-
lute value of the electric field E has Van Hove singular-
ities (see [11]) for the values E = Es corresponding to
the vanishing of the vacancy velocity v(k') = ∂ε/∂k' in
the final state. This is observed for certain values of
k' = ks corresponding to the extrema (i.e., local min-
ima, local maxima, or saddle points) of the energy
spectrum ε = ε(k'). For each such ks, the vacancy den-

sity of states g(ε) = /v(k) has a Van Hove root sin-

gularity for ε = εs = ε(ks), where integration is carried
out over the constant-energy surface ε = ε(k) (see [11]).
Function W(E) defined by formula (3) has similar root
singularities for E = Es, where quantity Es is connected
with εs through the relation

(5)

Here, θ is the angle between the directions of u and E
(it was mentioned above that cos θ > 0). By virtue of
relation (3), the singular part Ws(E) of function W(E)

w k k'; u,( ) 2π f k k'; u,( ) 2δ ε' ε– eE u⋅–( ),=

W
N

2π( )2
------------- Sd

v
------ f k0 k; u,( ) 2,∫=

n ε( )∫

ε ε0 eE u,⋅+=

Sd∫

εs ε0 euEs θ.cos+=
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for E ≈ Es is connected with the singular part gs(ε) of the
density of states g(ε) for ε ≈ εs through the relation

(6)

while E and ε are connected through formula (4).
Thus, the type of singularities of functions W(E) and

g(ε) is essentially the same. Since the drift velocity V of
charges is equal (in the simplest case) to uW, the field
dependence V = V(E) of the drift velocity must have the
same type of singularities for E = Es. There exist only
four types of Van Hove singularities for drift velocity,
which are exactly the same as the four known types of
singularities in the density of states (see [11]).

1. The function ε = ε(k) has a local minimum at the
point k = ks. In this case,

where VR(E) is a certain function regular for E = Es and
const stands for a positive constant.

2. If ε = ε(k) has a local maximum at the point
k = ks, then

3. If k = ks is a saddle point of the function ε = ε(k),
the following two cases are possible.

(a) The surface ε = ε(k) for ε ≈ εs is a one-sheet
hyperboloid. In this case,

(b) The surface ε = ε(k) for ε ≈ εs is a two-sheet
hyperboloid. In this case,

A special case of a first-type singularity is the root
dependence of W(E) in weak fields eE · u ! ∆ deter-
mined by us earlier (see formula (19) in [2]) at low tem-
peratures T ! eE · u. In this case, we are speaking of
the absolute minimum of the function ε = ε(k), and
Es = 0, VR(E) = 0. It was shown in [2] that the root
dependence in weak fields is confirmed by the experi-

Ws E( )
N

2π( )2
------------- f k0 ks; u,( ) 2gs ε( ),=

V E( ) V R E( )=

+
0 at E Es,<

const E Es–( )1/2⋅ at E Es,>



V E( ) V R E( )=

+
const Es E–( )1/2⋅ at E Es,<
0 at E Es.>




V E( ) V R E( )=

–
const Es E–( )1/2⋅ for E Es,<
0 at E Es.>




V E( ) V R E( )=

–
0 at E Es,<

const E Es–( )1/2⋅ for E Es.>
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mental data [9] obtained in the low-pressure range for
positive charges.

A singularity of the second type was also considered
by us earlier for the case when we are dealing with an
absolute maximum (see formula (21) in [2]). In the
region T ! (∆ – eE · u) ! ∆, probability W of a one-
vacancion phonon-free process vanishes as we
approach the energy threshold of the process in propor-
tion to (∆ – eE · u)1/2 in complete accord with the gen-
eral result for a second-type singularity. In this case,
VR(E) = 0 and Es = ∆/(eucosθ).

Figure 1 presents a typical dependence of the drift
velocity V(E) of positive charges in the hcp lattice of
4He in the direction of the principal axis C6 of the crys-
tal as a function of field E, which was obtained by
Andreeva et al. [4]. In Fig. 2, the same results for E < Es

are presented in [V(Es) – V]2 vs. Es – E coordinates. It
can be seen that the experimental data completely cor-
respond to the type of Van Hove singularities in case 3a.
Here, Es ≈ 3.1 × 104 V/cm. According to the Van Hove
theorem (see [11]), the vacancy spectrum necessarily
contains at least one singular point of type 3b, and
accordingly, one more singularity of type 3b must be
observed on the V(E) dependence upon a further
increase in the field. In still stronger fields, the above-
mentioned singularity of type 2 corresponding to the
threshold of one-vacancion phonon-free processes
must be observed.

The nonmonotonic field dependence of the drift
velocity with a Van Hove-type singularity presented in
Fig. 1 was observed [4] for the motion of positive
charges in the direction of the principal axis C6 of the
crystal. The drift velocities of positive charges moving
in directions perpendicular to C6 and of negative
charges moving in all directions are much smaller in
absolute value, and their field dependences are of a reg-
ular monotonic type. The absence of singularities indi-

0 2

4

V, 10–2 cm/s

E, 104 V/cm
4 6

8

Fig. 1. Field dependence of the drift velocity of positive
charges in hcp crystals of 4He in the direction of the C6 axis.

V(Es)

Es
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cates the many-particle nature of the corresponding
nonelastic processes. The expressions for W of type (1)
for such processes acquire additional integrals, which
strongly suppresses the singularity in any case.

Apart from one-vacancion processes, we considered
in [2] the scattering of vacancies at a charge complex,
accompanied by the emission (or absorption) of
phonons. It is these processes that are responsible for a
cubic dependence of the type (E + E0)3 that can be
observed in strong fields. It should be noted that there
exists the possibility of many-vacancion processes
(which was not considered in [2], but was noted in [5]).

The displacement of the charge complex as a result
of the simultaneous scattering of two vacancies from it
is obviously characterized by a considerably higher dif-
ferential probability w than that corresponding to a one-
vacancion process. For this reason, the two-vacancion
process can compete with the one-vacancion process.
However, the expression of type (1) for the transition
frequency W acquires the product of two distribution
functions for the impinging vacancies. The temperature
dependence of the drift velocity is characterized by the
factor exp(–2ε0/T), and the field dependence must have
no Van Hove singularities (see above). In the experiments
[4], the activation energy for the motion of positive
charges in directions perpendicular to C6 is (to a high
degree of accuracy) twice as high as for motion along C6
(11 K and 5.3 K), and the field dependences are regular.
This is a strong argument in favor of the two-vacancion
nature of motion in directions perpendicular to C6.

3. ANISOTROPY OF MOBILITY 
AND THE STRUCTURE OF CHARGES

The presence of an anomalously high anisotropy in
the mobility of positive charges in the hcp lattice of 4He
(the mobilities along and across the C6 axis differ by a

0

4

1
Es – E, 104 V/cm

[V(Es) – V]2, 10–3 (cm/s)2

2 3

8

12

Fig. 2. Processed experimental data obtained in [4].
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factor of 200(!)) indicates [4] (see also the end of [2])
that one possible vector of the displacement of a charge
is directed strictly along the C6 axis of the crystal, and
the probability W of a displacement by this vector is
much higher than the probability of a displacement by
all other vectors. The large difference in these probabil-
ities can be explained by different types of the corre-
sponding charge-transfer processes (one-vacancion or
two-vacancion process), and the fact that one of the dis-
placement vectors is directed along the C6 axis leads to
a conclusion on the spatial position of the “center of
gravity” of a positive charge in the hcp lattice of 4He.
Indeed, we assume that the “center of gravity” of a pos-
itive charge in the hcp lattice coincides with the center
of the octahedron ABCDEF depicted in Fig. 3. The dots
indicate the positions of the atoms of the hcp lattice in
the basal plane (coinciding with the plane of the figure)
perpendicular to the C6 axis. The crosses mark the pro-
jections of atoms lying in the plane displaced upwards
from the plane of the figure by half the lattice period
onto this plane. Such a position of an ion is crystallo-
graphically equivalent, for example, to the position of
an ion at the centers of the octahedra AOGcbD and
A*B*C*DEF, where sites A*, B*, and C* are obtained
from A, B, and C by the reflection in the plane of
crosses (their position in Fig. 3 coincides with the posi-
tions of sites A, B, and C). The vector of translation
from position ABCDEF to position AOGcbD lies in a
plane perpendicular to the C6 axis and is equal in mag-
nitude to the atomic spacing a. The vector of translation
from ABCDEF to A*B*C*DEF is directed along the C6

axis and has a length of ; i.e., it is noticeably
shorter than the translation vector in the transverse
direction. On the other hand, it can be seen easily that
there are no other positions of an ion in the hcp lattice
(except the octahedral positions mentioned above)
which contain, among the set of vectors of translation
to neighboring crystallographically equivalent posi-
tions, the vectors directed along the C6 axis that are suf-
ficient for displacing a charge over large distances (see
example 2 from [2]). Knowing the density of helium
crystals in the experiments [4], the length of the dis-

placement vector ( ) along the C6 axis, and the
value Es of the field for which a singularity is observed
on the field dependence (Es ≈ 3.1 × 104 V/cm), we can
easily calculate the position of the saddle point in the
vacancy spectrum relative to the bottom of the vacancy
band using formula (5). This value is found to be approx-
imately equal to 10 K. The field dependence of the drift
velocity must also contain at least one more singularity,
but it is not observed on the experimental curve in fields
up to 6 × 104 V/cm. This can mean that the width of the
vacancy band in the hcp crystals of 4He on the melting
curve exceeds 18 K.

2/3a

2/3a
JOURNAL OF EXPERIMENTAL AND THEORETICAL PHY
4. MOTION OF CHARGES IN 3He

The behavior of vacancies in 3He crystals is deter-
mined by the configuration of the nuclear spins of the
atoms (see [3]). If the spins are completely polarized,
the crystal is periodic and the states of vacancies are
characterized by definite values of quasimomentum as
in the case of 4He crystals. All the conclusions drawn
above and in [2] concerning the drift of charges in 4He
crystals can be completely extended to this case (natu-
rally, taking into account the difference in the symme-
try of the crystal lattices of 4He and 3He).

It was shown by Nagaoka [12] that the energy of
vacancies corresponding to the bottom of the band in
the completely polarized state is the absolute minimum
(for bcc crystals) of the energy of vacancies relative to
its possible values for any other spin configuration.
Under such conditions, at temperatures T smaller than
the vacancy band width ∆ in the completely polarized
state, a ferromagnetic region of a completely polarized
crystal must be formed around a vacancy (see [3, 10]).
The order of magnitude of the radius R of such a spin
polaron at temperatures much higher than the tempera-
ture Tc of antiferromagnetic ordering is determined by
the relation R ~ a(∆/T)1/5, where a is the lattice con-
stant. In the antiferromagnetic state, we have R ~
a(∆/Tc)1/5. In this case, a vacancy itself is localized and
is on the lower energy level in the spherical potential
well of radius R, which is formed by a spin polaron.
Highly excited vacancy states within the polaron are
virtually identical to the vacancy states in the homoge-
neous completely polarized state of the crystal; i.e.,
they are characterized by a definite quasimomentum.
We can visualize the vacancy as a wave packet within a
certain large volume. Such a representation is valid if
the packet does not lose its shape during its flight across

the polaron. The packet is deformed by  dur-
ing time t. Substituting the time of flight R/v (v is the
vacancy velocity) into this formula for t and requiring
that the packet size does not exceed the polaron radius
R, we obtain the condition v @ ∆a2/R". This condition
holds for the entire vacancy energy interval except for
regions of a width on the order of ∆a2/R2 ~ ∆3/5T 2/5

directly adjoining stationary points (including the bot-
tom and top) of the vacancy band in a completely polar-
ized crystal. The width of these regions for T ! ∆ is

ta2∆/"

b

c
G C

D

A
E

B

F

O

Fig. 3. Arrangement of atoms in hcp crystals.
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always much larger than the temperature, but much
smaller than the band width ∆.

In the course of diffusive motion of vacancies
together with ferromagnetic polarons surrounding
them, a localized charge complex may get into one of
the polarons. In this case, the charge can go over into
another crystallographically equivalent localized state
as a result of its interaction with a vacancy. The energy
eE · u liberated in this case is transferred to the vacancy.
The conclusions drawn here and in our earlier publica-
tion [2] concerning the field dependence of the drift
velocity of charges in strong fields are obviously valid
in the given case also. However, in the present case the
constraint imposed on the field is more stringent: eE · u @
∆3/5T 2/5. A unique property of charges under these con-
ditions is that their drift in a unpolarized crystal is the
same as in the completely polarized state of the crystal.
In particular, the field dependence of the drift velocity
must have Van Hove singularities the same as in the
vacancy spectrum considered above. Such a possibility
of studying the vacancy spectrum in the completely
polarized state of 3He crystals is of special interest in
connection with the problem of the existence of zero-
point vacancies in a polarized 3He crystal, which was
discussed earlier (see [3]).
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Abstract—The standard ohmic measurements by means of two extra leads contain an additional thermal cor-
rection to resistance. The current results in heating (cooling) at the first (second) sample contact because of the
Peltier effect. The contact temperatures are different. The measured voltage is the sum of the ohmic voltage
swing and the Peltier-effect-induced thermoelectromotive force that is linear in the current. As a result, the ther-
mal correction to the resistance measured exists as I  0. The correction could be comparable with the ohmic
resistance. Above some critical frequency depending on thermal inertial effects, the thermal correction disap-
pears. © 2001 MAIK “Nauka/Interperiodica”.
It is well known that ohmic measurements (see Fig. 1)
are carried out at low current density in order to prevent
sample heating. Usually, only the Joule heat is consid-
ered to be important. In contrast to the Joule heat, the
Peltier and Thomson effects are linear in the current.
The crucial point of the present paper is that the Peltier
effect, which is linear in the current, influences the
ohmic measurements and results in a correction to the
resistance measured. Under the current carrying condi-
tions, one of the sample contacts is heated and the other
is cooled because of the Peltier effect. The temperature
gradient established is proportional to the current. The
Thomson heat is then proportional to the square of the
current and can therefore be neglected. Finally, the
voltage swing across the circuit includes the thermo-
electromotive force induced by the Peltier effect, which
is linear in the current. Accordingly, there exists a ther-
mal correction to the ohmic resistance of the sample.

First we consider an isotropic (or possessing a cubic
symmetry) conductor that can be in thermodynamic
nonequilibrium with respect to conducting electrons. In
general, the current density j and the energy flux den-
sity q of the inhomogeneous conductor are given by [1]

(1)

(2)

where σ is the conductivity, α is the thermopower, and
κ is the thermal conductivity. For an inhomogeneous
conductor, the potential φ = ϕ + µ/e is the sum of the
electric potential ϕ and the chemical potential µ of con-
ducting electrons. For a homogeneous conductor, the
above definition of the potential differs from ϕ by a
constant, and the average microscopic electric field –∇ϕ
therefore coincides with E = –∇ϕ . 

j σ E α∇ T–( ),=

q φ αT+( ) j κ∇ T ,–=

¶This article was submitted by the authors in English.
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The first term in Eq. (1) corresponds to the conven-
tional Ohm’s law and the second term describes ther-
moelectric phenomena. In the steady state,

(3)

(4)

where Q is the total amount of heat evolved per unit
time and unit volume of the conductor. The current flow
is accompanied by both the Joule and Thomson heats
that are proportional to the second and first power of the
current, respectively. Using Eqs. (1)–(4), one can find
the potential φ(r) and the temperature T(r) for the con-
ductor under given boundary conditions.

Now we consider the thermal effects in connection
with ohmic measurements of the conductor resistance
(Fig. 1). The conductor is connected by means of two
identical extra leads to the current source (not shown).
Both contacts are assumed to be ohmic; α, σ, κ, length
l, and the conductor cross section S are different for the
leads and the sample. The voltage is measured between
the open ends c and d that are kept at the temperature T0
of the external thermal reservoir. In general, the con-
tacts a and b could be at different temperatures Ta and
Tb, respectively.

It is well known that Peltier heat is generated by the
current crossing the contact of two different conduc-
tors. At the contact (for example, a in Fig. 1), tempera-
ture Ta, the electrochemical potential φ, the normal
components of the current I = jS, and the total energy
flux qS are continuous. There exists the difference of
thermopowers ∆α = α1 – α2. For ∆α > 0, the charge
intersecting contact a gains the energy e∆αTa. Conse-
quently, Qa = I∆αTa is the amount of the Peltier heat
evolved per unit time in contact a. We emphasize that

div j 0,=

Q divq– div κ∇ T( ) j2/σ jT∇α–+ 0,= = =
001 MAIK “Nauka/Interperiodica”
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Qa can be calculated directly through the Thomson
term in Eq. (4):

where the integration is taken over the contact length.
In fact, the Peltier effect is equivalent to the Thomson
effect established at the contact.

For ∆α > 0 and the current direction shown in Fig. 1,
contact a is heated and contact b is cooled. Thus, the con-
tacts are at different temperatures and Ta – Tb = ∆T > 0.
Now we will show that the standard ohmic measure-
ments always result in a thermal correction to the resis-
tance measured. Using Eq. (1), we express the voltage
swing U between ends c and d as

(5)

where

is the total resistance of the circuit. The first term in
Eq. (5) corresponds to Ohm’s law.1 The second term,

coincides with the expression for the conventional ther-
moelectromotive force under zero current conditions
[1]. We notice that εT is a universal value because it
only depends on the contact temperatures for arbitrary
cooling conditions. 

There exists a correlation between the thermoelec-
tromotive force and the Peltier and Thomson heats. The
total power evolved in the circuit, UI, is the sum of the
Joule heat RI2 and the power εTI related to the thermal
effects. The product εTI is then exactly the sum of the
Peltier heat

1 Ohm’s law: “The amount of current flowing in a circuit made up
of pure resistances is directly proportional to the electromotive
forces (voltages) impressed on the circuit and inversely propor-
tional to the total resistance of the circuit” (1827).

Qa = IT∇ α– x,d∫

U
j
σ
--- α∇ T+ 

  xd

c

d

∫ RI εT ,+= =

R 2R1 R2+
2l1

S1σ1
-----------

l2

S2σ2
-----------+= =

εT α T ,d

c

d

∫=

QP Qa Qb– I∆α∆T= =

I

Ta

l1

α1, σ1, κ1 α1, σ1, κ1

l1l2

Tbα2, σ2, κ2

a b dc

Fig. 1. The circuit for standard ohmic measurements. The
dashed square represents the sample chamber.
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evolved at both contacts and the Thomson heat

in the conductor bulk:

(6)

It follows from Eq. (6) that for an arbitrary circuit under
the same contact temperatures (Ta, Tb, and T0), the zero
current measurements of the thermoelectromotive
force allow one to find the total amount of both the Pelt-
ier and Thomson heats at I ≠ 0.

We recall that the sample contacts are always extra
heated (or cooled) because of the Peltier effect. The dif-
ference of the contact temperatures ∆T is linear in cur-
rent, and therefore, there exists a thermal correction to
the ohmic resistance:

For simplicity, we assume further that conductivity σ,
thermopower κ, and the thermal conductivity α are
temperature independent. The thermoelectromotive
force is then given by εT = ∆α∆T.

Using Eqs. (4) and (5), one can easily find the volt-
age swing U and, thus, the thermal correction ∆R for an
arbitrary circuit. We emphasize that the real cooling
conditions strongly influence ∆R. Now we specify the
cooling conditions of the circuit shown in Fig. 1. We con-
sider the adiabatic conditions with the sample being
thermally isolated from the environment. For example,
the sample can be placed into a vacuum chamber (see
Fig. 1) surrounded by a thermal reservoir kept at T0. We
neglect the heat transfer within the leads considering a
self-isolated sample. We emphasize that under the
above conditions, the sample is not heated. In fact, at
small current we have Ta ≈ Tb ≈ T0, and hence, the Pelt-
ier heat evolved at contact a is equal to the heat
absorbed at contact b. The energy flux qS is continuous
at each contact, and therefore,

(7)

Using Eq. (7), we find the thermal correction to
resistivity as

(8)

According to Eq. (8), ∆R depends on the reservoir tem-
perature and on the geometry and heat conductivity of
the sample. We emphasize that the thermal correction is
always positive, because the total amount of Peltier
heat QP = ∆RI2 > 0.

QT IT∇ α xd

c

d

∫–=

εT I QP QT .+=

∆R εT /I U/I R.–= =

Qa Qb– I∆αT0 κ2
dT
dx
------S2.–= = =

∆R
T0 ∆α( )2l2

S2κ2
-----------------------.=
AND THEORETICAL PHYSICS      Vol. 92      No. 2      2001



PELTIER-EFFECT-INDUCED CORRECTION TO OHMIC RESISTANCE 359
Now we estimate the magnitude of the thermal cor-
rection ∆R to resistivity in the case where both the con-
ductor and leads are metals. At room temperature, the
electron heat conductivity and thermopower of the
electron gas are given by

where L = π2k2/3e2 is the Lorentz number and ξ =
kT/EF ! 1 is the degeneracy parameter. Difference ∆α
is of the order kξ/e. It follows from the above assump-
tions that ∆R/R ~ ξ2 ! 1. Thus, the thermal correction
is small compared with the ohmic resistance because
the electron gas is degenerate. For semimetals (bis-
muth, EF ≈ 35 meV), the thermal correction can be
greater. 

In contrast to the case of a strongly degenerate elec-
tron gas, the thermal correction must be greater for a
non-degenerate semiconductor because

where r is the parameter related to the mechanism of
the electron scattering. For example, we consider the
nondegenerate n-InSb at T = 0.3 K. The Fermi energy
lies between the conduction band and the shallow
donor impurity level ∆Ed ≈ 7 K. For the photon scatter-
ing (r = 3/2), we obtain ∆α = 11k/e. At low tempera-
tures, the electron heat conductivity is smaller than the
photon-related Debye one (κph = 0.05T3 W/(cm K)).

κ LσT , α π2k
2e
--------ξ ,= =

∆α α2≈ k
e
-- 5

2
--- r ξ 1––+ 

  k
e
--,∼=
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For n-InSb with the electron concentration n = 1013 cm–3

and mobility µ = 5 × 106 cm2/(V s), we obtain the ther-
mal correction to resistivity ∆R/R ~ 0.01.

In reality, the cooling conditions can be different
from those assumed above. Now we consider a more
realistic case where the local cooling of the sample is
important, for example, with the sample chamber con-
taining the gas. One can take the cooling effects into
account using Eq. (4) with the linear term –β(T – T0)
included, where β denotes the strength of the sample-
to-gas thermal exchange. Under small current the spa-
tial temperature distribution (Fig. 2) is given by

0

–0.4

Ta

l2

0.2 0.4 0.6 0.8 1.0

–0.2

0

0.2

0.4
TbIλ = 0

T0

η

[T(η) – T0]/∆T

10
5

2

Fig. 2. The dimensionless T(η) relation given by Eq. (9) for
fixed current, λ = 0, 2, 5, 10, and the contact temperature dif-
ference ∆T found at λ = 0.
(9)T η( )
Ta T0–( ) λ 1 η–( )[ ] Tb T0–( ) λη[ ]sinh+sinh

λsinh
--------------------------------------------------------------------------------------------------------------- T0,+=
where η = x/l2 is the dimensionless coordinate. The
sample local cooling is therefore governed by the

dimensionless parameter λ = l2. Actually, λ is
the ratio of the outgoing and internal (within the sam-
ple) heat fluxes. When λ ! 1, the local cooling can be
neglected, and hence, T(η) is linear (Fig. 2). In the
opposite intensive cooling case where λ @ 1, the T(η)
dependence is sharp near the contacts.

The above results allow us to calculate the thermal
correction to the sample resistance. Using Eqs. (5), (7),
and (9) and omitting cumbersome algebraic calcula-
tions, we calculate the thermal correction to the resis-
tance as

(10)

β/κ2

∆R
T0 ∆α( )2l2

S2κ2
----------------------- λ /2( )tanh

λ /2
------------------------.=
For small cooling as λ  0, Eqs. (8) and (10) coin-
cide. In the opposite strong-cooling case, where λ  ∞,
difference ∆T and, thus, the thermal correction
decreases (see Fig. 2).

Now we estimate ∆R given by Eq. (10) for natural
air convection cooling. For a sample with the typical

dimension d ~ , the outgoing thermal flux is given
by κgas(T – T0)Nu/S, where Nu ~ 10 is the Nusselt num-
ber. For a n-InSb sample (0.5 × 0.5 × 0.5 cm), the heat
conductivity is κph = 0.15 W/(cm K) (T = 293 K).
Assuming the air heat conductivity κgas = 2.6 W/(cm K),
we find λ = 14. Thus, the thermal correction to resistiv-
ity is approximately seven times smaller than that in the
absence of convection.

We emphasize that both dc and ac ohmic measure-
ments lead to a thermal correction. However, ∆R dimin-
ishes at high frequencies because of the thermal inertial
effects. In fact, Eq. (8) is valid below some critical fre-

S
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quency fcr = χ/d2, where χ is the temperature diffusive
coefficient of the sample. For example, in a metal con-
ductor at room temperature χ = κ/C ≈ 102 cm2/s, where
C is the heat of the electron gas. For a typical metal con-
ductor with d = 1 mm, we obtain the critical frequency
fcr = 104 Hz. We suggest that the spectral dependence of
the thermal correction can be used to estimate the mag-
nitude of the thermal correction.

In conclusion, the ohmic measurements of a con-
ductor resistance contain the thermal correction caused
by the Peltier effect. The thermal correction always
exists, while its magnitude depends on the actual cool-
JOURNAL OF EXPERIMENTAL 
ing conditions of the circuit. Above some critical fre-
quency depending on thermal inertial effects, the ther-
mal correction disappears.

The author is grateful to M.I. Dyakonov and
V.I. Perel for fruitful discussions.
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