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Abstract—It was found that the negative influence of neutron irradiation on the parameters of Schottky-gate
field-effect transistors based on epitaxial GaAs heterostructures can be markedly reduced by preliminarily
implanting the heterostructures with Ar ions from the side of a substrate. The effect is explained by the far-
range gettering of impurities and defects from the active transistor regions in the course of the neutron irradi-
ation, which suppresses the formation of irradiation-induced deep energy levels. © 2000 MAIK “ Nauka/I nter-

periodica” .

Theoretically, the electrical and functional charac-
teristics of discrete devices and integrations based on
GaAs must exhibit a higher stability with respect to the
action of high-energy corpuscular and photon beams as
compared to the properties of silicon-based analogs[1].
There is some experimental evidence that confirms this
hypothesis, but ahigh level of defectnessin single crys-
tals and epitaxial layers of GaAs frequently levels off
the advantage of GaAs over Ge.

Recently [2], we demonstrated that bombardment of
the substratein epitaxial GaAs heterostructures at room
temperature with medium-energy ions from the side of
a substrate produces a long-range effect improving the
parameters of Schottky-gate field-effect transistors
based on these heterostructures. The character of the
changes in the parameters of transistors suggested that
the ion bombardment reduced the concentration of
crystallographic defects detrimentally affecting the
mobility and concentration of charge carriers in the
active layers of transistor. Therefore, it would be natu-
ral to expect that this pretreatment may also improve
the radiation stability of devices based on theion-bom-
barded heterostructures. The purpose of this work was
to study the long-range gettering effect of the prelimi-
nary ion-beam treatment on the electrical characteris-
tics of GaAs transistor heterostructures subject to sub-
sequent neutron irradiation.

The experiments were performed on n*nn- transis-
tors with a gate width of 0.5 um. The structure design
and preparation technology were described elsewhere
[2]. Before cutting into separate transistor structures,
the sample wafers with transistors were thinned to
100 um and irradiated from the substrate side with
90-keV argon ions to a total ion dose of 5 x 10'> cm™
a an ion beam current density not exceeding
0.5 pA/cm?. Only half of the wafer surface was exposed
to the ion beam, while the other half was shielded by a
titanium mask. Upon cutting, the nonpackaged transis-

tors were exposed to a pul sed neutron radiation with an
average particle energy of 1 MeV, a pulse duration of
less than 1 ms, and a maximum fluence of 10%° cm per
pulse. Changes in the parameters of transistors were
judged by their current—voltage (I-V) characteristics
measured on an L2-56 instrument. In addition, the
parameters of transistors were calculated within the
framework of a theoretical model [3] using the values
of electron gas parametersin the active layers of analo-
gous transistors determined in [2].

The results of our measurements demonstrated that
the character of degradation of the I-V curves of the
neutron-irradiated transistors was qualitatively the
same for the control samples (not implanted with
argon) and the pretreated structures with gettersformed
by the ion bombardment (Fig. 1). However, the rate of
degradation of the latter structures was only about half
that of the control samples with the same neutron flu-
ence (Fig. 1a). As seen from Fig. 1b, the neutron irradi-
ation led to an increasing channel resistancein the tran-
sistorsof both groups, but the ion-beam-induced getter-
ing markedly reduced this effect. Moreover, the
pretreated devices showed no residual conductivity in
the source—drain chain at large negative voltages on the
gate (Fig. 1b). Thisconductivity isdetermined by resis-
tances of the buffer layer and the substrate at their epi-
taxial contact boundary [4]. The absence of theresidual
conductivity confirmsthefact [2] that the concentration
gradient of the donor distribution profile at the nn-
interface increases upon ion bombardment from the
substrate side. As aresult, the drain current becomes a
linear function of the gate potential in the cut-off volt-
age region. The linearity was retained upon neutron
irradiation of the ion-beam-gettered transistor struc-
tures, although the cut-off voltage of these transistors (as
well asthat of the control samples) somewhat decreased.

The preliminary gettering markedly decreases the
rate of the neutron-fluence-dependent degradation of
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Fig. 1. The plots of drain current |4 (a) versus drain voltage
Vg @ agate voltage Vy = 0V and (b) versusthe gate voltage
at Vy=5V for the GaAsfield-effect transistors (1, 2) before
and (1', 2) after neutron irradiation to afluence of D, = 1 x
10™> ecm™ (1, 1Y) control samples (not implanted with
argon); (2, 2') samplesgettered by the preliminary ion-beam
treatment; solid lines show the results of model cal culations.

the transistor |-V curve slope and the power gain factor
(Fig. 2). Note a good coincidence of the experimental
data and the values calculated by the model [3] using
the parameters from [2] for the transistors before and
after neutron irradiation. This coincidence, on the one
hand, confirms validity of the model concepts [3] and,
on the other hand, proves the possibility for effectively
increasing the radiation stability of GaAs transistors by
means of ion-beam-induced gettering.

In our opinion, the above results indicate that the
preliminary ion irradiation accelerates the rearrange-
ment of the components of the impurity—defect compo-
sition in each layer of the transistor heterostructure and
boundary regions. This leads, in particular, to a
decrease in the concentration of background impurities
and antistructural defects responsible for the deep level
formation in the course of neutron irradiation [5].
These impurities and defects are gettered by extended
defects of the didocation type and by the free surface.
We believe that the rearrangement process is initiated
and driven by elastic waves generated in the ion stop-
ping region and at the inner boundaries of a multilayer
structure irradiated from the substrate side [2, 6].
Future investigations with the use of deep-level spec-
troscopy have to specify the processes responsible for
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Fig. 2. The plots of (a) the I-V curve slope Sand (b) power
gain coefficient K, versus neutron fluence for the GaAs

field-effect transistors based on (1) control (not implanted
with argon) and (2) ion-beam-gettered heterostructures.

the ion-beam-induced increase in the stability of GaAs
field-effect transistors with respect to subsequent neu-
tronirradiation.
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Abstract—A crystallochemical model of the vapor-phase epitaxy of lead telluride films is suggested. The
model is based on the simultaneous formation of singly- and doubly-charged Frenkel defects in the cationic
sublattice. The results of numerical calculations based on this model are in good agreement with the known
experimental data. © 2000 MAIK “ Nauka/Interperiodica” .

1. Itiswell known[1-4] that compositional changes
within the homogeneity range of lead chalcogenides
provide a control of the electric properties of the films
of these compounds, including the type of conductivity
and the charge carrier concentration. However, thereis
till no commonly accepted opinion about the prevalent
type of intrinsic defectsin A'VBY' compounds and their
charge state [4-7].

2. In order to interpret the dependence of the charge
carrier concentration on various growth parameters
(including the partial pressure Py, of tellurium vapors
in the growth zone [8]) in lead telluride films grown
from the vapor phase by the hot-wall method, we sug-
gest the first model describing disorder in the metal

sublattice by the Frenkel mechanism with the simulta-
neous formation of singly- and doubly-charged defects

(interstitial lead ions, Pb?" and Pb; , and lead vacan-
cies, VFZ,; and V).

3. Using the methods suggested in [9], the source—
vapor and vapor—condensate equilibria can be
described by the following quasichemical reactions:

POTE < PbY + (12)Te), Kpre(To) = PrPie; (1)

P’ Pb'+€, Kpy(T) = [PInPr:  (2)
(U2)Tey == Vp + Tepe +h",
Kiev(Ts) = [Vl P72, )
Pb’ = Pb/" +2¢,
Kpov (T = [Pb7In"Pay; @
(12)Tey «—= V3 + Tey +2h", -

" = =Y}
Kie,v(Te) = [Vl P°Pre, -

Equation (1) characterizes equilibrium in the
source-vapor system during the decomposition of lead
telluride in the evaporator at the evaporation tempera-
ture T,. Reactions (2)—(5) define the vapor—condensate
equilibrium responsible for the formation of intrinsic
defects at the substrate temperature T,

The intrinsic conductivity and the ionization of
Frenkel defects are described by Egs. (6) and (7)—<10):

“0" == e +h', K(T) =np; (6)
“0" == Vg + Pb, KL (T) = [V IIPO L, (7)
"0 = Vi + PO KE(T) = [VERIIPT ] (8)

‘0 == Vo + P + e, K (T) = [V, J[PL Ini(9)
“0" = V2 + Pb +h,
K (T) = [Ves 1LPD; Ip;

The genera condition of electroneutrality has the

(10)

Table
Reaction constant Ko AH, eV
Kpyre, P2 1.4 %1018 351
Kpp, v » Cm e Part 5.5 x 10% -1.01
Ke, v » cm® Pat/? 1.2x10% 0.25
Kpp, v, cm™® Part 1.9 x 10% -0.87
KTe, v » cn9 Par/2 1.0x 10% 0.39
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Fig. 1. The concentration of charge carriersin lead telluride
films as function of the partial pressure of tellurium vapors:
(1) experiment [8]; (2) calculation by Egs. (12) and (13).
The substrates were the (111) cleavages of BaF, crystals
(Te = 833 K; Tg= 653 K).
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Fig. 2. Calculated concentrations of charged defectsin lead
telluride films as functions of the partial pressure of tellu-

rium vapors: (1) [V, 1, ) [P0 1, 3) [P6™ 1, (4) [V ]
(T,=833K; Ty= 653 K).

form
P+IPO 1+2[Po ] =n+[Val+2Vipl (11)

According to Egs. (1)—<11), the carrier concentra-
tion n can be determined in terms of the equilibrium
constants of the quasichemical reactions and pressure

Pr, using the equation

An*+Bn’-~Cn-D = 0, (12)

where

" 1 1/2 ] 1 _1
A= 2KTe2,VKFPTeZ(KPbTeKPb,VKTeZ,VKi) ;
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1 jjz 1 _l
B = 1+ KgPre, (KegreKpov)

L} _1I2 mn —:UZ
C = K+ KpyreKpp, v Pre, s D = 2KpyreKpp, v Pre, -

The charge carrier concentration determined from
the Hall effect ny is

Ny =N-p= n—Kin_l. (13)

Using thismodel, it is al so possible to determine the
concentration of charged defects.

4. The intrinsic conductivity constant K; was deter-
mined with due regard for the temperature dependence
of the bandgap E4(T) and the effective mass of the den-

sity of statesm(T) [10] as
Ki(T) = NcNyexp(—E4/KT), (14

where
Ne = Ny = 2(mkT/2m?)*,

32,,1/3

Cm(T) = 6" *0.048m,./T7300,

E, = 0.217+45x 10 (T-77) (V) (T277K).

The K¢ constant was determined from the equilib-
rium condition

1 1 1 —1
KF(TS) = KPbTe(Ts)KPb,V(Ts)KTeZ,V(Ts)Ki (Ts)' (15)
For the ideal vapor, we have
3/2
KPbTe(Ts) = KPbTe(Te)(Ts/Te) .
The reaction constants Kegre, Kpp v, Kre, vy Kep v

and Ky, weretaken from[2, 11] (seetable).

5. The experimental and the cal culated dependences
of the defect and charge carrier concentrationsin PbTe

films as functions of the partial pressure Py, of tellu-

rium vapors in the growth zone are shown in Figs. 1
and 2. It is seen from Fig. 2 that the concentrations of
doubly-charged defects [Pb"] and [V 5] in the films
are considerably higher than the concentrations of sin-
gly-charged defects. Thisis consistent with the qualita-
tive tendency to the prevailing formation [12, 13] of
multiply charged vacancies and interstitials capable of
multiple ionization in the presence of rather shallow
acceptor and donor levels [12, 13]. However, because
of partial compensation of the doubly-charged defects,
an important role in the change of the charge carrier
concentration in PbTe films (dependent on various
growth factors) is aso played by singly-charged

defects—Pb, and V5, (Fig. 2). Upon increasing the
tellurium-vapor pressure Py , the electron concentra-
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tion first decreases, then the conductivity changes from
the n- to the p-type and the hol e concentration increases
(Fig. 1). This corresponds to an increase of the concen-

tration of singly-charged acceptor lead vacancies[V g, ]
and a decrease of the concentration of singly-charged

donor lead interstitials[Pb; ] (Fig. 1).

Thus, it can be stated that the equilibrium state of
the defect subsystem in PbTe films is rather compli-
cated. The experimental results can be satisfactorily
interpreted only assuming that singly- and doubly-
charged defects simultaneously exist in the cationic
sublattice.
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Abstract—The longitudinal motion of an electron bunch with a length much smaller than its wavelength is
studied theoretically under coherent emission conditions. It isdemonstrated that the bunch can be focused under
the action of alongitudinal component of the ponderomotive force of the radiation fields. This mechanism is
operative when a bunch moves parallel to metallic surfaces partly reducing the space-charge forces. © 2000

MAIK “ Nauka/Interperiodica” .

1. The creation of short electron bunches stable with
respect to Coulomb repulsion is atask of practical sig-
nificance [1-3]. This study demonstrates that certain
progress toward solving the problem can be made by
using the ponderomotive force exerted by radiation
fields. Specifically, a transverse oscillation velocity
should be imparted to the electrons in a bunch so that
the radiation fields thus produced would focus the
bunch in the longitudina direction. The oscillatory
motion may represent a cyclotron gyration of particles
in auniform longitudinal magnetic field. Alternatively,
the oscillations may be caused by an external electro-
magnetic field or a nonuniform magnetostatic field
(such asthat in an undulator).

The ponderomotive interaction between two parti-
cles oscillating in phase is attractive if the distance
between particles is shorter than half of the radiation
wavelength [4]. Naturally, the ponderomotive force
depends on the magnitude of the transverse oscillation
velocity. However, even at relativistic velocities, the
force is weaker than the Coulomb repulsion of the par-
ticles. It is therefore necessary to partly neutralize the
action of the space charge. This can be achieved if the
bunch moves parallel to metallic surfaces.

The present study addresses the longitudinal elec-
tron focusing under the conditions of cyclotron radia-
tion emission. First, we anayze the simplest one-
dimensional model that represents the electron ensem-
ble as a layer extending to infinity along both of the
transverse coordinate axes, assuming that the space-
charge forces are partly reduced. Then we proceed to a
bunch of electrons gyrating in auniform magnetic field
between two conducting planes. Based on the particle-
in-cell simulation with a two-dimensional version of
the KARAT code, we demonstrate that the bunch can
be contracted in the longitudinal direction.

2. Consider a one-dimensional model. Let there be
alayer of electrons gyrating in auniform magnetic field
(Ho, = Hozp) that is directed perpendicularly to the

boundaries of the layer. The width of the layer is
denoted by b. All of the electrons have the same initial
phase of cyclotron gyration, so that the transverse
momentum of an electron can be represented as p, =
P+ ipy = poexp(ioyt), where wy = eHg/mey, is the
gyromagnetic frequency with y, being the initial value
of the relativistic factor. Let us divide the layer into a
finite number of sheets of charge (macroelectrons) dif-
fering in the longitudinal coordinate Z, so asto analyze
the dynamics of the layer. For each sheet of charge, the
surface current density is j, = j; + ij, = joexp(iwyt),
where j, = ov, with o being the surface charge density
and v = py/my, the transverse velocity. The field gen-
erated by a sheet isacircularly polarized plane wave

E, = Ex+iE, = Eqexp(iwyt) D
with the amplitude
21T,
Eo(z 1) = —?"Jo(z,t—|z—z|/c), )

where jo(Z, t — |z — Z|/c) is the surface current density
amplitude taken at a retarded time instant

jo(Z, t=1z=2|/Ic) = ov(Z, t)exp(—iwylz—2Z|/c). (3)

In Eg. (3), the characteristic time of the bunch
focusing is assumed to be much greater than the time
lag b/c acrossthe layer; in other words, the longitudinal
motion is assumed to be weakly relativistic. In a plane
wave, themagnetic fieldisH, = H, +iH, =iE,. Accord-
ingly, the longitudinal ponderomotive force with which
one sheet of charge acts upon a unit area of another
sheet that lies at the distance |z— Z| is expressed as

FP = —(2nd’v(z v y(2,1)/c?)

4
x sgn(z—2z)cos((z—Z)wy/c).
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Fig. 1. The interaction of macroelectrons in a one-dimen-
sional model: the longitudinal components of the Coulomb
and ponderomotive forcesvs. the distance between sheets of
charge.

Figure 1 demonstrates that F™™ changes its sign.

Note that F2*™ is an attractive force if the distance is
less than half the wavelength. Also shown in Fig. 1is
the longitudinal component of the Coulomb force
F& = 2 sgn(z — Z), which is a repulsive force for
any distance between the planes. Since the Coulomb

Zy

651

force surpasses the ponderomative force (Fig. 1), the
former must be partly neutralized so that longitudinal
focusing is possible. This can be achieved by introduc-
ing an ion background or metallic surfaces parallel to
which the bunch would move.

Suppose the space-charge force is partly reduced,
the degree of the reduction being evaluated by the fac-
tor r < 1. Let us describe the motion in terms of the
Lagrangian variables, with which the position of each
plane of charge (macroparticle) Z,(Z,, T) and its veloc-
ity are functions of the time T and theinitial coordinate
Z, (it is assumed that the transverse electron motion is
relativistic and the longitudinal motion is weakly rela-
tivistic.) Then the equations of motion for the macro-
electrons are as follows:

oa*

= RedfP 5z,
B (59)
+ IrJ’sgn(Z(1 —Zy)dZ, ,
0

dpy, _ -
o = 1P (1J1-B, +[po| - 1)-a,

(5b)

1
0 400

1
800

05 ”

|
0 400

|
800 T

Fig. 2. Time variation of (a) the longitudinal coordinates of macroelectrons and (b) the mean-square transverse momentum and the

radiation power at | = 1074, Bé =0.8,B=0.6,andr = 0.7.
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Fig. 3. Particle-in-cell simulation of longitudinal focusing:
(a) initia configuration of a bunch; (b, ¢) evolution of the
bunch with neglect of the emission; (d, €) evolution of the
bunch under the action of theradiation field. Theinitial den-

sity of the bunchis 10'° cm3, the electron energy is 1 MeV,
and the magnetic flux density is3 T.

where

a(Z, 1)

: . (5¢)
= IJ’pDa,exp(—l 12=Z4))],J1- B2, + [P, dZ,,
0

is the radiation amplitude. Equations (5) employ the
following dimensionless quantities: a = eE,/(mcy,wy),

Z=wyzZlc, T =wyt, pg = po/(mey,), B = bwy/c, | =

oo§ /200,24 , and W, = A/4Tre2n/my0 , where Wy, denotes
the relativistic plasma frequency.

According to Eq. (5¢), for a given charge per unit
area, the radiation amplitude attains its maximum a =
IB when the layer width is much smaller than the wave-
length: B < 1. Then, Eq. (5a) gives the following con-
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dition for neutralization of the Coulomb repulsion by
the radiative attraction:

r<pi. (6)

Figure 2a shows the trajectories of macroelectrons
in the case where condition (6) is met at the initial
moment of time 1. Figure 2b depicts the radiation
power W= |a|§ ot |a|§ - g and the mean-squaretrans-
verse momentum of the macroparticles for the same
parameters. Comparing the two figure panelswith each
other shows that effective coherent emission from the
layer with a pronounced longitudina self-focusing
takes place for T < 800. As T increases further, the self-
focusing changes to expansion of the layer. The reason
is that the transverse momentum decreases during the
emission to reduce the ponderomotive force which is
proportional to the squared momentum.

3. For a two-dimensional model, the longitudinal
self-focusing was demonstrated using a particle-in-cell
simulation with the help of the KARAT code that
directly embodies Maxwell’s equations together with
the equations of motion. The bunch was assumed to
move between two metallic planes reducing the Cou-
lomb repulsion (Fig. 3). Figure 3ashowstheinitial con-
figuration of the bunch with a density of 10*° cm= and
the dimensions 1 and 0.5 mm aong the z and the
x-axis, respectively. The electrons gyrate under the
action of a uniform magnetic field oriented along the
z-axis and having a magnetic flux density of 3 T. The
initial energy of the electronsis 1 MeV. Figures 3b-3d
show how the bunch expands due to the Coulomb inter-
action, the emission fields being ignored. Figures 3e-3g
present configurations of the bunch experiencing the
focusing action of theradiation at varioustime instants.
Comparing the figures suggests that the bunch under-
goes contraction during an initial stage of the process,
accompanied by the emission from oscillating elec-
trons. Then, the radiation power and the mean trans-
verse velocity decrease (Fig. 4) to attenuate the ponder-
omoative force. Thisresultsin expansion of the bunch.

4. 1t should be emphasized that the above analysis
applies to a bunch moving as a whole with a transla-
tional velocity v, and that the process has been studied
in the intrinsic frame of reference K' moving with the
unperturbed tranglational velocity. For the laboratory
frame of reference K, the Lorentz transformations give
the following expressions of the electron transverse
velocity, energy, and concentration, respectively: v =

VoY Y=Yy, andn=n'y, where(y;= 1/ /1 - [3|2|0 ). For
example, a v, = 0.98c, the bunch dealt with in Section 3
has an energy of 7.5 MeV, the pitch factor 35/, = 0.2,
and a concentration of 5 x 10'° cm=2 (the current den-
sity being ~250 A/cm?). Note that the Lorentz (relativ-
istic) time dilation must be allowed for as well: if the
timeto focus At' is 3 nsin the intrinsic frame, then the
corresponding value in the laboratory frame is At =

No. 8 2000
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Fig. 4. Time variation of the mean-square transverse
momentum and the radiation power. The values of parame-
tersareasin Fig. 3.

At'y, = 15 ns. During this time, the bunch having a
trandational velocity close to the velocity of light will
travel ~4.5m.

5. In conclusion, note that there must be no decrease
in the transverse oscillation velocity during coherent
emission if the electrons perform forced oscillations,
being exposed to external time-dependent fields. Con-
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sider, for example, the motion inside a capacitor. The
process obeys Egs. (5a) and (5c¢), where the amplitude
of the transverse momentum is a constant proportional
to the amplitude of the capacitor field. Remarkably, the
self-focusing and coherent emission in this model sys-
tem will continueindefinitely, provided condition (6) is
met. Also interesting is the case where the oscillations
are excited by atraveling electromagnetic pump wave.
Then, thelongitudinal self-focusing and coherent emis-
sion (scattering) must be accompanied by acceleration
of the bunch as awhole due to the longitudinal momen-
tum imparted by the pump wave. An opposite effect
must occur when a short bunch moves in a variable
undulator field. Then, the bunch would be retarded as a
whole and the self-focusing would provide for the
coherent emission.

This study was supported by the Russian Founda-
tion for Basic Research, project no. 98-02-17308.
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Abstract—A method of the direct light-to-electric energy conversion in photoplasma is proposed. The photo
emf was observed in experiments on the pulsed laser excitation of sodium vapors. It is demonstrated that the
separation of charged particlesin the plasmais caused by the inhomogeneous distribution of resonance-excited
atoms in the direction of optical excitation. © 2000 MAIK “ Nauka/Interperiodica” .

Optical radiation can be detected using the light-
induced changes of conductivity in semiconductors[1]
and in the €electric discharge plasma (optogalvanic
effect) [2]. The effect of the photo emf generation in
semiconductors was also comprehensively studied and
found wide practical applications in the light-to-elec-
tric energy converters. The phenomenon of the photo
emf generation in plasmais not as well studied.

A potential difference between pointsin the illumi-
nated gas medium arisesin two stages: first, the forma-
tion of charged particles (photionization); second, sep-
aration of these chargesin space.

Thelight-induced plasmaformation in metal vapors
is extensively studied both theoretically and experi-
mentally (see, for example, [3-5]). Resonance absorp-
tion of the incident light quanta leads to maximum ion-
ization of the medium. Effective absorption of the res-
onance quantais followed by ionization mainly caused
by the processes involving electrons heated in super-
elastic collisions with the optically excited atoms.

The studies of mechanisms of the photoinduced
potential difference generation were stimulated by
interest in the direct light-to-electric energy conversion
in photoplasma. Dunning and Palmer [6] proposed a
method of solar energy conversion in photoplasma
based on the MHD transformation. The laser energy
conversion into electricity in a thermoemission con-
verter employing a CO, laser for the plasma initiation
were experimentally studied in [7, 8]. The mechanism
of charge separation upon resonance optical excitation
islesselaborate. Brandenberg [9] observed a photo emf
in the microwave discharge in krypton upon illuminat-
ing the cell perpendicularly to its axis by laser light
with a wavelength of 785.5 nm (1s3-2p3 transition).
A mechanism of the photo emf generation in this sys-
tem (the potential difference was about 0.1V at alaser
power of about 1 mW) isrelated to violation of the dis-
charge symmetry caused by the light-induced changes
of the Kr metastable state (1s3) density.

We have generated a photo emf by resonance pul sed
laser irradiation of sodium vapors. A glasstubewith the
vapors had alength of L = 70 mm and an inner diameter
of d =20 mm. Cylindrical kovar electrodes welded at
the ends of the tube measured the electric current. Sap-
phire windows on the electrode edges allowed for the
input of the laser beam. A heater controlled the density
of the sodium vapors.

A pulsed tunable laser with the spectral half-width
of about 0.5 A provided the resonance excitation of
sodium vapors (resonance transitions 3S-3Py;, 3,). The
energy of the laser pulse amounted to 20 mJ at a pulse
duration of about 7 nsand arepetition rate of 10 Hz. An
HP54220 A digita oscilloscope measured the voltage
U across the measuring resistor R =50 Q connected in
series with the gas cell and a testing constant voltage
(¢) source.

Figure 1a shows the plots of voltage U versus time
at [Na] =3 x 10 cm=3and ¢ = 0. Curve 1 refersto the
case when the wavelength corresponding to the maxi-
mum laser power is centered at the sodium 3S;,,—3P5,
absorption band. Consider the qualitative interpretation
of this phenomenon. In the case under consideration,
the laser power density isinsufficient for homogeneous
optical saturation of the resonance transition over the
entire cell length. The light energy is absorbed within a
few millimeters near the input window. This leads to
inhomogeneous distribution of the excited atoms along
the cell axis and, consequently, to inhomogeneous
plasma formation. Plasma emission mainly concen-
trates in a narrow layer near the input window. An
excess of positive ions related to the diffusion outflow
of more maobile electrons gives rise to a positive poten-
tial in thisregion. The resulting ambipolar potential dif-
ference A = (T./€)/In(ny/n,) depends on the electron
temperature (T.) and the charged particle densities n;
and n, in both ends of the cell [10].

1063-7850/00/2608-0654%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. The plots of voltage versus time measured in a cell

filled with (&) sodium vapors and (b) sodium—helium mix-
ture. See the test for explanation.

The value of the photocurrent in the external circuit
depends on the rel ationship between the load resistance
and theinternal resistance of the photo emf source. It is
seen that the photocurrent reaches its maximum value
in ~1 ps after the laser pulse termination, which coin-
cides with the time instant when the electron density
reaches a maximum [5]. The subsequent decay is
caused by the T, relaxation and spatial blurring of the
primary ionization zone due to the resonance radiation
transfer. A shift of the laser wavelength by ~1 A toward
the absorption band wing |eads to decreasing photo emf
(Fig. 1a, curve 2). Thiswas explained by amore homo-
geneous excitation of the sodium vapors along the laser
beam, as confirmed by observations of the plasma
emission.

Figure 1b shows the plots of voltage versus time for
a mixture of a sodium vapors ([Na] = 10*> cm=) and
helium ([He] = 7 x 10'7 cm™3) at various constant bias
voltages. In contrast to the case of pure sodium and
¢ = 0, we observe shortening of the photoinduced volt-

TECHNICAL PHYSICS LETTERS Vol. 26 No. 8

655

age pulses. The voltage U reaches its maximum value
0.2 s after termination of the exciting laser pulse. This
coincides with the characteristic time of relaxation of
the electron temperature T, caused by collisions with
helium atoms. The consequent dei onization regime ter-
minates the growth of the charged particles concentra-
tion in the plasma. Shortening of the photo emf decay
time in comparison with the case of pure sodium is
explained by increasing rates of the T, relaxation and
the resonance radiation transfer caused by the buffer
gas influence.

An externa field leads to increasing load current,
provided the electron drift direction in this field coin-
cides with the ambipolar diffusion direction (Fig. 1b,
curvel). Inthe opposite case (Fig. 1b, curves 3 and 4), the
load current depends on the difference between the photo
emf and the bias voltage. The maximum photo emf mea-
sured by the compensation method was A, ~ 3 V.

Thus, the inhomogeneous photo-excitation of atoms
in agas-filled cell |leads to generation of the photo emf.
This effect is similar to the Dember emf generation
upon inhomogeneous excitation of a uniform semicon-
ductor [1]. In contrast to the case of semiconductors,
the photo emf in plasma exhibits a resonance character
with respect to the excitation wavelength.

Theauthorsare grateful to L. D. Tsendin for helpful
discussions.

This work was supported by the KBN grant
(Poland).
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Abstract—A numerical analysis of the turn-on transientsin an autostochastic oscillator with delayed feedback
is reported. Dependence of the transients on the intensity of chaotic initial conditionsis studied. It is demon-
strated that the chaotic oscillations may switch from one basin of attraction to another. © 2000 MAIK

“Nauka/Interperiodica” .

Delayed-feedback oscillators (DFOs) are widely
employed as models in various areas of scientific
inquiry [1-5]. Nevertheless, the dynamics of DFOs is
still poorly understood due to its complicated nature. In
particular, little is known about the transients observed
under chaotic conditions at |arge feedback delays. The
processes must differ from those occurring in oscilla-
torswith azero delay. Chaosisthe factor that seriously
complicates the transientsin DFOs. On the other hand,
the understanding of chaotic transients and ways to
reduce them is necessary in some cases, e.g., when
using autostochastic DFOs for communications based
on deterministic chaos [6].

It is pertinent to note that the very concept of tran-
sient in its conventional sense seems to apply to reg-
ular operation only. A chaotic oscillation can hardly
be treated as a steady process because its state varies
continuously. In fact, the chaotic operation of a DFO
may be considered as a kind of “transient” state [7].
On the other hand, there is a noticeable growth in the
oscillation magnitude once a chaotic regime has
been turned on, just asin aregular operation mode.
Furthermore, the maximum fluctuations of the cha-
otic oscillation eventually become bounded from
above so that the oscillation reaches some kind of
saturation. It is therefore possible to define the
buildup time of a chaotic oscillation under certain
conditions. This paper presents the results of simu-
lating the turn-on transients accompanying the exci-
tation of chaotic oscillations in a DFO described by
fairly general delay equations.

The DFO under study is a closed loop comprised of
a nonlinear amplifier, first- and a second-order filters,
adelay line, and a differentiating circuit. The simula-
tion is based on a set of nonlinear difference—differen-
tial equations using a third-order approximation of the

amplifier nonlinearity. The equations are as follows:

X =Y,
Y+ (W/Q)y + w'x = w{B[(1-2)/3] [x(t—T) -2} ,
0z+z = X(t-1), (1)

where X, y, and z are the time-dependent variables; the
dot denotes differentiation with respect to thetimet; w
and Q are the natural frequency and the Q-factor of the
second-order filter, respectively; d is the time constant
of the first-order filter; T isthe feedback delay; and Bis
the gain parameter.

In contrast to the zero-delay case[8], theinitial con-
ditions cannot be considered independent of time (con-
stant) when dedling with the turn-on transients in
DFOs. Circulating in the loop, an initial disturbance (in
areal system, arising from noise oscillations of various
origin) keeps acting upon the DFO in arandom fashion.
It is therefore necessary to specify initial conditionsin
the form of time-dependent noise (or noise-like) oscil-
lations. To obtain reproducible results, it is expedient to
construct the initial conditions from a solution to a sys-
tem of equations describing systems with chaotic
behavior. In particular, it is convenient to use the cha-
otic solutions to relatively ssimple nonlinear Rossler
eguations:

1=—-v-w,
vV =u+av, 2
W = —pBw+uv +a0,

where u, v, and w are the time-dependent variables,
whereas a, 3, and o are constants [9]. Ata = 0.3, 3 =
8.5, and o = 0.4, the solutions to Egs. (2) are chaotic
with afunnel-shaped attractor [1]; the spectrum has no
regular components.
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Fig. 1. Waveforms of growing oscillations for different
intensities of theinitial chaotic conditionsy = 0.000001 (a);
0.001 (b); 0.1 (c).

I n connection with the above considerations, the ini-
tial conditionsfor x, y, and zin Egs. (1) are determined
by yu(t), yv(t), and yw(t), respectively, where u(t), v(t),
and w(t) constitute a solution to Egs. (2) with constants
indicated above. The coefficient y makes it possible to
control the intensity of the chaotic oscillations repre-
senting the initial conditions for system (1). To elimi-
nate transientsin the solution to Egs. (2), theinitial con-
ditions are set as follows. u(0) = 5.536877, v(0) =
-1.617695, and w(0) = 0.1127826. Thesevaluesof u, v,
and w are attained after a sufficiently long timefrom the
beginning of oscillation. The numerical analysis
employed a fourth-order Runge—Kutta method with a
step size of 0.05. The parameters of Egs. (1) were fixed
a thefollowingvalues.Q=1,B=29,w=1,and5=0.1.

The results of numerically solving Egs. (1) with the
initial conditions specially selected as described above
support our expectation that oscillations in the DFO
arise with a lag increasing with 1. This phenomenon
occursin both regular and chaotic operation modes.

Now consider the effect of changes in y. Figure 1
shows the excitation of chaotic oscillations for three
valuesof y at adelay of T =9.4. If yisvery smal (y=
0.000001, see Fig. 14), then the oscillation reaches an
appreciable magnitude only after a sufficiently long
time (t O [0, 140Q]). Thisinterval may be called the qui-
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Fig. 2. Power spectrum densities for different intensities of
theinitial chaotic conditionsy = 0.000001 (a); 0.001 (b).

escent time, its length being denoted by T. As the y
valueincreases, the quiescent timedrops: T=80for y =
0.0001 and T =45 for y = 0.001 (Fig. 1b). Infact, T is
virtually zero for y = 0.1 (Fig. 1c). Thus, one should
raise y so as to reduce the quiescent time and increase
the buildup rate of a chaotic oscillation.

Remarkably, the power spectrum density distribu-
tion in a “steady-state” oscillation regime (set in after
the timet O [0, 2400] for T = 9.4) depends on y for a
given T. By taking various values of y, we discovered
two different shapes of the spectrum S, which are
shownin Fig. 2. The spectrum in Fig. 2ais obtained for
y=0.000001 and that in Fig. 2b, for y=0.001 (the delay
T being fixed at 9.4). Note that the low-frequency part
has more power in the latter case. For y = 0.8, the spec-
trumisasin Fig. 2b, whereas for y = 0.0001, 0.01, or
even 1, the spectrumisasin Fig. 2a

A change in the spectrum of oscillations in the cha-
otic mode observed in Fig. 2b suggests that the oscilla-
tions may go to another basin of attraction (correspond-
ing to lower frequencies). In other words, the intensity
of the chaotic initial conditions may determine the
basin of attraction where a chaotic oscillation will be
excited.

To sum up, this study has demonstrated that the
turn-on transients in an autostochastic DFO may take a
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considerable time that increases with the feedback
delay. To reduce the transient time, one should increase
the magnitude of the chaotic initial conditions. In prac-
tice, this can be achieved with an amplifier possessing
a high level of internal noise. On the other hand, it
should be borne in mind that the chaotic oscillation
may switch from one basin of attraction to another.

This study was supported by the Russian Founda-
tion for Basic Research (project no. 98-02-16722).
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Abstract—Partia channel blocking affects the relative contributions of shock waves and concurrent jet flow.
This results in decreasing or increasing the dynamic shock-wave action upon an obstacle, depending on the
duration of action and the Mach number. © 2000 MAIK “ Nauka/Interperiodica” .

Description of the effect of shock waves outgoing
from a partly blocked channel upon an obstacle is a
complex problem of gas dynamics. For large Mach
numbers of the shock wave, the wave—obstacle interac-
tion is determined by the shock-wave action, while
small M values imply a dominating role of the cocur-
rent jet flow. Intermediate cases feature an interplay of
the two processes. We have studied the effect of partial
channel blocking on the relative contributions of two
flow components. Partial blocking of the channel may
enhance the diffracted shock wave action upon the
obstacle because the initial pressure drop in the wave
increasesreaching alevel intermediate between the val-
ues for the incident and reflected waves.

The action of aweak diffracted shock wave outgo-
ing from a round open channel upon an obstacle was
experimentally studied in by Panov et al. [1]. Serova[2]
performed anumerical calculation for the early stage of
this process and obtained an isobar field coinciding
with the experimental configuration of the incident and
reflected waves. The effect of a weak diffracted shock
wave with an obstacle was al so studied in the context of
finding the optimum shape for a car muffler [3, 4]. Yu
and Gronig [5] showed that attenuation of a diffracted
shock wave outgoing from an axisymmetric channel
can be decreased by placing a coaxial cylindrical insert
at the tube output. It was recommended to use this out-
put channel geometry to enhance the shock wave action
upon processed surfaces. The effect of partial blocking
of the channel output upon the shock wave—obstacle
interaction was not studied.

Our experiments were performed in a shock-wave
tube with a 40 x 40 cm? cross section connected to a
cylindrical vacuum chamber with a diameter of 80 cm
and alength of 120 cm. The shock-wave tube end was
closed with a flange carrying a channel with a circular
cross section (diameter d = 20 mm; length | = 100 mm)
situated inside the tube. The tube edge could be addi-
tionally shielded with a diaphragm having a 0.5d hole
in the middle. The shock-wave tube edge with the

flange (mounted perpendicularly to the tube walls) was
arranged within the visual field of plane-parallel win-
dows of a pressure chamber. A flat obstacle could be
mounted at a variable distance from the shock-wave
tube edge. The flow patterns were visualized by an
IAB-451 shadowing instrument and registered with a
high-speed VV SK-5 camera.

The corresponding nonautomode! diffraction prob-
lem was numerically modeled by solving the Euler
equations using the Godunov method with second-
order accuracy. A difference scheme, based on the inte-
gral form of the conservation laws, was constructed by
the finite volume method. We have employed the first-
order-accuracy monotonic schemes in terms of the
Godunov and Steger—Warming spatial coordinates, the
related second-order schemes, and the Chakravarti—
Harten schemes constructed using a similar approach.
The second-order schemes were constructed using the
total variation diminishing (TVD) concept. The bound-
ary conditions were selected in accordance with the
system geometry, taking into account the possibility of
partial channel blocking and mounting an obstacle at a
certain distance from the tube edge. The field of flow
parameters was cal culated for a given Mach number of
the incident shock wave, taking into account partial
reflection of the shock wave from the diaphragm. The
results of calculations were represented in dimension-
less coordinates normalized to the parameters (density
Py and pressure py) of unperturbed gas in the pressure
chamber. Distances are expressed in units of the tube
diameter d. The dimensionless time t is related to the

current time T by the formulat = L JE’ .

da/ po

We have obtained the Toepler patterns describing
diffraction of the shock waves with 1.15 < My < 5 and
their interaction with the obstacle. The experimental
data describing propagation of the diffracted wave front
along the symmetry axiswas compared to the results of
numerical calculations, where the shock-wave front
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Fig. 1. Time variation of the relative pressure produced by a
shock wave with Mg = 3 (&) and 1.15 (b) at the obstacle
mounted at a distance of 0.5d in front of the channel output:
(2) channdl partly blocked by adiaphragm with aholediam-
eter of 0.5d; (2) open channel (d isthe channel diameter).

position was determined as the coordinate of the point
with maximum density gradient (this very point isreg-
istered on the experimental Toepler patterns). The
results of numerical calculations showed a satisfactory
coincidence with the experimental data. We have also
compared the time variation of the pressure at the
obstacle, determined by numerical calculations, with
the datameasured for the shock waves outgoing from the
open or partly blocked channel with M, = 1.15 (a weak
shock wave with subsonic flow behind) and My = 3

TECHNICAL PHYSICS LETTERS  Vol. 26

BAZHENOVA et al.

(astrong shock wave with supersonic flow behind).
The distance between the channel edge and the obstacle
was varied from 0.2d to 1.5d.

Figure 1 shows time variation of the pressure at the
center of the obstacle (plate) mounted at a distance of
0.5d from the channel edge. Data are presented for a
shock wave with M, = 3 or 1.15 outgoing from the open
channel or a channel blocked with a diaphragm (hole
diameter, 0.5d). For M, = 3 (Fig. 1a), the diffracted
shock wave produces an initial pressure jump followed
by arapid drop, which is similar to the reflection of a
spherical shock wave. When a boundary between the
outgoing flow and the flow of the unperturbed gas
behind the diffracted wave comes to the obstacle, the
pressure exhibits the second increase. Then, aquasista-
tionary state is established at the center of the plate. As
seen, the second pressure pulse isinsignificant as com-
pared to the pressure level observed at the instant of the
shock wave reflection. With the diaphragm installed,
the pressure at the obstacle decreases but the character
of pressure variation remains the same as for the open
channel. This result agrees with our previous data [6]
showing that areflecting nozzle mounted at the edge of
achannel decreases the pressure at the obstacle.

When the same obstacle is exposed to aweak shock
wave (Fig. 1b), the diaphragm favors an increase in the
amplitude and duration of the shock wave action. Here,
in contrast to the case of a diffracted wave outgoing
from the open channel, the pressure on the obstacle
mostly increases at a later stage of the interaction fea-
turing retardation of the cocurrent flow rather than upon
the diffracted wave reflection. Similar patterns of pres-
sure variation were observed when the obstacle was
mounted at other distances from the channel edge.

In order to compare the effects of shock waves out-
going from an open and partly blocked channel, we
have calculated the ratio of pressure pulse intensities
developed in the two cases at various time instants
(Fig. 2). The pulseintensity ratio varieswith timein the
same manner for all distances from the channel edgeto
obstacle (from 0.2d to 1.5d). In the first stage of the
shock wave—obstacle interaction, the shock wave out-
going from a partly blocked channel produces a pres-
sure pulse 15-20% smaller as compared to that in the
case of open channel. Subsequently, the pressure pulse
of a shock wave outgoing from a partly blocked chan-
nel increases and becomes greater than that of asimilar
wave from the open channel. Upon reaching a quasista-
tionary state, the excess pressure reaches 25%.

The results of our experiments and calculations
showed that the partial channel blocking may either
decrease or increase the dynamic action of shock waves
upon the obstacle, depending on the duration of action
and the Mach number. When the Mach number issmall,
the shock wave dominates in the first stage of interac-
tion and the cocurrent jet wave, in the second stage.
When adiaphragm with the 0.5d holeis mounted at the
tube edge, the shock wave exhibits partial reflection
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Fig. 2. Time variation of the ratio of pressure pulseintensi-
ties for the shock waves with M = 1.15 outgoing from the

partly blocked channel (1) (diaphragm hole diameter 0.5d)
and the open channel (Ig). The pressure was determined at a

flat obstacle spaced by (1) 0.2d, (2) 0.5d, (3) 1.0d, and
(4) 1.5d from the channel output edge.

from the diaphragm and the central part is diffracted
into the open space. A distance of 1.0d to the obstacle
isequivalent to two diameters of holein the diaphragm.
Attenuation of the diffracted shock wave intensity is
calibrated by the hole diameter. In this first stage, the
intensity of the shock wave outgoing from the partly
blocked channel is smaller than the intensity of awave
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from the open channel at the same distance. In the fol-
lowing, the reflected part of the shock wave signifi-
cantly affects parameters of the flow behind the wave
front. This perturbation is transferred toward the sym-
metry axis (with the velocity of sound) and in the direc-
tion of the primary shock wave propagation (with the
flow velacity). Thisresultsin increasing pressure at the
flat obstacle mounted in front of the channel output. As
aresult, the pressure pulse at the obstacle produced by
the shock wave coming from the partly blocked chan-
nel exceeds the level observed for the wave outgoing
from the open channel.

This phenomenon can be used to control the shock-
wave pressure pulse developed at the obstacle by
changing the channel output geometry.

The work was partly supported by the Russian
Foundation for Basic Research.
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Transformation of the Electronic Structure
of Fullerene C4, Caused by Complex Formation
In N-M ethylpyrrolidone Solutions
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Abstract—Evolution of the electronic absorption and photoluminescence spectra of the fullerene Cgj solutions
with various concentrations in a polar solvent (N-methylpyrrolidone) was studied. Comparison with the elec-
trooptical properties of these solutions shows that a slow (associative) fullerene-solvent interaction mechanism
is operative at large (nearly saturating) concentrations (1 x 10~3 g/cm?3), whereas the solutions of relatively low
concentration (lessthan 5 x 10 g/cm?) exhibit fast complex formation between fullerene and the solvent mol-
ecules. The latter interaction significantly changes the electronic structure of fullerene. © 2000 MAIK

“ Nauka/Interperiodica” .

A specific property of fullerene Cq, is its ability
toform complexes of the donor—acceptor type with
various organic and inorganic electron donors in sol-
vents [1]. It was recently demonstrated that fullerene
Cgp exhibits the donor—acceptor interaction not only
with the known complex-forming substances (e.g., tet-
rafulvalenes [2] and calixarenes [3]) but aso with the
conventional organic solvents to form complexes with
a certain number of the solvent molecules [1, 4, 5].
Masin et al. [4, 5] used NMR spectroscopy to deter-
mine the parameters of the crystal lattice of the Cg, -
4AC¢Hg; and Cgy - C¢Hs5(CH5) complexes obtained by
slow evaporation of the Cg, solutions in benzene and
toluene, respectively, at room temperature.

Based on the results presented below, we conclude
that fullerene Cg, forms complexes with the molecules
of one more solvent: polar cyclic organic compound
N-methylpyrrolidone.

Recent hydrodynamic and electrooptical studies[6]
of Cg solutions in N-methyl-pyrrolidone (MP) and
N-methylmorpholine revealed changes in the proper-
ties of these solutions caused by slowly developing
aggregation process and showed a special role of the
solvents in this process. The purpose of this work was
to study in further detail the interaction of MP as the
solvent with fullerene Cg, by optical methods.

We measured and analyzed the electronic absorp-
tion and photoluminescence spectra of Cg, solutionsin
MP prepared various methods and traced evolution of
the spectra with time. The changes of the spectral char-
acteristics were compared to changes of the electroop-

tical properties (birefringence in the electric field) for
various concentrations and storage times of the Cg
solutionsin MP.

EXPERIMENTAL

The electronic absorption spectraof Cgy solutionsin
MP were measured in the 220-900 nm spectral range
on a Specord M40 spectrophotometer employing
2-mm- and 1-cm-thick cells.

A modulated argon laser (wavelength, 488 nm;
modulation frequency, 135 Hz, power, less than
100 mW) excited the photoluminescence (PL) of the
solutions. Detection system used an FEU-62 wideband
photomultiplier tube (detection range, 280-1200 nm)
and alock-in amplifier.

Electrooptical experiments used a pulsed electric
field with arectangular pulse duration of 40 ps. A pho-
toelectric detection system employed a low-frequency
modulation of the elliptically polarized light to measure
the electric-field-induced birefringence of the sample
solutions [7].

The spectral and electrooptical measurements were
carried out at room temperature.

The experiments were performed with commercial
fullerene Cg, of the 99 mass % grade produced by the
“Fullerenovye Tekhnologii” company (Fullerene Tech-
nologies Ltd., Russia).

The initial solutions were prepared by dissolving
Ceo in MP for two days to amaximum concentration of
¢, = 0.1 x 10 g/cm? [6]. Then, a part of the solution
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withtheinitial concentration ¢, was diluted with MP to
obtain a series of solutions for the optical studies with
the concentrationsc, = 0.8¢c;, ¢c;=0.6¢,, ¢, =0.5¢;, C5 =
0.2¢;, and c; = 0.1c;.

RESULTS AND DISCUSSION

The PL studies of the Cg, solutionsin MP at various
concentrations and storage times revealed a sharp vari-
ation of the PL characteristics at certain concentrations,
which were indicative of changes in the electronic
structure of fullerene.

Figures 1laand 1b show the pattern of changesin the
PL spectra at the concentrations ¢; and cg = 0.01 x
102 g/cm?®, respectively, over a time interval of
38 days. The concentrated solution (Fig. 1a) exhibitsno
significant changes in shape of the PL spectrum after a
one-month storage, but shows an approximately three-
fold increase in the quantum efficiency (radiative
recombination yield). The PL spectrum of the diluted
solution (c,/10) shows substantial qualitative changes.
The spectrum measured immediately or two days after
preparation exhibits amaximum at 1.65 eV and resem-
bles a PL spectrum of the fullerene Cg, solution in tol-
uene [8]. A fifteen-day storage leads to a several-fold
increasein the PL intensity, a substantial broadening of
the spectrum, and a high-energy shift of its maximum
by 0.4-0.5 eV (Fig. 1b). The two weeksthat follow the
sharp transformation bring virtually no changes in the
spectrum shape.

Thus, theresults of the PL studies show that thetime
evolution of the intermolecular interactions in the
fullerene solutions in MP substantially depends on the
solution concentration. A conventional associative
mechanism dominates at high fullerene concentrations:
in the first days, the PL spectrum exhibits virtualy no
differences from the spectrum of the molecular
fullerene [8] and then some slow changes proceed in
time with increasing intermolecular interactions
(Fig. 1a). A different, rather fast (taking from several
daysto several hours) process causes drastic changesin
the electronic structure of fullerene in the diluted solu-
tion (c = 0.1c,, Fig. 1b) and gives rise to the recombi-
nation transitions that substantially differ from those
typical of isolated Cg,.

We studied optical absorption of the Cg, solutionsin
MP in the UV range at a concentration of ~(0.005—
0.006) x 102 g/cmd. A characteristic Cg, absorption
band at 330 nm [9] shows up only in the spectra of solu-
tions prepared immediately prior to the measurement
and then slowly “ disappears’ with time. The rate of the
spectral changes depends on the concentration of the
initial stock solution from which the sample was pre-
pared. Figure 2 shows evolution of the UV absorption
spectrum of a Cg, solution in MP with a concentration
of 0.005 x 1072 g/cm? prepared by diluting the ¢, solu-
tion immediately before the measurements. It is seen
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Fig. 1. Time evolution of the PL spectraof the Cgy solutions

in MP with the concentrations (a) 0.1 x 102 g/cm® and
(b) 0.01 x 10~ g/cm?: the spectraare measured (1) 2, (2) 15,
and (3) 38 days after preparation.

that the Cq, absorption maximum completely disap-
pearsin three days. In contrast, solutions prepared from
the initial solution of lower concentration (c < 0.5¢;)
exhibit a faster evolution of the absorption spectra:
changes similar to those shown in Fig. 2 occur within
several hours.

The C4, solutionsin MP demonstrate rather unusual
spectral changes. The formation of the Cg, solvates in
various solvents normally leads to a high-energy shift
of the UV absorption edge by approximately 0.1 eV as
compared to the absorption of individual Cg, [10]. The
character of the UV absorption spectra of the Cg, solu-
tionsin MP does not comply with the conventional sol-
vation of Cg, by solvent molecules and indicates atran-
sition of Cg, in this solvent into a state with anew elec-
tronic structure of the optical transitions. The solutions
of high (c ~ 0.1 x 102 g/cm® and low (c < 0.05 x
1072 g/lcm?) concentrations exhibit slow and very fast
fullerene state transformations, respectively.

Qualitative changes of the fullerene interaction with
MP molecules during serial dilution are additionally
confirmed by experimental results on the pulsed-
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Fig. 2. Time evolution of the UV absorption spectra of a Cgy solution in MP with the concentration 0.005 x 10™ 2 g/cm3: the spectra
were measured (1) immediately after dilution of the initial solution with the concentration 0.1 x 10™ 2 g/cm3; (2) 4 hours later;

(3) three days later. (MP) absorption spectrum of the solvent.

electric-field-induced birefringence of the Cg, solutions
in MP.

Figure 3 showsthe change in sign of the electrooptical
effect at a concentration of (0.05-0.06) x 102 g/cm?,
which proves modification of the solution properties.

High symmetry of the Cy, molecule suggests its
optical isotropy. Then the observed negative el ectroop-
tical effect (the absolute birefringence being smaller
than that of the solvent) can be explained by the fact
that a part of the solvent molecul es bound to (or associ-
ated with) Cg, molecules are not involved into the elec-
tric-field-induced orientation. The change of sign of the
electrooptical effect points to different involvement of
the polar solvent molecules into the field-induced ori-
entation at aconcentration lower and higher than 0.05 x
102 g/cmd. The positive effect at a concentration of
about 0.05 x 10~ g/cm? can be related to the formation
of a polar asymmetric complex of Cgy with MP mole-
cules. The orientation of these complexesinthe electric
field accounts for the larger absolute value of the elec-
trooptical effect in comparison with that in the case of
pure MP.

Figure 4 compares the optical absorption spectra of
the solutions of Cg, and the Cq—M P complex (obtained
by vacuum evaporation of MP) in methylene chloride.
The spectrum of the complex retains the main spectral
features of the Cg, absorption in the UV range and

TECHNICAL PHYSICS LETTERS  Vol. 26

exhibits additional weak absorption bands peaked at
435 and 460 nm similarly to the Cg complex with
poly(vinylpyrrolidone)—a polymeric analog of MP[10].

Summarizing the results of the studies of the Cyg,
solutionsin MP we arrive at the following conclusions
on the character of the full erene-solvent interaction and
its kinetics upon serial dilution.

(2) MP molecules are strongly associated with Cg,
molecules at a near-saturation concentration of about

K % 10'°, cm g71(300 V)2

10+
5 |
0 1 1 L |
0.02 0.04 0.06 0.08
N\

¢ x 102, g/em?

Fig. 3. Plots of the specific (per fullerene unit mass) elec-
trooptical constant K versus Cgg concentration measured

during serial dilution of the Cgg solution in MP. The curves
belong to two independently prepared samples.
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Fig. 4. The optical absorption spectra of (1) Cgg and (2) Cgg—MP complex solutions in methylene chloride; curves (1a) and (2a)
show the long-wavelength parts of the corresponding spectra scaled by the factors 5 and 10, respectively.

0.1 x 102 g/cmd. The character of the fullerene-MP
interaction changes with time and depends on the initial
solution concentration.

(2) Serial dilution of the solutions down to aconcen-
tration of (0.05-0.06) x 102 g/cm?® leads to sharp
changes of their spectral, optical, and electrooptical
characteristics, which indicates the transition of Cg,
into the state with a new electronic structure, presum-
ably due to a fullerene complex formation with MP,
The PL spectra of the solutions exhibit a high-energy
shift of the maximum by ~0.4-0.5 eV, while bands
characteristic of Cg, disappear from the electronic
absorption spectra.

(3) The Cso—MP complex extracted from solution
and dissolved in methylene chloride retains all features
of the Cgq, absorption spectrum and exhibits additional
peaks at 435 and 460 nm typical of the Cgz—
poly(vinylpyrrolidone) complex. Hence, Cy, molecules
interact with the heterocycles of these compounds in
the same way.

Thiswork was supported by the Russian Interdisci-
plinary Scientific—Technical Program “Fullerenes and
Atomic Clusters’ (project no. 98076) and the Russian
Federal Program “Integration” (project no. 7-326.38).
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Medium-Frequency (f <1 MHZz) Oscillations
in a Quadrupole Electric-Discharge Galathea Trap
(“ String-Bag”)
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Kurchatov Institute of Atomic Energy, State Scientific Center of the Russian Federation, Moscow, Russia
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Abstract—Two oscillation modes (f; ~ 25 kHz, f, ~ 250 kHz) experimentally observed in an electric-discharge
galathea trap of the quadrupole type (“string-bag”) are described and the nature of these oscillations is dis-

cussed. © 2000 MAIK “ Nauka/lInterperiodica” .

1. Previously [1-3], we have described a quadrupole
(“string-bag”) variant of the multipole electric-dis-
charge galatheatrap (EDT-M). For convenience, Fig. 1
reproduces a schematic diagram of this device and
shows aradial distribution of the magnetic field z-com-
ponent in the planez= 0.

The discharge and plasma parameters of the “ string-
bag” trap reported in [1-3] represented time-averaged
characteristics, while oscillations possible in the sys-
tem were only briefly mentioned in [4]. Below, we will
present experimental data on the medium-frequency
(f < 1 MH2z) oscillations observed in a quadrupole trap
operating in the “barrier” mode (this regime, realized
by placing a cathode in the region of zero magnetic
field, was previoudly referred to as a “discharge with
mantle” [1, 2]) and suggest the most probable interpre-
tation.

The experiments were performed using an EDT-M
device of the “string-bag” type operated in the follow-
ing regime: working gas, xenon; gas flow rate m =
2 mg/s, discharge voltage U, = 200 V; discharge current
J, =200 mA; barrier field strength H, = 20 Oe; residual
air pressure, ~2 x 10~ Torr. Under these conditions, the
plasma was characterized by a maximum electron tem-
perature of T, . ~ 20 €V, amaximum charge density of
Nmax ~ 9 % 10'° cm3, and a minimum potential well
depth of |¢pin| ~50 V.

2. Oscillograms of the discharge current J; reveal

the presence of quite regular oscillations (Fig. 2) with
the frequencies f; ~ 25 kHz, f, ~ 250 kHz.

3. Oscillations with the frequency f, represent, as
suggested previoudly [3], a “reset” wave process pre-
venting thetrap from overfilling in the course of contin-
uous ionization of supplied gas. The accumulated
plasma reaches a threshold of the magnetohydrody-
namic instability (Ohkawa's surface[5]) and is convec-

tively gected from the trap. This hypothesis is con-
firmed by the following facts.

(a) The frequency f; is close to the inverse time of
ion accumulationin the trap: f; ~ % =nyld V[ 30 kHz,

where n, ~ 3 x 10%2 cm3 is the xenon concentration in
the working chamber and [6 V[~ 108 cm?/s. The pres-
ence of atube supplying xenon weakly changesthedis-
charge parameters as compared to those in the system
without tube operating under the same gas pressure.

(b) The ion and electron currents to the probes
exhibit synchronous oscillations with the relative
amplitudes (J7/J!), being close on the experimental
accuracy scale of ~30% (Fig. 3).

H, Oe
(a) 9/3 160 (b)

acl

r,cm

Fig. 1. (@) Schematic diagram of the quadrupole electric-
discharge trap: (1) magnetic coails; (2) cathode; (3) xenon
inlet tube; (b) radial distribution of the magnetic field H,
(r,z=0); Hy isthe barrier field.
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(a)

LT

BNENENC

Fig. 2. Oscillograms of the discharge current oscillations:
(a) 20-ps scale; (b) 5-ps scale with the low-frequency com-
ponent suppressed.

(c) The relative amplitude of oscillations of the
probe currents increases when the probes are moved
from the plasma column center to the periphery.

(d) The ion current minima measured with a probe
placed inside the plasma volume coincide with the
maxima of ion current gjected from the trap, the latter
measured by a probe oriented along the radius.

4. Direct experiments with oriented probes showed
that theflux of ions gjected from the trap has both radial
and azimuthal velocity components. The latter compo-
nent is apparently related to an azimuthal electric field,
which was experimentally detected and explained by
azimuthal dependence of the reset wave field.

5. Asfor the oscillations with the frequency f,, there
are rather few experimental data on this phenomenon.
However, taking into account a regular character of
these oscillations, their electron and ion energy scale
(Te~ T; ~ 20 eV), and the transverse size of the plasma
volume, we may suggest that these oscillations repre-
sent an ion-acoustic volume “resonance.” Indeed, the
wavelength of these oscillations can be calculated by
the formula

_C_ [k(Te*+T)1 _
A= fz_ Vi f2~3cm,

where T,=T;=20€eV, M ~ 2 x 102? g isthe xenon ion
mass, and f, = 200 kHz. This A value, being closeto the
effective transverse size of the plasmavolume, isin our
opinion astrong evidence for the above suggestion.
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Abstract—Methods for the calculation of correlations in the surface structure of solids are analyzed. A new
approach is proposed based on determination of the mean reciprocal information for two-dimensional systems.
The approach is applied to interpretation of the results of experimental investigation of the surface of amor-
phized hydrogenated silicon. © 2000 MAIK “ Nauka/Interperiodica” .

The existing methods used for investigations of the
order in solid materias and the mechanisms and
dynamics of growth processes have significant draw-
backs, and the task of studying these systemsisstill far
from being solved [1]. This situation necessitates the
development of alternative approaches. A possible vari-
ant is offered by the methods of nonlinear dynamics,
since a substance in the course of solidification can be
considered as anonlinear self-organizing system [2, 3].

An important characteristic of nonlinear systemsis
their mean reciprocal information (MRI). It is this
information—rather than distribution functions, auto-
correlation function, and Fourier spectra—that charac-
terizes correlationsin chaotic nonlinear systems. More-
over, the search of local MRI minimum is an important
stage in the procedure of embedding and calculating
the system attractor dimensionality [4].

The reciproca information is determined as the
amount of information about the random function value
at point A that becomes known when we know the
function value at point B. Let D be the domain of defi-
nition of a random function and Z, the codomain; Py,
the probability distribution density at a point X (as a
function on Z); and Pyy, the joint probability distribu-
tion density at the points X and Y (as function on Z2).
Thereciprocal information | 55(z;, z,) for agiven pair of
the known and predicted valuesis calculated by thefol-
lowing formula:

P.s(z4, 2,)
I xa(z4,2,) = lO [AB—”] 1
AB( 1 2) g PA(Zl)PB(ZZ) ( )

Here and below, the logarithm is binary and the values
are expressed in bits.

According to Eg. (1), the reciprocal information is
defined as afunction on Z 2 and has non-negative values
(since Pyg = PAPg). The mean reciprocal information is
determined as the mean expected value of reciprocal

information for a given pair of points by integrating
over Z2:

Pas(Z1, 2,)

I(A.B) = [Paa(z 2)l0g] 52552

Zz

Thus, MRI is a function defined on D?, adopting
non-negative values.

Let us consider the case when D is a rectangular
domain and arandom function is the surface relief of a
materia studied. We assume that the surface properties
are invariant relative to the origin of the frame; this
implies that we will study various convolutions of the
[(A, B) function.

Let R be a domain of non-negative real values and
L =L(r) bethe MRI defined on Rasfunction of thedis-
tance on D determined as a convolution of 1(A, B) over
circleswith aradiusr. The physical meaning of L isthe
average amount of information which the known func-
tion value at a given point carries about the values at a
distance r. The L(r) value is calculated using methods
of numerical integration, by constructing multidimen-
sional histogramson D x D x R, followed by summing
over equal distances.

Figure 1 shows typical shapes of L(r) for various
two-dimensional abjects. Here, curve 1 refersto asig-
nal of the type A(X, y) = sin(wx) + cos (wy); curve 2, to
the surface of amorphized hydrogenated silicon
(a-Si:H) film; and curve 3, to a random two-dimen-
sional noise.

The a-Si:H films were deposited from a glow dis-
charge in 100% silane (discharge parameters. power,
50 mW/cm?;, pressure, 70 Pa; silane flow rate,
200 cmd/s) onto substrates heated to various tempera-
tures. The MRI were calculated using the sample sur-
face profile measured by the method of atomic force
microscopy. The profile height was determined at dis-
crete points and measured from a certain level consid-
ered as the zero level.

}dzldzz. )
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Fig. 1. Thetypical shapes of L(r) curves for various two- dimensional objects (see the text for explanation).

L(r)

r

Fig. 2. The shapes of normalized L(r) curves for the same two- dimensional objectsasin Fig. 1.

The shapes of MRI curves presented in Fig. 1 poses
serious questions. In particular, curve 1 exhibits poorly
pronounced periodicity, while curve 3 (noise) reveas
no expected random uniform signal. A reason for these
discrepanciesis specific to the systemswith dimension-
alities greater than unity: the quality of statisticsissig-
nificantly different for various distances. Indeed, this
quality is directly determined by the size of a sample
set. For the two-dimensional case, this size is directly
proportional to the circle length with a radius equal to
the argument (21).

In the case of studying areal sample, this effect is
manifested by the incorrect selection of the MRI mini-
mum or its absence, which results in an attractor being
poorly “developed” in space.

The variable quality of statistics can be correctly
taken into account using the MRI normalization cal cu-
lated by Eq. (2). The normalization factor can be repre-

sented by the quantity Ls(r) = w describing the

MRI plot for a random two-dimensional noise (Fig. 1,

TECHNICAL PHYSICS LETTERS Vol. 26 No. 8
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curve 3). Here, the normalized MRI is determined as

;
Ln(r) = WLU)- ©)

Figure 2 shows the plots of normalized MRI calcu-
lated for various two-dimensional structures under the
same initial conditions as those used in Fig. 1. Appar-
ently, the normalized MRI adequately reflects spatial
correlationsin the systems studied. Indeed, the MRI for
A(x, y) = sin(wx) + cos(wy) exhibits a clearly pro-
nounced sinusoidal shape. The MRI of arandom noise,
as expected, isuniform. The MRI for an a-Si:H sample
surface has adistinct minimum not coinciding with that
observed in Fig. 1. The distances for which the MRI
function exhibits maxima are approximately equal to
the size of inhomogeneities (islands) on the a-Si:H sur-
face. The same pattern is observed for a-Si:H samples
deposited at different substrate temperatures. The char-
acter of the MRI variation ishighly sensitive toward the
conditions of film deposition. A more detailed analysis
of the physical meaning of the MRI curve and the
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Abstract—The capability of calculating the highest Lyapunov index during analysis of the so-called point pro-
cesses [1] is analyzed. Two mathematical models describing the generation of pulses by receptor neurons are
considered and the conditions are established for which the dynamic characteristics of chaotic oscillations,
determined from the output sequence of pulses, are retained during linear transformations of the neuron input

signal. © 2000 MAIK “ Nauka/Interperiodica” .

The study of information processing in living organ-
isms is a currently important task of natural sciences.
Solving thistask encounters alarge variety of particular
problems, including the question of how are data coded
by the nerve cells. Each cell (receptor neuron) is essen-
tially athreshold device transforming a complex input
signal S(t) into a sequence of identical pulses (spikes)
registered at the output (Fig. 1a). Since the shape of the
output pulses is independent of the external factors, al
information about the input signal S(t) must be con-
verted into the length of time intervals between output
pulses—interspike intervals (1Sls) [2, 3].

In how much detail can the input signal be charac-
terized upon analysis of the output sequence of spikes?
In recent years, this problem has drawn the attention of
researchers in connection with the problem of dynamic
system (DS) reconstruction. In order to apply recon-
struction methods to analysis of the point processes
(where the information is carried in the form of times
of various events), it isnecessary to answer the question
formulated by Sauer [1]: can the output ISl sequence
determine the state of a system if the input signa is
deterministic and generated by the DS with small-scale
dynamics?

An answer to this question was aso originally given
by Sauer [1], according to which an |S| set can be con-
sidered as points of a new coordinate of state, in using
which it is possible to characterize the small-scale
dynamics at the input. Then, Sauer [4] proved the
embedding theorem for time intervals, thus extending
rigorous mathematical formalism developed by Tak-
ens [5] to the case of point processes. The possibilities
of reconstruction were investigated by numerical meth-
odsin [6-9].

By now, various models have been developed to
describe the process of spike generation, including the
rather popular (and biologically justified) “integrate-
and-fire” (IF) and “threshold crossing” (TC) models[8].

Within the framework of the IF model, the S(t) signal is
frequently represented by a function of variables of the
small-scale dynamic system. A set of times T, corre-
sponding to the moments of spike generation (Fig. 1a)
is determined from the equation

Ti+1

_[S(t)dt =0, I =T.-T, )

where 8 is the threshold level and |; are the time inter-
vals (IF 1Sls). The integral value is reset to zero on
reaching the threshold.

The TC model introduces a threshold level © deter-
mining the equation of a secant plane S= ©, where S(t)
is considered as a DS coordinate. The spike production
corresponds to the time instants when the threshold
level is crossed by the signal S(t) in one direction (e.g.,
upward). From the standpoint of the DS theory, the
time intervals between spikes (TC ISIs) represent the
times of phase trgjectory return to the secant plane.

In thiswork, we attempted to answer the question as
to how the threshold level and the ISl sequence struc-
ture affect the results of the reconstruction. The conver-
sion of a continuous input signa into a sequence of
spikes is a nonlinear transformation. Moreover, this
transformation is accompanied by a partial loss of
information about the external factor (in particular,
about the signal shape in the TC model). Can we still
calculate characteristics of the input signal using the
ISl sequence and what are the necessary conditions
providing for this possibility?

The study was focused on calculating the highest
Lyapunov index A4, which is apparently the most infor-
mative invariant of acomplex dynamic process. Below,
wewill discuss the conditions under which the A, value
can be determined from analysis of a point process.
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Fig. 1. (@) A schematic diagram illustrating the input signal conversion by areceptor neuron. (b) A linear transformation of theinput

signal: solid curve, %S(t); dashed curve, §p(t) interpolation; points, 1/1;(T;) values. (c) The values of instantaneous frequency

@ (T;) (according to Hilbert) corresponding to the threshold level crossing (black circles connected by dashed line) and the
21v1;(T;) values (open circles connected by solid line representing the w;(t) function).

Let us first consider the IF model. It was demon-
strated [6] that, in the high-frequency approximation,
an |IF 1Sl sequence represents a nonlinear transforma-
tion of theinput signal

li=0/S, §=YT). @)

Since the highest Lyapunov index is invariant with
respect to nonlinear transformations, the A, value cal-
culated for the I; sequence must coincide with the
results of calculation using the St) signal. Our
approach to calculating the Lyapunov index is essen-
tially as follows [10, 11]. Once the IF I1SI sequence is
known, we may use Eq. (2) to obtain the sequence

1 1.
I—i~63 = k§(T)) 3

representing the values of theinput signal multiplied by
acertain constant k at the fixed timeinstants T;. In order
to pass to a signal with uniform time scale, the points
V1;(T;) areinterpolated by a smooth function S,,(t), for
example, by a cubic spline. This restores the linear
transformation of the input signal to a certain approxi-
mation: S,,(t) = kS(t) (Fig. 1b). Consequently, the (1)
signal would retain both geometric and dynamic char-
acteristics of the attractor corresponding to the input
signal (external action). Evidently, this scheme is only
valid within a certain approximation. However (see
Fig. 2d), the A, value calculated from the S,,(t) signal
by amethod described in[12] coincideswith the results
of the A, calculation proceeding directly from ).
By analogy with [6], the input signal was represented
by alinear transformation of the first coordinate of a

TECHNICAL PHYSICS LETTERS  Vol. 26

Rdsder system in achaotic mode: St) = x(t) + C, 6 = 35,
C=40.

Raising the threshold level leads to an increase in

theaveragetimeinterval | and, hence, adecreaseinthe
accuracy of Eq. (2). Figure 2b shows the results of A;
calculation depending on the selection of constant C for
the same test system (variation of the C value is equiv-
alent to shifting the threshold level). As seen, the index
remains virtually unchanged for C > 30. This corre-

spondsto | < To/5-Ty/4, where T, isthe base period of
oscillations of the x(t) signal (cf. Fig. 2c). For smaller
C values, the size of the time window occupied by the
vector of state is greater than the signa correlation
time, which hinders reliable determination of the
dynamic characteristics of the external action (input
signd) [8].

The DS reconstruction from a sequence of recovery
times presents amore complicated problem. A possible
approach to solving this task, proposed in our previous
work [9], isas follows. First, atransition is performed
from the time intervals|; to the points w(T;) = 21vl; cor-
responding to the instantaneous frequency values aver-
aged over the |; intervals. Then, the w(T;) points are
interpolated by a smooth function (a cubic spline)
w(t) to pass to a signal with the uniform time scale
used in the attractor reconstruction. Using the resulting
time dependence, it is possible to describe behavior of

the average instantaneous fregquency @ (t) (Fig. 1c),
while the reconstructed attractor retains the dynamic
characteristics of chaotic oscillations in St) (Fig. 2d).
[For the TC model, the St) signal was represented by
the first coordinate x(t) of the Rossler system.]
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Fig. 2. (a d) Plots of the highest Lyapunov index versus the delay time T calculated for various dimensions of the embedding space
using the (a) IF 1Sl and (d) TC ISl sequences for a Rossler system representing a source of chaotic oscillations (dashed lines show
the A4 values calculated using the given system of equations); (b, €) plots of the highest Lyapunov index versus threshold level ©

calculated for the (b) IF and (€) TC models (in the former case, the threshold variation was modeled by equivalent change in the
input signal shift C, see the text); (c, f) plots of the average timeinterval 1 versus threshold for the (c) IF (© modeled by C) and
(f) TC models. The dynamic characteristics of the input chaotic oscillations can be determined provided that I does not exceed the

characteristic time T, indicated by the dashed line.

By analogy with the IF model, we have studied in
detail dependence of the quality of reconstruction on
the selection of the threshold level ®©. A shift of this
threshold has aclear physical meaning. Indeed, assume
that we have changed the input signal amplitude. From
the standpoint of the DS theory, this would affect nei-
ther the geometry nor dynamics of the chaotic oscilla-
tions. At the same time, a change in the amplitude sig-
nificantly modifies the structure of the TC IS| output
sequence (i.e., the 1Sl distribution function and the
recovery time transformation). These changes are so
significant that it was previously considered impossible
to estimate characteristics of the chaotic signa at large
© (small-amplitude input signals) [7, 8]. However, as
seen from Fig. 2e, the highest Lyapunov index is inde-
pendent of the threshold, provided that | does not
exceed a characteristic time scale T, of the chaotic
oscillations (in our case, the time of predictability T, =
1/\, [13]). Therefore, despite the inability to estimate

TECHNICAL PHYSICS LETTERS Vol. 26 No. 8
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the input set geometry [8], we may till calculate the
dynamic characteristics using the 1Sl sequence. [Natu-
raly, in speaking of the retained characteristics, we
imply the results of approximate numerical experi-
ments rather than of the rigorous mathematical calcula-
tion: the characteristics can be evaluated to within
~+10%.]

The main conclusions from our investigation are as
follows. The dynamic characteristics of a signal from
small-scale dynamic system entering the neuron input
can be determined from the output 1Sl sequence, pro-
vided that the average time interval does not exceed the
characteristic time scale T,. The time scales may be dif-
ferent for various mathematical models of spike gener-
ation: for the IF model, the T, value does not exceed the
time required for the correlation function to attain the
first zero (for signals with clearly pronounced base fre-
guency in the spectrum, this correspondsto a quarter of
the base period); for the TC model, the characteristic
time scale is markedly greater and equals approxi-
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mately to the predictability time. In this work, we pre-
sented the results of calculations performed for the
Rossler system. The results were confirmed by data of
a series of experiments performed with various sources
of chaotic oscillations. Thus, the dynamic characteris-
tics of random oscillations determined from the output
ISl sequence are retained upon linear transformations
of the neuron input signal. For the restrictions formu-
lated above, the accuracy of determining these charac-
teristics is independent of the structure of the output
sequence of spikes.

One of the authors (Pavlov) gratefully acknowl-
edges the support from INTAS Foundation (grant
no. Y SF 99-4050). The work was aso partly supported
by agrant from the Royal Society of London.
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Abstract—A special mode of laser action—the surface evaporation—has been experimentally studied on a
large number of various materials. Characteristic features of the pure evaporation mode have been established,
and some possi bl e applications of the method for modifying surfaces and clean-cutting of biopolymersareindi-

cated. © 2000 MAIK “ Nauka/Interperiodica” .

Interaction of alaser radiation with solid surfacesis
considered in numerous publications (see review arti-
cles [1-3]). Despite the enormous amount of related
data, some modes of this strongly nonequilibrium pro-
cess have not been studied as yet. One such phenome-
non is the anomalous scattering considered in the
recent publication [4].

Below, we describe a special type of the laser sur-
face treatment—the pure evaporation mode—underly-
ing a number of technological operations. Thismodeis
also of great interest asatypical example of pulsed res-
onance-like modes.

We will present the results of the experimental study
of the laser-induced surface evaporation for various
materials (metals, dielectrics, and biopolymers). Based
on the qualitative analysis of this mode, we suggest a
set of quantities to describe this mode and the experi-
mental conditions of itsimplementation. Some possible
applications of the mode are also indicated.

I. Consider the modes of surface treatment with the
aid of a pulsed laser in terms of the laws of processes
occurring in the corresponding systems[5].

The effect of a pulsed laser is characterized by the
following quantities: the frequency v and the wave-
length A of the laser radiation; the pul se duration &t and
the pulse repetition period At; the power w [W)] and the
intensity (power density) j [W/cm?] of the laser radia-

tion; j =w/a, whereaistheareaof theilluminated spot
on the surface.

The object is a surface described by the following
set of structural factors: the coefficient of radiation
absorption k, the characteristic times 15 and lengths A,
the binding energy €, of a particle on the surface, and
the characteristic intensity |, of the absorbed radiation.
All these structural factors depend on the radiation fre-
guency and other quantities characterizing the laser
radiation indicated above.

The laser-induced effect is determined by the pene-
tration depth h, the area aa of the irradiated region,

the excitation relaxation time T,, and the process dura-
tion Ts.

The modes of the laser-induced processes are deter-
mined by aset of acting factorsg and the corresponding
structural factors s(g) [5]. In accordance with the char-
acteristicsindicated above, this set of acting factorsfor
apulsed laser includes the following quantities:

Gzi:in,/\zi; T1=6—t,
sldl Vs As T Q)
Ty At
T, ==, T3=—;
2 T, 3 T
w=2 w=b 5=l g=9%
WS Tl JS ES
_wot _ . _h
e= o jlv, v = 5t (©)]

where v isthe velocity of the evaporation front.

If the necessary data on the structure are lacking, it
is expedient to use some specia (critical) values of the
acting factors g, corresponding to transitions between
various essentially different modes:

S(g) —> Qi Vs—> V¢, Ty —> Ty, Eg—> €, ... (4)

Usually, the dynamic structural transitions take
place in the vicinity of such particular values.

At present, severa particular modes of laser-
induced processes on the surface are known. The most
intense of these modes is the anomal ous scattering [4]
taking place under the conditions &t ~102% s, 103<j <
107. The second specific mode, which is considered in
thisarticle, isthe purelaser-induced evaporation imple-
mented under the conditions ot ~ 1078, 10° < j < 10%, At
j > 10%, the latter mode is transformed into a specific
shock-wave mode described elsewhere [1].

I n accordance with the above data, the threshold val-
uesaretakentobej, = 10 j, = 10% and j 5 = 10*%

1063-7850/00/2608-0675%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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A number of specific modes can be obtained by
combining the appropriate values of criteria (1)—(3)

Q,A=1 Js1, T=1 (5)

for the threshold values indicated above and for other
known threshold values. Thus, more than thirty specific
modes can be obtained for the above three threshold
values of j with due regard for the frequency resonance
Q =1 and the relaxation “resonance” T = 1. Some of
these modes are described in [6].

I1. Now consider the conditions necessary for imple-
mentation of the pure evaporation mode, which pro-
vides intense material evaporation without changing
the chemical composition in the irradiated region. This
mode should necessarily be pulsed and resonance-like.

The first requirement should be met because, in most
materids, the radiation with intensity exceeding 10°
within the time 6t > 10" would initiate combustion [7].

The second requirement—the resonance-like char-
acter with respect to intensity—is imposed by the fol-
lowing limitations. At j < 107, the evaporation for time
Ot ~ 1078 is rather weak because of a low energy e O
jOt/A =2 x 1079 < pey, Where g4, [110* Jg is the tabu-
lated average specific energy of evaporation. Thej val-
ues exceeding 10 lead to combustion. At j ~ 10°,
absorption should attain the maximum value [8]. Thus,
in the general case, the evaporation mode is imple-
mented within the range 10° < j < 10, For each mate-
rial, the range of intense pure evaporation is rather nar-
row, and the process is of the resonance-like nature.

The evaporation mode is more effective when evap-
orationisprovided by aseries of pulses. Inthiscase, the
material evaporated by the first pulse must go away so
that the new pulse would directly interacts with the
“open” surface rather than ionize the vapor. A humber
of experiments showed that the most appropriate pulse
repetition frequency is 50-100 Hz. The velocity of
laser-beam scanning of the surface was chosen in the
range (2-4) mm/s. For alaser spot size of ~102 cm, the
number of acting pulses varied from three to six.

To provide for the clean-cutting of biopolymers, itis
important to use a laser wavelength close to the wave-
length of bound-water absorption A; = 540 nm. The
condition of frequency (energy) resonance was satis-
fied by selecting laser radiation with the wavelength
A =530 nm. In most experiments, we used this laser
radiation and varied only its power.

[11. Now consider the experimental results. The
experiments were performed with the use of a solid-
state Nd** : YAG laser (LTIP4-5 type) with the wave-
length 530 or 1060 nm and a power of 10° W operating
in the pulse-periodic mode with &t = 2 x 108 and At =
0.01-0.02 s.

We studied the surfaces of various materials—met-
as(Al, Zn, Cu, FeTi, Mg), dloys, stainless stedl, Dur-
alumin, brass, dieectrics (C, S, P), various glasses,
concrete, minerals (agate, jasper, lasurite, fluorite,
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nephrite, malachite, ruby, marble, etc.), plastics (texto-
lite, organic glass, foam plastic, etc.), rubber, and
biopolymers (paper, wood, fabrics, leather). The root-
mean-square deviation of the surface roughness of
these materials ranged from 0.007 to 100 pm.

The laser power in the experiments varied from 10*
to 10°. The beam spot at the normal beam incidence
was usualy a = 3.1 x 107 cm?. The absorption coeffi-

cient k (averaged over the experiments) had the value
0.5. In this case, j = 0.5w/a = 1.6 x (10°-10'9). The
evaporation depth under the action of one pulse ranged
within (1-4) x 102 cnm?.

Using the above parameters, we obtained the fol-
lowing basic values for metals and biopolymers (aver-
aged over the materials of one type).

For metals:
w=2x10°, h=3x107, v = 15x10°

(6)
j =32x10"°, e = 22x10"%

Al: € = elp, = 0.85x% 10* Jg, &, =114¢V.
For wood:
w=2x10", h=10% v =5x10°, -
j =32x10°, e=64x10" &= 11x10"

It should be noted that the energy of a particle
detachment in the laser-induced evaporation mode is
smaller than the specific evaporation heat (1.2 x 10%) by
a factor of 1.4. For biopolymers, the sublimation heat
was not considered at all.

Being compared with the well-known thermal
(combustion) mode, the evaporation modeis character-
ized by a number of distinctive features, namely:

1. Evaporation occurs without melting, i.e., directly
from the solid phase.

2. The width and the depth of cutting are smaller
than those provided by conventional methods, whereas
the quality of cutting is higher.

3. No oxides or other compositional changes were
detected in the evaporation regions (the exceptions are
titanium, sulfur, and phosphorus).

4. All the cutting parameters (width, depth, and the
rate of cutting) depend on the material and its rough-
ness and can be controlled by a number of methods.

5. Precise layer-by-layer removal of a materia is
possible, including the “erasing” of a text printed on
paper.

6. The quality of cutting is higher the more homo-
geneous the material isand isinversely proportional to
the integrated reflection coefficient and the surface
roughness.

7. Among a large number of readily evaporated

materials, the exceptions are titanium, sulfur, and phos-
phorus, whose vapors are ignited amost simulta-
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neously with the beginning of evaporation. Our
attempts at obtaining high-quality glass cutsalso failed:
in the laser-induced evaporation mode, glasses start
breaking in an irregular manner several hours upon
cutting.

8. Usually, laser evaporation involving the interac-
tion of a laser beam with the vapor plasma (without
contact with the surface) is accompanied by sound gen-
eration.

With an increase of the deposited energy (radiation
dose), the evaporation mode is changed to the well-
known thermal mode.

IV. We should like to make some concluding
remarks concerning the experiments and assess the
technological possibilities provided by the laser evapo-
ration mode.

Within the law of mode sequence [5], mode 3 (con-
sidered above) is intermediate between mode 2 (anom-
alous scattering [4]) and thermal-evaporation mode 4
preceding mode 5 described elsewhere [1-3].

Each of the above modes is characterized by the
basic and accompanying dynamic structural transi-
tions. Thus, mode 2 providesfor the formation of a sur-
face electromagnetic structure. Mode 3 is determined
mainly by the evaporation (sublimation) transition.
Mode 4 gives rise to the evaporation and ionization
transitions, etc.

Since each structural transition necessarily includes
an anomalous stage [9], the detailed study of each of
these modes reveals some anomalies. In particular, for
the laser evaporation mode, such an anomaly consists
in the generation of sound, indicating a nonstationary
(pulsating) character of the nonequilibrium evaporation.

An important property of the evaporation mode is
the resonance-like character. It is expedient to deter-
mine a measure of this character using the relationship

1 g
—_—, G ==, (8)
1+r2(1-G)° 9e
wherer, isthe resonance degree at g = g.

A mode can be considered as resonance when
Eq. (8) describes arather narrow pulse, for example, if
the conditionsr, > 2 are satisfied. According to this def-

G, =
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inition, the laser evaporation mode is a resonance-like
mode with respect to the logarithmic intensity G =
log(j/jg), js= 10°. The effective mode for each material
is also of the resonance nature and should be refined
experimentally.

The laser evaporation mode finds numerous practi-
cal applications. Thistreatment provides for the evapo-
rative modification (cleaning, polishing, restoration) of
various surfaces, precise clean-cutting of thin layers,
and high-quality perforating. Another promising appli-
cation isthe use of the vapors formed during laser irra-
diation under the appropriate condensation conditions
for obtaining various clusters, including nanoclusters.
Itisalso possible to use this mode for obtaining various
structural fullerene-like structures [10].
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Abstract—A setup for measurement of the major scintillator parameters, including decay time constants, light
yield, and emission spectrum, has been devel oped. It consists of three main components: a small-size source of
short X-ray pulses, acryostat, and aregistration system. The ultimate parameters characterizing the source are
asfollows: pulse duration, ~0.5 ns; repetition rate, 100 kHz; X-ray tube voltage, 30 kV; and current amplitude,
0.5A. Theregistration system allows the measurementsto be carried out in the 200800 nm spectral range over
the timeintervals from 0.5 ns to 50 ps with resolution not worse than 0.1 ns. © 2000 MAIK “ Nauka/ I nterperi-

odica” .

Measurements of the main scintillator parameters
such as decay time constants, light yield, and emission
spectrum conventionally employ excitation by gamma-
guanta or by particles (electrons, protons, neutrons,
etc.) [1]. Recently, pulsed X-ray radiation has also been
used to study the luminescence and scintillation prop-
erties of wide-gap crystals[2]. Thistechnique has obvi-
ous advantages. In comparison to gamma-gquanta and
heavy particles(a, n), X-ray pulses provide amore uni-
form and stable excitation of the bulk of a sample,
which leads to a higher stability of the parameters of
emitted light pulses. Excitation by electrons results in
charging of sample surface and requires the object
under study to be placed in vacuum. These problems do
not arise when X-ray pulses are used. L ooking for new
scintillator materias, the researchers often have to deal
with imperfect small-size samples, and intense X-ray
pulses prove to be an indispensable tool in this situation.
Experimental techniques based upon pulsed X-ray radi-
ation are simple and reliable, which is especialy valu-
able when alarge series of specimens have to be exam-
ined [1, 2].

Scintillators are widely used in high-energy physics,
positron emission tomography, computer-aided X-ray
tomography, and other areas where high event count
rates are encountered. Consequently, “fast” scintillators
with nanosecond and subnanosecond emission times
are to be employed. Only a limited number of such
scintillators are now available (BaF,, ZnO : Ga), and
new materials capable of producing short scintillations
are being actively searched for. Thus, thereisaneed in
short (subnanosecond) exciting pul ses.

Commercidly available pulsed sources with two-
electrode X-ray tubes (XRTs) [3] have a number of
drawbacks: poor stability of the X-ray pulse parameters,
low repetition rate, and a high anode voltage (~10° V).
Fairly recently, three-electrode (controllable) XRTs

came into use that are capable of producing stable-
amplitude pulses with a=10 ns duration [4].

Short X-ray pulses can be obtained from an XRT
equipped with a laser-excited photocathode [5]. Oper-
ating at an anode voltage of 30 kV, such a source can
produce pulses with a ~100 ps duration. A significant
disadvantage of this kind of sources is a very low
amplitude of the XRT anode current (<50 pA), with the
result that the X-ray pulse energy absorbed by asample
only dightly exceeds the energy of a single gamma-
quantum from a %°Co source.

In this paper, we describe a source with athree-elec-
trode XRT (30 kV, 0.5 A), which is capable of produc-
ing subnanosecond X-ray pulses at a repetition rate of
up to 100 kHz. The source comprises the two main
parts: an RT12-0.05 three-electrode XRT and a modula-
tor (Fig. 1, blocks 2 and 3). The modulator, which con-
sists of a GaAs LED-thyristor optocouple, delivers a
control pulse with an amplitude of up to 290 V and a
full width at half maximum (FWHM) of ~0.5 nsinto a
50 Q load [6]. In the present layout, the modulator is
triggered by pulses from a G5-56 generator 1 (pulse
amplitude, 10V; pulse duration, 100 ns; repetition rate,
100 kHz) and energized by a power supply unit 6. It is
important to note that the compact semiconductor mod-
ulator is connected to the XRT grid—cathode assembly
viaacoaxial joint and formsasingle block with the lat-
ter; this makes it possible to accomplish subnanosec-
ond commutation [6]. The high voltage (up to 30 kV) is
supplied to the XRT from source 4 with control block 5.
Bias supply unit 7 provides a constant negative voltage
of 100-250V at the XRT grid, which can also change
the X-ray pulse duration to a small extent. The layout
described is capable of producing short (0.5 ns) pulses
of the anode current and the corresponding X-ray
pulses. The latter are dightly broadened (by ~30%)
with respect to the grid—cathode current pulses, whose
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Fig. 1. Block diagram of the setup for measuring the scintillator parameters under pulsed X-ray excitation: (1) pulse generator;
(2) modulator; (3) pulsed X-ray source; (4) high-voltage power supply unit; (5) control block; (6) modulator power supply unit;
(7) biassource unit; (8) decoupling transformer; (9) START channel time-locking circuit; (10) time-to-amplitude converter; (11) fre-
quency meter; (12) STOP channel time-locking circuit; (13) amplifier; (14) photomultiplier tube; (15) photomultiplier power supply
unit; (16) analog-to-digital converter; (17) IBM PC; (18) cryostat; (19) beryllium cryostat window; (20) quartz cryostat window;

(21) sample; (22) monochromator.

FWHM duration varies from 0.6 to 1 ns, depending on
the bias voltage. Instability of the X-ray photon flux at
the XRT axis is ~1% at an anode-current instability
of 0.5%.

The source, comprising the XRT and the modulator,
isdesigned as acylinder 15 cm in length and 10 cm in
diameter (including the lead shield). This unit can be
easily mounted together with a photomultiplier tube
(PMT) on an optical bench and matched with acryostat
in an experimenta setup. The power consumption by
the source (excluding the G5-56 generator) amounts to
50 W. When the tube is producing 0.5-A 1-ns pulses at
repetition rate of 100 kHz, the average anode current
equals ~25 pA, which is much lower than the maxi-
mum allowed average current of 500 yA. The 30 kV
XRT operating voltage is also lower than therated level
(50kV). Torecord akinetic curve or ascintillator emis-
sion spectrum, the data are accumulated for severa
minutes. Thus, dissipative losses at the XRT anode in
the course of the measurements are not high, and the
unit does not require any special cooling.

Some of the components of this compact X-ray
source are virtually identical to those used in the famil-
iar 10 ns pulse sources, including the high-voltage sup-
ply unit, the control block, the insulation system for the
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high-voltage (anode) elements, and the radiation shield
assembly around the working beam. These components
are described in the literature [4, 7]. Note that, at equal
operating voltages (30 kV), the maximum value of the
anode current (0.5 A) in an XRT with thermionic cath-
ode (RTI2-0.05) is 10* times higher than the corre-
sponding value obtained in the tube with photocathode
[5]. In the rated operating mode, the tungsten anode of
RT12-0.05 emitsup to 107 X-ray photons per pulse with
amean energy of ~17 keV.

The sample under study isplaced in asted cryostat 18
(Fig. 1). In the region of the X-ray beam passage, the
cryostat wall thickness equals 2 cm, which is sufficient
to absorb the incident radiation completely. To prevent
irradiation of the PMT detector by X-rays, the axes of
the cryostat entrance beryllium window 19 (for the
X-ray beam) and exit quartz window 20 (for the light
flux) are arranged at a right angle to each other. The
cryostat design allows the sample orientation with
respect to these axes to be varied so asto optimize col-
lection of the emitted light. The sample temperature
can be varied from 80 to 600 K under a vacuum of 3 x
10-8 Torr; however, most of the measurements with new
materials are performed at room temperature without
evacuation of the cryostat volume.
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Fig. 2. Luminescencekinetics of (a) BaF, and (b) Gd,O,S: Pr
measured using pulsed X-ray excitation. N is the number of
pulses counted.

The sample (Fig. 1, 21) mounted on arod in the cry-
ostat, is located at a distance of 6 cm from the X-ray
beam entrance window. It can be estimated that an
energy deposited by each X-ray pulse in a 1-cm?-area
sampl e (thick enough to completely absorb the incident
X-ray radiation) is ~10° eV. Thus, in its action on the
sample, such a short X-ray pulse is essentially equiva-
lent to a gamma-quantum of ~10° eV energy. Possess-
ing an energy efficiency of ~1%, the scintillator will
emit ~3 x 106 optical photons per pulse.

A system used for registration of the emission from
crystalsunder study, built within the CAMAC standard,
is based on the START-STOP technique widely
employed in physical experiments [8, 9]. The time-
locking circuit (TLC) 12 provides for synchronizing
the STOP channel to adefinite point at the front edge of
the single-electron pulses arriving from the PMT,
which eliminates the effect of pulse amplitude fluctua-
tions on the time resolution. Requirements to the
START TLC unit 9, operating with standard triggering
pulses, are less stringent. The net error introduced by
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electronics in the time-domain measurements is less
than 100 ps.

Let us consider how does the setup work. Synchro-
nization pulses from the G5-56 generator 1 are passed
to modulator 2, the subnanosecond output pulses of
which open the tube of the X-ray source 3. Simulta-
neously, a constant bias voltage, which determines the
anode current amplitude, is applied to the XRT grid
from source unit 7. The high-voltage power supply
unit 4, controlled by block 5, provides up to 30 kV at
the XRT anode. Modulator 2 is powered by a stabilized
500-V source 6. The X-ray pulse enters cryostat 18
through the beryllium window 19 and hits the sample
21. The light emitted by the sample leaves the cryostat
through the quartz window 20 and, after being dis-
persed by monochromator 22, enters the photomulti-
plier 14 supplied with high voltage from source 15.
A special small-size monochromator provides for the
time-resolved emission spectra recording over a
200-800 nm range. The monochromator step motor is
controlled by computer 17.

In the study of samples with low light yield, the
monochromator is not used and the sample emission
goes directly to the PMT. The PMT output pulses are
enhanced by amplifier 13 and passed through the STOP
TLC unit 12 to enter the time-to-amplitude converter
(TAC) 10. In the other channel, the synchronization
pulses are passed through the decoupling transformer 8
and the START TLC unit 9 to TAC 10. The amplitude
of the TAC output pulseis measured by a12-bit analog-
to-digital converter 16, and the value obtained is stored
by the computer 17 in a data file. Subsequent process-
ing of the experimental data is carried out using the
common application program packages. The frequency
meter 11 is used in the layout adjustment. The light
yield is determined by referencing the output signal
obtained from the sample under study to the signal
from a standard scintillator such asCsl : TI.

This scheme operates stably when the load (i.e., the
PMT single-electron pulse detection rate) does not
exceed 10% of the excitation pulse repetition rate. At
higher loads, two-photon events become important,
which distorts the measurement results. To illustrate the
performance of the setup described, we present the
recorded luminescence kinetics of the well-known
BaF, and Gd,0O,S : Pr scintillators (Fig. 2). The decay
time constants characterizing the fast and slow compo-
nents in the BaF, emission (Fig. 2a), determined from
these data, are 0.88 + 0.02 and 850 + 5 ns, respectively.
Both values agree well with those found in the litera-
ture [10].

The luminescence kinetics of Gd,O,S : Pr shown in
Fig. 2b exhibits, in contrast to the case of BaF,, asin-
gle-exponent decay with a time constant of 3.05 +
0.05 us.

These experimenta results demonstrate that, with
the setup described, it is possible to carry out wide-
dynamic-range measurements of the luminescence
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kinetics over alargetimeinterval (from 0.5 nsto 50 us)
with atime resolution of at least 0.1 ns.
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Abstract—A solution describing the radiation field of a vertical magnetic dipole placed above a plane grid
screen is presented. It is shown that both the solution and the related computational procedure can be substan-
tially simplified using methods of virtual images and averaged boundary conditions. The obtained results can
be used to calculate the parameters of electromagnetic screens involving metal grids. © 2000 MAIK
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In order to obtain aunidirectional radiation from the
simplest antennas (such as dipoles and loops) and
arrays of such antennas, solid or grid metal screens are
usualy applied. In the case of a solid screen, the
antenna characteristics can be very simply calculated
using the mirror image method. Grid screens are not
perfectly reflecting surfaces; therefore, in this case, the
image method is inapplicable.

To calculate the radiation characteristics of antennas
placed above grid screens, numerical methods are usu-
ally applied [1]. Such methods are rather time-consum-
ing even for modern computing facilities. However,
these problems can be solved using methods of aver-
aged boundary conditions [2] and virtua images [3],
which substantially simplify the computational proce-
dure. This approach was successfully used [4, 5] to cal-
culate the fields of vertical and horizontal electric
dipoles placed above a plane metal grid.

Proceeding to the solution of the magnetic problem,
consider Fig. 1, showing a vertical magnetic dipole of
length L with dipole current I™ placed at height h above
the surface of a plane wire grid (I) with square mesh.
The mesh sizeisa < A (where A isthe radiation wave-
length), the wire radius is ry < a, and the contacts
between wires are perfect. For such parameters, the
grid can be treated as an effective solid surface with
averaged boundary conditions [2]. In order to deter-
mine fields in the upper and bottom half-spaces, intro-
duce component M, = M of the magnetic Hertz vector
satisfying the Helmholtz equation

(0% + KM, (r) = wi—po|mL6(r—zoh), z=0, (1)

(0°+K)My(r) = 0, z<0O, )

where k? = wleql,, € and |, are the permittivity and
permeability of free space, r are the coordinates of the
observation point, and &(r — z,h) isthe Dirac delta.

Upon applying the Fourier transform in the XY-
plane to Egs. (1) and (2), we obtain

S " ImL
Mi+y2M: = —E5(z—h), z=20, 3
1+y My How( ) ©)
Ml2l+y2,\7|2 = 01 ZSO! (4)
, -
whereM"=d|vI

— ¥ =K —-0a?- [ o and B are the
z

variables of the Fourier transform, and Imy < 0.

The structure of equations (3) and (4) coincideswith
that of equations describing a Z-directed transmission
line with the propagation constant y. Solutions to these
equations can be written as

~ . ImL iyl h
— vz —iy|z— >
M; = Ce SVOr , 220, 5)
M, = DY, z<O. (6)

The constants C and D are determined from the bound-
ary conditions on the grid surface representing the con-
tinuity condition for the tangent components of the
electric field intensity and the averaged boundary con-
dition:

ETl = ET2|c:0’ (7)
. 1 .
ET1 - InKaT-'-_ZDD JT)E ) (8)
2k z=0
= &) = = A i
where n = J; 120m, K A|n2nr0 is the grid

parameter, and j, = z, x (H, — H,) isthe averaged cur-
rent density on the grid surface.
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Taking into account that vectors E and H are related
to the Hertz vector via relationships

E = —iwg,OxM, H = KM +0(00DM),

boundary conditions (7) and (8) can be written in terms
of the Fourier images M as

|\~/|1 = |\~/|2, (9a)
M1 = —Lk(Mi—Ms), (%)
WH,
where M' = d—M.
dz
Using relationships (5), (6), and (9), we obtain
_ k —iyh 2iyK  -iyh
c= k+2iyk. k+2iyk
1M
2ywio’

Now the Fourier images M and M, can be written
as

M: = A"+ R(y)e*"), z20, (10
Mz = A(L+R(y)e"™™), z<o, (12)
R(Y) = —— (12)

Y) = K+ 2iyk’

Note that the first and the second termsin formula (10)
describe the incident and reflected wave, respectively,
and R(y) is essentially the reflection coefficient. In
order to pass from the Fourier images to functions
defined in the physical space, we should perform the
inverse Fourier transform. We may choose, however,
another way and derive an expression for the Hertz vec-
tor corresponding to the grid currents by considering
some dummy source (image) similarly to the case of
the perfectly conducting plane.

Assume that R(y) is the Laplace transform of func-
tion f(s), that is,

00

R(y) = If(s)e_yds. (13)
From relationships (12) and (13), it follows that
3 i iﬂs
f(s) = T (149
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Fig. 1. Magnetic dipole above the grid screen.

Taking into account formulas (13) and (14), we can
write expression (10) in the form

o=l 765
" B’ZK

= M1+|V|1,

— iy(z+ U
Vsds[e Vg
0 (15)

where I\~/IS and M i are the Fourier images of the Hertz
vectors corresponding to the dipole and grid current,
respectively.

In the physical space, the Hertz vector of the dipole
field is determined by the expression

|I "L G(r
T W

M2(r) = —20h), (16)
—ikd

d
tion. By analogy with formula (16), we can represent

1

where G(r —zph) = isthe free-space Green’sfunc-

i1mL |k
AT W 2K

Mi(r) = — G(r—zo( h+is))ds,(17)

I

where r is the position vector determining coordinates
of the observation point and (-h + is) are the coordi-
nates on the dummy source simulating the effect of the
grid surface. Expression (17) can betreated asthe Hertz
vector of avirtual source placed in the complex space.
This source is a semi-infinite linear magnetic dipole
extended along the s-axis from 0 to «. The current of
this source depends on the coordinate s on the imagi-
nary axis and equals

i1"L |ke
4nu W2K

1"(s) = - (18)
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Fig. 2. Theplotsof (1) Re(AY") for a/A = 0.001; (2) Re(AY")
for a/A =0.25; (3) Im(AY") for a/A = 0.001; and (4) Im(AY")
for a/A = 0.25.

Green's function in relationship (17) has the form

G(X,VY,25)

—ikd
e .

d 1

_ exp(—ikyxXC+y*+ (z+h—is)?) _
I +yP+(z+h—is)’

that is, it involves the complex distance first introduced
by Wait in transformation of the well-known Sommer-
feld solution for a source located near an interface.

The integral appearing in expression (17) converges
if, calculating it for a given complex distance d, we
choose the branch with Imd < 0. Consider two limit-
ing cases: (i) the grid is absent and (ii) the grid trans-
formsto the perfectly conducting surface. If we assume
that ro/a — 0 as a result of decreasing radius of the
grid wire, then evidently kK — oo, which corresponds
to “disappearance” of the grid surface. In this case, we

obtain from Eq. (17) that Mj(r) — O; that is, the
dipoleissituated in the free space. If the grid density is

large, that is, if 1/2k — oo, then, performing partial
integration in formula (17), we obtain that

m

Mi(ry = 1 LwG(r+zoh).

41,

This expression corresponds to the Hertz vector of a
magnetic dipole with opposite current placed at the
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mirror-symmetric (relative to the grid plane) point; that
is, we come to the conventional mirror image method.

Thus, in order to determine the radiation field of a
vertical magnetic dipole placed above the grid (for z >
0), we should add the field of the real dipole to that of
itsvirtual image (18). Thefield in the bottom half-space
can be determined in accordance with relationship (11).

If the observation point is located in the upper half-
space (z > 0) at alarge distance from both the dipole
and the grid surface, then, passing to corresponding
limits, we obtain a well-known relationship for the
reflection coefficient of a plane TE wave from a grid
with square mesh,

TE _ 1
R™= 1+i2kcosB’

Using the above technique and the method of
induced magnetomotive forces, we can derive a rela
tionship for determination of the relative variation of
input admittance of the magnetic dipole related to the
presence of grid screen:

AY _ 3 e—i4nh/)\mD 1
— e — D___________._
Yo 41K -! em(2h/A —it)®
(19)
N i — U Rl -2 g
(2h/A —iT)" O
. _ 2T (& 2
where A isthewavelength and Y, = 3 H—(L/)\) isthe
0

radiation conductance of the magnetic dipole placed in
the free space.

Formula (19) is well suited for calculations, since
theintegral isfast-convergent owing to the rapidly low-
ering magnitude of the integrand. Figure 2 presents the
real and imaginary parts of the dipole input admittance
as functions of h/A for two values of a/A.

Asiswell known, a physical implementation of the
magnetic dipoleisaloop of small radiusb with electric
current ¢, The magnetic current I™ on the dipole can be
expressed in terms of the loop current as [6]

1™ = iyl °S/L,
where S= 1ib? isthe loop area.

Variation AZ, in the loop input impedance related to

the effect of grid screen can be expressed in terms
of AY:

2 2
W AZ
nz, = LH2 Ay o 22 - &Y
L ROp YO
W’ HoS

where Ry, = Yo——— is the input resistance of the
L
loop placed in the free space [6].
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In conclusion, it should be noted that the obtained
results can be used to calculate the parameters of grid
electromagnetic screens designed for the protection of
physical installations and objects.
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Abstract—Experimental plasmaparametersin an el ectric-discharge gal athea multipole trap operating in a bar-
rier mode (“discharge with mantle”) at a magnetic field strength below 20 Oe are reported. The local plasma
parameters exhibit saturation with increasing cathode emission current. The plasma energy lifetime 1z and the
“barrier” coefficient 3 are estimated. © 2000 MAIK “ Nauka/Interperiodica” .

Electric-discharge devices of a hew type, called the
multipole electric-discharge galathea traps (EDT-M),
were suggested by Morozov and Bugrova. The first
experimental results were obtained on a model device
with quadrupole poloidal magnetic field created by two
rings carrying currents passing in the sasme direction [1].
It was found that the system may operate in two modes
featuring the discharge with “plasmid” or with “man-
tle” Since the plasma parameters under otherwise
equal conditions were higher in the former mode, the
discharge “with plasmid” was paid more attention both
in [1] and in subsequent publications [2—4].

Later, it was understood that the character of the
plasma configuration was determined primarily by the
cathode position [5]. When the cathode is situated in
the region of zero magnetic field, the system operatesin
the regime with “mantle,” whereby the plasma (specif-
ically, electrons generating an electric field keeping
ionsin the plasmaregion) is held in the trap by a mag-
netic barrier (Fig. 1a). Should the cathode be situated in
a nonzero field, a discharge configuration with “plas-
mid” is observed (Fig. 1b) in which electrons are held
mostly by the magnetic plugs. Inthisregime, only elec-
trons penetrating through the plugs may reach the
region of capture (to leave this region shortly after).

Figure 1 shows the computer-simulated particle tra-
jectoriesillustrating the dynamics of electron motionin
the two regimes. In accordance with the pattern of elec-
tron motion, theregimedepicted in Fig. lawascalled [5]
the “barrier” mode (B-mode) and that in Fig. 1b, the
“plug” mode (P-mode).

Below, we report on thefirst results obtained for the
EDT-M system operation in the B-mode. The experi-
ments were performed on a quadrupole EDT-M device
of the “string-bag” type described in [1]. The trap was
operated with the working gas (xenon) flowing at arate
of m =2 mg/s under conditions of constant pumping,
theresidua air pressure in the chamber being ~(2-3) x
104 Torr.

The magnetic field strength became zero at a point
with the coordinatesr, = 17 cm, z= 0, and a maximum
barrier field was observed at r; = 21.7 cm, z= 0. The
discharge was generated between an incandescent cath-
ode placed in the zero-field position and the vacuum
chamber walls. The gas was supplied via a tube to the
region near the cathode. With the usual anode voltage
(U =200V) applied in the absence of magnetic field, a
“gas-jet” discharge was initiated between the cathode
and the gasinlet tube with the discharge current J, close
to the cathode emission current [6]. During the subse-
guent experiments, the cathode emission current was
normalized to the J, value. The measurements were
typically conducted at J, = 200 mA.

Once the magnetic field was switched on, a blue
glow was observed all around the rings, showing virtu-
ally no visible attenuation with increasing distance
from the cathode in the azimuthal direction. The mea-
surementswere carried out in asteady-state regime at a
barrier field strength of H; =20 Oe. Thisfield held only
electrons, whereas ions were kept by the electric field
of electrons. Selection of the field strength was deter-
mined by the wish to avoid overheating the coilsin the
course of long-term operation.

A. Integral characteristics. In the barrier operation
mode, the discharge current J; was virtually indepen-
dent of the barrier field strength H;, being determined
primarily by the cathode emission current (i.e., by the
J, value). As the gas supply rate grew from zero to a
certain level m, , the discharge current increased from
zeroto J; ~ J,.

B. Radia variation of the local plasma parameters.
The values of n, T,, and the ionization potential ¢ as
functions of r were measured with the aid of probes.
The results of these measurements revealed a (gener-
aly natural) tendency of the above quantities to satura-
tion with increasing cathode emission current. The sat-
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Fig. 1. Computer-simulated electron trgjectoriesin an EDT-M trap operated in the (a) barrier and (b) plug modes: (1) cross section
of plasma-surrounded cails; (2) cathode.

uration wasreached for J; = 200 and 300 mA in the P-
and B-modes, respectively.

Figure 2 (dashed curves) shows the curves of n(r),
T(r), and ¢(r) in the plane z= 0 observed in the P-mode
(U=200V; J; =200 mA; m = 2 mg/s) and (solid
curves) B-mode (U =200V; J; =300 mA; m =2 mg/s).
In the plug mode (see dashed curves), the plasma con-
centrateswithin anarrow (dr ~ 2- to 3-cm) regionatr =
13.5 cm, where ions are kept in a potential well with a
depth of |$n| ~70eV and T,~30eV, n~5 x 10° cm3
at the center. In the barrier mode (solid curves), the
plasma occupies a wider (&r ~ 15 cm) region at r =
17.5 cm with a potential well depth of |¢,,| ~ 40 eV
and T, ax ~15 €V, Ny ~ 8 X 10 cm2 at the center.

C. (r, 2-distribution of plasma parameters. We have
measured the values of n(r, 2), T(r, 2), and ¢(r, 2) inthe
barrier mode (U =200V, J; =300 mA, and m =2 mg/s)
with the aid of probes and determined the regions of
approximately equal parameters (Fig 3). As seen, the
maximum parameters (Tepe ~ 20 €V Ny ~ 9 X
10 cm3; |dminlnex = 50 €V) are reached at the points .
displaced from the planez= 0 (whereionsare kept in a ! ! !

potential well with a depth of T, ;= 15€eV, ny = 8 x 12 14 16 18 20 22 24 26
10 cm3, and |§yinlo = 40 €V). r,cm
Fig. 2. Distribution of the plasma parameters in the central

This circumstance, together with non-equipotential
character of the magnetic force lines, indicates that no

TECHNICAL PHYSICS LETTERS Vol. 26 No. 8 2000

plane (z=0) of an EDT-M trap operated in the (solid curves)
barrier and (dashed curves) plug modes.
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Fig. 3. Distribution of the plasma parameters (&) ne, (b) T,
and (c) ¢ over the(r, 2) planein the barrier operation mode:
(@1, 85x10%cm3<n<9x 100 cm=3 I, 8 x
100 ecm3<n<85x100em3; 111, 1x 100 ecm3 <n<
8x10%cm™; (b) I, 15eV <KT,<20eV; I, 5eV <KT, <
15eV; 111, kTe<5¢eV; (c) I,45eV <|p|<50¢€V; II,40 eV <
[p|<45eV; I, 10eV <|p|<40eV.

“Maxwellization” takes place because of a relatively
short particle lifetime on the trap.

D. Estimates of 3 and 1. () The parameter (3 for a
guadrupole EDT-M device of the “string-bag” type can
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MOROZOV et al.

be determined by different methods. The maximum
local value is (Bigo)max = - A more adequate character-
istic is provided by the barrier coefficient 3, defined by
the formula

_ 8mnk(T.+T;)
HZ
The effectiveion temperature can be estimated from
the known ¢(r) and n(r) values by means of an “abel-
ization” procedure. Under “weak” assumptions, we
may assume KT; = 1/3| ¢, |- Substituting T.=20€V, n=
9 x 10 cm3, and |§in| = 50 eV into formula (1), we
obtain 3, = 0.3.

(b) The characteristic time of keeping the plasma
energy (energy lifetime) 1¢ is evaluated by the formula

Bo (D)

[T+ Tav
Te = : 2
3,0

For thedataof Fig. 3, thisformulayields g = 30 us,
which is close to the value calculated by classical for-
mula.

The authors are grateful to V.V. Savel’ev for com-
puter simulation of the electron trajectories. The work
was supported by the Ministry of Atomic Industry of
the Russian Federation.
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Amor phous Shungite Carbon: A Natural Medium
for the Formation of Fullerenes
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Abstract—A comparative analysis of data on the density, porosity, and intermolecular space of high-carbon
shungites, graphite, glassy carbon, and Cg, fullerite gave an estimate of the fullerene content in the shungite
samples which agrees with the values obtained by electrochemical and polar solvent extraction methods. A low
yield of fullerenes in the extracts obtained with nonpolar solvents is explained by the high polarity and large
adsorption energy of fullerenes and related compounds. © 2000 MAIK “ Nauka/Interperiodica” .

The methods of Cg, and C, fullerene synthesis
developed by the beginning of 1990s suggested that
these compounds may be present in carbon-containing
rocks. Indeed, shortly after the publication of reliable
data on the physicochemical properties of Cg, and C,g,
these fullerenes were found in high-carbon shungites
[1, 2]. These shungites still remain the only natural
objects known to contain aromatic carbon-containing
molecules. Up to now, no investigations were under-
taken to determine the concentration, molecular com-
position, and distribution of fullerenes and/or their
derivatives in shungites (Sh) with various structures of
the carbon-containing substance (Cg,). This informa-
tion is of value for elucidating the nature of Cg, and
identifying the component responsible for the medical
and ecological properties of Sh.

Filippov et al. [3] pointed out that there must be a
relationship between the properties of shungite carbon
Cg4, its fullerene-like structure, and the content of C,
fullerenes. Yushkin [4] suggested that a common mech-
anism may be responsible for the formation of Cg, and
C,. These hypotheses are justified provided that the
concentration of fullerenesisrelated to the Cg, structure
and correlated, at least in certain types of Sh, with the
content of completely amorphized carbon phase [3, 5],
the latter being the most probableinitial material for the
C, synthesis.

Previoudly [6], we have presented evidence of a
commercially significant C, content (about 1%) in
Sh-3. The purpose of this work was to perform a com-
parative analysis of some macrophysical properties of
Cg, its closest structural analog—glassy carbon (GC)
[7, 8], and Cg, fullerene, with aview to estimating the
limiting content of C, and elucidating amodel of meta
morphism in the shungite carbon structure.

For acarbon unit cell sizeof 1.0 A [9] and acovalent
atomic radius of C° = 0.77 A [10], carbon atomsin Cq,
can be considered as C* ions surrounded by delocalized

Testates (Cte). Resonance excitation of a solvated Cg,
molecule in solution [11] must involve transitions into
states with the electron affinity energy E,C* evaluated
[12] as 3E,CP = 3.81 eV. Taking into account the vibra-
tiona transitions in Cg, (272, 496, and 776 cm™ [11,
13)), thisE,C* value correspondsto the energy of the T
band maximum in the spectra of solutions. According
to the quantum-chemical calculations [14], the energy
position of the Teband maximum for a non-associated
Cep molecule was evaluated as 3.43 eV, which is
65 meV below the electron work function [15]. The dif-
ference coincides, to within 3 meV, with the energy of
“breathing” oscillations of the highly symmetric Cg,
molecule. Note also that 3.435 eV isthe middle (arith-
metic mean) value between E,C° = 1.27 eV [10] and the
ionization potential of Cg, (5.6 V), which confirmsthe
above Cg, model in the form of mutually bound C* ions
surrounded by a cloud of Teelectrons.

The non-associated Cgz, molecule admits the anal-
ogy between their delocalized Tr-electrons and the s—d
electron states of small-size icosahedral metallic parti-
cles [9, 13]. For example, the ionization potential and
the surface plasmon energy of Ag,; [16] virtually coin-
cide with the corresponding values for Cgy, While the
maximum of the plasma absorption band of Ag, (consid-
ered as an elementary particle with metal bonds [17])
coincides with the calculated energy of the trband
maximum of the non-associated Cg. A difference
between Cg, and small metallic particles consists in
(i) the form of the surface electron density distribution
and (ii) the possibility of shape changing in the Cg, car-
bon unit cell. The scattering of electromagnetic waves
on these objectsis determined by collective oscillations
of the conduction electrons[18], while the plasma oscil -
lations divide into T0- and Testates [9, 15, 19]. The
Te-states being localized upon adsorption on an electro-
neutral surface, the Czy, molecule (as a solid particle)
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300 400 500 nm
Fig. 1. Typical spectra of Cgq: (1, 2) luminescence (curve 2

illustrates a time variation of the emission spectrum);
(3, 4) luminescence excitation at (3) 410 and (4) 497 nm.

losesits metallic properties. In this case, an excited Cg,
particle with el ectron-acceptor properties must contain
a bound electron-hole pair. Indeed, the luminescence
spectra of Cg, absorbed in a microporous glass or
adsorbed on the surface of polymer molecules exhibit
bands peaked at 365, 368, and 410, 433 nm shifted
from the 361 and 407 nm bands in accordance with the
frequencies of the characteristic vibrational states of
Ceo (Fig. 1).

The thermal stability of fullerenes, together with
high electronegativity and polarizability of Cg,[15, 19],
allows this molecule to be considered as an adatom of
large radius possessing the properties of elements of the
VIl group. For example, Cq, is, like iodine, soluble in
nonpolar solvents and has the values of ionization
energy and E, close to those of At [10].

Thus, Cy, may exhibit, depending on the environ-
ment, both the individual molecular properties and the
properties of metallic or semiconducting particles, or
even halogen atoms. Thisaccountsfor the ability of Cg,
to form compounds with various types of chemical
bonds, for the large energies of Cg, adsorption on elec-
tron-donor surfaces, and for the effective solid-state
interaction of Cg, with ionic and/or molecular com-
pounds [20].

A 10% decrease in the intermolecular distance in
Cep Crystals as compared to the interlayer spacing in
graphite (3.35-3.36 A) suggests that the Te-1t exchange
interaction in this system is possible as well. A high
mobility of Cg, molecules near the position of equilib-
rium in the crystal lattice [13] allows usto assume that,
when the carbon cell shifts from the equilibrium posi-
tion, one of the neighboring molecules may act as a
donor, and the other, as an acceptor of electron density.
A shift of the T-states of the donor molecule to a low-
energy level of the acceptor molecule corresponds to
E.Cq = 2.65 eV [13]. This model, in which the donor
and acceptor are equivalent, can be applied to any pair
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of molecules. Therefore, the interaction between low-
energy states and Tr-states of the acceptor molecule
must be a fundamenta energy characteristic of a Cg,
crystal. For the calculated mean energy of 3.435 eV, an
equidistant value with respect to E,Cg, is1.865 €V cor-
responding to the bandgap of Cg, fullerite[9, 13]. This
implies that the 2Cg, dimer is an element of self-simi-
larity in the fullerite structure, which may pass as a
whole into solution to perform as the self-similarity
element in the corresponding fractal aggregates [13].

In anon-associated Cg, molecule, the electron shell
thickness can be considered as corresponding to the
thermodynamic equilibrium between the orbital and
covalent radii of carbon atoms (1.39 A). In this case, the
ratio of the volume occupied by a carbon atom to the
volume of a Cg, molecule is =0.78. The same value is
obtained for the density ratio of Cg, fullerite (p =
1.697 g/cm®) and graphite (=2.25 g/cm?®) calculated
taking into account a difference in C-C bond lengths
[5, 13]. For an equivalent surface filling of the entire
Cqo volume, the density (p) of fullerite increases to
reach the p value for graphite. Therefore, the volume of
the interlayer space in graphite is equivalent to the
intermolecular volume in fullerite. A specia feature of
the Cq, structure is the presence of pentahedra uni-
formly distributed over the carbon cell surface,
whereby each carbon atom is shared by two hexagons
and one pentagon. Thisimplies that the pentahedra are
formed asaresult of self-organizationinthe excited Cg,
molecules.

A collective character of the self-organization of
carbon molecules into an aromatic structure is indi-
cated by coinciding energies of formation of the Cyg,
molecules and To-plasmons [13, 14]. It was aso
pointed out [13, 14] that the synthesis of fullerenes
from C-clustersis an effective process provided that an
energy released upon the contact of clusters amounts to
afew eV, which isjust the energy characteristic of the
electron affinity of linear carbon molecules[21]. There-
fore, the excited amorphized graphite-like clusters and
chain molecules in a Cg, structure may form aromatic
fullerene-like molecules. This is confirmed by a pyro-
lytic synthesis of fullerenes from chain hydrocarbons
under conditions of weak interaction with environment
in an oxygen-free atmosphere.

The samples of Sh-1 and GC exhibit, in addition to
similar X-ray-amorphous structures and coinciding
featuresin the 400-1600 cm* (see Fig. 2, curves 1 and 2)
range of the IR absorption spectra, close values of the
strength characteristics, thermal expansion coefficients,
heat capacity, and electric conductivity [5]. On the
other hand, the thermal conductivity values differ
6-7times. The low therma conductivity of Sh-1 as
compared to that of GC, with close values of most mac-
rophysical characteristics, implies that the interphase
boundaries may contain aconsiderable amount of heat-
scattering centers. A middle (arithmetic mean) value
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between the densities of graphite and Cg, fullerite at

290K is0.02 g/cm? greater than the density of GC. This
differenceisrelated to afully amorphized phase present
in the GC dtructure [5], the density of which may be
comparablewith that of soot (p = 2.1-2.18 g/cm?®). Thus,
the GC structure can be considered as a superposition
of graphite-like packets (GLPs) with ultimate geome-
tries of bent hexagonal layers.

The ratio of limiting values of the interplanar spac-
ing in GLPs (3.65 and 3.41 A for Cg, with globular and
sheet morphology, respectively [3]) coincides with the
density ratio of the corresponding types of Sh-1 (1.83—
1.96 g/cm?), which indicates that these packets are the
main structural units of Cg,. A 2-7% increase in the
interlayer spacing in GLP with respect to that in crys-
talline graphite corresponds to adecrease in the density
down to p = 2.1-2.2 g/cmq. This estimate does not take
into account a possible change in the density within
2-4% due to a difference in interatomic distances
between the Cy, and graphite structures, since the bend-
ing and small dimensions of GLPs necessarily imply
the presence of carbon vacancies. For a Cy, structure
porosity of 10-12% [5], the average density of GLPs
correspond to the p value of Sh-1. A middle value
between the densities of GLPs and Cg, fullerite

(1.9-1.95 g/cmd) fallsin the range of p values of Sh-1.
For an average C-globule size of about 10 nm, the free
volume of C-globules coincides with that of Cg, mole-
cules provided that the globules form a four-layer
packet, which accounts for the fullerene-like structure
of Cq,[3, 4, 22]. A smaller number of featuresinthe IR
spectrum of Sh-1 in comparison with the spectrum of
GC (seeFig. 2, curves 1 and 2) isindicative of ahigher
degree of order in the shungite carbon structure.

The density of Cy, was estimated as p = 2.03 g/cm?®
[19]. Determined within the framework of the
fullerene-like model, the interglobular porosity must
fall within 30-35%, while the total porosity must be
about 40%. A discrepancy between this estimate and
the value (10-12%) presented aboveis eliminated if we
assumethat (i) a soot-like phase and/or C,, carbon phase
is present in the inter- and intraglobular space and (ii)
the GLPs are for the most part intercalated [8]. The lat-
ter assumption, like the hypothesis of a fullerene-like
Cg, structure, is based upon the coincidence of themain
spectral features observed in the 400-1500 cm range
for Sh-1 and Cg, dimers in a KCl matrix [20] (Fig. 2,
curves 2 and 3). The IR spectrum of Sh-1 displays a
Raman band of graphite at 1575-1580 cm?; the fact
that this band is alowed in the IR spectrum is aso
related to the intercalation of monovalent electron-
donor carbon atoms[23].

Considering GLPs as the walls of globules cannot
explain the fact that the number of layersinthe GLPsis
odd before and even after the heat treatment of Sh sam-
ples[3]. A fractal character of the Cy, structure implies
amixed type of the interaction between GLPs and the
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Fig. 2. IR absorption spectra: (1) glassy carbon; (2) shungite
(Sh-1); (3) Cqo in KCI matrix; (4) solid amorphized
Ceo-methylpyrrolidone phase.

absence of any pronounced GLP orientation. An evi-
dence for the glassy structure of Cy, is provided by the
coincidence of the Sh-1 density with that (p =
1.9 g/cm?®) of the melt of a mixture comprising chain
and aromatic C-clusters [24]. In this context, the glob-
ular structure can be considered as resulting from an
ordered mass rearrangement within a closed volume,
beginning with nucleation of the graphite-like networks
in the field of uniformly distributed catalytically active
centers. A decrease in the number of crystallization
centers corresponds to an increase in the size of GLPs
and, hence, of the C-globules.

Inthismodel, the odd number of layersin the packet
is a consequence of the primary monolayer nucleation;
however, this does not exclude the possible nucleation
of two layers and an even number of layers in the
packet. Thus, GLPs can be considered as the elements
of self-similarity in the fractal structure of Cg,. Assum-
ing the precipitation-like accumulation of C-globules, the
fractal dimensionality must fall within 2.3-2.5 D [25].
The interglobular porosity of this structure must be not
lower than 20%. In our opinion, it is the total porosity
level of Cg, that is the main evidence in favor of the
recrystallization mechanism. The crystallization model
of Cq, formation is confirmed by a filament (whisker)
crystal structure of some shungite carbon samples[26].
Within the framework of the vapor-iquid—crystal
mechanism [27], the filament crystal growth beginsin
a quasiliquid phase supplied with the mobile C-clus-
ters, which makes possible the fullerene-like structure
formation [28]. The growth of filament crystals require
asufficient free volume and a small number of primary
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crystallization centers. The recrystallization process
may not involve some part of the C-clusters. Thus, the
main difference of the GLP formation in Sh is the
closed space in which the process occurs, whilethe free
volume formation provides conditions for the second-
ary recrystallization of weakly bound C-clusters into
the final aromatic structures.

The fact that the p values of GC and Sh-1 can be
obtai ned within the framework of the same GL P model
implies that a difference between the calculated and
measured densities of Sh-1 (0.03-0.07%) is related to
the presence of either a C-phase with p = 1.6—
1.66 g/lcm?® characteristic of the GC samples upon a
high-temperature treatment [5] or fullerenes. The use of
a macrophysical value for evaluating the total density
of statistically distributed C,, molecules or their small-
Size aggregates is possi ble because the inter-pore space
in Cg, is definitely smaller than the intermolecular vol-
ume in fullerite and in the adsorbed state of C,. The
existing notions about the shungite substance forma-
tion [3], aswell as the presence of organic compounds,
microorganisms, and water in the shungite samples, are
inconsistent with the therma mechanism of low-den-
sity Cgq, phase formation.

As follows from the above considerations, the con-
centration of C, in Sh samples with most disordered
structureis estimated at 3-5 wt % of Cg,. This estimate
is confirmed by observation of a resolved band at
1180 cm™ in the IR spectrum of Sh-1 (see Fig. 2,
curve 2), which is a characteristic band in the spectrum
of Cg. A similar band is observed in the spectrum of a
solid amorphized Cgz—methylpyrrolidone phase (see
Fig. 2, curve 4). At the same time, the spectra of this
phase and Sh-1 contain, in contrast to the spectrum of
Cer—KCl samples [29], no characteristic bands in the

region of 1420-1430 cm™, which is most probably
explained by the interaction of Testates in the major
part of C, with the matrix components. The common
features observed in the IR spectra of Sh-1, GC,
Ceo—KCl,, and ultradisperse graphite particles [30]
reflect the presence of like structural groups of carbon
atoms forming bent hexagonal layers[31].

According to the above estimates, there are 30—
40 C,, molecules per globule, which allows the associa-
tive arrangement of these moleculesin the free space of
Cq. This hypothesisis consistent with the calorimetric
effects observed in the temperature intervals near
190-200, 235-245, and 280 K. For the samples of Sh-3
dehydrated in vacuum for 24 h at 280 K, the high-tem-
perature maximum is observed 5-7 K below, and the
low-temperature maximum, 5-7 K above the corre-
sponding peaks for Sh-1. The high-temperature max-
ima are usually registered during the first DSC runsin
the heating modes. Thesefeatures allow usto assign the
observed calorimetric features to processes in the
ordered molecular aggregateswith variousrelative con-
centrations of Cg, and C,, molecules. The low-temper-
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ature maxima are attributed to changes in the vibra-
tional mobility of Cg, and C,, molecules, and the high-
temperature maxima, to changes in the structure of Cg,
fullerite with alarge admixture of C, [32].

The calculated estimates of the content of C,, in Sh
are confirmed by data on the extraction of thermoacti-
vated Sh-1 samples with polar solvents capable of
forming compounds containing donor—acceptor bonds
with C,. The samples obtained upon the thermal
removal of hydrocarbons and solvent from the
extracted bitumous phase exhibited crystallization of
carbonaceous particles with a cubic and/or dendrite
crystal habit. The X-ray diffraction data allowed these
particles to be identified with Cg, 0. The spectral fea
tures of the extracted carbon particles and their solu-
tions aso corresponded to the Cg, ;o Structure. The esti-
mated mass of the isolated crystalline particles varied
within 1.5-2.0 wt % of the Sh-1 sample, depending on
the extraction conditions. The experimental data were
indicative of the possible technological efficiency of
using natural fullerenes extracted from shungites in
medical and ecological applications.
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Abstract—Stimulated scattering of apump wave by an extended el ectron bunch counterpropagating with arel-
ativistic translational velocity is studied theoretically. It is demonstrated that the realization of a superradiance
regime ensures coherent emission of ashort electromagnetic pul se with afrequency much higher than the pump

frequency. © 2000 MAIK “ Nauka/Interperiodica” .

1. In[1-5], pulsed superradiance (SR) due to differ-
ent elementary mechanisms was theoretically studied.
The process is essentially the coherent emission of an
electromagnetic pulse by an electron bunch as a result
of electron clustering. Although the bunch extends over
severa tens of wavelengths, the different parts emit in
phase because the group velocity of the wave differs
from the trandational velocity of electrons so that the
wave dips relative to the particles. Subnanosecond SR
pulses have been experimentally generated in the
microwave region [6-9] using the stimulated emission
obtained by different methods including the cyclotron,
Cherenkov, and undulator mechanisms. In connection,
it is interesting to explore the possibility of producing
ultrashort pulses during the stimulated Compton scat-
tering of a high-power pump wave by a counterpropa-
gating electron bunch. At relativistic electron veloci-
ties, the frequency of the scattered radiation must be
much higher (due to the Doppler effect) than that of the
pump wave.

This paper presents a theoretical analysis of the SR
effect due to stimulated scattering from an electron
bunch propagating along a uniform magnetic field in a
smooth waveguide. Two simulation models are consid-
ered. Thefirst model restson the method of an averaged
ponderomotive force used to describe the motion of
electronsin thefield of two electromagnetic waves. The
second model employs direct numerical simulation
using the particle-in-cell KARAT code.

2. Let us examine the scattering of a pump wave by
an annular electron bunch of radius R, and length b.
Thebunch propagates along a uniform transport
magnetic field Hy, = Hgzy in a smooth circular
waveguide of radius R. The fields of the incident and

the scattered H-waves are represented in terms of the
vector potentials:

LA th i(o st—h; o
A= RetZ gy @i el (g
0 Kois B

where the subscripts “i” and “s’ refer to the incident
and the scattered wave, respectively; A (z t) are
dowly varying wave amplitudes, ;s =

Jnis(kmisr)em”(p are the membrane functions of a

round waveguide; k; , h; s are the transverse and lon-

gitudinal wavenumbers, respectively; and n; ¢ are the
azimuthal numbers. Assume that the condition of com-
bination-frequency wave matching is fulfilled:

ws—hyv = w —hyv, = Q. 2

At the same time, we suppose that the incident and
scattered waves are well out of the cyclotron resonance
with the electrons:

oo, s — hy vy —wy| T > 2, (3)

where wy, = eHy/mycy, is the gyromagnetic frequency,

Vo= (1— v /)2 isthe relativistic mass factor, vjisthe
longitudinal electron velocity, and T is the characteris-
tic interaction time.

Assume that A(z, t) isadowly varying function of
the longitudinal coordinate z and the timet and that the
pump wave amplitude is fixed. Then, the stimulated

1063-7850/00/2608-0694%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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scattering of the pump wave by the bunch under condi-
tions (2) and (3) obeys the equations

2n

%Jr Vl gt - if(t—z/v”)kcaiGI%Tj'e_iedeo,
0 4
L1orf
0 = uk Im{asa*G*e }
[Fz vt
where g ; = eA J/2myy,c? are the normalized wave

amplitudes; 6 = wt — h.z is the time-dependent phase
angle of electrons with respect to the combination-fre-
guency wave; k. = w./c, w, = w,— ) isthe combination
frequency; h, = hy— h; is the longitudinal wavenumber
of the combination-frequency wave,

Q EL]n +l(kE|| Rb)‘]n +1(k Rb)
BIII] Q+wy

Jn-1(KaiRp) In.—1(KosRe) Titn,-nye
+ e
Q—wy 0

G =

is the electron-wave coupling coefficient; p = yo By is
the clustering parameter; v, isthe group velocity of the
scattered wave;

_eJg 1
- 3 2
myC 2Yoh K. R"Ng
is the current parameter; J, is the beam current; Ng =

(1- ns2 v?) J,fs (v) isthe scattered-wave parameter with
v = kR being aroot of the J;S (x) = 0 function; and f(x)
is an unperturbed profile of the bunch. Introducing new
independent variables { = Ck.z, T = (UB, -
1B Ca(t - z/v”) brings Egs. (4) to the form

0°0

aa da _ a_zz _ Im{aeie} )

|9
3z ot f(T)f

with the initial and boundary conditions

a|T=0 = ao, el(:o = 90+rCOSGO,
9| =0, 8,0[02m)
0|z =0 ’

where a = a;a* pG*/C?, C = (ul|aGP)Y2 is the gain,
and the parameter r describesasmall initial modulation
of the bunch density.

The simulation was carried out for the values of
parameters close to those selected for the forthcoming
experiment with two synchronized RADAN accelera-
tors [7-9] producing beams with nanosecond and sub-
nanosecond pulse durations. One of the beams is used
in abackward-wave oscillator to generate a38-GHz Ey;
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Fig. 1. Dispersion relation for the waveguide and the elec-
tron beam.
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Fig. 2. The plot of scattered power vs. time.

wave with apower of up to 60 MW. A waveguide trans-
former convertsthe output waveinto an H;; pump wave
that is transmitted to a waveguide carrying a subnano-
second electron bunch from the other accelerator. The
transmission line comprises two quasioptical mirrors.
The parameters of the forthcoming experiment are as
follows: bunch current, 200 A; particle energy, 250 keV;
pulse duration, 250 ps; bunch radius, 0.2 cm; transport
magnetic field, 13 kOe; waveguide radius, 0.3 cm. The
scattering is expected to occur in awave with the same
structure as that of the pump wave.

The diameter of the waveguide for the scattering
should be close to the cut-off value for the pump wave.
This decreasesthe group velocity of the H;; pump wave
so that itstransverse electric field becomes stronger for
a given power flux. (That is why the Ey, wave is con-
verted into the H,; wave.) Asaresult, electrons acquire
a higher oscillation velocity. For example, if the
waveguide radius is reduced from 0.4 to 0.3 cm, then

the group velocity Bér of the pump wave drops to about

Bgr = 0.5 so that the electron oscillation velocity rises

by afactor amost aslargeas 1.5toreach f;=0.13. The
dispersion relation plotted in Fig. 1 shows that the fre-
guency of the scattered wave is about 170 GHz for the
parameters selected. Figure 2 presents the results of
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Fig. 3. Phase portrait of an electron

simulation based on Egs. (5). The scattered power is
shown as a function of time for an interaction space
length of 20 cm and a bunch duration of 250 ps. It is
seen that duration of the scattered pulse is of the order
of 100 ps and the peak power is 17 MW.

3. The possibility of superradiance due to the stim-
ulated wave scattering was also supported by the parti-
cle-in-cell ssimulation using the KARAT code. The
numerical experiment was carried out within the frame-
work of asimplified plane two-dimensional model. The
process was assumed to take place in a planar
waveguide with a38-GHz Hy; pump wave. The compu-
tation was performed for a pumping power density of
100-150 MW/cm, abeam current of 200-500 A/cm, an
electron energy of 200 keV, a transport magnetic field
of 12 kOe, and a pump wave group Vvelocity (B) of
about 0.5. These values correspond to those used with
the first model. By contrast, the bunch duration was
increased to 700 ps.

Figure 3 presents the phase portrait of abunch oscil-
lating in a pump field. Figure 4 displays the power
waveform of the pulse and the spectrum of scattered
radiation. It is seen that the spectrum is centered at
150 GHz and the peak power is about 1.5 MW. Also
note that the peak power is lower than that obtained
with the first model. The reason is that the second
model is morerealistic: it takes into account the scatter
in electron positions, the effect of the space charge, etc.

To sum up, both models confirm the possibility of
superradiance due to the stimulated wave scattering. In
conclusion, note that the mechanism concerned works
in the submillimeter band as well. Specifically, if the
bunch energy israised to 300 keV and pump frequency

20 30 zcm

bunch oscillating in a pump wave field.

P, MW
4.5

(a)

3.0

1.5

—_

2.0 24

(b)

S.'f’ a.u.

1 ]
200 300
/. GHz
Fig. 4. Pulsed scattered radiation: (a) power waveform for
z=0; (b) power density spectrum. The data are obtained by
aplane-model particle-in-cell simulation using the KARAT
code.

1
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israised to 70 GHz, then the frequency of the scattered
radiation will fall in the 400-500 GHz range.

This study was supported by the Russian Foun-
dation for Basic Research (project no. 98-02-17308)
and by the State Interdisciplinary Scientific-Techno-
logical Program, “Microwave Physics’ section, project
no. 1.13.
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Abstract—Remagnetization of an amorphous ferromagnetic wire with circular anisotropy in an alternating
longitudinal magnetic field was theoretically studied within the framework of a quasistationary approximation.
A frequency spectrum of the emf generated in a probing coil wound on the wire was determined, and analytical
expressions describing the dependence of the emf amplitude on the alternating magnetic field amplitude Hy and
the constant magnetic bias field value H, were derived. The results can be applied to the devel opment of weak
magnetic field sensors. © 2000 MAIK “ Nauka/Interperiodica” .

Theinterest of researchersin studying magnetically
soft amorphous wiresisrelated to their unique physical
properties and good prospectsfor varioustechnological
applications. Investigations performed in the past
decade showed evidence that the high-frequency imped-
ance of these wires may exhibit a very large change in
response to weak external magnetic fields, which was
called the giant magnetic impedance effect [1-4]. This
effect is now extensively investigated in the context of
obtaining highly sensitive magnetic field sensors as
well as magnetic recording media and devices. As for
the magnetic field sensors, of considerable interest is
the study of nonlinear remagnetization processes in
amorphous ferromagnetic wires [5]. Indeed, use of the
nonlinear effects may eliminate some undesirable
phenomena such as hysteresis, metastable domain
states, etc.

In this work, we have theoretically studied the
remagnetization of an amorphous ferromagnetic wire
with circular anisotropy in an aternating longitudinal
magnetic field. A frequency spectrum of the emf gener-
ated in a probing coil wound on the wire was deter-
mined, and it was established that all harmonics are
present in the spectrum provided that the amplitude of
the alternating magnetic field exceeds a certain thresh-
old level. Theresults confirmed a high sensitivity of the
harmonic amplitudes v, (k is the harmonic number)
with respect to the constant magnetic biasfield.

Consider an amorphous ferromagnetic wire with a
diameter d in an aternating longitudinal magnetic field
H = H, + H, where H, is the constant magnetic bias
field and H = Hysin(wt). The harmonic aternating

component H produces a change in the wire magneti-
zation with time and, in accordance with the Faraday
law, generates acircular emf V,, in acoil wound around
the wire. We will assume for simplicity that the skin

effect in the wire is small and the alternating magnetic
field is homogeneously distributed in the wire cross-
section. The maximum frequency for which this
approximation is valid can be estimated in the follow-
ing way. A product of the specific conductivity of the
amorphous film ¢ by the characteristic magnetic per-

meability [ usually does not exceed 10%° s [6]. Then,
the skin layer thickness & = c(2mopl ) 2inawirewith
d 0010 pm will exceed the diameter for the frequencies
f=w/2rtbelow 10 MHz.

Asiswell known, the distribution of the easy aniso-
tropic magnetization axes in amorphous ferromagnetic
wires is controlled for the most part by the magneto-
striction effect [5]. The magnetic properties of non-
spun amorphous wires with negative magnetostriction
constants are descried within the framework of a model
assuming the presence of two regionsin thewire: acen-
tral region (core) with homogeneous longitudinal mag-
netization and an outer shell with acircular direction of
the magnetic anisotropy [1, 2, 5, 7-9]. In a wire with
d 010 um, the core sizeis small and the contribution of
this region to the total free energy of the wire can be
neglected. For the sake of simplicity, we will addition-
ally assume that the wire is single-domain, which is
valid for sufficiently short samples (with a length not
exceeding several centimeters) [5, 10, 11] in the shell of
which no equilibrium domain structure can be realized
because of the low magnetostriction constant.

Under these assumptions, the free energy of thewire
is the sum of two terms representing the energies of
magnetic anisotropy and the magnetic moment in the
applied longitudinal field. Since the aternating field
frequency is sufficiently small, the remagnetization
process can be described within the framework of a

1063-7850/00/2608-0698%20.00 © 2000 MAIK “Nauka/Interperiodica’
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guasistationary approximation [12, 13], where the free
energy density U has the following form:

U = (MH,/2)sin’6 — M(H, + H)sin®. 1)

Here, M isthe saturation magnetization, H, isthe aniso-
tropic field, and 8 is the angle between the magnetic
moment vector and the easy axis (circular direction).
The emf V, generated in the probing coil isgiven by the
formula

8N dM “d°NdM

TC 2 _ T 2

c Idtrdr_ c dt’ 2
0

where N is the number of turnsand M, = Msing isthe
longitudinal magnetization component. The latter
guantity can be determined from the condition of min-
imum free energy:

V¢:_

IM/H)[He + Hosin(wt)], |He+ H| <H,,
=0

~ 3
M, |He+H|>Ha_

z

As can be seen from Egs. (2) and (3), small ampli-
tudes of the alternating field Hy and the anisotropic field
(H, < Hp) lead to alinear response signal in the coil,
containing only the first harmonic. For Hy > H, — H,,
the frequency spectrum of the emf signal will contain
all harmonics. Introducing dimensionless harmonic
amplitudes v, = cv,/Td?’NMw into Egs. (2) and (3) and
performing simple transformations, we obtain

vy = (Ho/Hy)
X [1,—14 + sin(T,)cos(T,) —sin(ty)cos(T,)],

_ Holsin{(k+ )15} —sin{(k+ )14}
kT H, k+1

L Sn{(k=1)T5} —sin{(k-1)1,}
k—1 K

k=35,.., (4)

cos{ (k+1)1,} —cos{ (k+ 1)1}
k+1

- Ho
= h.

N cos{ (k—1)1,} —cos{(k—1)1,}
k—1 K

k=24,..,

Vi

where

T2 Ho—He< Ha,

" Harcsin{ (H, + Ho)/Ho} . Ho—He> H,,
©)

Ty

g2, Ho+ Ho < H,,
T, =[O

DarCSin{(Ha_He)/HO}1 H0+ He> Ha'
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Fig. 1. The plots of harmonic amplitudes v, versus aternat-
ing magnetic field amplitude Hg calculated for Ho/H, = 0.5
fork=1(1); 2(2); 3(3); 4 (4.

Figure 1 showsthe plots of thefirst (k< 4) harmonic
amplitudes as functions of the aternating field ampli-
tude H, calculated for afixed magnetic biasfield H, by
formulas (4) and (5). As seen, for H, > H, —H,, thefre-
guency spectrum of the emf signal displaysall harmon-
ics. Asthe H, value increases, the odd harmonic ampli-
tudes grow and the even harmonic amplitudes pass
through a maximum and decay. As can also readily be
shown using formulas (4) and (5), the dimensionless
amplitudes of all odd harmonics asymptotically tend to
a constant value (v, = 4), while those of the even har-
monics decrease proportionally to 8kH,/H,.

Figure 2 showsthe plots of the first harmonic ampli-
tudes versus the magnetic bias field H, calculated for a
fixed amplitude of the aternating field Hy. As seen
from these curves, the first harmonic dominates in the
region of small H, values. The contributions due to
higher harmonics become significant when H,
increases to a sufficiently high level; however, the sig-
nal in the coil vanishesfor H,—H, = H, since no remag-
netization takes place in the wire. Note that some har-
monics are zero at intermediate values of the magnetic
biasfield amplitude (Fig. 2), which reflects achangein
the phase of these harmonics by Tt

For anonlinear remagnetization regime to be estab-
lished, the longitudinal magnetic field amplitude must
exceed the anisotropic field strength in the wire during
some part of the cycle of the alternating magnetic field
variation. In this case, all harmonics will appear in the
frequency spectrum of the emf generated in the probing
coil. As seen from Fig. 2, the harmonic amplitudes are
highly sensitive with respect to the constant magnetic
bias amplitude H,, which is an important characteristic
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Fig. 2. The plotsof harmonic amplitudes v| versus magnetic
bias field value Hg, calculated for Hy/H, = 5and k = 1 (1);
2(2);3(3); 4 (4.

for weak magnetic field sensors; for example, let us
estimate the sensitivity of the second harmonic ampli-
tude |0V,/0H,| for a typical cobalt-based microscopic
wire[14]. Assuming d =10 um, M =500 G, f =5 MHz,
H, = 0.5 Oe, and Hy/H, = 5, N = 100, we obtain
|0V,/0H,| = 101 V/Oe. In conclusion, it should be noted
that amplitudes of all thefirst harmonicsare of the same
order of magnitude. For thisreason, the phenomenon of
nonlinear remagnetization of an amorphous wire con-
sidered above may be of interest from the standpoint of
developing magnetic-field-controlled frequency con-
verters.
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Planar Free-Electron Lasers
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Abstract—The operation of a free-electron laser with a combined Bragg mirror resonator is studied theoreti-
cally. Theresonator comprisesapair of planar Bragg reflectorswith atwo- and aone-dimensional relief pattern,
respectively, and is closed in the transverse direction so as to ensure unidirectional outcoupling. It is demon-
strated that this design provides for a possibility of obtaining spatially coherent radiation from a sheet electron
stream with the cross size exceeding the wavelength by several orders of magnitude. © 2000 MAIK

“ Nauka/Interperiodica” .

1. Using sheet electron streams in free-electron
lasers (FELS) seemsto be a promising way for increas-
ing output power, whereby the interaction space is
developed in atransverse direction. It is now conceiv-
able that a gigawatt output power level can be studied
in the millimeter wave band, since high-current relativ-
istic electron beamswith awidth of upto 150 cm and a
power of up to 50 GW are adlready available[1, 2]. The
main problem isthe synchronization of wavesfrom dif-
ferent parts of the stream. A two-dimensional (2D) dis-
tributed feedback has been suggested to solve the task
[3, 4]. The feedback is effected by a 2D Bragg resona
tor comprised of a planar waveguide section with the
inner surface having a double periodic relief pattern,
the trandlation vectors being noncollinear. In contrast to
a one-dimensional (1D) resonator with a corrugated
inner surface, four partial waves are coupled in the 2D
case, two of which propagate with the stream and in the
opposite direction and the other two travel along the
transverse axis, thus synchronizing radiation in the
transverse direction. Reported in [4, 5], the analysis of
the dynamics of such FELs showed that a steady-state
single-frequency operation can be achieved with
almost any stream width and that an increasein the sys-
tem width results solely in longer transients, provided
the optimum parameters are selected. On the other
hand, the simplest configurations [3-5] suffer from the
requirement that the system must be open in the trans-
verse direction. Asaresult, the power has to be coupled
out in two directions, whereas only unidirectional out-
coupling is required in most cases. In [6], a way to
ensure this was suggested whereby the resonator
should be supplied with additional edge Bragg struc-
tures defecting the transverse power flows by 90°
toward the electron stream. In our opinion, this resona-
tor configuration is too complicated to be employed in

pilot FELswith 2D distributed feedback. We think that
effort should be made to design resonators closed in the
transverse direction.

This paper analyzes the operation of a sheet beam
FEL with aresonator comprising two dissimilar Bragg
reflectors bearing 2D and 1D relief patterns (Fig. 1).
Situated at the cathode (injector) end, the 2D reflector
synchronizes the radiation in the transverse direction.
At the collector end, it is sufficient to place a conven-
tional 1D reflector to close the feedback loop. Both
reflectors are closed in the transverse direction, but
modest losses (e.g., ohmic) are still imparted to the
input reflector for the sake of lasing stability. These
losses have insignificant effect on the energy balance,
provided that optimum parameters are selected. This
means that the reflection coefficient of the output
reflector is not too large and the radiation is amplified
predominantly after theinput reflector. Thus, the power
ismostly emitted by the electron stream in the longitu-
dinal direction and little is dissipated or scattered.

2. Let the input reflector have the following 2D
relief pattern:

a = a,cos(h,z)cos(hyx), (1)
where the pattern height 2a, is assumed to be small.

The pattern insures the coupling and mutual scattering
of four partial waves

E = E,Re([A,e" + A " +B,e™

+%_eihx]ei6>t),

)

provided the propagation constant h satisfies the Bragg

1063-7850/00/2608-0701$20.00 © 2000 MAIK “Nauka/Interperiodica’



702

GINZBURG et al.

Fig. 1. Configuration of aplanar FEL with acombined Bragg mirror resonator driven by a sheet relativistic electron beam. Theinput
and the output reflector have a2D and a 1D relief pattern, respectively.

resonance condition [3]:
h= ﬁz. (3)

In Egs. (2) and (3), h, = /21/d,, with d, being the
period of the pattern; sd.(x, z t) and B.(x, z t) are

dowly varying functions; and @ = 2ntf = h,cisthe
Bragg frequency, which is chosen to serve as a carrier
frequency. Allowing for excitation of the synchronous
wave A, by the electron stream, the mutual scattering
of the partial waves by the pattern (1) is described by
the following system of equations [7]:

d 10 .
b * BargetPs +i0x(B.+B) = F(X)J,

I
o
—~
*

9 1d .
Eﬁa—z—ﬁgrlﬁ%a\—“az(&"' B.)
9, ,-10 .
Tt BargrBe +ida(Ac+ A) = 0.

The boundary conditions for Egs. (4) are
Ai;-0=0, (Bi+RB)|,_, =0,

(B_.+RB,)[y._ =0, ©)

where R < 1 is the reflection coefficient of the cavity

side walls for the B, waves. The dimensionless quanti-

tiesin Egs. (4) are defined as follows:

X = xCwlc,
T = tCw;

(A, B, = (A, Bexu/ymcC? k = By/B is the

beam—wave coupling parameter; pu = y2 is the inertia
bunching parameter [8]; y is the relativistic mass factor

Z = zCwlc, L, . = I, .Cwlc,

TECHNICAL PHYSICS LETTERS  Vol. 26

of the electron beam; B“ is the trandationa electron
velocity; B isthe group velocity of the waves,

_ elo Mk’

~ Mne’8myad

is the Pierce gain parameter; |, is the beam current per
unit width; a, isthe cavity height (see Fig. 1); a, isthe
wave coupling parameter for the 2D pattern, which is
proportional to a, [9]; and F(X) is the electron stream
density profile (see Fig. 1).

n, %
20
15F oy
ok 1 |2 3
5_
L 1 1 1 ]
0 40 80 120 160 200
t, ns

Fig. 2. Simulated turn-on transients in a combined1D/2D
Bragg mirror FEL: the electronic efficiency vs. time at a
cavity width |, of (1) 20, (2) 70, or (3) 140 cm. Other param-
eter values are as follows: a, = (1) 0.08, (2) 0.04, or

(3)0.03cm Y0y =(1) 0.10r (2,3)0.03cm™; f =75GHz;
C=6x10"3 R=0.951,=18cm; lo=30cm; |, = 10 cm;
and A=-15.
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PLANAR FREE-ELECTRON LASERS

Like the smooth portion of the resonator, the output
1D reflector deals with two partial waves only:

E = E;Re([A,6"™ + A_e™]e™). (6)

These waves travel paralel and antiparallel to the
translational beam velocity. The 1D Bragg pattern is
defined as

a = a,cos(hi2), (7)

where h; = 21vd, (with 2a, and d, being the height and
the period of the pattern, respectively). The waves are
scattered if

h=hy/2. (8
The scattering is described by the equations

0 a0 .
G5+ BargrtA HICA = F(X)J,
©)
o 107 . _ -
7 PogrtiA =0 Afp. =0,

where a; is the wave coupling parameter for the 1D
pattern [9] and I, =, + |5 + |, isthe total cavity length
(Fig. 1). In the smooth portion of the resonator, the
amplification of the wave {, obeys an equation similar
to Egs. (9) with a zero wave coupling parameter. The
partial amplitudes s4, must be considered continuous at
the boundaries between the resonator portions.

According to [8], the averaged particle motion in
thefield of synchronous wave ., is described by the
equation

[D;_ZJr Bﬂl%ge = Re(A.€°) (10)
subject to the boundary conditions
Bl;-0 = 8,0[0, 2m),
(11)

d 10 -
[DB_Z-I-B” ﬁgmz:o = A,

where 8 = @t — h, — h,,zis the instantaneous phase of
electrons with respect to the synchronous wave, A =
(@ —hv;—h,v)/®C istheinitial frequency detuning
from wiggler synchronism at the carrier frequency,
h,, = 2rvd,,, and d,, isthe period of the wiggler. Having
solved Eq. (10), one finds the electron current J =
%Jj"e_'e de, that excites the synchronous wave, this
term entering into Egs. (4) and (9). Note that Egs. (4),
(9), and (10) are written under the assumption that both
the 1D and 2D Bragg resonance conditions (3) and (8)

are met. This is obviously possible when h, = h;/2,
which in turn is satisfied if d, = /2., .
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Fig. 3. Spatial distributions of the partial wave amplitudes
A, and B, under steady-state FEL operation conditions.
The parameter values are the same as for curve 3 in Fig. 2.

3. Wecarried out asimulation based on Egs. (4), (9),
and (10). Theresultsare presented in Figs. 2 and 3. The
parameter values were close to those of 4-mm-band
FEL experiments conducted at the Institute of Nuclear
Physics using the U-2 and U-3 accelerators [10, 11].
Specifically, we set the input (2D) reflector length at
18 cm, the output (1D) reflector length at 10 cm, the
smooth portion length at 30 cm, and the cavity height at
8, = 1 cm. The beam current per unit width was
1 kA/cm; the particle energy, 1 MeV; the wiggler
period, 4 cm; and the particle oscillation velocity in the
wiggler field, B; = 0.2. Accordingly, the Pierce gain

parameter was about C = 6 x 1073,

Figure 2 depicts the electronic efficiency as afunc-
tion of time for different widths of the interaction
space. As seen, a steady-state FEL operation is possi-
ble. Note that the width was increased while simulta-
neously decreasing the wave coupling parameter, the
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other dimensions being fixed. To obtain stable opera-
tion, a certain loss was imparted to the resonator for the
9B, waves by setting the reflection coefficients of the
input reflector at about 0.95 for the waves. This could
be implemented by depositing an absorber onto the
cavity sidewalls.

Figure 3 presents the spatial distributions of the par-
tial wave amplitudes 4, and 9B, under steady-state
conditions for the case where |, = 140 cm and the sheet
relativistic electron beam occupies about 80% of the
cavity width. In the beam region, o, is seen to be
amost uniformin the transverse direction. Thisensures
that all of the stream parts contribute the same power to
the radiation and that the average efficiency is suffi-
ciently high. Estimates of the partial power flows at the
resonator ends (Fig. 3) indicate that the values of the
reflection coefficients mentioned in the preceding para-
graph have little or no effect on the energy balance, the
resultant losses being within 1-2%. Under these condi-
tions, the maximum output power of the FEL may
reach 5-10 GW.

To sum up, the above analysis has demonstrated that
using FEL s with a combined Bragg resonator compris-
ing two dissimilar planar reflectors with 2D and 1D
relief patterns opens the way to obtaining a spatially
coherent radiation from a sheet electron stream whose
width exceeds the wavelength by several orders of
magnitude. The resonator is closed in the transverse
direction, thus ensuring unidirectional outcoupling.
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for Microwave Applications
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Abstract—Electrical properties of thin Ba,Srq _, TiO; films with variable composition were studied depending
on technological parameters of the ion-plasma synthesis. © 2000 MAIK “ Nauka/Interperiodica” .

In recent years, ferroelectric BaSr;_,TiO; (BSTO)
films used in numerous applications have attracted the
attention of researchers as possible materials for micro-
wave devices[1, 2]. Thisinterest is based on the strong
dependence of the permittivity of BSTO films on the
applied electric field strength, reliable operation of the
BSTO-based microwave semiconductor devices at a
field strength of up to ~40 V/um and above [3], and a
relatively low dielectric loss tangent of these materials
in the microwave frequency range [4]. These properties
make the BSTO films promising materials for the
microwave devices such as varactors, phase-rotating
devices, and tunable filters operating at room tempera-
ture[5].

From the standpoint of physical properties in the
microwave frequency range, the most promising sys-
temsare offered by the BSTO films deposited onto sap-
phire and, especially, polycore substrates. However,
now there isaneed for ferroelectric filmsto combine a
sufficiently strong field dependence of the permittivity
with low microwave energy losses (at least, with a
room-temperature loss tangent tan & < 0.01 at 1 GHz).

Creating such BSTO films presents a quite difficult
task.

One of the most acceptable ways to obtain the
BSTO films with perfect structure and high physical
propertiesis offered by the ion-plasma deposition tech-
niques. However, fabrication of the BSTO films with
the properties acceptable for the microwave applica-
tions by the method of RF magnetron sputtering
requires establishing a correlation between the main
technological parameters of the film deposition process
(including the synthesis temperature, working gas mix-
ture composition, and target compoasition) and the elec-
trical properties of the resulting BSTO films.

The purpose of thiswork wasto study the properties
of BSTO films obtained on single- and polycrystalline
sapphire substrates by the RF magnetron sputtering of
aceramic target.

The samplefilmswere prepared on aLeybold Z-400
technological magnetron system by the “on-axis’ sput-

tering of 76-mm-diam ceramic targets of various com-
positions. The sputtered material was deposited either
in pure oxygen or in a50% O, + 50% Ar gas mixture at
atotal gas pressure of 8 Pa. The synthesis temperature
was varied from 700 to 900°C. The RF discharge power
was varied from 120 to 360 W. The electrical properties
of the synthesized films were studied using planar
capacitor structures with 0.35-um-thick copper elec-
trodes and an interelectrode gap width of ~7 um. The
electrical characteristics were measured at a frequency
of 1 GHz and avoltage U applied to the capacitors var-
ied from 0to 300V (E = 040 V/um).

Figures 1aand 1b show the plots of the control abil-
ity factor K = C,5(U)/C;,(U) versus the synthesis
temperature for the films obtained by sputtering from
Bay gSro,Ti0O5 and Ba,5Sr, 5105 targets onto sapphire
and polycore substrates. Figures 2a and 2b present the
temperature dependences of the dielectric loss tangent
for the same films. As seen from these data, both the
control ability and the microwave losses of thefilmsare
determined to a considerable extent by the content of
Ba in the deposit. In particular, the films produced by
sputtering the Ba, gSr, TiO5 target have a control abil-

ity factor of up to 2.5 at rather high losses (tand = 0.04
at U = 0 and above), which makes this material ineffec-
tive in the microwave frequency range.

More promising results were obtained for the films
prepared from the Ba,sSr,sTiO; target. These films
exhibit a clear tendency of both the control ability fac-
tor and the dielectric loss tangent to increase with the
synthesis temperature (Figs. 1a and 1b). However, the
losses can be reduced by replacing pure oxygen with
the O,—Ar mixture, abeit at the expense of the control
ability factor reduced to ~1.5. Apparently, the problem
of abtaining BSTO films combining good control abil-
ity and low losses can be solved by compromising
between the target composition (with the Ba and Sr
contents not exceeding 0.5/0.5), asufficiently high syn-
thesis temperature, and the working gas mixture com-
position.

1063-7850/00/2608-0705%$20.00 © 2000 MAIK “Nauka/Interperiodica’
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Fig. 1. Plots of the control ability factor versus temperature
for various BSTO films deposited onto (a) sapphire and
(b) polycore substrates.

Investigations of the film sample structure by X-ray
diffraction showed that the films synthesized in the
indicated temperature range contain blocks with the
orientations (111), (110), and (100), their ratio depend-
ing on the synthesis temperature. We may suggest that
a multiphase character of the films accounts for the
rather high level of RF losses, although wefailed to find
any strict correlation between changes in the phase
composition and the RF losses.

All the above considerations equally apply to the
BSTO films deposited onto sapphire and polycore sub-
dtrates, since no significant differences between the
electrical properties of these films were observed.

Thus, we have demonstrated the possibility of con-
trolling the electrical properties of BSTO films grown
by method of RF magnetron sputtering on both single-
and polycrystalline Al,O; substrates. The obtained
results determine the direction for further investigation
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Fig. 2. Plots of the diel ectric losstangent versustemperature
for various BSTO films deposited onto (a) sapphire and
(b) polycore substrates.

of the synthesis of BSTO film combining a high control
ability and low energy losses in the microwave fre-
quency range.
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A Thin-Layer Bichromated Gelatin for Holography Sensitive
in the Red Spectral Range
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Abstract—A variant of thin-layer optically sensitive material for holographic applications, based on a
bichromated gelatin with glycerol and Methylene Blue dye additives, is suggested. The material is sensitivein
the red spectral range, possesses the property of self-development, and provides for the possibility of the real-
time reconstruction of holographic images. The bichromated gelatin is prepared using potassium bichromate.

© 2000 MAIK * Nauka/Interperiodica” .

Gelatin with chromate additives has been used as
amedium for hologram recording since 1968 [1]. Pre-
viously, bichromated gelatin (BG) was known as a
medium sensitive in the blue-green and ultraviolet
spectral ranges. Thetask of expanding the spectral sen-
sitivity range to the red, so as to provide for the holo-
graphic information recording using He-Ne laser radi-
ation, is still important. Solving some practical tasks
requires holographic media in the form of thin layers
(with thicknesses from 100 um to a few millimeters).
Another requirement is the obtaining of self-devel op-
ing layers, which would allow for the real-time image
reconstruction.

According to [2], the intrinsic sengitivity of a
bichromated gelatin in the red spectral range is very
small (about 15-150 Jcm? for 10-30 um thick layers).
In order to increase the spectral range, the chromate-
containing colloidal systems are doped with dyes pos-
sessing maximum absorption in the desired region. The
main problem encountered in selecting such a sensi-
tizer isrelated to the low solubility of many dyesin the
presence of ammonium bichromate. For example,
Methylene Blue tends to precipitate in the agueous
solutions of ammonium bichromate. However, most
works devoted to the red sensitization of BG layers
were performed with Methylene Blue (MB) [3-9]. The
experimental data indicate that successful operation of
the BG + MB system is possible provided that the solu-
tion pH is maintained on alevel no lower than 9.0.

The first publication concerning the use of BG lay-
ers in a real-time operation mode not involving addi-
tional photochemical processing appeared in 1984 [9].
According to the data reported, undeveloped BG layers
with a diffraction efficiency (DE) of 0.1-0.7% can be
used for the optical data processing at an exposure of
200 mJ/cm?. It was aso pointed out that holding the
BG layers for several hours in a humid atmosphere
leads to some increase in the DE level.

The development of information recorded in a BG
layer implies that water, one of the necessary compo-
nents, hasto be present in the composition at an amount
sufficient to reveal the recorded image. Using sandwich
structures with a BG layer confined in a closed volume
between two glasses allows a certain amount of water
to beretained in the layer upon gelation. In this case, a
hologram is registered immediately in the water-satu-
rated layer.

Previoudly [10-12], we have developed a thick-
layer opticaly sensitive material based on a bichro-
mated gelatin for the blue-green spectral range. The
material was in the form of a 1-3 mm thick gel cast
between two glasses. A certain amount of water
retained in the layer allowed areal-time registration of
the holograms. An obvious disadvantage of this thick-
layer system was the limited lifetime of the holograms.
In order to increase the water content in the BG layer, it
was suggested to introduce a certain amount of glycerol
to the emulsion composition [13, 14]. Glycerol may
play amanyfold role in self-developing BG layers.

In addition to providing for the self-development
process, this component increases the optical sensitiv-
ity and extends it toward the longwave spectral region.
Moreover, glycerol acts as a plasticizer and increases
the amount of water molecules capable of developing
the recorded image due to the presence of hydrogen
bonds. Self-devel oping bichromated gelatin layers con-
taining up to 95% glycerol (relative to the dry gelatin
weight) and having athickness of 5-10 um upon drying
were described in [15]. It was established that an opti-
mum content of free water providing a maximum sen-
sitivity is reached in compositions containing 90-95%
glycerol (relative to the dry gelatin weight).

Diffraction efficiency is the main holographic
parameter characterizing a recording medium. Previ-
ously [16], we studied the holographic characteristics
of glycerol-containing layers with MB additives, in
which the BG was obtained using ammonium bichro-
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Fig. 1. The typical plots of diffraction efficiency n versus
exposure for the holograms of two plane waves recorded in
asymmetric scheme using an incident radiation power den-

sity of 54 mW/cm? in BG layers with various content of
potassium bichromate (relative to the dry gelatin weight):
(2) 60; (2) 40; (3) 20%.

mate. The sample layers with a thickness of 2 mm were
prepared by in the form of gels between two glass
plates. The MB precipitation was prevented by adding
ammoniato pH 9. Aslong as ammonia did not evapo-
rate from the glass-covered layers, MB did not precipi-
tate. The sample holograms of two plane waves were
recorded in a symmetric scheme using a He-Ne laser.
The beam convergence angle corresponded to a spatial
frequency of 100 mmr,

We have analyzed the DE as a function of exposure
for various component concentrations. In particular, it
was found that increasing the MB content leads to an
increase in the absorption at 0.63 um and adecreasein
the optical transmission, which resultsin adrop of the
DE of holograms. At the same time, increasing the con-
centration of ammonium bichromate to 50% (relative
to the dry gelatin weight) increases the optical sensitiv-
ity and the maximum achievable DE level of the
recorded gratings (DE reached 15% at a 10 mW/cm?
power density of the incident radiation).

In some applications, it would be convenient to use
layerswith the open surface rather than sandwich struc-
tures confined between glass plates. However, as noted
above, MB begins to precipitate as soon as pH
decreases below 9.0. In the ammonium bichromate
based layers described above, the pH was maintained
by adding certain amounts of ammoniaand keeping the
samples closed upon gel casting. We have replaced
ammonium bichromate with potassium bichromate, the
other composition components and preparation fea-
tures remaining the same. Ammoniawas not added and
the sample layers were open both during and after cast-
ing. In this way, we have succeeded in abtaining self-
developing layers sensitive in the red spectral range.
Both preparation and casting of these layers are much
like the technology of obtaining self-developing BG
layers sengitive in the blue range. Upon drying, the
layer thickness varied from 100 pm to 2.2 mm.

The sample layers were prepared using the follow-
ing procedure. A 10% gelatin solution was prepared
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and alowed to stand for 2 h at 25°C. To this solution
was added glycerol (100% of the dry gelatin weight)
and the mixture was treated for another 2 h at 40°C.
Finally, potassium bichromate (at an amount of 20, 40,
or 60% of the dry gelatin weight) and a necessary
amount of a0.5% MB solution (1 ml MB per 100 ml of
the mixture) were added and the mixture was cast
inside metal rings of certain thickness on glass sub-
strates. Upon a 24-h gelation, during which the layer
thickness somewhat decreased, the samples were ready
for recording holograms.

We have studied the holographic characteristics of
the sample BG layers upon recording the holograms of
two plane wavesin asymmetric scheme usingaHe-Ne
|aser operating at awavelength of 0.63 um. The conver-
gence angle of the interfering beams was varied from
15° to 35°. We have also varied a power density of the
recording radiation, the potassium bichromate content
(20-60% of the dry gelatin weight), and the MB con-
centration. The holographic characteristics of the emul-
sionswere measured 24 h after casting. The layer thick-
nesses varied from 0.6 to 2.2 mm.

Figure 1 shows the typical plots of DE versus expo-
sure measured for the holograms studied. The optimum
potassium bichromate concentration in layers with a
thickness on the order of 1.3 mm was 60% (relative to
the dry gelatin weight), for which the a maximum DE
level of 29% was achieved. Increasing the potassium
bichromate content above 60% led to a decrease in the
DE value. The same effect was produced by increasing
the MB concentration, which was explained by a drop
in the sample layer transmission. In the course of dry-
ing, the sensitivity of sample layers gradually
decreased and the DE level of holograms dropped. We
have determined the DE of the holograms from two
plane waves as a function of the spatial frequency of
recorded gratings. It was established that the maximum
DE gradually decreases with increasing spatial fre-
guency, amounting to 26, 23, 18, 9, and 2% for the
interfering beam convergence angles 17° (470 mm),
20° (550 mm?), 25° (685 mm?), 30° (820 mm™), and
35° (955 mm1), respectively.

We have also studied the angular selectivity of
three-dimensional (3D) holograms with respect to vari-
ation of the hologram reading angle. Figure 2a shows
the corresponding DE plot for a hologram measured in
al1.37 mmthick layer by varying the angle of incidence
of the reading beam at various time instants after the
hologram recording. As seen, the DE level decreases
with time as a result of degradation of the recorded
holographic grating, which is explained by changes in
structure of the gel-like medium containing a large
amount of glycerol.

Previoudy [17], a simple expression was obtained
that relates the angular selectivity da of the 3D holo-
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Fig. 2. The plots of diffraction efficiency n versus hologram reading angle A measured (@) at varioustimes upon recording [t =2 (1);
40(2); 80 min (3)] ina1.37 mmthick BG layer and (b) for BG layersof variousthicknesses[d = 610 (1); 730 (2); 1020 (3); 1720 (4);

2140 um (5)].

gram to the hologram thickness d, light wavelength A,
and the interfering beam convergence angle a:

da = A/da.

Upon substituting the experimental values of da =
5 =0.0014 rad, a = 15° = 0.259 rad, and A = 0.63 um,
we obtain an estimate of the sample thickness d =
1.73 mm. The table below presents the experimental
values of da and the maximum DE value N, for BG
layers of various thicknesses d (Fig. 2b) and the effec-
tive thicknesses d" calculated using the above formula:

135 9
7.5

610
630

6.5 5 4 35
145 16 29 21 10
730 1020 1370 1720 2140
930 1310 1730 2200 2420

oa, min

Nmax: %0
d, um
d", I.,lm

Taking into account the approximate character of
the theoretical expression for the angular selectivity
and uncertainty of the experimental da and a values,
the agreement between measured and cal culated thick-
nesses can be considered as quite satisfactory. The pro-
posed material, sensitive in the red spectral range,
allows a real-time reconstruction of the recorded holo-
graphic image and, hence, can be used for investigating
features of the hologram recording. The bichromated
gelatin is cheap, simple in preparation, and ensures
good reproducibility of results. The next task is to
increase the lifetime of recorded holograms.

Thiswork was supported by the Russian Foundation
for Basic Research, project no. 99-02-18481.
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Abstract—The decomposition of nitrogen oxides NO, in model gas mixtures ionized by microsecond pulsed
electron beams was studied. The main decomposition mechanism is the dissociation of oxides caused by the
interaction with atomic nitrogen. The final decomposition products are molecular oxygen and nitrogen. © 2000

MAIK “ Nauka/Interperiodica” .

Smoky waste gases of thermal power plants contain
aconsiderable proportion of toxic nitrogen oxides (NO
and NO,). The task of purification of the waste gases
from toxic impurities has stimulated extensive investi-
gationsinto the possibility of decomposing theseimpu-
rities by eectrophysical methods. These methods are
based on the laws of chemical reactions in gases ion-
ized under the action of various electric discharges and
electron beams. In particular, these tasks were solved
by using continuous-mode accelerators forming elec-
tron beams with a current density from 10° to
10°A/cm? [1-3]. This electron-beam treatment pro-
vides for a high degree (98-100%) of purification from
nitrogen oxides, with the specific energy spent for the
removal of one toxic molecule being 15-20 eV [4].

A mechanism for nitrogen oxide removal with the
aid of continuous electron beams is sufficiently well
studied (see, e.g., [5]). In the presence of water vapor,
the electron-beam ionization leads to the formation of

freeradicalsof the O, OH", and O,H" types. Theserad-
icals react with nitrogen oxides to form nitric acid.
Upon adding ammonia, the acid forms an ammonium
salt (NH,NO,) intheform of asolid powder trapped by
filters. This purification mechanism, involving the for-
mation of some product that has to be trapped and
removed, implies asignificant complication of the puri-
fication technology. Indeed, additiona egquipment
(besides the electron accelerator and reaction chamber)
is necessary for the supply of ammoniaand the removal
of powdered ammonium salts.

The elemental composition of nitrogen oxides coin-
cides with that of pure air. In connection with this, the
most economicaly efficient purification system is
apparently that based on the nitrogen oxide conversion
directly into molecular oxygen and nitrogen. The pur-
pose of this work was to study the possibility of this
conversion using agas mixture modeling typical smoky
waste gases.

The experiments were conducted on a setup com-
prising an electron accelerator; a plasmachemical reac-
tion chamber; and a system providing preparation,
admission, and monitoring of the gas mixture studied.
The accelerator (analogous to that described in [6])
formed a pulsed electron beam with the following
parameters: beam cross section, 10 x 100 cm; electron
energy, 200 keV; pulse duration (FWHM), 5 us; beam
current density behind the output foil, 4.5 x 10 A/cm?.
The electron beam entered the reaction chamber with
asvolume of 12 dm3.

A model gas mixture was prepared from pure
molecular nitrogen (N,), oxygen (O,), and nitric oxide
(NO) in a specia mixer and then admitted to the plas-
machemical reaction chamber, which was preliminarily
evacuated and doubly washed with pure nitrogen. The
gas mixture composition was as follows: nitrogen, 80—
90%; oxygen, 0—20%, and nitric oxide, 100—1000 ppm.
The qudlitative and quantitative composition of the
mixture was monitored using a TESTO-350 gas ana
lyzer. The error of the concentration determination did
not exceed 3%. Upon entering the plasmachemical
chamber, the gas mixture was forced to flow over a
closed loop during the entire experimental cycle. Dur-
ing circulation of the mixture without electron-beam
irradiation, the NO component interacted with oxygen
and exhibited the natural chemical oxidation to NO,.
After some time, when a dynamic equilibrium between
nitrogen oxides was established, the gas mixture was
treated with the el ectron beam. The treatment consisted
in irradiating the gas by series of 50 electron-beam
pulses.

Typical plots of the concentrations of nitrogen
oxides[NOJ, [NO,], and [NO,] (where[NO,] =[NQO] +
[NO,]) versus the total number N of the electron-beam
pulses are depicted in the figure. Curves 1, 2, and 4
were obtained for agas mixture with an oxygen content
of 10%, and curve 3 refersto amixture free of oxygen.
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As seen, al the curves reflect gradual decrease in the
corresponding oxide concentration with the total num-
ber of electron-beam pulses. This pattern differs from
that reported [ 7] for mixture with the NO content above
1200 ppm, where decay in the NO, concentration with
increasing N was preceded by an initial growth stage.
Apparently, irradiation of a mixture containing a small
amount of nitric oxideis either not accompanied by the
oxidation to NO, or the amount of NO, formed isbelow
the sensitivity level of the measuring instrument. It
should be noted that experiments with oxygen-free gas
mixtures containing small amounts of NO showed a
decrease in the NO concentration without any NO, for-
mation.

According to the commonly accepted notions about
the free-radical mechanism of NO, oxidation [5], a
decrease in the concentration of nitrogen oxidesin the
mixture must be accompanied by the formation of
nitric acid as the final reaction product; however, our
experiments reveal ed the presence of nitric acid in very
small, virtually trace amounts. This result is evidence
that the mechanism of nitrogen oxide removal is not
restricted to the oxidation process. Moreover, the elec-
tron-beam treatment of the oxygen-free mixture (see
figure, curve 3) was also accompanied by a decreasein
the NO content.

A mechanism alternative to the free-radical nitrogen
oxide reaction with the formation of nitric acid as the
final product is offered by the NO, dissociation yielding
atomic species, followed by the formation of molecular
nitrogen and oxygen. As is known, the energy of an
electron beam injected into a nitrogen—oxygen mixture
is spent not only for ionization and excitation of the
mixture component but for the nitrogen dissociation as
well. A calculation of the electron beam energy distri-
bution in air performed by the Monte-Carlo method
showed that the dissociation of molecular nitrogen by
the direct electron impact mechanism takes about 2.5%
of the total beam energy. Estimates showed that the
concentration of atomic nitrogen formed upon the dis-
sociation of N, molecules caused by the direct impact
of high-energy electrons under our experimental condi-
tions does not exceed 10*2 cm~. The concentration of
atomic nitrogen in the gas mixture may significantly
increase at the exp