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Abstract—It is shown that a fluid description of discharges on the right-hand branch of the Paschen curve must
take into account a change in the effective secondary emission coefficient γeff of the cathode, which is related
to the electron backscattering effect. Simple kinetic expressions for γeff are obtained which indicate that the
effective secondary emission is determined by the initial energy of emitted electrons and by the applied field
amplitude. © 2002 MAIK “Nauka/Interperiodica”.
Breakdowns corresponding to the right-hand branch
of the Paschen curve (pd > 1–5 Torr cm) take place at
low field strengths and are characterized by strong
exponential field dependence α/p = Ae–Bp/E. In this
regime, electrons are in equilibrium with the external
field and the ionization can be characterized by the
Townsend coefficient α(E/p) dependent on the local
field strength. Such systems can be described within the
framework of a fluid model according to which the
electron ensemble is replaced by an average electron
possessing a mean energy of 3Te/2, a drift velocity of
Ved = beE, and a diffusion coefficient of De = beTe/e.

The fluid model (and various combinations with
other approaches, called hybrid models) are frequently
employed for modeling transient discharges (e.g., in
PDPs—plasma display panels), in which the applied
voltage drops after breakdown and the local approxi-
mation remains valid during the whole discharge pro-
cess (see, e.g., [1–8]). The cathode boundary condition
is usually taken in the form of the Townsend relation
between the electron and ion currents,

(1)

where γeff is the second Townsend coefficient reflecting
the contributions of various processes to the secondary
electron emission from the cathode.

The quantities entering into relation (1) cannot be
calculated within the framework of the fluid model and
have to be determined from a microscopic theory. Oth-
erwise, the values of γeff must be determined from
experimental data for each particular system of gas and
electrode material. Since the coefficient γeff depends
rather strongly on the parameter E/p, this dependence
has to be taken into account in the description of non-

je 0 t,( ) γeff ji 0 t,( ),=
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stationary discharges. This approach is most consis-
tently developed by Phelps and Petrovic in [9], where
the γeff values (called the apparent secondary electron
emission coefficient) for Ar are determined and tabu-
lated based on a thorough analysis of experimental
results.

In order to theoretically determine a relation
between the apparent coefficient γeff entering into the
boundary condition (1) and the “true” coefficient γ
characterizing the process of electron emission from a
cathode surface, it is necessary to solve a kinetic prob-
lem. It was demonstrated in the early work by Thomson
[10] that, if the boundary condition for je(0, t) is selected
in the form je(0, t) = neVed + neV/4 with V representing
the chaotic velocity of electrons (this form was also
employed in [1–5], the electron escape factor fes in the
relation γeff = fesγ is

(2)

Here, λT = Te/eE is a characteristic distance for estab-
lishing the electron drift velocity (or the electron energy
relaxation pathlength [11]). As can be seen, for Ved ! V,
most of the emitted electrons will return to the cathode,
this fraction being dependent on the parameter E/p.

The problem was most thoroughly considered
in [12, 13] using kinetic equations written in the same
form (see Eq. (9) below) based on a nonlocal approxi-
mation [11] (see [12, Eq. (2)] and [13, Eq. (12)]). Once
the cross sections of nonelastic processes with the
threshold ε* were also described in [12, 13] using the
same linear approximation, the resulting formulas
(see [12, Eq. (6)] and [13, Eq. (24)]) are fully identical.
Taking into account that the initial energies εe of emit-
ted electrons are usually low (on the order of several
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electronvolts), the analysis in [12, 13] was restricted to
the case of εe ! ε*. The fraction of fast electrons with
ε > ε* under these conditions is small. However,
expressions for the electron energy distribution func-
tion (EDF) in this energy range are rather complicated.
As a result, even the case of a monoenergetic electron
source leads to rather cumbersome final expressions
[12, 13] which are difficult to interpret, although the
contribution of this EDF part can be significant only for
a gas mixture containing a small additive of a readily
ionizable component.

In this communication, we report on simple kinetic
expressions obtained for γeff on the right-hand branch of
the Paschen curve, which generalize the results
obtained in [12, 13] and simplify their interpretation. It
is shown that attempts at calculating γeff within the
framework of a fluid approach (fluid model) are unpro-
mising.

Indeed, within the framework of the fluid approxi-
mation, the continuity equation for the electron emis-
sion in a slowly varying field has the form

(3)

where the first term takes into account the diffusion of
electrons, since the role of this factor near the cathode
can be significant [10]. Denoting the characteristic
parameters by λT = Te/eE and α = v i/Ved, a solution to
Eq. (3) for a nonzero boundary electron density ne(0) =
ne0 can be written as follows:

(4)

Taking into account that the gap L is several times
greater than the ionization length α–1 and that αλT ! 1
on the right-hand branch of the Paschen curve, we
expand expression (4) into series in this small parame-
ter and obtain the well-known Townsend law

(5)

Accordingly, the resulting electron flux from the
cathode,

(6)

is determined predominantly by the electron drift com-
ponent. In other words, the role of diffusion for L @ λT
is relatively small and an allowance for this factor does
not significantly modify the classical Townsend for-
mula (5) for the electron current density in the dis-
charge gap.

The simplest way of taking into account the kinetic
character of the problem is the well-known mean free
path approximation [14]. According to this, the electron
flux is described as the difference je(0) = je+(0) – je–(0)

Dene'' V edne' v ine+– 0,=

ne x( ) ne0 x/2λT( )exp=

× L x–( ) 1 4αλ T– /2λT( )/ L 1 4αλ T– /2λT( ).sinhsinh

ne x( ) ne0 αx( ), je x( )exp je0 αx( ).exp= =

je0 je 0( ) Dene'– V edne+= =

=  Vedαλ Tne0– V edne0 V edne0,≈+
TE
of the partial fluxes directed from (+) and toward (–) the
cathode (see, e.g. [14]):

(7)

The boundary condition on the cathode is determined
as

(8)

Substituting formulas (4)–(6) into this relation, we
obtain the escape factor fes in the form (2) coinciding
with the expression derived by Thompson [10]. Within
the framework of this approximation, attempts at fur-
ther refining the boundary conditions [15, 16] seem to
be unpromising.

Since the fluid model proper (including the concept
of Ved) is applicable only for distances of x > λT from
the discharge gap boundary, a more consistent kinetic
analysis should be conducted in order to describe in
more detail the dynamics of development of the flux of
electrons drifting from the cathode. Below we present a
simple and physically clear description of this process
based on an approach developed previously [11].

A kinetic equation for the isotropic part of the EDF
in terms of the coordinate x and total electron energy
ε = mV 2/2 – eEx for an inelastic energy balance in the

electric field (eEλ > ε1 ) takes the following
form [11]:

(9)

Here, σ and σ* are the elastic and inelastic scattering
cross sections, respectively, which are functions of the
kinetic energy w = ε + eEx; λ = 1/Nσ is the electron
mean free path.

The character of the motion of electrons with the
initial velocity ε is illustrated in the figure. For ε < ε*,
the kinetic energy of electrons within a distance of
x1(ε) = (ε* – ε)/eE is below ε* and the particles move
with conservation of the total energy ε. Since σ* = 0,
the differential flux

(10)

is conserved as well. In the region of x > x1(ε), the elec-
trons undergo inelastic collisions which result in an
abrupt loss of the excitation energy ε* with jumping
down to the lower energy step ε = –eEx (see figure).
Only these electrons are then “picked up” by the field
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and carried toward the anode, rather than returned to the
cathode (in contrast to electrons in the upper half-plane
ε > 0, which return to the cathode). Under the condi-
tions of applicability of the two-term EDF expansion

(σ @ σ*), the characteristic spatial (  = )

and energy (T* = eE ) scales of the EDF decay for
ε > ε* are small as compared to λε = ε1/eE and ε1,
respectively. For this reason, the EDF (exhibiting a
sharp decay above the threshold ε*) can be determined
using the so-called “black wall” model. According to
this, a zero boundary condition is imposed at an energy
of ε* + T* corresponding to the distance x1(ε) +  (see
figure) [11].

The solution (9) can be represented as

(11)

where x1(ε) = (ε* + T* – ε)/eE = λε +  – ε/eE. As

noted above, since λε @ , the contribution of fast
electrons with ε > ε* both to the current and to the den-
sity is small (being on the order of /λε ! 1). Accord-
ing to the Marshak conditions [17] for the EDF at the
wall (cf. Eq. (7)),

, (12)

we obtain the following boundary condition on the
cathode (cf. Eq. (8)):

(13)

where j0(ε) is the flux of electrons emitted from the
cathode.

Substituting the EDF (10) into formulas (12), we
obtain an expression for the partial (i.e., corresponding
to a monoenergetic electron sources on the cathode)
escape factor fes(ε):

(14)

The solution acquires the simplest form when the
integrand is such that 2(ε + eEx)/mNσ(ε + eEx) ≈ const,
which is approximately valid for the Ramsauer gases
(Ar, Kr, Xe). In this case, Eq. (11) yields an EDF lin-
early decreasing along the coordinate,

(15)
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while fes determined from relation (14) coincides with
that given by expression (2) with λT = x1(ε) = λε +

 − ε/eE.

Using Eqs. (12)–(14), one can readily derive a gen-
eral expression for fes valid in the case of arbitrary
source energy dependence f0(ε, 0) and elastic collision
frequencies σ(ε + eEx):

(16)

This expression can be recommended for calculat-
ing γeff(E/p) from the known true coefficient γ.

As a rule, the f0(ε, 0) values for emitted electrons are
more or less constant in the energy interval from 0 to εe ,
where εe = εi – 2eϕ (for the potential ion-induced emis-
sion) or εe = ε* – eϕ (for the emission induced by meta-
stable atoms), εi being the ionization potential and eϕ,
the electron work function [16]. In this case, expres-
sion (16) can be simplified by assuming that f0(ε, 0) is
energy-independent for ε ≤ εe, that is, f0(ε, 0) =

3ne0/2  = const.

In a single-component medium, we have εe < ε* and,
hence, fes from (16) approximately coincides with (2)

for λT ≈ λε . In particular, for f0(ε, 0) = 3ne0/2  = const
and 2(ε + eEx)/mNσ(ε + eEx) ≈ const, expression (16)
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yields (2) with λT ≈ /(6eEε1ln((  + )/(  –

)) ≈ λε. In the case of gas mixtures with signifi-
cantly different εi values and cathodes with small eϕ
(e.g., He, Ne + Xe with MgO cathodes used in PDPs
[1–10]), we can expect that εe > ε*. Indeed, for the sec-
ondary electron emission induced by ions and metasta-
ble atoms of He or Ne with εi(He) = 24.6 eV and
εi(Ne) = 21.6 eV, the energy εe will exceed the excita-
tion threshold for Xe (ε* = 8.3 eV). Therefore, a part of
the emitted electrons with the energies εe – ε* will con-
tribute to escape factor (2) with length λT represented

by  < λε (the trajectory of such electrons in the phase
plane (ε, x) is depicted by the dashed line in the figure)
rather than by λε. This is probably one of the factors
explaining improvement of the discharge characteris-
tics in PDP cells employing Xe mixtures with He, Ne
buffers.

Thus, most of the emitted electrons with λε @ λ will
return to the cathode and the effective secondary emis-
sion coefficient will decrease. In order to render γeff suf-
ficiently close to the true γ value, we must formally
obey the condition λε – ε*/eE ≈ 1. This implies that the
electric field must be sufficiently strong to impart elec-
trons an energy on the order of ε* within a distance
about one mean free path length. In this case, the “black
wall” approximation used above fails to be valid, the
inelastic processes can be treated as quasi-elastic, and
the EDF decay at ε > ε* is formally determined by the
value of  = T* /λε rather than by T*. Unfortu-
nately, under these conditions, the above considerations
based on the two-term EDF expansion, as well as the
concept of the local coefficient α(E/p), become inappli-
cable. Such fields correspond to saturation of the expo-
nential dependence of α(E/p) and the transition to con-
ditions of the left-hand branch of the Paschen curve. In
order to be picked up by the field and carried toward the
anode on the right-hand branch of the Paschen curve, an
electron must travel a distance of x1(εe) ≈ (ε* + T* –

εe)/eE = λε +  – εe/eE. For electrons with small initial

energies εe, this distance amounts to x1 ≈ λε + ,

whereas for large energies εe ≈ ε*, x1 ≈  ! λε . There-
fore, an increase in γeff at a given E/p in this case can be
provided only by increasing the initial energy εe of the
emitted electrons.

εe
2 ε* εe ε*

εe

λε*

Th* λε*

λε*

λε*

λε*
T

Thus, it has been established that a fluid model of
discharge on the right-hand branch of the Paschen
curve must take into account a change in the effective
secondary emission coefficient γeff of the cathode,
which is related to the electron backscattering effect.
The γeff value depends predominantly on the initial
energy of emitted electrons and on the applied field
amplitude.
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Abstract—The state of the surface of n-GaAs crystals upon high-vacuum microwave plasmachemical (HVM-
WPC) etching in various gas mixtures and the influence of the semiconductor surface condition on the photo-
electric characteristics of related metal–semiconductor–metal structures with double Schottky barrier
(MSMDSB structures) are investigated. Dependence of the HVMWPC etching rate of the GaAs surface on the
gas mixture composition and substrate temperature is determined. It is shown that the HVMWPC etching
regime strongly influences the photoelectric properties of MSMDSB structures: the treatment can lead to either
growth or drop in photosensitivity of the samples. Optimum etching regimes are established for which good
semiconductor surface quality and high photosensitivity of the MSMDSB structures are retained at a high etch-
ing rate. © 2002 MAIK “Nauka/Interperiodica”.
Planar semiconductor heterostructures with double
Schottky barrier represent surface barrier structures
with a working photosensitive area at both interelec-
trode gaps [1, 2]. The condition of the semiconductor
surface upon special pretreatment significantly influ-
ences the process of photoelectric conversion in these
structures [3]. Large areas of the periodic metal–semi-
conductor–metal (MSM) structures increase the detec-
tor sensitivity to optical signals, but lead to problems
caused by relatively high stray currents. Traditional
methods of eliminating stray currents are based on
technologies of forming either doped storage rings at
the metal–semiconductor interface or mesastructures.
The latter method, involving no additional operations
related to doping of the semiconductor surface, is pre-
ferred for the open surface-barrier MSM structures.

A promising technology for processing semicon-
ductor surfaces and creating mesastructures is offered
by the method of high-vacuum microwave plasma-
chemical (HVMWPC) dry etching [4, 5]. Using this
technique, the surface of a semiconductor structure
with a metallization pattern can be processed in the
final technological stage in very mild regimes at
reduced working gas pressures. This provides for the
required anisotropy of etching and ensures high quality
of the processed surface. The main requirement for a
working gas used for the HVMWPC etching is that the
plasma would feature the production of active particles
forming volatile compounds with the material pro-
cessed.

For gallium arsenide (GaAs), this requirement is
satisfied only by chlorine-containing gas mixtures,
which provide for the formation of volatile compounds
1063-7850/02/2808- $22.00 © 20625
with both components of the semiconductor material.
Since the temperature of the transition to a gas phase is
about 200°C for GaCl3 and 131°C for AsCl3, the etch-
ing process has to be conducted at a sufficiently high
substrate temperature. In order to increase the effi-
ciency of the etching process, an accelerating potential
U (ranging from 50 to 200 V) was applied to the sub-
strate holder. This factor significantly increases the
etching rate. The HVMWPC etching in pure CCl4 is
accompanied by an intensive deposition of carbon onto
the substrate surface. This was eliminated by adding
oxygen to the working gas.

Figure 1a shows experimental plots of the GaAs
etching rate versus percentage oxygen content in the
CCl4–O2 mixture at a pressure of 8 × 10–2 Pa and vari-
ous accelerating voltages. The most effective etching is
observed in the gas mixtures containing 20–40% O2.
The etching rate is also significantly influenced by the
substrate temperature, the effect being most pro-
nounced below 200°C. Figure 1b presents experimental
plots of the GaAs etching rate versus temperature for
the process in a CCl4–20% O2 mixture at a total gas
pressure of 0.1 Pa and various accelerating voltages. As
can be seen, the process at U = 50–100 V begins at
130°C, while an increase in the bias voltage to 150 V
reduces the etching onset temperature to 100°C. As the
temperature increases to 200°C, the etching rate exhib-
its a linear growth for all accelerating voltages studied,
while further increase in the temperature changes the
etching rate rather insignificantly.

Thus, for CCl4 as the working gas, the optimum pro-
cess is conducted in a CCl4–20% O2 mixture at a tem-
002 MAIK “Nauka/Interperiodica”
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perature of 200–220°C. The MSM structures treated
under these conditions in a mild regime (U = 50–100 V)
exhibited a good quality of the processed surface, but the
mesastructure relief height did not exceed 0.1–0.2 µm
because of a low rate of GaAs etching. The results of
photoelectric measurements on the samples processed
in the indicated regime showed that the photocurrent
increases two to three times as compared to analogous
structures not subjected to HVMWPC etching.

In order to obtain mesastructures with grooves
deeper than 0.5 µm, it is necessary to provide for etch-

Fig. 1. Experimental plots of the n-GaAs etching rate Ve
versus (a) percentage oxygen content [O2] in the CCl4–O2
mixture and (b) substrate temperature T for the process con-
ducted in the CCl4–O2 (5 : 1) mixture at a total gas pressure
of ~0.1 Pa, a microwave power of 375 W, and various accel-
erating voltages U = 70 (1), 100 (2), and 150 V (3).
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ing at a higher rate as compared to that possible with the
CCl4–O2 mixture. This can be achieved by using a mod-
ified gas mixture: HCl–CCl4–O2. The additive of HCl
increases the concentration of chlorine radicals in the
plasma, while CCl4 effectively removes intrinsic oxide
from the material surface. The structure and quality of
the surface of GaAs samples upon HVMWPC etching
at U = 50–100 V in the HCl–CCl4–O2 mixture were
studied by high-energy electron diffraction in an EMR-
100 electronograph and by method of carbon replicas in
a PEM-100 transmission electron microscope. The ini-
tial (untreated) sample surface was coated with a thin
amorphous layer through which reflections from sin-
gle-crystalline GaAs could be observed. After the
HVMWPC etching at U = 100 V, the sample surface
exhibited a clear diffraction pattern of single crystal
GaAs. The sample obtained upon the treatment at U =
50 V showed generally good surface quality with small
etch pits. As the bias voltage is increased to 100 V, the
etch pits disappear, leaving a high-quality GaAs sur-
face. The optimum regime of HVMWPC etching for
n-GaAs in an HCl–CCl4–O2 gas mixture corresponds to
a substrate temperature of 200°C and an accelerating
voltage in an interval from 70 to 100 V. This regime
provides for both high etching rate and good quality of
the surface of processed samples.

Figure 2 shows plots of the photoresponse Uph ver-
sus electric bias voltage Ub measured for an interdigital
MSM mesastructure (a = 5 µm, d = 10 µm, h = 100 µm,
N = 10). The data are presented for three samples upon
HVMWPC etching in an HCl–CCl4–O2 (2 : 2 : 1) mix-
ture at different accelerating voltages: 50, 100, and
150 V (curves 1–3, respectively). The photoelectric
measurements were performed at a wavelength of
860 nm, a load resistance of 1 kΩ, and an incident light
power of 1 µW. The photosensitivity of a sample pro-
cessed at U = 150 V was on the level of 0.3–0.4 A/W,
which corresponds to typical data reported for such
structures. The photosensitivity of samples treated at an
accelerating voltage of 50 and 100 V exceeded 0.4 A/W.
A maximum photoresponse (~1 A/W) was observed for
the sample etched at 100 V. This result is indicative of
the switching of an internal photoelectric gain due to a
change in the concentration of charge-carrier capture
and production centers in the surface layer of the semi-
conductor. Variations in the gas mixture composition
may lead to a decrease in photosensitivity of the MSM
structures studied. In particular, an increase in the HCl
content in the HCl–CCl4–O2 mixture led to enhanced
etching of the oxide layer accompanied by the forma-
tion of centers of the nonequilibrium carrier recombi-
nation. For example, upon etching in the HCl–CCl4–O2
(4 : 2 : 1) mixture, the photosensitivity decreased by a
factor of 1.5–2 (from 0.3 to 0.1–0.15 A/W).

Thus, the dry processing of GaAs by HVMWPC
etching provides for an effective and fine method of
modification of the semiconductor surface. The method
requires selecting optimum composition of the gas
ECHNICAL PHYSICS LETTERS      Vol. 28      No. 8      2002
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Fig. 2. Experimental plots of the photoresponse Uph in an
interdigital n-GaAs based MSM mesastructure versus inter-
electrode bias voltage Ub for three samples upon HVM-
WPC etching in an HCl–CCl4–O2 (2 : 2 : 1) mixture at dif-
ferent accelerating voltages: (1) 70; (2) 100; (3) 150 V.
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mixture and accelerating voltage in the reactor. For
n-GaAs (Nd = 1014–5 × 1015 cm–3), the optimum HVM-
WPC etching conditions are provided by an HCl–CCl4–
O2 (2 : 2 : 1) mixture at an accelerating voltage of
90−100 V.
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Abstract—A physical model describing variations of the Curie–Weiss temperature of an antiferroelectric lead
zirconate (PbZrO3) film under neutron irradiation is proposed. According to this model, a relative change in the
Curie–Weiss temperature is proportional to the square of the total neutron dose. Theoretical estimates are in
good agreement with experimental data. © 2002 MAIK “Nauka/Interperiodica”.
Thin ferroelectric and antiferroelectric films are
promising materials for bolometric detectors [1–4].
One of the most important characteristics of a bolome-
ter is the temperature dependence of the dielectric per-
mittivity of a sensor material. In some applications, the
instruments have to operate under conditions of a con-
siderable radiation background and in a range of tem-
peratures at which the material occurs in a paraelectric
phase. Under the action of radiation, the dielectric per-
mittivity may also exhibit a change which would result
in decreasing the accuracy of bolometric measure-
ments. Thus, it is necessary to study behavior of the
dielectric permittivity of the film materials for bolom-
etric sensors under the action of radiation.

Here we report on the results of investigation of the
effect of neutron irradiation on the Curie–Weiss tem-
perature of thin antiferroelectric lead zirconate
(PbZrO3) films.

The neutron irradiation of lead zirconate films was
performed in a nuclear reactor of the Atomic Institute of
Austrian Universities (Vienna). The samples were irra-
diated to different total neutron doses (Φ = 5 × 1021 or
1022 m–2). The dielectric constants of antiferroelectric
PbZrO3 films were studied as functions of the tempera-
ture before and after the exposure.

Figure 1 shows the experimental plots of ε versus
temperature T for irradiated and unirradiated PbZrO3
films. An analysis of the experimental results showed
that the dielectric constant varies strictly in accordance
with the Curie–Weiss law for paraelectrics:

(1)ε
TCW

T T0–
---------------,=
1063-7850/02/2808- $22.00 © 20628
where TCW is the Curie–Weiss constant and T0 is the
Curie–Weiss temperature. Processing of the experi-
mental ε(T) curves obtained for the samples before and
after exposure showed that irradiation leads to a
decrease in the Curie–Weiss temperature,

, (2)

where  and  are the Curie–Weiss tempera-
tures of the irradiated and unirradiated sample, respec-
tively.
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Fig. 1. Experimental plots of the dielectric constant ε versus
temperature T for PbZrO3 films measured before neutron
irradiation (solid curve) and after exposure to a total dose of
1022 m–2.
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According to a microscopic theory of ferroelec-
trics [5], the Curie–Weiss temperature is described by
the formula

(3)

where a and B are constants (entering into an expansion

of the thermodynamic potential) and 〈 〉  is the space-
average zero-temperature polarization square.

As demonstrated in [6], the Curie–Weiss tempera-
ture of a ferroelectric film bearing a charge distributed
over the sample volume decreases as described by the
formula

(4)

(note that ∆T0 < 0), where 〈 〉  is the space-average
square polarization due to the spatially distributed
charge. 

Dividing expression (4) by formula (3), we deter-
mine a relative change in the Curie–Weiss temperature:

(5)

Using the results reported in [6], the value of γ defined
in (5) can be estimated as

(6)

where Cch is the relative density of the distributed
charge, dch is the charged layer thickness, and ddis is the
average displacement of ions in the ferroelectric phase
(usually amounting to a few tenths of an Ångström; for
estimation, we take ddis ≈ 0.03 nm).

The charged centers (defects) can be of various
types (impurities, interstitials, vacancies). Containing a
large number of such defects, irradiated films must
exhibit a decrease in the Curie–Weiss temperature T0—
and this is in fact observed. By processing the experi-
mental results, we estimated a relative decrease in the
Curie–Weiss temperature as γ ≈ 0.01–0.1 for the sam-
ples irradiated to different doses (the exact values are
presented by points in Fig. 2).

From an analysis of formula (6), one may conclude
that there are two limiting cases of charge distribution
in the film, whereby (i) only thin layers near electrodes
are charged and (ii) the charge is distributed over the
entire film volume. Let us estimate the charge density
according to (6) in both limiting cases, taking γ = 0.1.
In the first case, assuming the thickness of charged lay-
ers dch being on the order of several tens of nanometers

T0
B
a
--- P0

2〈 〉 ,=

P0
2
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3B
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------- Pb
2〈 〉 ,–=
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2

γ
∆T0
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---------–
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2〈 〉

--------------.= =

γ Cch

dch

ddis
-------- 

 
2

,≈
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(for a total film thickness of 1000 nm), we estimate the
relative charge density as Cch ~ 10–4. This coincides in
the order of magnitude with the concentration of point
defects in lead zirconate irradiated in a reactor [3, 4]. In
the second limiting case, when the charged layer thick-
ness dch is equal to the film thickness, the relative
charge density is Cch ~ 10–5.

Real cases may represent intermediate variants,
whereby the charge is distributed over the whole vol-
ume, while thin near-electrode layers can still be
charged in a special manner. We may suggest that the
second limiting case is more preferred for antiferro-
electric materials such as lead zirconate. Indeed, dipole
moments of the neighboring crystal cells in this antifer-
roelectric compound are oriented in the opposite direc-
tions [5] and, hence, the average electric field in the
crystal is approximately zero. For this reason, a large
number of charged defects are retained in the bulk,
rather than displaced to the domain boundaries or to the
surface. Thus, charges may be expected to spread
almost uniformly over the film volume because defects
in the neutron-irradiated samples are uniformly gener-
ated over the entire material.

At low neutron fluences Φ, the charge density
(defect concentration) must be proportional to the total
irradiation dose:

(7)

where α is a proportionality factor. Therefore, a relative
decrease in the Curie–Weiss temperature (γ) must

Cch αΦ ,=

Fig. 2. Plots of the relative decrease γ = KΦ2 in the Curie–
Weiss temperature versus neutron fluence Φ for antiferro-
electric PbZrO3 films. Points represent experimental data
for annealed (a) and unannealed (b) samples. Curves show
the results of calculations by formula γ = KΦ2 (8) with K =
1.36 × 10–45 m4 (1) and K = 3.6 × 10–46 m4 (2) correspond-
ing to higher and lower charge densities in the films, respec-
tively.
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change with the neutron dose according to a quadratic
law (see formula (6)):

(8)

where K = α2 is the coefficient of proportional-

ity. Upon processing experimental data on the dielectric
constant of neutron-irradiated lead zirconate films (see
Fig. 2), we determined the relative decrease in the
Curie–Weiss temperature for the two neutron doses
studied: Φ = 5 × 1021 m–2 (one sample) and 1022 m–2

(two samples). In one of the two samples irradiated to a
large neutron dose (1022 m–2), which was not annealed
prior to the exposure, the decrease in the Curie–Weiss
temperature T0 was relatively small. In the other (pre-
liminarily annealed) sample, the T0 value decreased
rather significantly.

Substituting the experimental values of γ and the
corresponding neutron fluences into Eq. (8), we deter-
mine the proportionality coefficient K ≈ 1.36 × 10–45 m4

(using this value and taking dch = 1000 nm and ddis ≈
0.03 nm, we can also estimate the proportionality factor
in formula (7) as α ≈ 1.16 × 10–27 m2). Figure 2 shows
a theoretical curve of γ(Φ) (curve 1) constructed by
substituting this K value into formula (8). As can be
seen, the two experimental values of γ corresponding to
different neutron doses (points a) agree well with the
theoretical curve, whereas the third γ value (point b
shifted toward the abscissa axis) exhibits no such agree-
ment. The latter sample (not annealed prior to the expo-
sure) contains a large number of structural imperfec-
tions (impurities and/or other defects), which can serve
as the charge recombination centers. Therefore, the
charge density is smaller in the unannealed sample than
in the film exposed after annealing (which removes all
such recombination centers). Indeed, upon decreasing
the proportionality factor between charge density and
neutron fluence to α ≈ 6 × 10–28 m2 (which is equivalent
to decreasing the charge density at the same neutron
dose), the proportionality coefficient K becomes equal
to 3.6 × 10–46 m4. The theoretical curve of γ(Φ) con-
structed using this K value in formula (8) agrees well

γ Cch

dch

ddis
-------- 

 
2

≈
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-------- 
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2
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TE
with the experimental value of γ for the unannealed
sample (Fig. 2, curve 2). Thus, a relative decrease γ in
the Curie–Weiss temperature T0 is greater for the
annealed sample than for the unannealed one.

One may expect that γ(Φ) will deviate from the qua-
dratic law at high neutron doses, since the cascade
regions begin to overlap and the charge recombination
becomes more intensive. For this reason, the charge
density must be proportional to the neutron fluence in a
power below unity. Therefore, the relative decrease γ in
the Curie–Weiss temperature must change slower as
compared to the quadratic law and, at a very large irra-
diation dose, the γ(Φ) curve may exhibit saturation.

We presented the results of experimental and theo-
retical investigation of the influence of a neutron radia-
tion upon the behavior of dielectric permittivity of anti-
ferroelectric PbZrO3 films. It was demonstrated that the
Curie–Weiss temperature in the neutron-irradiated
material decreases in proportion to the squared neutron
dose. This behavior can be explained by the production
of charged defect distributed over the film volume.
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Abstract—The electroluminescence (EL) spectra of ZnS:Mn thin-film emitters measured in various regions of
the luminance wave exhibit, besides the bands characteristic of the intracenter emission from Mn2+ ions, addi-
tional EL bands peaked at ~530 and ~655 nm, which are probably related to the trapping of free electrons on

deep centers formed by the sulfur vacancies  and . These traps may lead to the formation of a negative
bulk charge in a near-cathode region, inducing a decrease in the growth rate (or even a drop) of current through
the phosphor, as well as a decay of instantaneous luminance. © 2002 MAIK “Nauka/Interperiodica”.
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+

The emission spectra of ZnS:Mn electroluminescent
thin-film (ELTF) emitters with a Mn concentration not
exceeding 0.5–1.0 wt %, measured in a continuous
regime using sinusoidal or pulsed excitation voltage,
usually exhibit a single band with a maximum at λm =
580–585 nm [1, 2]. An increase in the Mn concentra-
tion leads to the appearance of additional bands at
~650, 739, 775, and 935 nm [1, 2], while the structures
grown at a substrate temperature of about 200°C
exhibit an additional emission peak at λm = 610 nm
attributed to the complexes of manganese ions Mn2+

with sulfur vacancies [2–4]. In some cases, there was
also a weak broad band of blue emission from zinc
vacancies forming levels ~1 eV above the valence band
top of ZnS:Mn [5–7]. The spectrum of ZnS:Mn crystals
with small Mn2+ concentration (5 × 10–4 wt %)
annealed in air exhibits, in addition to a yellow emis-
sion band from Mn2+, a blue (self-induced) emission
band at λm = 480 nm [8].

However, the available data do not allow us to judge
variations in the ELTF emitter spectrum in connection
with the kinetics of current passing in the phosphor and
to various regions of the luminance wave. These restric-
tions are related to the fact that the spectra are usually
measured for average values of ELTF emitter lumi-
nance in a continuous excitation regime, when a pause
between adjacent pulses of the excitation voltage is insuf-
ficient for the neutralization of bulk charges in the near-
cathode and near-anode regions of the phosphor [9].

This paper reports on the results of investigation of
the electroluminescence (EL) spectra in relation to the
kinetics of current passing in the phosphor layer. The
spectra were measured in various regions of the lumi-
nance wave corresponding to different excitation lev-
1063-7850/02/2808- $22.00 © 0631
els. The neighboring luminance waves were not over-
lapping and a pause between the adjacent excitation
voltage pulses was sufficient for neutralization of the
bulk charge in the phosphor.

The experiments were performed on ELTF emitters
with a MISIM type structure, where M layers represent
a lower transparent 0.2-µm-thick SnO2-based electrode
deposited onto a glass substrate and the upper nontrans-
parent thin-film Al electrode with a thickness of
0.15 µm and a diameter of 1.5 mm; S is the 0.54-µm-
thick electroluminescent ZnS:Mn (0.5 wt %) layer, and
I are the 0.15-µm-thick insulating ZrO2–Y2O3
(13 wt %) layers. The ZnS:Mn phosphor layer was
obtained by thermal evaporation in a quasi-closed vol-
ume in vacuum and by deposition onto a substrate
heated to 250°C, followed by annealing for 1 h at
250°C. The upper nontransparent metal electrode was
also obtained by thermal deposition in vacuum, while
thin insulating layers were prepared using the electron-
beam deposition technique.

We have experimentally studied luminance waves,
representing the time variation of the instantaneous
luminance Lλ at a given wavelength, using ELTF emit-
ters excited with alternating-sign voltage pulses of a tri-
angular shape. The excitation signal was supplied from
a G6-34 generator equipped with an additional shaping
amplifier and controlled by a G5-89 master generator.
The maximum pulse amplitude was Vm = 160  V at a
nonlinearity coefficient not exceeding 2%. In a single-
start regime, the excitation voltage V(t) represented a
train of two-period triangular pulses with a repetition
rate of 10 Hz. In the first half-period, either a positive
or negative excitation half-wave can be applied to the
upper electrode, which is referred to as the +Al and –Al
2002 MAIK “Nauka/Interperiodica”



 

632

        

GURIN 

 

et al

 

.

                                                                                                                           
0.09

0.06

0.03

3E–5

2E–5

1E–5

1

2 34

5

6

7

0

160

120

80

40

0

Lλ, a.u. Ie, A U, V
I II III IV 0.09

0.06

0.03

3E–5

2E–5

1E–5

1

2

11

12

10

9

8

0

160

120

80

40

0

0.24

0.16

0.08

3E–5

2E–5

1E–5

1

2

11
12

10

9

8

0 0.01 0.02 0.03

160

120

80

40

0

I II III IV

I II III IV

t, s

(a) (b)

(d)

t, s
0.04 0.05

Fig. 1. The plots of (1) excitation voltage V(t), (2) emitter current Ie(t), and (3–12) partial emission spectra Lλ(t) measured at
(a, c) λ = 530 (3), 540 (4), 560 (5), 570 (6), 580 nm (7) and (b, d) λ = 590 (8), 600 (9), 610 (10), 630 (11), 650 nm (12) in the
(a, b) −Al and (c, d) +Al regimes. I–IV are the luminance wave regions in which the Ln(λ) spectra were measured.
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regime, respectively. The time interval between single
excitation cycles was Ts = 10 s. The emitter current Ie
was measured in a 10 kΩ resistor connected in series to
the emitter structure (the voltage drop on this resistor
did not exceed 0.5% of Vm). The output radiation corre-
sponding to the first luminance wave was transmitted
through a MUM-2 monochromator (spectral uncer-
tainty, 0.5 nm; linear dispersion, 4.8 nm/mm; slit width,
3 mm) in order to increase the sensitivity of detection
and was measured with a FEU-79 photoelectron multi-
plier tube. The measurements were performed in a
wavelength range from 400 to 750 nm at a 5-nm step.

The patterns of excitation voltage V(t), ELTF emit-
ter current Ie(t), and luminance waves Lλ(t) were
recorded with the aid of a two-channel storage oscillo-
graph of the S9-16 type linked via an interface to a per-
sonal computer. The system ensured measurement and
storage of 2048 experimental points at a preset discret-
T

ization period in each channel and 256 levels of ampli-
tude quantization. The data were mathematically pro-
cessed and graphically displayed using the application
program packages MAPLE V (Release 4, Version
4.00b) and GRAPHER (Version 1.06, 2-D Graphing
System). The experimental plots were approximated
by curves drawn using TableCurve 2D (Version 2.03)
program.

The average partial luminance at a given wavelength
λ in a selected region n (n = I–IV) of the luminance
wave was determined by the Talbot law for a flashing
radiation source

(1)

where t1 and t2 are the time instants corresponding to

Ln
1

t2 t1–
------------- Lλ t( ) t,d

t1

t2

∫=
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Fig. 2. The spectra of (a–c) emission intensity Ln(λ) in various luminance wave regions (see Fig. 1) and (d) total EL intensity L(λ)
measured in (1, 3, 4, 7, 9) +Al and (2, 5, 6, 8, 10) –Al regimes: (1, 2) region I; (3, 5) region III; (4, 6) region II; (7, 8) region IV;
(9, 10) total spectra.
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the beginning and end of the nth region (n = I–IV) of the
luminance wave (see Fig. 1). The functions Ln(λ) deter-
mine the emission spectra in the corresponding regions
I–IV. The total EL spectrum was determined by sum-
ming the Ln(λ) components as

(2)

As can be seen from Fig. 1, the shapes of emitter
currents Ie(t) and partial luminance waves Lλ(t) signifi-
cantly differ for the +Al and –Al regimes (as described
in [9–11]) and vary depending on λ. Region I of the
luminance wave corresponds to the “fast” portion of the
Ie(t) buildup (Fig. 1, curve 2) provided that the excita-
tion voltage exceeds the EL onset threshold of the given
ELTF emitter [9–11]; regions II and III correspond to
the “slow” portion of the Ie(t) growth [9–11], the
boundary between these regions corresponding approx-
imately to the point of minimum Ie(t) slope; and

L λ( ) Ln λ( ).
n

∑=
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region IV corresponds to the decay portions of both
Ie(t) and L(t) curves.

The spectral characteristics Ln(λ) are also signifi-
cantly different in various regions I–IV and for the +Al
and –Al regimes (especially in region I) (Fig. 2). These
distinctions are as follows:

(i) The main maximum in the EL spectrum for all
regions I–IV and for both +Al and –Al regimes occurs
at λm1 ≈ 580 nm, but the spectrum is complicated and
comprises several overlapping bands peaked at λm2 ~
560 nm, λm3 ~ 600 nm, λm4 ~ 610–615 nm, λm5 ~
635 nm, and λm6 ~ 655 nm (for both ±Al regimes);
in the –Al variant, the spectra measured in all regions I–
IV contain an additional band in the region of λ = 510–
540 nm, which peaked approximately at λm7 ~ 530 nm.

(ii) The relative intensity of the EL band at λm3
increases for regions II and III (Fig. 2b), while that of
the bands at λm2, λm4, and λm5 decreases in regions II–
IV (Figs. 2b and 2c).
2
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(iii) The EL band at λm6 ~ 655 nm is more pro-
nounced in regions II–IV, especially in the +Al variant.

(iv) In the total EL spectrum L(λ) (Fig. 2d), the man-
ifestations of all bands except that at λm6 are leveled and
the spectrum acquires a shape typical of the emission
from Mn2+ centers with the main maximum at ~ 585 nm
[1–4].

(v) The EL spectra obtained in a similar manner for
luminance waves corresponding to the second half-
period of excitation pulses also exhibit a smooth shape
with the main peak at ~ 585 nm and an additional max-
imum at λm6 for regions I–III.

The above results can be interpreted as follows.
According to [12, 13], the bands at λm = 557, 578, 600,
616, and 637 nm belong to the emission from Mn2+ ions
and reflect various positions of these ions in a real crys-
tal lattice of ZnS. The band at λm ~ 610 nm can be also
attributed to the complex centers formed by Mn2+ ions
and sulfur vacancies [2–4].

The band at λm7 ≈ 530 nm can be due to a recombi-
nation radiation accompanying the trapping of free
electrons on deep centers representing the doubly ion-

ized sulfur vacancies  (situated ~1.3 eV above the
valence band top [2, 14]). The fact that this band is
observed only in the –Al regime is related to features of
the ZnS:Mn film technology, whereby a part of the ZnS
layer, adjacent to the upper Al electrode, is depleted of

sulfur. As a result,  vacancies may appear in this
region under equilibrium conditions. A part of the free
electrons, injected into the conduction band by tunnel-
ing emission from the surface states of the cathodic
insulator–semiconductor interface, are trapped in the

near-cathode region by  centers possessing large
electron capture cross sections.

The band at λm6 ~ 655 nm is close to the signal at
λm = 650 nm reported in [15] and can be assigned to the
recombination emission accompanying the trapping of
free electrons (in all regions I–IV) on deep centers with
an energy of ~1.9 eV below the conduction band bot-
tom. According to [16], these centers are probably

related to singly ionized sulfur vacancies . Such
structural defects, representing together with zinc

vacancies  the main types of defects for the given
technology of ZnS:Mn layers [14], are uniformly dis-
tributed in the depth of the phosphor layer.

The trapping of electrons on deep centers related to

 and  in the near-cathode region leads to the for-
mation of a negative bulk charge in this region, which
is probably one of the factors responsible for a decrease
in the growth rate (or even a drop) of the current Ie(t)

VS
2+

VS
2+

VS
2+

VS
+

VZn
–

VS
2+ VS

+

TE
and luminance Lλ(t) in region II (Fig. 2) [9–11]. Note
that the bands at λm6 and λm7 are not manifested in the
emission spectra measured under usual conditions with
continuous excitation, since the characteristic time of
neutralization of the bulk negative charge in the near-
cathode region amounts to 30–100 s [9].

The emission decay time of the luminance waves
Lλ(t) in region IV (Fig. 1) estimated assuming exponen-
tial behavior for the bands at λm1–λm5 is τ = 1.6–2.0 ms,
which is characteristic of the intracenter emission from
Mn2+ ions (for the given Mn concentration in ZnS). For
the bands at λm6 and λm7, the total luminance decay time
amounts to 7–9 ms.
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Abstract—The current induced by a point particle flying through a flat capacitor, entering into a circuit com-
prising parallel RL and RC chains connected to a measuring ampermeter, is calculated. It is shown that, for the
circuit parameters obeying the condition RC = L/R, the induced current is directly proportional to the time of
charge motion between the capacitor plates (so that the current pulse exhibits a triangular shape). © 2002 MAIK
“Nauka/Interperiodica”.
The Rameau–Shockley relation (theorem) reads as
follows (see [1, 2] and references therein): a point
charge Q moving at a constant velocity v  perpendicu-
larly to the plates of a flat capacitor induces in an exter-
nal short-circuit chain (possessing neither inductance
nor active resistance) a rectangular current pulse with
the amplitude

(1)

where b is the distance between plates; the current pulse
duration is equal to b/v, the charge time-of-flight
between the capacitor plates.

Formula (1) was generalized [2] to the case of a cir-
cuit comprising a capacitor (with a capacitance C) con-
nected in series to a resistor (with a resistance R),
whereby the current induced in the external chain var-
ies as

(2)

where 0 ≤ t ≤ b/v.
We aimed at further generalizing the results [2] to

the case of a circuit including, in addition to the capac-
itor and resistor, a coil possessing an inductance L (see
figure). As can be seen, in the limit of R2  ∞ and
L  0, this circuit reduces to that considered in [2].

A charge Q flying at a constant velocity v  between
the capacitor plates induces a current I1 in the RC chain
and a current I2 in the LC chain, the corresponding
potentials being ϕ1 = I1R1 and ϕ2 = I2R2. The RC chain
obeys the relation [3]

(3)

where the current I1 is determined by formula (2).
Using relation (3) and taking into account that ϕ1 =

I
Qv
b

--------,=

I
Qv
b

-------- 1 t
RC
--------– 

 exp– ,=

C
dϕ
dt
------

dϕ1

dt
---------– 

  I1
Qv
b

-------- 1 t
R1C
----------– 

 exp– ,= =
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I1R1, we obtain

(4)

where A is an integration constant. For the constant A in
formula (4) selected so that ϕ = 0 at t = 0, the circuit
potential varies as

(5)

where 0 ≤ t ≤ b/v.
For the LC chain (see figure), formula (5) yields [3]

(6)

A solution to this equation will be found in the form of

(7)

Substituting expression (7) into Eq. (6), we obtain

ϕ ϕ 1
Qv
Cb
-------- 1 t

R1C
----------– 

 exp– td∫+=

=  R1
Qv
b

-------- Qv
Cb
--------t A,+ +

ϕ Qv t
Cb
----------,=

L
dI2

dt
------- ϕ ϕ 2– Qv t

Cb
---------- I2R2.–= =

I2 B t( ) tR2/L–( ).exp=

A

I1

I2 I

C

Q

L

v

ϕ
ϕ1

ϕ2
R2

R1

A diagram of currents induced in an RCL circuit by a charge
Q moving perpendicularly to the plates of a flat capacitor.
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dB/dt = (Qv t/LbC)exp(tR2/L), which can be integrated
to yield

(8)

Here, K = (L/R2)2 is the integration constant, which can
be determined from the initial condition that I2 = 0 for
t = 0. Substituting formula (8) into expression (7), we
obtain

(9)

Using relations (3) and (9), we determine the total
current I = I1 + I2 in the chain (see figure):

(10)

For a circuit with the parameters obeying the rela-
tions R1 = R2 = R and RC = L/R, formula (10) describes
a triangular current pulse:

(11)

where 0 ≤ t ≤ b/v. Note that, according to [4, 5], the
resistance of a two-terminal element with R1 = R2 = R

B
Qv
LCb
----------- L

R2
-----t tR2/L( )exp

L2

R2
2

----- tR2/L( )exp K+–
 
 
 

.=

I2
Qv
LCb
----------- L

R2
-----t

L2

R2
2

----- 1 tR2/L–( )exp–( )–
 
 
 

.=

I
Qv
b

-------- 1 t
R1C
----------– 

 exp–=

+
Qv
LCb
----------- L

R2
-----t

L2

R2
2

----- 1 tR2/L–( )exp–( )–
 
 
 

.

I
Qv
CbR
-----------t,=
TE
and RC = L/R (in a circuit with the ampermeter replaced
by an ac field generator) is purely active and equals R
irrespective of the generator frequency.

Thus, it was demonstrated that triangular pulses of
induced current can be obtained in a circuit comprising
parallel RC and RL chains with specially selected
parameters. Such a circuit can increase the possibilities
of particle detectors [6–9].
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Abstract—A simple criterion is suggested for selecting a proper regime of electric explosion of a thin cylin-
drical conductor heated by a high-power current pulse. The selected regime ensures homogeneous heating of
the conductor, which is necessary for investigating various physical processes and studying thermal and elec-
trical properties of liquid (including refractory) metals at high temperatures. © 2002 MAIK “Nauka/Interperi-
odica”.
The electric explosion of conductors is widely used
for the investigation of thermodynamic and electrical
properties of substances at high temperatures up to T ~
1–10 kK. However, certain features related to the inter-
pretation of experimental data obtained by this method
require elucidation and discussion.

In particular, refractory metals at high temperatures
developed in such experiments occur in a solid or liquid
state. The optical thickness of solid tungsten in the vis-
ible spectral range is lopt ~ 10 nm [1] and, even at a
twofold expansion observed in the experiments (see,
e.g. [2]), increases rather insignificantly. Therefore,
optical methods cannot be used for studying the distri-
bution of parameters over a sample volume and provide
information only on integral characteristics such as the
heating current I(t), voltage drop U(t), and expanding
conductor radius a(t) (t is the heating time). Accord-
ingly, we can determine the average values of density,

conductivity,

,

and specific deposited energy,

where ρ0, a0, h0, and m are initial values of the density,
radius, specific enthalpy, and mass of the wire sample.
Since the sample temperature is determined by measur-
ing radiation emitted from the sample surface, it is nec-
essary to assume that the material is homogeneous over

ρ t( ) ρ0 a0/a t( )[ ] 2,=

σ t( ) I t( )l πa2 t( )U t( )[ ] 1–
=

h t( ) m 1– I τ( )U τ( ) τ h0;+d

0

t

∫=
1063-7850/02/2808- $22.00 © 20637
the volume. Then we can consider the above values as
temperature-dependent properties of the material ρ(T),
σ(T), and h(T). In this case, we can also calculate a spe-
cific heat capacity as

Thus, the assumption of homogeneity is a key point
in interpreting the experimental data. According to [3],
the pattern observed for a heating time τl exceeding the
characteristic time of magnetohydrodynamic (MHD)
instability development τMHD by a factor of 3−4 is char-
acterized by clearly distinguishable axially symmetric
regions with periodic breaks of the wire. Therefore,
regimes providing for a spatially homogeneous heating
are restricted to a time of τl < τMHD.

The results of calculations for tungsten (W) and tan-
talum (Ta) wires heated by current pulses with an
amplitude of I ~ 15 kA are presented in the table. The
skin layer thickness δs in all these regimes exceeds the
initial wire radius by one order of magnitude. The
regimes differ from one another by the values of param-
eters, including the initial radius a0, maximum current
density jm, and the characteristic times τMHD and τl .
Note that τl was calculated as the time required to heat
a liquid conductor from the melting point Tm0 to a tem-
perature of T = Tm0 + ∆T (∆T = 3 kK for Ta and 2 kK for
W wires).

The regimes in the table are divided into two groups
obeying the condition (1) τl < τMHD and (2) τl > τMHD.
The spatial homogeneity is retained for the regimes of
group 1 and can be lost in group 2. In particular, the
regimes with smaller initial radii should be preferred
for experimental investigations of the properties of liq-
uid metals.

c T( ) U t( )I t( )m 1– dT /dt( ) 1–
.=
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A threshold current density for which τl = τMHD can
be calculated using the relation

where σ is the electric conductivity, µµ0 is the magnetic
permeability, and ρ0 and ρf are the initial and final den-
sities. Since the last relationship includes only quanti-
ties characterizing the initial and final states of the sub-
stance, we may calculate the threshold value jt for each
particular metal. For the degree of heating employed in
our study, these values are 40 GA/m2 for Ta and
50 GA/m2 for W. Using these values, we can estimate
the time of homogeneous heating of a liquid metal con-
ductor (τl ~ 5 µs).

Then we analyzed the effect of energy losses via
radiation and evaporation from the surface on the
degree of radial inhomogeneity. For this purpose, we
modeled the process of energy transfer in a thin surface
layer of the sample. It was assumed that the layer thick-
ness ds is much smaller than the wire radius (ds ! a0).
In this case, the energy balance equation (in the Carte-
sian coordinates) can be written as

with the boundary conditions taking into account the
evaporation and radiation from the surface:

Here, κ is the thermal conductivity, Λ is the specific
heat of evaporation, εr is the emittance, ak is a dimen-
sionless constant (ak = 0.77 for the evaporation into
vacuum, and 0.5, for that into a medium characterized
by a high counterpressure [4]), σSB is the Stefan–Bolt-
zmann constant, Tw is the wire surface temperature, R is
the gas constant, v b = v 0exp(–Λ/RTw) is the evapora-
tion wave velocity, and v 0 is the sound velocity.

jt
1
2
--- ρ0µµ0cσ∆T ρ f /ρ0( )2,∼

cρ∂T
∂t
------ ∂

∂x
------ κ∂T

∂x
------ j2

σ
----,+=

κ∂T
∂x
------

x a=
ρv b Λ akRTw–( )– εrσSBTw

4 .–=
TE
The properties of a liquid metal were described
using the equation of state of a low-compressible
medium

while the electric conductivity was determined by a
semiempirical formula [5]

where ρm0 and σm0 are the density and electric conduc-
tivity of a liquid phase at the melting temperature, α is
the coefficient of thermal expansion, and β is the tem-
perature coefficient of electric conductivity. The ther-
mal conductivity was calculated by the Wiedemann–
Franz law κ = kWFTσ, kWF being the corresponding
constant factor.

The sample temperature is usually measured by an
optical pyrometer. In order to evaluate the effect of sur-
face losses on the results of temperature measurements,
it is necessary to provide for a surface resolution
smaller than the optical thickness. On the other hand,
the region of modeling should be sufficiently large to
allow for the thermal conductivity effect to be taken
into consideration. In other words, the size of the object

modeled must be greater than δT ~ , but the
external cell should be smaller than the optical thick-
ness lopt . Under our experimental conditions, δT @ lopt
and both requirements can be satisfied using a nonuni-
form lattice.

The results of modeling are presented in Figs. 1
and 2. As can be seen from these data, the surface pro-
cesses may influence the accuracy of measurements.
For current densities j < jt , this effect is especially pro-
nounced beginning with T ~ 8 kK. For example, the
bulk and surface temperatures at T ~ 8 kK reaches ~2%
and increases with temperature, reaching ~25% at
10 kK. It should be noted that a difference in tempera-
ture related to radiative losses does not exceed 1–1.5%
up to T ~ 11 kK. The accuracy of the density measure-
ments is affected by the surface losses to a much lower

ρ ρm0 1 α T Tm0–( )–[ ] ,=

σ
σm0

1 β T Tm0–( )+
------------------------------------,=

κτ l cρ( ) 1–
Characteristic parameters for the electric explosion of conductors

Parameter Group 1 Group 2

a0, mm 0.15 0.175 0.25 0.5 0.7

jm, GA/m2 210 150 76 19 10

Metal W Ta W Ta W Ta W Ta W Ta

τMHD, µs 1.3 1.1 1.8 1.5 4 3 15 13 29 25

τl, µs 0.3 0.2 0.5 0.4 2.2 1.7 36 23 140 90
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extent (Fig. 2), since the external (less heated) layer is
very thin.

If the sample temperature is understated, the uncer-
tainty of the temperature measurements may signifi-
cantly influence the values of parameters at the critical
point: the critical temperatures and densities may be
considerably understated as well.

In selecting the regime of a sample heating by a
high-power current pulse, it is necessary to provide for
a current density much greater than jt in order to elimi-
nate the development of MHD instability in the course
of experiments used to determine the properties of liq-
uid substances.

The sample temperature measured by optical meth-
ods must be corrected for the surface energy losses at
T > 8 kK. Note that evaporation from the sample sur-
face can be suppressed by using transparent plates (see,
e.g., [6]), but then the influence of such plates on the
results of measurements becomes an open question.

0.2

∆T/T

1010 j, A/m2

0.1

0
1011

1

2

3

4

Fig. 1. Plots of the relative difference between surface and
bulk temperatures versus current density for a metal wire
heated to various temperatures T = 7 (1), 8 (2), 9 (3), and
10 kK (4).
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Fig. 2. Plots of the relative difference between surface and
bulk material densities versus current density for a metal
wire heated to various temperatures T = 7 (1), 8 (2), 9 (3),
and 10 kK (4).
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Abstract—Nonlinear effects arising during the interaction of two identical acoustic shock waves in a con-
densed medium are studied for the waves generated by the electric explosion of two metallic conductors in a
cylindrical chamber. © 2002 MAIK “Nauka/Interperiodica”.
The phenomenon of electric discharge in condensed
media has been extensively studied (see, e.g., [1, 2]). As
is known, the electric explosion of a metal conductor
leads to excitation of acoustic shock waves in the sur-
rounding condensed medium.

Our aim was to study nonlinear processes arising
during the interaction of two identical acoustic shock
waves generated in a condensed medium by the electric
explosion of two metallic conductors. This paper is a
continuation of our previous communication [3] where
we presented the results of an experimental investiga-
tion of the interaction of two identical acoustic shock
waves. The pressure was measured by a piezotrans-
ducer [4] fixed to the wall of a cylindrical explosion
chamber.

In the general case, the hydrodynamic equations are
nonlinear [5]. In an approximated description, a pres-
sure wave of finite amplitude can be represented as a
sum of two terms—the wave with a small amplitude p'
(corresponding to the linearized equations) and the
quadratic correction p":

(1)

The plane wave in Lagrange coordinates is described
by the equation

(2)

Here and below, letter subscripts denote the corre-
sponding derivatives. The second-order pressure term
obeys a nonlinear equation

(3)

where G is the coefficient of nonlinearity given by the
formula

(4)

p p' p''.+=

ptt' c0
2 pζζ'– 0.=

ptt'' c0
2 pζζ''– G p'2( )tt,=

G
1

ρ0c0
2

---------- 1
1
2
---ρ0

dc2

dp
-------- 

 
0

+=
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(zero subscript at the derivative indicates that the value
refers to p = 0).

Based on the experimental results obtained in [3]
and those reported by other researchers, one may con-
clude that the pressure is described by an exponential
function of time. We suggest using the following ana-
lytical expression:

(5)

where ζ is a coordinate and a, b, and c are coefficients
which will be determined by fitting to an experimental
curve. At a point with the zero coordinate, the pressure
varies as

(6)

Figure 1 presents the experimental plot and the ana-
lytical curve of the pressure as a function of time, from
which we obtained a = 3.7 × 1012 Pa/s, b = 0.99, and
c = –0.1 × 105 s–1. From the areas under curves, the rel-
ative error was estimated as δ = 8.5%.

A nonlinear interaction of two plane waves violates
the principle of superposition valid in the linear case. A
quadratic correction can be presented as

(7)

where subscripts 1 and 2 refer to the corresponding
wave. The simultaneous explosion of two identical con-
ductors in a cylindrical chamber gives rise to two iden-
tical acoustic shock waves. Using Eq. (1) and the con-
dition of equivalence of the two waves, the resulting
pressure wave with a quadratic correction term is as
follows:

(8)

Written in the Tait form [6], the equation of state for

p t( ) a t
ζ
c0
----– 

  b

e
c t

ζ
c0
-----– 

 

,=

p t( ) atbect.=

p''
1
2
---Gt p1'

2( )t
1
2
---Gt p2'

2( )t Gt p1' p2'( )t,+ +=

p 2 p' 2Gt p'2( )t.+=
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a condensed medium is

(9)

where ρ and ρ0 are the densities of the medium in the
excited and equilibrium states, respectively, and the
coefficients are B = 3.045 × 108 Pa and n = 7.15.

Using expression (8) and taking into account formu-
las (4) and (6) and the relation c2 = ∂p/∂ρ, we arrive at
a final equation describing the pressure in an acoustic
shock wave in the system studied:

(10)

In the experiments, the shock waves in a cylindrical
chamber were excited by the electric explosion of two
copper wires with a diameter of d = 1.2 × 10–3 m and a
length of 2.5 cm, which were connected in series and
arranged on the chamber axis at a distance of L = 30 ×
10–2 m from each other. The initial voltage of the stor-
age bank was U0 = 4.0 × 103 V.

Considering a wave of the form presented by
Eq. (6), we determined the time variation of the result-
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Fig. 1. Time variation of the pressure in the incident acous-
tic shock wave: (1) experiment; (2) theoretical analytical
curve.
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ing pressure developed by the interacting acoustic
shock waves with an allowance for the quadratic non-
linearity (Fig. 2). As can be seen, the theoretical results
(curve 2) agree well with the experimental data (curve 3):
uncertainty of the calculated wave amplitude relative to
the experimental value does not exceed δ1 = 8%.
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Abstract—Nanoparticles of yttrium (Y) and YH3 – x (with the composition varying from x < 1 to x ! 1) and
the chemical reactions of these particles with hydrogen (YH2  YH3) were studied. Yttrium nanoparticles
with an average size of ~25 nm were synthesized by method of laser ablation in an argon atmosphere. The par-
ticles deposited onto quartz substrates were exposed to H2 at room temperature and various pressures. The
phase composition of the hydrogenated nanoparticles was determined by optical density measurements in situ.
In the initial stage (low H2 pressures), the interaction of yttrium with hydrogen leads to the formation of stable
metal-like YH2 dihydride nanoparticles. As the hydrogen pressure increases, the YH2 particles transform into
dielectric nanoparticles with the composition YH3 – x . The reaction YH2  YH3, corresponding to the metal–
dielectric phase transition in the nanoparticles, is reversible with respect to the H2 pressure in the gas phase.
© 2002 MAIK “Nauka/Interperiodica”.

     

     
Occupying an intermediate position between molec-
ular forms and bulk materials, nanoparticles (or clus-
ters) are of interest for many fields of basic science and
in numerous applications. Of special importance are
problems related to variation of the physicochemical
properties of particles with increasing number of atoms
and/or to the influence of the interface between a nano-
particle and the surrounding medium [1].

This investigation was aimed at the synthesis and
characterization of nanosystems of a new type based on
metallic yttrium nanoparticles. Such Y particles are dif-
ficult to obtain by traditional methods (including sput-
tering in vacuum, ion implantation, etc.) because of a
relatively high melting temperature of yttrium (150°C)
and an extremely high susceptibility of this metal to
oxidation. Of special interest is a high activity of metal-
lic yttrium with respect to molecular hydrogen, which
was observed in bulk Y samples (see, e.g., [2, 3]). The
unique properties of yttrium stimulated our work on the
synthesis of Y nanoparticles and the study of the pro-
perties of hydrogenated nanoparticles.

Yttrium nanoparticles were synthesized in a high-
vacuum setup of the Lucas type [4] capable of generat-
ing beams of clusters or nanoparticles. The system was
upgraded and equipped with a pulsed Nd:YAG laser
(Lumonics JK 702H) operating at a wavelength of
1.064 nm in the IR range. The nanoparticles were
obtained by laser ablation of a bulk chemically pure
yttrium target mounted in the source chamber of the
high-vacuum setup filled with Ar to a pressure of
0.6 bar. The target was ablated by 500 identical laser
pulses with an energy density of ~4.7 J/cm2, a pulse
duration of 1 ms, and a repetition frequency of 80 Hz.
1063-7850/02/2808- $22.00 © 20642
The beam of Y nanoparticles was directed to and depo-
sited onto quartz substrates or thin carbon films. The
latter samples were intended for investigation in a Phil-
ips EM 400T transmission electron microscope (TEM).

The as-deposited Y nanoparticles were exposed
from 30 min to several hours to an H2 atmosphere at
room temperature and various pressures (from 3 × 10–6

to 5 mbar). In order to provide for the chemical reaction
in situ between hydrogen atoms and Y nanoparticles in
the vacuum chamber, the samples were coated (by the
electron-beam deposition technique) with a thin Pd film
(~0.3 nm thick) catalyzing the formation of atomic (H1)
species from molecular hydrogen (H2) filling the cham-
ber. The phase compositions of the hydrogenated nano-
particles were determined by measuring the optical
density of samples in situ, which offers the most rapid
nondestructive method [4]. These measurements were
performed at room temperature in a wavelength range
from 250 to 1000 nm using a single-beam optical fiber
setup based on an MSC 400 (Karl Zeiss) spectrometer.
The electric resistance of a sample composed of hydro-
genated Y nanoparticles was also determined in situ by
a standard four-point-probe technique using gold con-
tacts spaced by 4.5 mm and a Keithley 236 ammeter
capable of controlling currents in the range from femto-
to nanoamperes at a voltage of 1 V.

Figure 1 shows a typical electron micrograph of Y
nanoparticles. The average size of spherical particles
was ~25 nm. As was experimentally established, the
chemical reaction of Y nanoparticles with hydrogen
did not lead to a significant change in the nanoparticle
dimensions. Figure 2 presents the optical density spec-
tra measured before and after the exposure of Y parti-
002 MAIK “Nauka/Interperiodica”
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cles to an H2 atmosphere. The presence of a thin Pd film
did not influence the original optical spectra of Y nano-
particles. Previously, the types of crystal structures cor-
responding to yttrium metal and hydride phases were
determined by the X-ray diffraction study of the surface
of thick Y films hydrogenated in an H2 atmosphere [5].
The same hydrogenated yttrium films were character-
ized by dielectric constants. These data, together with
the optical constants borrowed from [6], were used pre-
viously for calculating the optical extinction spectra of
Mie resonances [7] corresponding to Y and YH3 – x
nanoparticles of various phase compositions (from
x < 1 to x ! 1) [4].

Based on the calculated data, the broad selective
band observed in this study with a maximum at 370 nm
(Fig. 2, curve 1) can be attributed to Y nanoparticles. As
is known [5], the exposure of thick Y films in H2 at a
low pressure (~10–5 mbar) leads to the appearance of
particles of a new phase representing the yttrium hcp
lattice with fcc interstitials filled by hydrogen atoms
diffusing through the Pd film. This corresponds to the
formation of yttrium dihydride (YH2) with an fcc lat-
tice. In agreement with our recent calculations [4], the
very small particles of the YH2 phase (see Fig. 2,
curve 2) are characterized by two separate optical reso-
nance peaks (380 and 965 nm) which are significantly
narrower than peaks in the spectra of Y particles. The
YH2 nanoparticles exhibit metallic properties and pos-
sess a stable structure. When the H2 pressure decreases,
the optical spectrum presented in Fig. 2 (curve 2)
remains unchanged, thus showing that the phase compo-
sition is not subjected to transformations. Similar to the
case of bulk yttrium, the chemical reaction Y  YH2
observed in the system studied is irreversible. The light
reflection from deposited YH2 particles is characterized
by a characteristic metallic luster.

According to the results of investigations of the bulk
yttrium films [5], an increase in the H2 pressure (in our
experiments, up to ~1 mbar) leads to a change in the
phase composition of samples. This corresponds to the
formation of yttrium dihydride nanoparticles of YH3 – x
with the composition varying from x < 1 to x ! 1 and a
crystal structure comprising hydrogen atoms occupy-
ing interstitial positions in the hcp lattice of YH2. This
was accompanied by the loss of metallic luster in the
light reflection picture. The optical density spectrum of
YH~3 nanoparticles with an hcp structure (Fig. 2,
curve 3) is typical of a system of small dielectric parti-
cles [7], being characterized by the absence of selective
bands in the visible range and by a monotonic growth
of absorption in the UV range.

It was found that a special feature of the chemical
reaction YH2  YH3, corresponding to the metal–
dielectric phase transition in the nanoparticles, is
reversibility with respect to H2 pressure at room tem-
perature. This effect was manifested by reversible vari-
ation of the optical spectra in Fig. 2 (from curve 2 to 3
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and vice versa) in response to the multiply repeated
cycles of increasing and decreasing hydrogen pressure
in the experimental setup. The phenomenon of revers-
ible phase composition changes and the metal–dielec-
tric phase transition in hydrogenated yttrium nanoparti-

200 nm

Fig. 1. TEM micrograph of as-synthesized yttrium nanopar-
ticles.
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cles in the hydrogen pressure cycles was also confirmed
by the measurements of electric conductivity. As an
example, Fig. 3 shows the cycles of increase in the
resistance of a film of Y nanoparticles exposed to
increasing hydrogen pressure, followed by recovery of
the initial resistance level upon evacuation of the work-
ing chamber.

Thus, we have synthesized (by laser ablation)
yttrium nanoparticles and experimentally investigated
(by optical absorption spectroscopy) the effect of
hydrogen pressure on the phase composition of hydro-
genated yttrium particles. It was established that the
chemical reaction YH2  YH3 in the nanoparticles is
reversible. This is a promising phenomenon from the
standpoint of applied model investigations and the cre-
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Fig. 3. Cyclic changes in the resistance of a sample contain-
ing Y nanoparticles in response to the hydrogen pressure
variation: thick ascending curves correspond to an increase
in the H2 pressure (to 10 mbar); thin descending curves
reflect subsequent evacuation of the working chamber (to
10–6 mbar).
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ation of optical and/or electrical hydrogen sensors,
since the observed reversible phase transition is accom-
panied by transformation of the optical spectrum from
the pattern of absorption to transparency in the visible
rage and by variation of the electric conductivity. Com-
posite materials containing nanoparticles possess impor-
tant advantages over thick brittle films of yttrium [5].
The advantages include a more developed surface of
nanoparticles (increasing the efficacy of interaction
with hydrogen) and higher stability with respect to
mechanical stresses and fracture. The latter is related to
the fact that the YH2  YH3 transition is accompa-
nied by variation of the crystal lattice parameter to
within 14%.
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Abstract—A discharge induced at the end of an antenna in a flow of argon outgoing into the free space in a
coaxial microwave plasmatron is described. Increased energy density supplied to the plasma leads to structuring
of the microwave discharge. Effects of the antenna geometry, supplied power, and argon flow rate on the dis-
charge structure are studied. © 2002 MAIK “Nauka/Interperiodica”.
In recent years, the attention of researchers engaged
in microwave discharges is drawn to the features of dis-
charge structure formation. The main effort is devoted
to establishing the conditions of existence and classifi-
cation of the structures, monitoring the structure devel-
opment in pulsed gas-discharge sources operating at
medium and high gas pressures, and studying the phys-
ical mechanisms responsible for the particular structure
formation [1–4].

The results of recent investigations [5, 6] showed
that quite various structures may form in stationary
discharges as well. A ball electrode microwave dis-
charge [5], observed at the antenna end in a large-size
metal discharge chamber filled with hydrogen at a pres-
sure of 1–15 Torr, was formed under the action of
2.45-GHz microwave radiation with a power of up to
2.5 kW. A column microwave discharge (comprising
one to seven filaments) [6] was observed at an argon
pressure of 0.05–1 atm in a gas discharge tube in a
waveguide excited at a continuous microwave power of
50–500 W at a frequency of 7 GHz.

It was established that, using a new variant of the
well-known coaxial microwave plasmatron usually fea-
turing a stationary torch discharge [7, 8], a structured
discharge can be observed under certain conditions
even at atmospheric pressure. Below we report on the
results of the investigation of a microwave discharge
induced at the end of a thin cylindrical antenna (repre-
senting a continuation of the internal conductor of a
coaxial microwave plasmatron) in a flow of argon
streamlining the antenna and freely outgoing into the
surrounding space.

The experiments were performed with a microwave
plasmatron pumped by a continuous 10-GHz magne-
tron with a power of up to 12 W, isolated from the
plasma generator by a ferrite cicrculator [7, 8]. The
plasmatron represented essentially a coaxial waveguide
resonator loaded on a 10 × 23 mm rectangular
1063-7850/02/2808- $22.00 © 20645
waveguide. The waveguides were matched with the aid
of a T-coupler and adjusted by selecting the position of
a waveguide short-circuit plunger. Diameters of the
inner and outer coaxial conductors were 4.3 and
10 mm, respectively. The coaxial section terminated
with a gas nozzle. The gas (argon) was supplied to a dis-
charge zone via the channel between conductors. The
argon flow rate was controlled within 0.3–3 l/min. In
contrast to the system used previously [7, 8], the inter-
nal conductor of the coaxial plasmatron ended with an
antenna made of a copper wire with a diameter of
0.2−0.65 mm.

The microwave discharge was initiated at the end of
the antenna by inducing a short spark between the inner
and outer coaxial conductors. As a rule, a torch dis-
charge appeared at the antenna end (sometimes resem-
bling Saint Elmo’s fire observed in a static field of
atmospheric electricity), provided a certain level of the
supplied microwave power and the argon flow rate. Fig-
ure 1a shows a photograph of the torch discharge
induced at the antenna end for a supplied microwave
power of P0 = 5.3 W and an argon flow rate of v  =
2 l/min. Three zones usually observed in a high-fre-
quency torch could be readily distinguished in the dis-
charge, including (i) a thin, bright, near-electrode zone;
(ii) the central discharge column; and (iii) a less bright
torch shell. The torch length could be controlled by
changing the supplied power, gas flow rate, and the
length of the antenna part protruding above the nozzle
output cross section. Note that a torch of an analogous
shape is usually formed as a continuation of the inner
coaxial conductor even in the absence of the protruding
antenna [7].

It was found that there are certain intervals of the
supplied microwave power and argon flow rate in which
the discharge exhibited structuring. Figures 1b–1d illus-
trate the effect of variable supplied microwave power
on the discharge character observed for an argon flow
002 MAIK “Nauka/Interperiodica”
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rate fixed at 0.5 l/min (all pictures are in the same
scale). The photographs in Figs. 1a–1c were made with
a camera oriented perpendicularly to the antenna axis,
while in Fig. 1d the camera was inclined at 15° to this
axis.

When the argon flow rate was reduced from 2 to
0.5 l/min, the length of the torch decreased as com-
pared to that in Fig. 1a and eventually the discharge
appeared as a small bright ball “pinned” on the antenna.

(a)

(b)

(c)

(d)

Fig. 1. Photographs illustrating the microwave discharge
structures (see the text for explanations).
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Fig. 2. Energy characteristics of the microwave discharge:
the plots of (1, 1') reflection coefficient kref; (2, 2') radiation
coefficient krad; and (3, 3') absorption coefficient kabs versus
supplied microwave power P0 for (1–3) a structured and
(1'–3') usual torch discharge (see the text for explanations).
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As the supplied power is then also decreased, the ball
diameter monotonically decreases until the discharge is
quenched. If, on the contrary, the microwave power is
increased from 5.3 to 6.4 W, the ball becomes more
deeply pinned on the antenna, the end of which reaches
the ball center (Fig. 1b).

On further increasing the power to P0 = 10.4 W, the
character of the discharge exhibits a jumplike change to
acquire the structure depicted in Fig. 1c. Here, besides
a ball discharge of decreased diameter pinned on the
antenna end, a structured plasma formation appears
closer to the nozzle output cross section. This new
structure comprises several bright spheres arranged
around the antenna, inscribed into a toroid with the axis
coinciding with the antenna. The diameters of these
spheres are somewhat smaller than that of the single
ball in Fig. 1b. The distance from the additional spheres
to the end ball increases with decreasing argon flow
rate. As the supplied power keeps growing, the number
of spheres inscribed in the toroid increases within the
framework of a strictly symmetric pattern. As an exam-
ple, Fig. 1d shows a plasma formation comprising four
such spheres observed at a supplied power of 11.4 W.

The energy characteristics of a structured micro-
wave discharge were studied using conventional micro-
wave techniques (polarization attenuators, directed
couplers, sectioned detectors, etc.). Figure 2 shows
plots of the coefficients of reflection (kref), radiation
(krad), and absorption (kabs) versus supplied power P0 for
a structured discharge at an argon flow rate of 0.5 l/min
(curves 1–3, respectively). The arrows indicate the
threshold values of P0 corresponding to the discharge
structures presented in Figs. 1b–1d. For comparison,
the dashed curves 1'–3' in Fig. 2 show analogous plots
measured in a usual microwave plasmatron without a
terminal antenna. On the side of large supplied powers,
curves 1'–3' are limited by the breakdown between
inner and outer coaxial conductors.

The values of krad were determined using directivity
patterns of the microwave plasmatrons with the antenna
preliminarily measured without discharge and with a
discharge under the conditions corresponding to Fig. 2.
In all cases presented in Figs. 1b–1d, the directivity pat-
tern remained virtually unchanged, resembling that of
an asymmetric quaterwave dipole. The power balance
was calculated with neglect of the ohmic losses in the
resonator and antenna.

Based on the experimental data obtained, we may
draw the following conclusions. Similarly to [6], where
an increase in the supplied power led to an increase in
the number of filaments in the discharge column, the
microwave power growing in our system was accompa-
nied by a jumplike increase in the number of spherical
plasma formations. However, values of the reflection,
radiation, and absorption coefficients changed rather
slightly. In contrast to what was reported in [5], the size
of plasma spheres in our case decreased with increasing
power (see Fig. 1), which is probably related to the
ECHNICAL PHYSICS LETTERS      Vol. 28      No. 8      2002
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higher (atmospheric) gas pressure used in our experi-
ments.

The absorption coefficient of our structured dis-
charge (Fig. 2), while being on the same order of mag-
nitude as that of a torch discharge in the usual plasma-
tron, slightly increases with the supplied power. Note
that, although the presence of the end antenna increases
the radiation coefficient by a factor of about three, this
value is still small (below 6%).

It should be also noted that, according to our exper-
imental observations, the characteristic microwave dis-
charge shapes are retained upon changing the orienta-
tion of the “elmotron” nozzle axis (upward to down-
ward) at a fixed pumping regime, which is evidence of
an electrodynamic nature of the discharge structure for-
mation.

According to Fig. 2, the absorption coefficients of
the torch and spherical discharges approximately coin-
cide. Then, using the recent data [9], we may conclude
that the electron density established in the microwave
elmotron discharge makes possible the surface wave
formation. Our estimates showed that the electromag-
netic energy density (per unit volume) in a spherical
discharge may exceed that in the torch, while the dis-
charge sphere radius approximately corresponds to the
skin layer thickness. A qualitative agreement between
our results and the data reported in [6] allows us to con-
clude, despite a difference between the discharge struc-
tures (filament versus sphere), that mechanisms of the
TECHNICAL PHYSICS LETTERS      Vol. 28      No. 8      200
discharge structure formation are similar, since the
shape and dimensions of the plasma formations are
determined by the maximum deposited microwave
power.
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Abstract—Dependence of the transient process duration on the initial conditions is considered in one- and two-
dimensional systems with discrete time, representing a logistic map and the Eno map, respectively. It is shown that
dependence of the transient process duration on the initial conditions for a cycle of period 1 is determined by mul-
tiplicators of a stable immobile point. A change in the control parameters within the same dynamical regime results
in bifurcation leading to a qualitative change in the above dependence. © 2002 MAIK “Nauka/Interperiodica”.
In the past decades, considerable attention of
researchers has been devoted to the investigation of
nonlinear dynamical systems, both with discrete and
continuous time. As a rule, the effort is concentrated on
studying established regimes and on determining how
one dynamical regime is changed by another in
response to variations of the control parameters. At the
same time, there are many phenomena related to the
transient processes that frequently remain unstudied
despite the fact that such processes can provide infor-
mation about the whole system and about attractors
realized in the phase space [1, 2].

Previously [3], we have studied transient processes
in a one-dimensional (1D) system with discrete time,
representing a logistic map:

(1)

In particular, it was demonstrated that dependence of
the transient process duration on the initial conditions
Tε(x0) for this logistic map qualitatively changes when
the control parameter λ varies and one dynamical
regime is changed by another. It was also shown that
dependence of the transient process duration on the ini-
tial conditions obeys certain scaling laws.

In this study, we will consider the mechanisms lead-
ing to a qualitative change in the type of dependence of
the transient process duration on the initial conditions
in the case when the control parameters of a system
vary within the framework of the same dynamical
regime. The investigation is performed for a logistic
map (1), which is a standard object of nonlinear dynam-
ics, and the Eno map [4, 5],

(2)

which transforms into a logistic map for b = 0. The tran-

xn 1+ f xn( ) λ xn 1 xn–( ).= =

xn 1+ λ xn 1 xn–( ) byn,+=

yn 1+ xn,=
1063-7850/02/2808- $22.00 © 20648
sient processes in systems (1) and (2) were studied
in the simplest regime offered by a stable cycle of
period 1. In other words, the control parameters were
varied in such a manner that all observations were
referred to this dynamic regime, in which the behavior
of system (2) corresponds to an immobile stable point
(x0, y0), x0 = y0 = (λ + b – 1)/λ, and the behavior of map
(1), to an immobile stable point x0 = (λ – 1)/λ.

Dependence of the transient process duration on the
initial conditions, Tε(x0) in the logistic map (1) and
Tε(x0, y0) in the Eno map (2), was determined for the
given initial conditions and preset accuracy ε using the
same method as in [3]. First, an attractor realized in the
system was determined for a fixed set of the control
parameters by N = 6500 iterations of an arbitrary initial
point, after which it was assumed that the imaging point
attained the attractor. Then, the obtained sequence

({xn  and {xn, yn  for maps (1) and (2),
respectively) was analyzed beginning with n = N – 1,
N – 2, … in order to determine the period of the regime
(stable point, 2-cycle, 4-cycle, etc.). Finally, by sequen-
tially trying all possible initial conditions with a certain
partition step, an interval of the discrete time necessary
for the imaging point to attain the attractor with an
accuracy ε was determined for each initial condition.

The results of this investigation showed that depen-
dence of the transient process duration on the initial
conditions Tε(x0) for the logistic map exhibits a qualita-
tive change when the control parameter λ varies even
within the framework of the same dynamical regime.
Figures 1a and 1b show the behavior of the transient
process duration Tε(x0) for two values of the control
parameter: λ = 1.2 and 2.8, respectively. The system
behavior in both cases corresponds to the immobile sta-
ble point x0 = (λ – 1)/λ. A change in type of the function
Tε(x0) takes place when the control parameter λ passes

} n 0=
N } n 0=

N
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through the value λm = 2, where the cycle of period 1
possesses maximum stability and the corresponding
multiplicator is µ = 0. For λ < λm , the function Tε(x0)
exhibits two local minima, while for λ > λm, the number
of such local minima becomes infinite (Fig. 1).

A mechanism of this change in the type of depen-
dence of the transient process duration on the initial
conditions is related to the appearance of two

sequences of points,  and , whichxi
0( ){ } i 1=

∞
xi

1( ){ } i 1=

∞

50

30

10

0 0.2 0.4 0.6 0.8

(a)

Tε(x0)

0 0.2 0.4 0.6 0.8 x0

(b)

Fig. 1. Plots of the transient process duration Tε(x0) as a
function of the initial conditions for a cycle of period 1 of
the logistic map (1) for two values of the control parameter:
λ = 1.2 (a) and 2.8 (b).

x0
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are imaged after a finite number of iterations by an
immobile stable point x0 such that

(3)

These sequences converge to the points on the bound-
aries of the basin of attraction for the given attractor,
xgr0 = 0 and xgr1 = 1, respectively, and each point in the
sequence corresponds to a local minimum in the depen-
dence of the transient process duration on the initial
conditions (see also [3]). These sequences arise for
λ > λm and are related to the irreversibility of map (1).

As noted above, the Eno map (2) transforms for
b = 0 into the logistic map (1). Therefore, the Eno map
with b = 0 and λ = 1–3 must exhibit, within the frame-
work of a stable cycle of period 1, a change in the type
of dependence of the transient process duration on the
initial conditions Tε(x0, y0), as is characteristic of the
logistic map. In this case, the corresponding depen-
dence Tε(x0) for the logistic map is simply translated
along the y axis so that the local minima in the depen-
dence of the transient process duration on the initial
conditions pass by the lines parallel to the y axis on the

x0 f x1
0( )( ) f f x2

0( )( )( ) f f x2
1( )( )( )= = =

=  … f n( ) xn
0( )( ) f n( ) xn

1( )( ).= =
2.50

0.75

–1.00
–0.25 0.50 1.25

y

x

λ = 1.3, b = 0.1
µ1 = –0.1531

µ2 = 0.6531

2.50

0.75

–1.00

2.50

0.75

–1.00

0.63

0.60

0.57
–0.25 0.50 1.25 –0.25 0.50 1.25 0.57 0.60 0.63

λ = 1.8, b = 0.1 λ = 2.3, b = 0.1 λ = 2.3, b = 0.1
y y y

x x x

µ1 = –0.3163

µ2 = 0.3163 µ2 = 0.1531

µ1 = –0.6531 µ1 = –0.6531

µ2 = 0.1531

(c)

2.50

0.75

–1.00
–0.25 0.50 1.25

x

y
2.50

0.75

–1.00
–0.25 0.50 1.25

x

y(a) (b)

Fig. 2. (a, b) Projection of the surface Tε(x0, y0), representing the transient process duration as a function of the initial conditions,
on the plane of possible states (x, y) for the Eno map with b = 0.1 and λ = 1.3 and 2.3, respectively. Variations in the transient process
duration are reflected by the gray color gradations: from white (corresponding to T = 0) to black (corresponding to T = 50 units of
discrete time). The light-gray shade outside the basin of attraction of the attractor (x0, y0) corresponds to the initial conditions with
an attractor at infinity. (c) Schematic diagrams showing stable manifolds of the attractor point (x0, y0) and the stable and unstable
manifolds of the unstable point (0, 0) for a fixed value of the control parameter (b = 0.1) and different values of the parameter λ.
For the point (x0, y0), stable manifolds are depicted by the dashed curve for a negative multiplicator µ1 and by the dot-dash curve
for a positive multiplicator µ2 (the values of µ1 and µ2 are indicated at the curves). Solid curves show the manifolds for the unstable
point (0, 0). The last diagram shows a magnified fragment of the previous diagram, refining the behavior of the unstable manifold
of the point (0, 0) in the vicinity of the attractor (x0, y0).
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plane of the initial conditions (x0, y0). This phenomenon
is also observed in the Eno map for the values of the
control parameter b close (but not equal) to zero
(Fig. 2). The appearance of a nonzero term byn in
Eq. (2) results in that the lines corresponding to minima
of the Tε(x0, y0) function are no longer parallel.

At the same time, it is not possible to explain the
mechanism of complication of the dependence of the
transient process duration on the initial conditions
Tε(x0, y0) in the same way as was done above for the
logistic map. This is related, first, to the fact that the
Eno map with b ≠ 0 is reversible and, hence, there are
no points imaged by an immobile point (x0, y0) after a
finite number of iterations.1 However, it was precisely
the existence of such points that accounted for the
appearance of the infinite number of local minima of
the Tε(x0) function for the logistic map.

Second, in the Eno map with b ≠ 0, the multiplica-
tors µ1, 2 of an immobile point (x0, y0) do not take zero
values and, accordingly, the Eno map (with b ≠ 0) pos-
sesses no cycles of maximum stability. However, the
bifurcation in dependence of the transient process dura-
tion Tε(x0) on the initial conditions for the logistic map
was related precisely to the cycle of maximum stability.
Therefore, the Eno map leads to the problem of finding
a bifurcation line on the plane of control parameters
(λ, b), the crossing of which results in complication of
the shape of the Tε(x0, y0) function.

Let us compare the projection of the Tε(x0, y0) sur-
face onto the plane of initial conditions (x0, y0) to the
arrangement of stable manifolds of a stable immobile
point (x0, y0). Such manifolds play an important role,
for example, in the formation of boundaries of the
basins of attraction for attractors [6, 7]. This compara-
tive analysis shows that the points of initial conditions
for which the transient process duration is minimum
coincide with the points of one of the manifolds. A sta-
ble immobile point (x0, y0) is characterized by the mul-

tiplicators µ1 = (2 – 2b – λ – )/2

and µ2 = (2 – 2b – λ + )/2, as
well as by the corresponding eigenvectors e1 = (2 – 2b –

λ – )/2 and e2 = (2 – 2b – λ +

)/2.
Minimum values of the function Tε(x0, y0) are

attained at that manifold of the point (x0, y0) which cor-
responds to the minimum value of multiplicator. This
manifold provides for the most rapid approach of the
imaging point to the attractor. Variation of the control
parameter λ from 0.9 to 2.7 at a fixed value of the con-
trol parameter b = 0.1 (whereby behavior of the system
corresponds to a stable cycle of period 1) leads to a
gradual decrease of the value of the positive multiplica-

1 Naturally, except the point (x0, y0) itself.

4b 2– 2b λ+ +( )2+

4b 2– 2b λ+ +( )2+

4b 2– 2b λ+ +( )2+

4b 2– 2b λ+ +( )2+
TE
tor µ2 and an increase in the absolute value of the neg-
ative multiplicator µ1. For b = 0.1 and λ < λeq = 1.8, the
system is characterized by |µ1| < |µ2| and, accordingly,
the minima in the dependence of the transient process
duration on the initial conditions (represented by light
bands in Fig. 2a) correspond to a manifold character-
ized by the negative multiplicator µ1. At λ = λeq = 1.8,
the multiplicators are equal (|µ1| = |µ2|) and the two
manifolds become “equivalent.” For λ > λeq = 1.8, we
obtain |µ2| < |µ1| and the manifold change in their roles:
the light bands of minimum values of the transient pro-
cess durations correspond to the manifold characterized
by a positive multiplicator µ2 (Fig. 2b).

Thus, the control parameters b = 0.1, λ = 1.8 corre-
spond to a situation when the stable manifolds of an
immobile stable point (x0, y0) “change their roles.”
However, the same values of the control parameters
correspond to another important event, involving an
unstable manifold of the unstable point (0, 0). Note that
a stable manifold of this point, characterized by the

multiplicator  = (λ – )/2 and the eigen-

vector e1 = (λ – )/2, forms a boundary of the
basin of attraction of the attractor (x0, y0). The unstable
manifold of the point (0, 0) is characterized by the mul-

tiplicator  = (λ + )/2 and the eigenvector

e2 = (λ + )/2. Since any point occurring in a
small vicinity of the unstable point (0, 0) but belonging
to the basin of attraction of the attractor (x0, y0) must be
attracted to the latter with time, the unstable manifold
of the unstable point (0, 0) must terminate at the point
(x0, y0) (or at least pass through this point).

As noted above, for λ < λeq = 1.8, the dominating
role is played by a manifold corresponding to the nega-
tive multiplicator µ1. It is this manifold on which the
most rapid approach to the attractor takes place. There-
fore, the unstable manifold of the point (0, 0) tends to
the attractor along the second manifold of the point
(x0, y0) characterized by the multiplicator µ2 (Fig. 2c).
When the control parameter λ exceeds the value λeq, the
behavior of the unstable manifold of the point (0, 0) in
the vicinity of the point (x0, y0) is determined by a man-
ifold with the negative multiplicator µ1. As a result, the
unstable manifold of the point (0, 0) crosses an infinite
number of times the stable manifold of (x0, y0) charac-
terized by the positive multiplicator µ2. Therefore, the
stable manifold of the point (x0, y0) also crosses an infi-
nite number of times the unstable manifold of (0, 0) in
the vicinity of this point. This leads to the appearance
of an infinite number of “depressions” on the Tε(x0, y0)
surface.

Thus, under the condition µ1 = –µ2 (both µ1 and µ2
are real), the Eno map exhibits a bifurcation of mani-
fold splitting. This leads to a qualitative change in the

µ1
unst 4b λ2+

4b λ2+

µ2
unst 4b λ2+

4b λ2+
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dependence of the transient process duration on the ini-
tial conditions.
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Abstract—A Hamiltonian describing the elastic interaction of electromagnetic radiation (EMR) with an atom
is obtained using the invariant theory of perturbations in the limit of EMR wavelengths λ significantly exceed-
ing the atom size a0. An exact expression for the interaction amplitude is obtained, and the probability of EMR
scattering on the atom is calculated. It is established that the scattering probability at large λ is proportional to
the squared frequency of monochromatic EMR. It is shown that, in the limit of large wavelengths, the formula
h ~ (ω/c)4v0 for the extinction coefficient is inapplicable and the relation h = Aω2 becomes valid, where A is a
definite coefficient. © 2002 MAIK “Nauka/Interperiodica”.
Problems related to the interaction of a substance
with electromagnetic radiation (EMR) were considered
in a large number of original papers and monographs.
This letter addresses a problem which is closest to the
material presented in the monograph [1] and papers
[2−8] devoted to various aspects of the action of strong
electromagnetic fields inducing internal energy transi-
tions in atoms. Such interactions are usually called
inelastic, although, from the standpoint of a photon
with the wave vector conserved upon scattering, the
process can be also considered as elastic.

Let us consider the elastic scattering of a photon on
an atom in the case when the interaction is not accom-
panied by internal transitions in the atom. In principle,
this problem may appear as very similar to that of the
light scattering from a finely dispersed phase in the case
when a monochromatic light wavelength λ is signifi-
cantly greater than the particle size d. However, despite
being qualitatively similar, the two problems exhibit a
very important quantitative difference.

The matter is that, as the scattered light wavelength
increases, a mechanism of the EMR–atom interaction
mediated by shortwave photons belonging to the far
UV range begins to operate. Calculations show that the
scattering probability in this case is proportional to the
square of the incident photon frequency ω. It should be
recalled that, for the light scattering from macroscopic
particles, the analogous probability (characterized by
the extinction coefficient h related to the scattering fre-
quency 1/τ via the product hc, c being the speed of
light) is proportional to ω4. Such a strong difference in
behavior is explained by the purely electromagnetic
nature of the EMR–atom interaction, involving fast
photon exchange between the atom and the longwave
EMR quanta. The two cases of light scattering are qual-
itatively different in the nature of the interaction: for the
1063-7850/02/2808- $22.00 © 20652
macroscopic scattering particles, the extinction coeffi-
cient is calculated with neglect of the microscopic
structure of a particle (which leads eventually to the
fourth power of frequency); on the contrary, an exact
description of the EMR–atom interaction developed
below takes into account the internal structure of the
scatterer.

The problem will be solved using methods of the
invariant theory of perturbations. First, let us describe
the interaction between an atom and the electromag-
netic field as

(1)

The current density in the atom is determined as
(see [9])

(2)

where e is the electron charge, m is the electron mass,
ψ = ψ(x1, x2, …, xZ) is the wave function of the atom,
and Z is the number of electrons in the atom (atomic
number).

The photon wave function operator is introduced by
the formula

(3)

where eα is the photon polarization vector, ω = ck is the
photon frequency (dispersion relation), c is the speed of
light in vacuum, V is the volume of space in which the

photon exists, and  and  are the operators of pro-
duction and annihilation, respectively, of a photon with
a wave vector k and polarization eα.

H int 1/c( ) jAd3x.∫–=

j ie"/2m( ) ψ*∇ψ ψ∇ψ *–( ),–=

A = 2π"c/V( )1/2 eαk 1/2– ckα
+ e iωt– ckα

– eiωt+( )eikx,
k α,
∑

ckα
+ ckα

–
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Let us divide operator A into two parts,

(4)

where

(5)

(6)

q is the limiting photon wavenumber on the electro-
magnetic scale (approximately 1013 cm–1), and b is a
factor greater than unity.

Using the interaction function (1), the S matrix can
be written in the following form [10]:

(7)

where T is the operator of ordering with respect to time,
beginning with the maximum.

Obviously, the effect under consideration can be
manifested only in the fourth-order perturbation theory.
Therefore, expanding expression (7) into a series and

retaining terms up to the order of , we can write

(8)

The interaction under consideration will be determined
as

(9)

Substituting expressions (1), (5), and (6) into (8) and
taking into account only pairwise operators A0 and A1,
we obtain

(10)

where i, k, l, n = 1, 2, 3 (repeated indices imply summa-
tion); in writing this expression, we can take into
account that there are six identical terms and replace 4!
by 4.

First, let us average S(4) over the “fast” photon sub-
system and use expression (6). The first step yields the
photon Green’s function

(11)

A A0 A1,+=

A0 2π"c/V( )1/2=

× eαk 1/2– ckα
+ e iωt– ckα

– eiωt+( )eikx,
0 k q/b≤ ≤
∑

A1 2π"c/V( )1/2=

× eαk 1/2– ckα
+ e iωt– ckα

– eiωt+( )eikx,
q/b k q≤ ≤
∑

S T i H int t( ) td∫–{ } ,exp=

H int
4

S 4( ) 1/4!( )T H int t1( )∫∫∫∫=

× H int t2( )H int t3( )H int t4( ) ts.d
s 1=

4

∏

V i" S 4( )/t( ).
t ∞→
lim–=

S 4( ) = 1/4c4
"

4( )T Π ts Πd3xs ji x1( ) jk x2( ) jl x3( ) jn x4( )∫d∫
× A0i x1 t1,( )A0k x2 t2,( )A1l x3 t3,( )A1n x4 t4,( ),

Dln x3 x4 t3 t4, , ,( ) T A1l x3 t3,( )A1n x4 t4,( )〈 〉 ,=
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where the angle brackets denote averaging over the
ground state of the shortwave photons. Substituting
expression (6), we obtain

(12)

The operators (t) and ck(t) are taken in the interac-

tion representation, so that (t) = e–iωt and ck(t) =
ckeiωt, and a nonzero value of the Dln function is attained
only for k3 = k4 and  = . It should be recalled that

〈| ck|〉 = 0 and 〈|ck |〉 = 1. Averaging expression (12)
over polarization directions yields the factor 〈elαenα〉  =
δln/3, and we arrive at an intermediate result:

(13)

Now, according to expression (10), we have to per-
form integration with respect to t3 and t4. Introducing
the new variables t = 1/2(t3 + t4) and τ = t3 – t4, we
obtain

Taking the integrals with respect to t1 and t2 (which
yields 1/ω1ω2), we obtain the following expression for
the interaction defined by (9):

(14)

where

(15)

Taking into account that the integration in formula (15)
is performed over the region of localization of the
atomic wave function (the linear size of which is on the
order of the atomic size a0) where the wave vectors k3
are large, we may conclude that exp{ik3(x3 – x4)} is a
rapidly oscillating factor. However, integrating with

Dln x3 x4 t3 t4, , ,( ) 2π"c/V( ) elα' enα'' k3k4( ) 1/2–∑=

× ik3x3 ik4x4–( ) T c+ k3 t3,( )c k4 t4,( )〈 〉[exp

+ T c k4 t4,( )c+ k3 t3,( )〈 〉 ] .

ck
+

ck
+ ck

+

eα' eα''

ck
+ ck

+

Dln x3 x4 t3 t4, , ,( ) 2π"c/3V( )δln=

× k3
1– ik3 x3 x4–( ) iω3 t3 t4–( )–[ ] .exp

q/b k q≤ ≤
∑

dt3 dt4 iω3 t3 t4–( )–[ ]exp

0

∞

∫
0

∞

∫

=  t τ iω3τ–( )expd

0

∞

∫d

0

t

∫ t/iω3.=

V π2/3c5V2
"( ) ei'e j''ck'

+ ck'' k'k''( ) 3/2–

0 k'≤ k'' q/b≤,
∑–=

× f k1 k2 k3, ,( )/k3
2,

q/b k3 q≤ ≤
∑

f k1 k2 k3, ,( ) Πd3xs j1i j2s j3l j4l∫=

× ik3 x3 x4–( ) ik1x1 ik2x2–+{ } .exp
2
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respect to d3x1 and d3x2 and taking into account the con-
dition |k1|, |k2| < q/b, we can assume that exp(ik1x1 –
ik2x2) ≈ 1. Using this assumption and substituting
expression (2) into formula (15) for the function f, we
arrive at the following expression: 

(16)

In order to evaluate the function f given by expres-
sion (16), we must integrate the wave function of an
atom containing Z electrons over the whole configura-
tion space. This implies that d3x = Πd3xs, where s ∈
[1, Z]. Therefore,

(17)

where {xi} = x1, x2, x3, …, xZ. By the physical meaning
of expression (17), we can assume that the average

electron momentum in the atom is 〈|P|〉 = "| ψ*∇ψ  –

ψ∇ψ *)d3x|, where P = . The square of the aver-
age momentum can be considered as approximately
equal to the average atomic energy 〈E 〉  multiplied by

2m. Denoting | ψ*∇ψ  – ψ∇ψ *)d3x|2 = 8m〈E 〉/"2, we

obtain

(18)

where F is the new dimensionless function defined as

F(k) = | ψ*∇ψ  – ψ∇ψ *)exp(ik3x)|2.

Formula (18) is more conveniently written using an
integral with respect to k instead of the sum taken over
wave vectors, which can be done by introducing the
photon density of states. Replacing the term …) by

the integral V …)d3k/(2π)3 = (V/2π2) …)k2dk, we

obtain

(19)

where

(20)

Finally, we have to evaluate the sum over k3. This is
conveniently performed upon replacing the sum over k3

f k1 k2 k3, ,( ) f k3( )≈

=  e"/2m( )4 ψ*∇ψ ψ∇ψ *–( )d3x∫[ ]
2

× ψ*∇ψ ψ∇ψ *–( ) ik3x( )d3xexp∫
2
.

ψ*∇ψ ψ∇ψ *–( )d3x∫ ψ* xi{ }( )∇ iψ xi{ }( )[∑∫=

– ψ xi{ }( )∇ iψ* xi{ }( ) ]Π d3xs,

(∫
ps∑

(∫

V
π2 E〈 〉 e4

"

6m3c5V2a0
2

--------------------------
F k3( )

k3
2

-------------
e'e''ck'

+ ck''

k'k''( )3/2
--------------------,

0 k'≤ k'' q/b≤,
∑

q/b k3 q≤ ≤
∑=

a0
2 (∫

(∑
(∫ (∫

V
E〈 〉 e4

"

24π2m3c5a0
2

-----------------------------
F k3( )

k3
2

-------------
q/b k3 q≤ ≤

∑–=

× ϕ k' k'',( )ck'
+ ck'' k'd k'',d∫∫

ϕ k' k'',( ) e'e'' k'k''( )1/2.=
T

by an integral with respect to the energy for high-fre-
quency photons and introducing the photon density of

states as …) = (2π/∆E) …)dε3/2π, where ∆E is a

certain energy scatter and dε3 = "cdk3. As a result, we
obtain

where dO is the solid angle element (usually expressed
as sinθdθdϕ).

Introducing the average value of F with respect to

the angular variables, 〈F(ε3)〉  = (1/4π) (ε3, n)dO,

and taking into account (20), we can rewrite expres-
sion (19) as

(21)

where  is the amplitude of the elastic scattering
of a low-frequency EMR on an atom in the range of
large wavelengths (λ @ a0):

(22)

and

(23)

Thus, we have solved the first part of the problem and
determined a Hamiltonian for the interaction of a low-
frequency EMR with an atom in the form of Eq. (21).

Now let us evaluate the probability of scattering per
unit time for a flux of photons on an ensemble of atoms
representing a rarefied medium, assuming that the
interatomic distances are large as compared to the pho-
ton free path length and the scattering events on each
atom are independent (no interference). In order to cal-
culate the value of 1/τ as a function of ε, it is convenient
to use the following approach. Denoting the density of
energy states by v(ε), we can write the scattering ampli-
tude (22) as a sum over ε' and ε'':

(24)

Introducing a distribution function for the ensemble of

photons as fε = 〈 cε〉 , where the angle brackets denote
averaging over a nonequilibrium state of the photons,
the collision integral in the Born approximation can be
written as (see, e.g. monographs [11–15]) L{ fε} =

(2π/") /v 2(ε')v 2(ε)(fε' – fε)δ(ε – ε'), where
the upper bar denotes averaging over the photon polar-
ization directions and the sum is taken over the virtual

(∑ (∫

F k3( )/k3
2∑ 2π "c( )2/∆E[ ]=

× F ε3 n,( )/ε3
2[ ] ε 3/2πd( ) O/4πd( ),∫∫∫

F
0

2π∫0

π∫

V φ ε' ε'',( )cε'
+cε'' ε'd ε''/ 2π( )2,d∫∫=

φ ε' ε'',( )

φ ε' ε'',( ) 4π3 E〈 〉 e4 e'e''( ) ε'ε''( )1/2R q( )
3m3c6a0

2∆E
---------------------------------------------------------------------,–=

R q( ) F ε( )〈 〉 ε /2πε2d( ).

"cq/b

"cq

∫=

V φ ε' ε'',( )/v ε'( )v ε''( )cε'
+cε'' .∑=

cε
+

φ ε ε',( ) 2∑
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states ε'. From this, it follows immediately that the
relaxation time can be estimated by the formula

(25)

Passing again from the sum to an integral with

respect to ε' according to the rule …) =

(ε)(…)dε/2π, accomplishing simple integration,

and substituting an explicit expression for the scattering
amplitude (22), we eventually arrive at

(26)

In order to estimate the relaxation time τ(ε), let us take
F(ε) ≈ 2π and R(q) ≈ b/"cq (for the condition b @ 1).
Then, assuming that the densities of states of the low-
frequency and high-frequency photons are equal, that
is, v (ε) = 1/∆E where ε = "ω, we finally obtain

(27)

Taking ω = 1012 s–1, b = 105, ∆E = "cq/b = 10–9 erg,
a0 = 10–8 cm, q = 1013 cm–1, and 〈E 〉  = Z2me4/"2 =
10−9 erg, we obtain 1/τ(ω) = 10–2 s–1 (note that h at this
frequency is still smaller). As expected, the estimate
shows evidence of a rather weak scattering of mono-
chromatic photons on atoms and seems to be quite rea-
sonable if we recall the well-known fact of receiving
radio signals from space, which arrive from radiation
sources occurring in very distant regions of the Uni-
verse.

Evaluating the dependence of the extinction coeffi-
cient on the EMR frequency according to the formula
h = zv (ω/c)4 (see [16]), where v  is the volume of a scat-
tering particle and z is a numerical factor, we arrive at
an obvious conclusion: in the region of radio and
microwave frequencies, the mechanism corresponding
to Eqs. (26) and (27) dominates over the “h-mecha-
nism” (it should be recalled that the extinction coeffi-
cient h is related to the relaxation time τ simply as
h = 1/cτ).

Now we are convinced that, in the region of low fre-
quencies, 1/τ(ω) > 1/τ = hc. Note that this inequality is
already valid in the frequency range ω < (Ac/v )1/2,
where A = b2(4π3/9)2(e2/a0mc2)4(〈E 〉/mc2)2(∆E/q2"),
which corresponds to frequencies in the microwave
range and below. If the scattering particle has a spheri-

1/τ ε( ) 2π/"( )=

× φ ε ε',( ) 2/v 2 ε'( )v 2 ε( )δ ε ε'–( ).∑

(∑
v∫

1/τ ε( ) 4π3/9( )2
e2/a0mc2( )4

=

× E〈 〉 /mc2( )
2
ε2R q( )/∆E2v 3 ε( )"

3.

1/τ ω( ) b2 4π3/9( )2
e2/a0mc2( )

4
=

× E〈 〉 /mc2( )2 ω/cq( )2 ∆E/"( ).
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cal shape with the volume v 0 = (4π/3) , we can
readily estimate the “crossover” frequency correspond-
ing to equal reciprocal times:

(28)

For the values of parameters indicated above, ω0 ≈
1012 s–1. The qualitative and quantitative differences
between the Rayleigh scattering and the mechanism
considered in this paper are illustrated in the figure.

Thus, the main conclusion is that there exists a limit
of applicability of the formula for the extinction coeffi-
cient: below a certain limiting frequency, the interaction
of EMR with an atom is described by relationship (27),
according to which the scattering probability is propor-
tional to ω2 (rather than to ω4).
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On the Mechanism of a Helical Motion of Fluids
in Regions of Sharp Path Bending
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Abstract—The pattern of flow in the inner and outer streams of a liquid or gas in regions of a sharp path bend-
ing at a right angle is considered. It is shown that a high hydraulic drag makes it energetically favorable for the
fluid to perform a twisted helical motion. Such a regime is spontaneously established under real conditions. An
example of this hydraulic factor is offered by an atmospheric cyclone. © 2002 MAIK “Nauka/Interperiodica”.
There are many natural phenomena and technologi-
cal processes in which flows of liquids or gases encoun-
ter regions where the flow path exhibits a sharp turn or
bending. Observations show that a medium bypassing
such regions exhibits a spontaneous helical rotation,
frequently with the formation of several macroscopic
and microscopic helical vortices. The forms of this
motion display certain specific features depending on
the ability of a particular system to self-organize. Sev-
eral examples of such flows are depicted in Fig. 1.

An analysis of the relevant data, including generali-
zation of the phenomena occurring on different scales,
suggests that a common mechanism must exist which is
responsible for a self-twisting flow development in flu-
ids under conditions of a sharp path bending. Below,
this mechanism is studied from the energy standpoint.

As is known, a fluid flow in a region of sharp bend-
ing at a right angle must overcome a high local hydrau-
lic drag and, hence, involves considerable energy
losses. For example, the relative local drag in a 90° pipe
bend may vary from 0.2 up to 10 with respect to the
input flow head, depending on the particular geometry.
The lower limit refers to the case of an “optimum” bend
with self-rounded sharp edge, whereby the flow exhib-
its neither collisions of the streams nor changes in their
shapes and cross-section dimensions. The upper limit
corresponds to a flow outgoing from a bend with sharp
edges and a deformed output cross section [9]. Such a
large local drag is significantly greater than usual val-
ues of the relative friction drag, which do not exceed
one-tenth of the input head for objects with a character-
istic ratio of L/D ≈ 1 (L and D being the longitudinal
and transverse object dimensions, respectively) in a
wide range of Reynolds numbers, where the typical
interval of variation of the friction drag coefficient is
λ = 0.01–0.1.

Under these conditions, a flow can either move with
an impact on the obstacle, which obviously leads to
considerable energy losses, or bypass the obstacle. Evi-
dently, liquids and gases capable of self-organization
1063-7850/02/2808- $22.00 © 20657
will flow, according to the well-known laws of mechan-
ics, by the path of minimum resistance. In the case
under consideration, such a path is offered by a helical
trajectory. Pipeline elements such as coils exhibit no
sharp bending regions, and a flow in these elements
exhibits only energy losses for the friction drag,
although with a somewhat increased value of the hydro-

I

1 2 3 4

5 6 7 8

9 10 11

Fig. 1. Examples of spontaneous motion of an axial fluid
flow by a helix or by a series of macroscopic and micro-
scopic helical vortices in the regions of a sharp right-angle
flow path bending: (1) atmospheric cyclone; (2) anticy-
clone; (3) tornado (I, tornado eye) [1–4]; (4) funnel in a liq-
uid (I, funnel eye) [5, 6]; (5) river bed bending [7]; (6) ocean
stream turning point [8]; (7) flow in a 90° pipe bend with
sharp edges [9]; (8) flow at a 90° bent wall [10]; (9) stream-
lined hemispherical cavity [11, 12]; (10) streamlined ball [13];
(11) flow of an air evacuated from a radial slit via the cen-
tral hole [14].
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dynamical friction drag coefficient. Nevertheless, these
energy losses are significantly lower as compared to
those for surmounting sharp path bending in the regions
with a local drag coefficient of C1 ≈ 0.2, the more so if
we take into account that a sharp bending of streams at
a right angle usually results either in head-on impact or
in deformation of the cross section (in which case
C1  10).

In what follows, these factors are considered in
more detail by application to a particular example
offered by the motion of air masses in a medium-size
atmospheric cyclone. Figure 2a shows a schematic dia-
gram of such a cyclone at the nucleation (i.e., noncircu-
latory) stage, featuring neither rarefaction zone nor
reverse circulation currents at the center. The figure
indicates principal size parameters used in the follow-
ing analysis (representing one of the particular cases
studied [3]).

In most typical cases, a cyclone is formed by the fol-
lowing scheme. An air mass, heated and saturated by
water vapor over a warm region (a–b) of the underlying
surface, raises upward in the form of a column as a
result of convection caused by the buoyancy effect.
New portions of air, arriving to the evacuated site of
lowered pressure via radial pathways from the sur-
rounding colder near-ground layer, reach the a–b
region and (heated and vapor-saturated) rise sharply
upward in a stream turning at a 90° angle. As a result
(according to the condition of flow continuity), a con-
tinuous flow is established obeying an obvious relation
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Fig. 2. Air-flow regimes in an atmospheric cyclone: (a) non-
circulatory flow at the nucleation stage in (I) vertical section
and (II) horizontal section at the surface, showing trans-
verse cross sections before (Sr) and after (Sk) bending;
(b) helical flow in a (I) lateral view showing transverse sec-
tions (cross-hatched) of the streams in the (1) straight flow
with initial bending and (2) helical flow and (II) top view.
TE
πDh ≈ πD2/4 (for ρu ≈ const), which yields h ≈ 0.25D
(h is the height of a near-ground air layer at the entrance
of the a–b zone; D is the equivalent diameter of the a−b
zone; and ρ and u are the local air density and velocity,
respectively). The cyclone operates like a thermal
machine driven by solar energy.

This scheme features the aforementioned (energeti-
cally unfavorable) steep turn of the air stream from hor-
izontal to vertical, the turn involving a head-on colli-
sion of the counterflowing streams with deformation of
the cross sections (cf. Sr and Sk in Fig. 2a). For the rea-
sons considered above, the flow regime is spontane-
ously switched into a helical rise mode.1 Figure 2b
schematically illustrates this process for a separate
twisted stream (solid curves) in comparison to a
straight stream with initial bending (dashed curves).

Selecting separate streams and accomplishing sim-
ple calculations by conventional methods, one can
readily show that power spent to overcome the hydrau-
lic drag for raising an air mass up to a height H by
a helix with the sloping angle α, as calculated by the
formula

is significantly lower as compared to that for the motion
and rising of equivalent air masses at the same veloci-
ties by a straight column with right-angle bending,
determined by an analogous formula

Here, N is the power spent for the air-stream motion,
Q is the air-flow rate, ∆p is the hydraulic drag, and
indexes 0–3 refer to the straight stream, local drag, fric-
tion drag, and helical stream, respectively. The results
of direct observations after atmospheric cyclones show
that the helix slope varies within α ≈ 45°–65° [2]. Typ-
ical values of the friction drag coefficient are as fol-
lows: λ20 = 0.01–01, λ23 = 0.03– 0.15 (for Re = 103–106)
and C1 = 0.2–10 [9]. Geometrical parameters involved
in the calculations are indicated in Fig. 2.

The moments of transition to the stabler helical flow
regime (as well as the twist direction: clockwise versus
counter-clockwise) exhibit a probabilistic character,
depending primarily on the degree of background
asymmetry. If this asymmetry is (accidentally) ideal,
the rotation may not begin and the vertical circulatory
motion will decay as the air column goes away from the
nucleation site. However, we will not dwell here on the
laws of spontaneous symmetry violation.

1 It should be noted that the pattern of a self-twisting cyclone for-
mation discussed here by no means belittles the role of other
numerous factors described in the literature [1–4].
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The phenomenon of overcoming the hydraulic drag
in the region of sharp path bending at the right angle,
with establishment of an energetically more favorable
helical motion, will be referred to as the “hydraulic
factor.” It is easy to show that the hydraulic factor plays
a decisive role in all cases of self-twisting helical flows
depicted in Fig. 1. One must also bear in mind that this
factor is most clearly manifested in a certain interval of
the dimensionless criterion controlling the process
(Reynolds, Dean, Hurtler, Taylor, and Euler numbers,
etc.), the boundaries of which should be established
(with an allowance for the probabilistic–statistical
character of the phenomenon) by additional investiga-
tions.

There are grounds to suggest that the hydraulic fac-
tor is independent of the system scale (from giant
cyclones to small vortex funnels) and exhibits a univer-
sal character. The site of path bending in a fluid flow,
creating a situation of instability on an asymmetric
background, serves as a generator of the spontaneous
motion by a helix or by a series of macroscopic and
microscopic helical vortices.
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Abstract—The electrical properties of a p-Bi2Te3–p-GaSe isotype heterostructure synthesized for the first type
were studied. A qualitative model is proposed which explains the appearance of a negative differential conduc-
tivity in the structure under forward (and, when illuminated, reverse) bias conditions. © 2002 MAIK
“Nauka/Interperiodica”.
Gallium selenide (GaSe), exhibiting the natural
anisotropy of chemical bonds in and between the crys-
tal layers (which allows atomically smooth mirror sub-
strates with low numbers of “dangling” bonds to be
obtained by cleavage in air), offers the ideal material
for fabricating various surface-barrier structures under
laboratory conditions. Gallium selenide can be used as
a base material for solar cells [1], highly effective pho-
todiodes [2], and polarized radiation sensors [3]. One of
the factors hindering wide commercial use of this mate-
rial is the high resistance of the heterostructures based
on GaSe substrates. However, a decrease in the resis-
tance of GaSe to a level typical of commercial silicon
diodes may lead to nontrivial consequences, whereby
the electrical characteristics of the structures will be
determined by the properties of interfaces, rather than
of the barriers. This effect must be especially pro-
nounced in structures with low potential barriers.

Here we present the results of investigation of a
p+-Bi2Te3–p-GaSe isotype heterostructure synthesized
for the first type, with a dc resistance of 20–40 Ω and a
potential barrier height of 0.1 eV, as determined from
the current–voltage (J–U) characteristics.

The samples of heterojunctions were prepared using
weakly degenerate single crystals of Bi2Te3 and dyspro-
sium-doped single crystals of GaSe with a room-temper-
ature (T = 300 K) hole density of p = 1.6 × 1019 cm–3 and
p ≈ 1016 cm–3, respectively. The junctions were obtained
by the method of optical contact formation [4]. The
thickness of a GaSe substrate was 1–1.5 mm and that of
a Bi2Te3 crystal layer was 0.1–0.2 mm. The current-car-
rying indium contacts were fused into both Bi2Te3 and
GaSe sides at 150–180°C and remained ohmic in the
entire range of current densities studied. The hetero-
structures exhibited pronounced rectifying properties
in a broad range of temperatures, with the forward cur-
1063-7850/02/2808- $22.00 © 20660
rent exceeding the reverse current by a factor of not less
than 5 × 103 at a forward bias of 1.5–2 V. The forward
direction of the J–U characteristic corresponds to a pos-
itive potential on the GaSe side.

Figure 1 (curve 1) shows a typical static current–
voltage characteristic of the p+-Bi2Te3–p-GaSe struc-
ture measured at T = 290 K using an amplitude–fre-
quency analyzer of the H.F.FRA 1255&1286 type. The
measurements were performed by changing the applied
voltage with a certain step at a rate of 10–200 mV/s. As
can be seen, the J–U curve contains a region of negative
differential conductivity (NDC). When the current–
voltage characteristic was measured point by point, the
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Fig. 1. Typical current–voltage characteristics of the
p+-Bi2Te3–p-GaSe isotype heterostructure measured at T =
290 K measured (1) under static conditions and (2, 3) in a
50-Hz ac current mode. The inset shows a reverse branch of
the characteristic measured on the same heterostructure
(4) in the dark and (5) under illumination.
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pattern remained generally the same but, beginning
with a bias voltage of U ≥ 4.5 V, the J–U curve exhib-
ited a certain delay in the current density (up to 30%)
relative to curve 1. The J–U curves measured in a
50-Hz ac mode contained no NDC region: the oscillo-
scope screen displayed only a change in shape of the
forward branch from position 2 to 3 (Fig. 1). The tran-
sitions took place at a relaxation time of 4–6 s, which is
evidence of a slow rate of processes responsible for the
NDC region in the p+-Bi2Te3–p-GaSe structure. When
the heterojunction was illuminated at a power density
of 100 mW/m2, the NDC region was also observed in
the reverse branch of the static current–voltage charac-
teristic (see the inset to Fig. 1).

The first point to be noted is that the measurements
of resistivity as a function of temperature for GaSe and
Bi2Te3 give no grounds to attribute the appearance of
NDC in the p+-Bi2Te3–p-GaSe heterostructure to the
effect of temperature on the conductivity in one (or
both) of the two contacting semiconductors. Nor can
we explain the NDC (taking into account the degener-
ate character of Bi2Te3) within the framework of a tun-
neling diode model, since the valence band of p-GaSe
corresponds to the allowed levels of Bi2Te3 even under
equilibrium conditions.

As is known, slow processes can be due either to a
system of charged particles possessing “collective”
properties (double injection currents) [5] or to the sur-
face states situated in an insulating layer [6]. The
former situation is unlikely because (even with an
allowance for the injection from ohmic contacts in the
rear “nonrectifying” In layer–p+-Bi2Te3–p-GaSe sys-
tem) the formation of a plasma under forward bias con-
ditions is possible only in Bi2Te3; since the resistivity of
Bi2Te3 is much lower than that of GaSe, a change in the
voltage drop on the former semiconductor will not sig-
nificantly modify the potential distribution in the het-
erostructure. As is known, cleavage of a semiconductor
even under high-vacuum conditions cannot exclude the
formation of an oxide layer of the exposed surface [6].
Indeed, it was reported [7, 8] that an ultrathin (with a
thickness on the order of atomic dimensions) oxide
layer of Ga2O3 appeared on a GaSe surface within sev-
eral minutes after cleavage in air.

Figure 2 shows an energy band diagram of the
p+-Bi2Te3–p-GaSe heterostructure under equilibrium
conditions, which makes an allowance for a thin insu-
lating interfacial layer (the bandgap width of Ga2O3 is
Eg = 4.6 eV [9]) with localized deep traps. The diagram
was constructed taking into account data on the physi-
cal parameters of semiconductors [10] and the concen-
trations of majority carriers determined from the Hall
effect measurements. The surface band bending ϕ0 in
GaSe was determined from the J–U curves using the
method described in [11].

As can be seen from Fig. 2, already a direct bias of
U ≥ (2–3)kT leads to a flat-band situation in GaSe and
TECHNICAL PHYSICS LETTERS      Vol. 28      No. 8      200
the heterostructure under consideration becomes like a
classical metal–insulator–metal system, the only differ-
ence being that the charge is carried by holes rather than
by electrons. According to [6], the charge transfer in the
system studied is caused by thermoelectron emission
and can be described by the relation

(1)

where e is the electron charge, A = 4πmk2e/h3 is the
Richardson constant, and WC is the electron work func-
tion of the anode material. In our case, factor A should
be replaced by the effective Richardson constant A* =
Am*/m (where m*/m is the relative effective mass of the
majority charge carriers) and WC , by the electron work
function of a semiconductor from which the charge car-
riers are injected under forward bias conditions (i.e.,
Bi2Te3). Note that the charge in a metal–insulator–
metal system can be also transferred by means of tun-
neling. However, we will not consider this case here,
because the tunneling mechanism implies a tempera-
ture-independent current–voltage characteristic (or the
saturation current depending very weakly on the tem-
perature), which contradicts our experimental results.

Thus, in a forward-biased heterostructure, the volt-
age drops mostly on the insulating layer. This is related
to the small height of the potential barrier in GaSe
(0.1 eV) and the related small resistance of the charge-
transfer region. At a certain level of the forward bias,
the valence band of GaSe decreases down to a level of
localized states (slow levels) in the insulator. Then part
of the holes tunnel from GaSe to these states and the
charge carried by these holes leads to an increase in the
barrier height and, in turn, to a decrease in the thermo-
electron emission current. The localized states of the

I AT2 WC/kT–( ) eU/kT 1–( ),expexp=

..............

2.0

0.1

0.2
5 × 10–2

0.17

GaSeBi2Te3

Localized states

Fig. 2. An energy band diagram of the p+-Bi2Te3–p-GaSe
heterostructure with an insulating layer under equilibrium
conditions (all energy characteristics are given in electron-
volts).
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insulator may also take place in the transport of charge
carriers through this layer (e.g., by the step tunneling
mechanism). However, these processes are rather slow
and not as effective as the thermoelectron emission. It
is possible that the system even features a kind of the
positive feedback with respect to the charge transfer:
the greater the number of holes tunneling to the local-
ized states in the insulator, the higher the barrier, after
which it is energetically favorable for a still greater
number of holes to pass by tunneling into the insulator
and so on. The further current buildup with increasing
forward bias is related to the fact that the valence band
of GaSe decreases below the localized slow states and
the trapping of charge carriers by these traps becomes
impossible.

In the opposite direction, the charge-transfer region
in GaSe possesses a higher resistance as compared to
that of the insulating layer and, hence, a reverse voltage
applied to the p+-Bi2Te3–p-GaSe structure drops mostly
in this very region. For low reverse bias values, the J–U
curve exhibits a sublinear character typical of the cur-
rents related to the generation–recombination pro-
cesses in the charge transfer region. Only at |U | ≥
0.4−0.5 V, does a slow increase in the current change
for a sharp superlinear growth related, in all probability,
to the tunneling of carriers into GaSe through the bar-
rier. This mechanism is quite possible since the barrier
localized in the base semiconductor acquires a para-
bolic shape under the action of image forces. According
to [6], the current–voltage characteristic of a barrier with
a parabolic potential profile (whereby tunneling is the
main mechanism of the charge transfer) must represent a
straight line in the coordinates of ln[IU–1(ϕ0 – eU)–1/2]
versus (ϕ0 – eU)–1/2, which is actually observed in the
experiment.
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Fig. 3. Current–voltage characteristics of the p+-Bi2Te3–p-

GaSe heterostructure plotted in  versus U1/2 coordi-
nates for various temperatures T = 323 (1), 295 (2), 263 (3),
and 238 (4); curve (5) shows the plot of ln(1/T2) versus
reciprocal temperature.

Ilog
T

The situation changes when the heterostructure is
illuminated. In the case under consideration, illumina-
tion is equivalent to shifting the potential barrier in
GaSe in the forward direction, which results in rectifi-
cation of the bands in GaSe. This system is analogous
to the heterostructure under forward bias conditions,
the only difference being that the holes move in the
opposite direction (from Bi2Te3 to GaSe). In this case,
most of the applied voltage drops on the insulating
layer and, hence, the over-barrier thermoelectron emis-
sion current becomes the dominating mechanism of the
charge transfer across the insulator. The NDC phenom-
enon takes place when the valence band of Bi2Te3
approaches the slow states localized in the insulator.
The current reaches saturation and, as the applied volt-
age keeps growing, begins to decrease due to the posi-
tive feedback. A buildup of the current with subsequent
increase in the bias voltage is explained both by the
valence band of Bi3Te3 decreasing below the slow states
and by the tunneling breakdown of the heterostructure.

It should be noted that, in the metal–insulator–metal
system, the charge transfer over the barrier introduced
by the insulating layer implies that the conductivity of
this layer is zero and determines the diode coefficient.
Calculated from the slope of the current–voltage char-
acteristic plotted as  = f(U), this coefficient should
be n = 1. This value was retained in the structure stud-
ied for bias voltages U < 3kT. As the applied voltage
increased above this level, the diode coefficient
acquired the value n = 2 in the entire temperature range
studied. At the same time, the current–voltage charac-
teristic of the structure (for U ≥ 3kT) was described by
a relation of the type I ~ expU1/2 (Fig. 3, curves 1–4),
which is typical both of the Schottky emission and of
the Frenkel ionization [6]. Linearity of the ln(I/T2) ver-
sus 1/T plot (Fig. 3, curve 5) is evidence in favor of the
Schottky emission. This is also confirmed by the fact
that, determined from the relation [6]

, (2)

the barrier height of the semiconductor–insulator–
semiconductor structure amounts to ϕB ≈ 1.2 eV at T =
295 K. This value agrees well with the cutoff-current
voltage (used for estimation of the barrier height)
observed at relatively high voltages and explains the
discrepancy between the latter parameter and the con-
tact potential difference ϕ0 determined from the cur-
rent–voltage characteristic.

Nevertheless, the insulating layer thickness deter-
mined from the slope of the current–voltage character-
istic plotted as lnI = f(U1/2) (Fig. 3, curve 2) amounts to
~2 nm, which is somewhat greater than the value
(0.6−0.8 nm) expected according to [7, 8]. This discrep-
ancy can be related to the fact that we assumed the pres-
ence of an insulating layer only on the GaSe surface.
However, an oxide film could form on the Bi2Te3 sur-
face as well. One can also take into account an air gap

Ilog

Ilog A*T2( )log 0.43eϕB/kT–=
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between the surfaces of two semiconductors in contact.
Upon formally dividing the estimated thickness by
three, we obtain a complete agreement with the results
of [7, 8].

Thus, the proposed model well explains the appear-
ance of a negative differential conductivity in forward-
biased (and, under illumination, in reverse-biased)
p+-Bi2Te3–p-GaSe isotype heterostructures.
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Abstract—The effect of a constant electric field on the domain structure formation in ferroelectric lead
scandium niobate (PbSc0.5Nb05O3) crystals was studied by a polarization-optical method. It is shown that
the crystals contain 71° and 180° domains with the boundaries representing (100) and (110) crystal planes.
© 2002 MAIK “Nauka/Interperiodica”.
Although lead scandium niobate PbSc0.5Nb05O3
(PSN) has been known for a long time [1], the domain
structure of PSN crystals is still insufficiently studied.
This problem was touched upon in our previous com-
munication [2].

Here we report the results of a polarization-optical
study of the domain structure formation and the polar-
ization switching by a constant electric field in freshly
grown PSN crystals.

The experiments were performed on PSN samples
grown by crystallization of a solution melt in a temper-
ature range from 1200 to 850°C. The crystals had the
shape of rectangular parallelepipeds with linear dimen-
sions from 10 µm to 2 mm. The domain structure and
polarization switching processes were visually studied
with the aid of a special device mounted on an objective
table of a polarization microscope, which allowed a
constant electric field to be applied to the sample in var-
ious crystallographic directions. The electrodes were
represented by drops of a concentrated LiCl solution or
aquadag.

At room temperature, the PSN crystals possess a
rhombohedral symmetry. According to the principle of
symmetry and electroneutrality of the domain bound-
aries in the state of a minimum crystal energy (whereby
nP1 – nP2 = 0, where P1 and P2 are the spontaneous
polarization vectors in the adjacent domains and n is
the normal to the domain boundary), permissible angles
between the Ps vectors of adjacent domains in PSN
must be about 71° (109°) and 180°.

As was noted in [3], the domain structure of PSN is
rather complicated and depends on the crystal growth
conditions and the sample geometry. The crystals with
linear dimensions on the order of several dozens of
microns exhibit rather clear domain boundaries which
can be observed in a polarization microscope. Observa-
tions in the course of the layer-by-layer etching of a
thick PSN crystal showed that the domain structure var-
ies in depths of the crystal. This is probably explained
1063-7850/02/2808- $22.00 © 20664
by the presence of mechanical stresses and growth
defects in the crystals, which violate homogeneity of
the spontaneous polarization over the crystal volume in
the course of the phase transition. Therefore, the
domain structure of a real crystal corresponds to a com-
promise between the symmetry and energy consider-
ations, on the one hand [4], and the perturbing action of
inhomogeneous straining and growth defects, on the
other hand [5].

As reported previously [2], the application of a con-
stant electric field with a strength of 1.5 kV/cm leads to
breakage of the initial domains into smaller ones,
smearing of the domain boundaries, vanishing of the
domains with the boundaries oriented parallel to the
field, and the coarsening (by lateral propagation) and
growth of the domains with 71° walls perpendicular to
the E direction. On the electrode side, the samples
exhibited sharp domain wedges oriented at about 45°
relative to the applied field E, which represented the
180° domains. Colliding with the domain walls ori-
ented perpendicularly to the field E, these domains
exhibit repeated refraction by 45°.

Increasing the applied voltage up to 3–4 kV/cm
leads to the growth of domains with boundaries perpen-
dicular to the field E. However, switching off the field
leads to partial restoration of the initial domain struc-
ture. Holding the sample for 10–30 min in a field of
5−8 kV/cm fixes positions of the 71° domain bound-
aries perpendicular to the field, as well as the 180°
domain boundaries making an angle of 45° with the
field direction; all domains with boundaries parallel to
the field disappear from the field of vision (see the fig-
ure). However, the first transformation of the crystal to
a paraphase and back partly restores the initial domain
structure.

Study of the crystals etched after exposure to the
field showed that domains with the positive ends of the
spontaneous polarization vectors Ps emerging at the
crystal surface are etched at a higher rate than the
002 MAIK “Nauka/Interperiodica”
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domains with the negative Ps ends. Observed in the
polarization microscope, the former domains exhibit a
dull tint slightly different from that of the neighboring
domains. It should be noted that not all regions of the
crystal are equally involved in the polarization switch-
ing process. Depending on the degree of defectness in
various regions of the crystal, the configuration of
domains in these regions may vary. A remarkable fact
is that the domain boundaries perpendicular to the field
direction, which performed oscillations about a certain

A micrograph showing the 71° and 180° domain structure
of a PbSc0.5Nb05O3 crystal. The electric field is directed
downward (magnification, ×170).
TECHNICAL PHYSICS LETTERS      Vol. 28      No. 8      200
average position and possessed a sawtooth shape,
exhibited a jumplike lateral expansion upon application
of the electric field.

A further increase in the applied field strength (up to
9–10 kV/cm) leads to the appearance of microcracks
under the electrodes, the formation of regions resem-
bling a block structure, and the heating of a crystal
(with transition into a paraphase or electric break-
down). It should be noted that the PSN crystals contain
no large regions of a monodomain state (such as that
typical of, e.g., BaTiO3). The domain widths measured
with an object micrometer exhibited a scatter within 3–
5 µm for 71° domains and 13–15 µm for 180° domains.

Thus, it was established that the application of a
constant electric field to PSN single crystals leads to the
formation of 71° and 180° domain structures with the
boundaries representing (100) and (110) crystal planes.
The threshold electric field strengths at which the for-
mation of such a structure takes place are different for
various samples, depending on the crystal perfection
and homogeneity.
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Abstract—The velocity field in a swirling Rank flow is studied for the first time by the laser Doppler imaging
technique. © 2002 MAIK “Nauka/Interperiodica”.
Optical diagnostics of kinematic parameters is an
extensively developed field of laser applications, both
in basic research and in industrial technologies, related
to the demand for nonperturbative measurement and
monitoring of gaseous and condensed media. At
present, most widely used for these purposes are the
laser Doppler anemometry techniques [1] ensuring the
measurement of a local flow velocity. However, the
problem of determining spatial distribution of the
velocity field on a real time scale has still received no
satisfactory solution. The known methods of particle
image velocimetry (PIV) [2] involve basic limitations
related to dependence of the results of measurements
on the spatial and temporal frequencies of a probing set
and, hence, on the concentration of calibrated particles
introduced into the medium studied. There are also
many unresolved problems related to the processing
and identification of particle tracks.

Recently [3], we developed a new method for the
laser Doppler imaging and measuring of velocity fields
on a real time scale. Based on the optical frequency
demodulation of a light field, the proposed method is
free of the aforementioned disadvantages inherent in
PIV. Below we report on the first realization of the laser
Doppler imaging of the velocity field in a gas flow.

As an object for the investigation, we selected a
swirling flow in the Rank–Hilsh vortex tube. A consid-
erable interest of researchers in the study of such flows
is related to attempts at constructing a physical model
adequately describing the energy distribution in swirl-
ing flows.

Figure 1 shows a simplified scheme of the experi-
mental setup. The Rank–Hilsh vortex tube represents a
channel of a square cross section (34 × 34 mm) with
transparent walls. The air flow enters the tube through
a slit vortexer. Cold air leaves the tube through a central
hole in the plane of the vortexer (at the “cold” tube
end). The “hot” tube end represents a radial diffuser,
1063-7850/02/2808- $22.00 © 20666
through which the hot air outflows from the tube in
radial directions. The tube operated in a regime analo-
gous to that used in the measurements reported previ-
ously [4].

A flow cross section to be studied was selected by a
“laser knife” probe representing the beam of a He–Ne
laser operating on a fundamental mode at a power of
15 mW. The laser knife plane was perpendicular to the
horizontal walls of the square tube and made an angle
of 60° with the tube axis. The axis of an optical proces-
sor forming the image of a flow cross section (selected
by the laser knife) was oriented at 30° relative to the
laser knife plane. According to the light beam geometry
in relation to the tube geometry, the optical processor
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Fig. 1. Schematic diagram of the experimental setup:
(1) compressed air supply; (2) vortexer; (3) cold air outflow;
(4) hot air outflow; (5) collimator; (6) He–Ne laser; (7) laser
knife; (8) optical processor; (9) personal computer.
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imaged a spatial distribution of the velocity vector
component in the direction determined by a sensitivity
vector K representing the difference of the wave vectors
ks – ki, where ki is the wave vector of the incident radia-
tion (forming the laser knife) and ks is the wave vector of
the scattered radiation in the angular spectrum deter-
mined by the optical processor transmission band. The
principle of operation of the optical processor was
described previously [3]. The transmission function of
this processor has a resonance shape. The detection
characteristic (discrimination curve) is represented by a
linear portion of the decaying branch of the resonance
amplitude–frequency characteristic of the optical pro-
cessor. The mode structure of the processor is matched
to that of the laser radiation. A pattern formed in the
output plane of the optical processor represents the flow
cross section imaged in a frequency-demodulated scat-
tered light. The light field intensity at each point of the
image is a single-valued linear function of the projec-
tion of the velocity vector onto the sensitivity vector
K = ks – ki .

Indeed, the medium cross section probed by a light
wave with the wave vector ki is imaged at the optical
processor output by a set of images of the scattering
optical inhomogeneities ϕ(ξ, η)δ(x – ξ, y – η), where
(ξ, η) are the coordinates of the optical inhomogene-
ities in the (x, y) plane of the cross section. Therefore, a
frequency-demodulated image of the cross section
selected by the laser knife with a wave vector ki can be
described as

(1)

where the integral is taken over the whole selected cross
section; ωD(x, y) is the Doppler frequency shift of the
light beam forming the point (x, y) in the image at the
optical processor output; V(x, y) is the velocity vector
at the point (x, y); and γ is the slope of the discrimina-
tion curve of the processor. The factor ϕ(x, y) corre-
sponds to the scattering function in the direction ks ,
which describes the primary image of the selected cross
section (not subjected to frequency demodulation).

Then, the function (x, y) =  = KV(x, y)

describes the distribution of the relative intensity of the
frequency-demodulated image. From this it follows
that (x, y) provides for a single-valued image of the
velocity field component in the direction K:

(2)

Figure 2a shows an example of the optical image of a
velocity field in the flow cross section selected by the

ωD x y,( ) γ KV ξ η,( )ϕ ξ η,( )δ x ξ– y η–,( )∫∫=
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K
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laser knife plane. As can be seen, the velocity field con-
tains dynamically rearranging vortex structures, includ-
ing double-helix vortices. Figure 2b shows a recon-
structed stereo image of the distribution of the projec-
tion of the velocity vector V(x, y) onto the direction of
the sensitivity vector K (2). Here, the coordinates in the
horizontal plane refer to the cross section dimensions
(in pixels) selected by the laser knife, while the vertical
axis reflect the values of velocity in relative units. In
viewing the stereo image, eyes should be accommo-
dated to infinity.

It is interesting to note that nonhelical wave structures
in the velocity field can be put into correspondence with
double-helical structures in the field of the optical phase
density revealed previously in the same tube under anal-
ogous conditions by methods of Hilbert optics [4].
Since the phase density distribution is determined by
the pressure and temperature variations, this analogy
points to a relation between the dynamic spatial fields
of pressure, temperature, and flow velocity in these
remarkable configurations observed for the first time
using the laser Doppler imaging method.

Performed for the first time, the real-time imaging
of a dynamic velocity field determines a qualitatively
new level of the optical measuring techniques. The
laser Doppler imaging allows us to study nonstationary
spatiotemporal distributions of the kinematic parame-
ters, which is necessary for the development of
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Fig. 2. Laser Doppler imaging of the flow velocity field:
(a) a typical image of the swirling flow in a cross section at
the hot end of the Rank–Hilsh vortex tube; (b) reconstructed
stereo image of the velocity distribution in the selected
cross section (for viewing the stereo image, eyes should be
accommodated to the infinity).
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adequate physical models in basic hydro- and gasdy-
namics.
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Abstract—The phenomenon of penetration of a hot air stream into a channel of finite depth by which a cooling
stream is injected was revealed and studied by numerical methods. The penetrating stream decreases the effec-
tive cross section of the cooling stream, increases the velocity of this stream, and reduces the near-wall gas
screen cooling efficacy. © 2002 MAIK “Nauka/Interperiodica”.
Introduction. Previously, the character of flow and
heat exchange processes accompanying the efflux of a
submerged cold stream from a channel of finite depth
into a hot main stream were studied by methods of
numerical modeling in a flat case. It was established
that separation (detachment) of the cooling stream
leads to penetration of the hot main stream into the side
channel. This phenomenon influences the gas screen
formed downstream at the channel output. The effect
was experimentally observed in the case of channels
with output diameters about ten times greater than
those used for the gas screen cooling purposes [1].
Since it is rather difficult to study this phenomenon
experimentally in the case of narrow channels (with a
diameter below 1 cm), a valuable alternative is offered
by methods of numerical modeling.

In the numerical modeling of a stream outflowing
from a side channel of finite depth, it is very important
to set correct boundary conditions at the channel bot-
tom, because this factor significantly influences the
results of modeling [2]. The typical wall thickness of a
cooled turbine blade is such that the depth of channels
through which the cooling air is supplied to the near-
wall hot stream to form a gas screen does not exceed
2−6 channel diameters. The coolant flow through such
a hole exhibits separation, whereby the outflowing
stream does not fill the whole channel cross section [3],
which leads to certain features in setting the boundary
conditions.

Bogomolov [4] described possible regimes of the
efflux of an infinite stream, passing under a wall with a
transverse slit possessing sharp edges and finite depth
(also referred to below as the hole), into a space above
the wall. Depending on the efflux regime, determined
by the ratio of the velocity of unperturbed coolant
stream under the wall to the stream velocity at the hole
1063-7850/02/2808- $22.00 © 20669
output, the rate of flow through the hole may signifi-
cantly vary. The results were obtained by applying for-
malism of the theory of functions of a complex variable
to a flat potential flow of incompressible fluid. In this
context, it was of interest to study the character of flow
through the hole on the near-wall gas screen formed
downstream at the coolant blowout channel. The prob-
lem of modeling the efflux of a submerged stream pass-
ing, via a channel of finite depth in a solid wall, from a
stream under the wall into a viscous compressible tur-
bulent flow above the wall has not yet been solved in the
general case.

Problem formulation and solution. Let us con-
sider the formation of a gas screen by a coolant stream
injected into the main stream at an angle of 90° from a
rectangular slit with a width h and a depth L. The prob-
lem to be solved is mathematically formulated in [4] as
a complete system of Navier–Stokes equations with
necessary boundary conditions (see [2, 5, 6]). Inhomo-
geneous boundary conditions with respect to the out-
flowing stream velocity will be set at the side channel
input in two variants, representing either a homoge-
neous velocity distribution (by analogy with the cases
studied in [2]) or an inhomogeneous distribution. The
coolant stream outflows from a channel with the rela-
tive depth L/h = 2. The boundary conditions will be
selected for the case of a shock-free inflow of the cool-
ant into the channel (without the formation of recircu-
lation zones). For this purpose, we use a complex flow
potential derived in [4] and determine the flow velocity
projections U and V onto the axes X and Y, respectively,
at Y = 0 (i.e., at the channel input).

The calculations are performed using a program
based on the solution of a complete system of Navier–
Stokes equations (averaged according to Reynolds).
The program was described elsewhere [5, 6] together
002 MAIK “Nauka/Interperiodica”
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Fig. 1. Velocity fields calculated for (a) homogeneous and (b) inhomogeneous coolant velocity profiles at the input of a slit channel
(m = 1).
with the boundary conditions for the main stream. The
walls are maintained under adiabatic conditions
(∂T/∂n = 0). The solutions were obtained for the Mach
number M0 = 3 of the hot main stream at the entrance
into the region under consideration and the Reynolds
number Re = 3300 (determined using the main stream
velocity and the slit width h). The calculated regimes
were determined by the injection parameter m = 0.5
or 1. The injection parameter (equal to the ratio of the
coolant flux density at the channel output to the hot
main stream density at the entrance into the region
under consideration) was determined from the coolant
flow rate. The density and velocity of the hot flow at the
entrance into the region under consideration were taken
equal to unity. The ratios of the initial temperatures of
the cold and hot flows were taken equal to 0.5. The
solutions were obtained in a dimensionless form.
T

The numerical modeling procedure was based on a
difference scheme obtained using the conventional
methods of control volumes, compressibility scaling,
and splitting. The difference scheme was of the second
order of accuracy with respect to the spatial variable
and of the first order of accuracy with respect to the
time variable. The problem was solved in a nonuniform
lattice with 36 sites along the X axis, 38 sites along the
Z axis, and 88 sites along the Y axis, the total number of
sites being 120400. The spatial step was minimum
(dZ = 0.00095) at the solid wall (in order to adequately
describe the boundary layer) and maximum (dY = 0.1)
at the periphery (i.e., at the upper and exit faces of the
region under consideration). The lattice site density
increased in the local regions of intense variation of the
flow parameters.
ECHNICAL PHYSICS LETTERS      Vol. 28      No. 8      2002
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Fig. 2. Temperature fields in a slit channel with separating coolant flow: (a) m = 0.5, T = 0.5 (1), 0.53 (2), 0.55 (3), 0.59 (4), 0.61 (5),
0.66 (6), 0.77 (7), 0.8 (8), 0.85 (9), 1 (10); (b) m = 1, T = 0.5 (1), 0.55 (2), 0.59 (3), 0.69 (4), 0.78 (5), 0.82 (6), 0.88 (7), 0.97 (8), 1 (9).
Figure 1 shows the results of the flow calculation in
the form of velocity field fragments for the injection
parameter m = 1 in both variants of the velocity profile
at the channel input. As can be seen, a characteristic
feature of the velocity field in the stream outflowing
from the side channel for the inhomogeneous input pro-
file is penetration of the hot main stream into the hole,
with the formation of a circulating flow. This leads to
narrowing of the effective cross section of the coolant
stream. Since the total flow rate is constant (according
to the boundary conditions adopted at the channel
input), the stream velocity at the channel output
increases. Thus, the process of convective heat
exchange between cold and hot streams begins already
in the channel. This results from the coolant flow sepa-
ration at the channel output. A similar pattern is
observed for m = 0.5.

Figure 2 shows isotherms of the temperature field in
the channel for m = 0.5 and 1 in the case of an inhomo-
geneous input profile. The presence of isotherms with a
temperature above 0.5 is evidence of the mixing of the
cold coolant with the hot main stream penetrating into
the channel at the upper left edge. As can be seen, an
increase in the injection parameter m from 0.5 to 1
increases the amount of hot medium entering the chan-
nel and intensifies heat exchange in the channel. This is
evidenced by expansion of the region of temperatures
above 0.5 and by general elevation of the temperature
levels.

Discussion. The screen cooling efficacy is charac-
terized by a relative temperature of the adiabatic wall,
which is determined by the formula

θ
Th Tw–
Th Tc–
------------------,=
TECHNICAL PHYSICS LETTERS      Vol. 28      No. 8      200
where Th , Tc , and Tw are the absolute temperatures of
the hot and cold streams and the wall, respectively. Fig-
ure 3 shows distributions of the screen cooling efficacy
for the various flow conditions considered above. As
can be seen, the initial efficacy θ for the separated flow
(curve 2) is lower than that for the flow without separa-
tion (curve 1) irrespective of the injection parameter.

The observed behavior is explained (i) by an
increase in the coolant temperature taking place in the
channel as a result of mixing with the hot stream and
(ii) by displacement of the coolant stream from the wall
more deeply into the main stream as a result of increas-
ing coolant velocity (due to the total flow rate conserva-
tion). These effects account for the nonmonotonic char-
acter of curve 2 in Fig. 3, corresponding to the case of
m = 1. Note that the results of calculations with m = 0.5
and various boundary conditions are close because the
main stream perturbations induced by the coolant blow-
out rapidly decay downstream. The results for m = 1 are

0.8
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θ
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2

Fig. 3. Profiles of the screen cooling efficacy θ downstream
at the channel output (x is the distance from the slit, h is the
slit width) calculated for a “thin” boundary layer assuming
(1) homogeneous and (2) inhomogeneous boundary condi-
tions at the channel input. The points representing experi-
mental data refer to (d) “thin” and (m) “thick” boundary
layers: (a) m = 0.5; (b) m = 1.
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significantly different, which is related to the essen-
tially altered dynamics of interaction of the coolant
stream and the hot main stream.

For comparison, Fig. 3 presents the experimental
data obtained for a flat plate (Re = 1800, M0 = 0.056)
and a coolant stream injected through a vertical slit.
Our data refer to the case of a “thick” boundary layer,
developed over a region with the relative length x/h =
30 in front of the injected stream (x is the distance to the
slit and h is the slit width). Data for a “thin” boundary
layer with x/h = 3–4 were taken from [7]. The calcula-
tions were performed only for the case of a “thin”
boundary layer with x/h = 3.5 (by “thick” layers we
imply those with a thickness comparable to exceeding
the slit width h). As is known, the boundary layer
strongly affects the formation of a near-wall gas screen
and determines the screen efficacy, the effect increasing
with the injection parameter [6]. As can be seen, the
results of calculations for m = 0.5 using the boundary
conditions of both types show a satisfactory agreement
with experimental data for both thin and thick layers
(cf. curves and experimental points in Fig. 3a). For m =
1, the results of calculations with inhomogeneous
boundary conditions (Fig. 3b, curve 2) agree quite sat-
isfactorily with the experiment involving a “thin”
boundary layer on the plate. Moreover, the theoretical
curve correctly reflects the character of variation of the
screen efficacy θ with the coordinate x/h (the curve
equidistantly follows the experimental data).

Conclusion. In modeling the process of coolant
efflux from a wall channel of finite depth into a trans-
verse stream passing by the wall and the formation of a
near-wall gas screen downstream at the blowout hole, it
TE
is necessary to take into account the coolant stream sep-
aration at the channel output. This is provided by cor-
rectly selecting the boundary conditions at the channel
input or (if these conditions are unknown) by expand-
ing the calculation region so that the lattice would
include internal sites at the channel input and by plac-
ing the lattice boundaries where the boundary condi-
tions can be either exactly or approximately set.
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Abstract—We studied the dynamics of bone tissue mineralization in the pores of a titanium matrix and the
mechanical properties of the resulting titanium–bone tissue composite. It is shown that the mineralization pro-
cess is virtually accomplished within six months after implantation of a porous titanium article into the organ-
ism. As the pores and channels in the titanium matrix are filled with bone tissue, the material becomes a com-
posite with mechanical properties higher as compared to those of the porous implant or bone tissue. © 2002
MAIK “Nauka/Interperiodica”.
Porous permeable matrices of titanium and related
alloys are used in medicine in the form of implants sub-
stituting tissues of the organism. The living tissues
readily grow into the porous space and gradually fill all
pores in the implant [1, 2]. Porous coatings are also
applied onto endoprostheses of the hip joints and vari-
ous dentures, which eventually ensures a tight contact
between an implant and the recipient bone [2–4].

Data on the dynamics of bone tissue growth through
porous permeable titanium and the mechanical behav-
ior of the resulting titanium–bone tissue composite
were previously reported in [5]. In this study, we mon-
itored the dynamics of mineralization (i.e., variation of
the chemical composition) of the bone tissue in the
implant pores and determined mechanical characteris-
tics of the titanium–bone tissue composites with vari-
ous volume ratios of the metal and the bone tissue.

The implants were modeled by cylindrical samples,
4 mm in diameter and 4 mm in length, cut using an elec-
troerosion tool from porous titanium blanks synthe-
sized from a titanium powder of the PTEM2 grade by
sintering in the regime T1 = 960°C, t1 = 2 h; T2 =
1350°C, t2 = 4 h [5]. The powder was preliminarily sep-
arated by sieving into fractions so as to obtain sintered
materials with an open porosity of 44–47, 59–66, and
78–80%. A considerable proportion of pores possess
diameters within 100–300 µm, which are considered
optimum for bone tissue growth.

Experiments on the growth of bone tissue into the
porous structure of titanium implants were performed
on chinchilla rabbits weighing 3–3.5 kg. The animals
were narcotized with thiopental sodium (3.5 mg/kg)
and operated on, whereby a 4- to 5-cm-long cut was
made in the pelvis region, the soft tissues were
detached from the bone, and four holes were made with
a 2-mm hard-alloy drill. Then, the diameters of holes
1063-7850/02/2808- $22.00 © 20673
were increased to 4 mm using special bores and the tita-
nium implants were positioned in the holes. The opera-
tion wounds were thoroughly closed with a catgut
suture, and the animals were treated with bicillin
(500 U/kg). The test animals were killed by air embo-
lism on the 7th, 14th, and 21st day and 1, 2, 3 and
6 months after sample implantation. The samples for
histological examination were prepared by cutting bone
blocks with implants and fixing tissues in a 1% glut-
araldehyde solution. The bone sections were studied by
electron microscopy and by electron-probe microanal-
ysis (EPMA) on a REMMA-202M setup. Then the
implants were extracted and mechanically tested in the
compression mode. The static tests were conducted in
an Instron 1185 test machine operated at a straining rate
of 0.5 mm/min. The test results were evaluated in terms
of the true compression stresses and expressed as the
ultimate strength and the relative strain at break.

The electron-microscopic examination confirmed
the analogous data of other researchers and the results
obtained by optical microscopy [4]. The growth of bone
tissues begins with a capillary impregnation of the
porous titanium matrix with physiological fluids carry-
ing the cells. The cells attach to the pore surface coated
with titanium dioxide (TiO2) and give rise to tissue for-
mation. The bone tissue nucleates and grows simulta-
neously in many pores in the form of nuclei (domains)
which increase in size and gradually fill the pores. This
process gives rise to a flow of tissue from the bulk to the
external surface of the implant. However, in addition to
this outward flow reported previously, we observed a
flow of the tissue growing from the external surface
inward the implant. As a result, the porous space in the
implant is filled with the tissues.

The degree of mineralization of the tissues grown in
the pores was determined by EPMA (Fig. 1), which
002 MAIK “Nauka/Interperiodica”
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provided data on the concentrations of the main chem-
ical elements in the tissues. By measuring the content
of potassium, it is possible to judge the presence of cells
because the potassium concentration is much greater in
the cell cytoplasm than in the tissue fluid (representing
an isotonic solution of sodium chloride). The concentra-
tions of phosphorus and calcium (relative to the content
of these elements in natural bones) is a measure of the
degree of mineralization of the newly formed tissues.

Investigation of the dynamics of tissue growth
through the porous implant structure and of the degree
of mineralization by methods of electron microscopy
and EPMA showed (Fig. 2) that tissues of variable con-
trast (density) are formed within 21–30 days in the
pores of the titanium matrix. The newly formed tissues
include bone tissue characterized by clear intense peaks
of potassium, phosphorus, and calcium in the energy-
dispersive spectra. The relative total content of phos-
phorus and calcium in this tissue amounts to 50% at a
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Fig. 1. The energy-dispersive spectra of tissues (a) in an
intact hip joint bone of a rabbit and (b) in the pores of a tita-
nium implant (one month after implantation) with a initial
porosity of 66%.
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Fig. 2. Variation of the relative content of calcium plus phos-
phorus and potassium in the pores of a titanium implant (with
an initial porosity of 66%) with the time of occurrence in the
organism of a rabbit: (1) 21 day; (2) 1 month; (3) 2 months;
(4) 3 months; (5) 6 months; (I) intact bone tissue.
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high potassium concentration. The degree of mineral-
ization is higher for tissues in the pores near the surface
than in the central part of the implant. As the duration
of implant occurrence in the organism increases to
6 months, intensity of the phosphorus and calcium
peaks in the spectra increases, while intensity of the
potassium peaks drops. The relative content of the three
elements in all pores at this time corresponds to mature
natural bone tissue (Fig. 2). The porous space of the
implant is filled up to approximately 90% by the bone
tissue, which penetrates into all bends of the pores.This
provides for a tight mechanical linkage between bone
and implant over the entire tissue–metal interface.

Testing the mechanical properties of composites
with various content of bone tissue, approximately cor-
responding to the porosity of the initial titanium matrix,
showed that, after a 6-month exposure, maximum true
yield stresses (ultimate strength for compression,
460 MPa) and relative strain at break (about 32%) were
inherent in the samples with an initial porosity of
44−47%, while minimum values of these characteris-
tics (ultimate strength, 160 MPa; relative strain at break,
17.5%) were observed in the samples with an initial
porosity of 78–80%. Implants with an initial porosity of
59–66% exhibited intermediate results, with an ultimate
strength of 220 MPa and a relative strain at break of
about 20%. We may suggest that the key role in determin-
ing the maximum mechanical strength of the titanium–
bone tissue composites is played by the metal component.
A significant degradation of the mechanical properties
with increasing proportion of bone tissue in the composite
is related to the biological component of the composite.

The results of our investigation showed that a
porous permeable titanium matrix, with the pores and
channels gradually filled by the newly formed bone tis-
sue, converts into a high-strength composite with the
mechanical properties significantly higher as compared
to those of the porous implant [5] or bone tissue [6].

REFERENCES

1. V. É. Gyunter, V. I. Itin, L. A. Monasevich, et al., Effects
of Shape Memory and Their Application in Medicine
(Nauka, Novosibirsk, 1992).

2. M. Z. Mirgazizov, V. É. Gyunter, V. I. Itin, et al., Super-
elastic Implantates and Constructions from Alloys with
Shape Memory in Stomatology (Quintessenz Verlags-
GmbH, Moscow, 1993).

3. R. M. Pilliar, J. Biomed. Mater. Res. 21 (A1), 1 (1987).
4. T. I. Barmina, V. G. Stepanov, A. B. Andrusov, et al.,

Metally, No. 2, 136 (1994).
5. V. I. Itin, V. É. Gyunter, V. N. Khodorenko, et al.,

Poroshk. Metall., No. 9/10, 29 (1997).
6. V. A. Berezovskiœ and N. N. Kolotilov, Biophysical

Characteristics of Human Tissues: a Handbook (Nauk-
ova Dumka, Kiev, 1990).

Translated by P. Pozdeev
ECHNICAL PHYSICS LETTERS      Vol. 28      No. 8      2002



  

Technical Physics Letters, Vol. 28, No. 8, 2002, pp. 675–677. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 28, No. 16, 2002, pp. 25–31.
Original Russian Text Copyright © 2002 by Barannik, Shabanov, Zyryanov.
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Abstract—The dynamics of the optical response of a polymer-dispersed nematic liquid crystal under the action
of electric field pulses was experimentally studied for film samples differing in the size of nematic droplets. The
optical signal relaxation curve exhibits an oscillating character, with the number of oscillations determined by
the transverse size of the nematic droplets. The interference character of the signal oscillations is confirmed by
an analysis of the oscillating response within the framework of the anomalous diffraction approximation and
by a comparison with the dependence of the transmitted light intensity on the applied voltage measured in a
static regime. © 2002 MAIK “Nauka/Interperiodica”.
Previously [1–6], we discovered and studied oscilla-
tions in the dependence of the optical transmission of
polymer-dispersed nematic liquid crystal (PDNLC)
films on the applied voltage. These oscillations are
caused by interference of the light transmitted between
the liquid crystal (LC) droplets and the light scattered
from the droplets in the forward direction. Reorienta-
tion of the LC director inside the droplets under the
action of an electric field applied to the PDNLC film
leads to a change in the phase shift between the inter-
fering light rays and, hence, to oscillations in the depen-
dence of the transmitted radiation on the applied volt-
age. The number of oscillations (extrema) on the trans-
mitted intensity curve is proportional to the transverse
(i.e., normal to the film plane) size of the droplets. The
experiments reported in [1–6] were performed in a
static regime, whereby the voltage sweep time (10 s and
above) was significantly greater than the characteristic
time of reorientation of the nematic droplets (1–10 ms).
Under these conditions, the oriented structure of the
nematic droplets passes, in the course of increasing
field strength, through a sequence of equilibrium states
from a bipolar configuration of the LC director to the
state of saturation, in which the LC director is oriented
parallel to the field nearly the whole droplet volume.

Technical applications, such as spatial light modula-
tors used in flat displays and the data recording, storag-
ing, and processing devices, typically employ discrete
addressing based on the high-frequency pulsed electric
field action upon discrete elements of a shutter. In this
context, it is important to study the contribution of the
interference component to the optical response of
PDNLC films measured in a dynamic regime, in which
case the time of electric signal switching is much
smaller as compared to the characteristic time of reori-
entation of the nematic droplets.
1063-7850/02/2808- $22.00 © 20675
The samples of PDNLC films were prepared by a
conventional method based on the phase separation of
a homogeneous solution of the liquid crystal and pre-
polymer components, initiated by photocuring of the
polymer matrix [7]. The composition components were
an optical adhesive of the NOA-65 type (Norland Prod-
ucts Inc.) and a nematic mixture of cyanobiphenyl
derivatives [8] taken in a 1 : 1 mass ratio. The initial
solution was placed into a gap between glass plates
with transparent electrodes, the film thickness being
determined by 10-µm spacers. During the subsequent
treatment, the total power of a mercury lamp was varied
from 1 to 10 mW/cm2. The sample was separated into
several regions, each processed using a certain photo-
curing regime (temperature and radiation intensity). By
varying these technological parameters, it was possible
to change morphological characteristics of the final
sample structure. As a result, the average nematic drop-
let size in various regions of a sample film varied from
1 to 10 µm. Within a certain region of the composite
film, the deviation of the nematic droplet size from the
average did not exceed 40%.

Investigations of the sample texture by means of a
polarization microscope showed that the internal ori-
ented structure of the nematic droplets corresponds to a
bipolar configuration of the LC director. The symmetry
axes, connecting two poles of the droplet, are oriented
predominantly in the film plane and exhibit random azi-
muthal orientations. It should be noted that the symme-
try axes of small droplets may slightly deviate from the
film plane, because the shape of such droplets is close
to spherical. Large droplets are significantly oblate,
with the transverse size being 1–2 µm smaller than the
lateral dimensions (in the film plane). In droplets of
this shape, a minimum of the elastic energy is attained
002 MAIK “Nauka/Interperiodica”
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for the symmetry axes parallel to the long axes of
droplets [9] that aligned in the film plane.

The electrooptical characteristics were studied
using the monochromatic radiation of a He–Ne laser
operating at λ = 0.633 µm. The volt–contrast character-
istics were measured using a slowly varying (~1 V/s)
amplitude of the alternating (500 Hz) voltage applied to
the cell electrodes. We studied the dynamics of the opti-
cal response of the PDNLC films as a function of the
amplitude of single rectangular electric pulses with a
duration of 5 ms.

Figure 1 presents oscillograms of the optical
response for two PDNLC film regions differing in nem-
atic droplet size and shows the shape of the control
electric pulse. The sample containing small nematic
droplets exhibits monotonically decaying, nearly expo-
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Fig. 1. Oscillograms of the optical transmission signal from
two regions of a composite polymer film containing nem-
atic droplets with different average size D, observed in
response to a single control voltage pulse (bottom diagram)
with an amplitude of 14.0, 17.5, 21.0, 26.3, and 31.5 V (bot-
tom to top).
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nential curves of the transmitted light intensity varia-
tion after switching off the applied voltage. The curves
of signal relaxation observed for the sample with large
nematic droplets exhibit a significantly different non-
monotonic behavior, whereby the transmitted light
intensity decreases, exhibits a minimum, increases
again, passes through a local maximum, and then grad-
ually decreases to the initial level. The position of min-
imum on the time scale, as well as the total relaxation
time, depend on the electric pulse amplitude. This is
explained by the fact that a more pronounced transfor-
mation of the oriented droplet structure requires a
longer relaxation time. At the point of minimum, the
transmitted light intensity is lower than that in the ini-
tial state (before the application of electric pulse). It is
interesting to note that the depth of the minimum (i.e.,
the difference of optical transmission in the initial state
and at the point of minimum) increases with the control
pulse amplitude.

For comparison, Fig. 2 shows variation of the trans-
mitted light intensity in response to the applied voltage
for the same sample regions measured in a static regime.
The curve for the PDNLC containing small nematic
droplets exhibits a classical S-like shape [7]. No thresh-
old behavior with a bending point corresponding to the
Fréedericksz critical field is observed in this case,
which is explained, as noted above, by the presence of
nematic droplets with the symmetry axes oriented at
an angle with respect to the film plane. Violation of the
condition of orthogonality of the axes of a bipolar LC
director configuration and the applied field direction
[2–4] is just what leads to a thresholdless shape of the
volt–contrast characteristic. This situation is typical of
composite films in which the nematic droplet size is
significantly smaller than the film thickness. In con-
trast, the orthogonality condition holds better for the
film containing large droplets, as manifested by a
threshold character of the optical transmission variation
in this sample region (Fig. 2). This curve displays addi-
tional minimum and maximum resembling those
observed in the dynamic regime (Fig. 1).

Now let us use an analytical approach developed
previously [2–5] for explaining the observed interfer-
ence oscillations of the volt–contrast characteristic. The
relative phase shift of the interfering light rays is deter-
mined by the ratio of the difference in the optical paths
to the light wavelength: ∆nD/λ, where ∆n = nlc – np, nlc
is the refractive index for an extraordinary ray in the liq-
uid crystal and np . 1.52 is the refractive index of the
polymer matrix. The refractive index for the extraordi-
nary ray, depending on the mutual orientation of the
electric vector of the light wave and the LC director,

varies in the given nematic composition from  .

1.52 to  . 1.72. In the saturation state (correspond-
ing to the maximum transmission in Figs. 1 and 2), the
LC director is perpendicular to the electric field vector

of the light beam, ∆n =  – np = 0, and, hence, the

nlc
min

nlc
max

nlc
min
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phase shift is zero. As the applied voltage decreases
(Fig. 2), the birefringence increases and, at a certain
point, the optical path difference ∆nD reaches λ/2. This
condition corresponds to the first minimum in the volt–
contrast characteristic. As the applied voltage droplets
further, the path difference crosses a level of ∆nD = λ,
which corresponds to the first local maximum. The
relation ∆nD = 3λ/2 corresponds to the second mini-
mum in the transmission, and so on.

The transverse size of small nematic droplets
amounts on the average to 1.4 µm. In this case, the max-
imum possible optical path difference is ∆nmaxD = 0.2 ×
1.4 µm = 0.28 µm < λ/2. For such small LC droplets
dispersed in the polymer matrix, no oscillations can be
observed in the optical transmission curves (Fig. 1
and 2).

For large nematic droplets with a transverse size of
5 µm, the optical path difference is ∆nmaxD = 0.2 ×
5 µm = 1.0 µm ≈ 3λ/2. Therefore, relaxation of such
droplets into the initial state after switching off the elec-
tric pulse (Fig. 1) or with decreasing applied voltage
(Fig. 2) will result in the transmission sequentially
passing through the first minimum, maximum, and sec-
ond minimum, and attaining saturated initial (zero
field) state, in agreement with the experimental obser-
vations.

Thus, we reported for the first time the results of
investigation of the oscillating character of the optical
response relaxation observed upon application of a
rectangular electric pulse to the film of a polymer-dis-
persed nematic liquid crystal. An analysis of the exper-
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Fig. 2. Variation of the optical transmission depending on
the applied voltage, measured in the static regime for the
same regions of the composite film as in Fig. 1.
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imental results presents convincing evidence of the
interference nature of these oscillations. It should be
noted that the dynamic pattern of the optical response
of composite films in the general case can be extremely
complicated as a result of the interplay of various effects
including, for example, the influence of an electric field
of the spatially separated impurity ions [10, 11], the for-
mation of defects and domains [12, 13], restructurization
of the droplet–polymer interphase boundary [8, 14], etc.
In this context, the results presented above show the
importance of taking into account the interference
effects during complex analysis of the dynamic charac-
teristics of composite films.
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Abstract—The structure and thermo emf of nanotubular and fractal carbon layers deposited from an electric
discharge plasma were studied. The thermo emf of such nanotubular and fractal deposits is almost tenfold
higher as compared to that of polycrystalline carbon, which is explained by the nanostructural state of carbon
in the deposits studied. © 2002 MAIK “Nauka/Interperiodica”.
To the present, the kinetic properties of many mate-
rials with mono- and polycrystalline and amorphous
structures have been well studied and have reached lim-
iting values. Further increase in the kinetic properties
can be expected only in cases when the structural state
of a substance is basically changed. From this stand-
point, promising results can be anticipated in systems
possessing fractal and nanotubular structures.

As is known, fractal structures in solids are usually
formed in open systems under conditions of high
energy dissipation. Under such thermodynamically
nonequilibrium conditions, atoms and molecules
exhibit self-organization into particles or clusters of
nanometer dimensions and eventually form fractal
aggregates. The characteristic features of these aggre-
gates are structural hierarchy, self-similar (automodel)
character, scale invariance, low density, and the pres-
ence of nanodimensional porosity.

Here we report the results of studying the thermo
emf in carbon deposits possessing fractal and nanotu-
bular structures.

Carbon deposits with a fractal structure were
obtained in the course of sputtering graphite of a special
purity grade (OSCh-7-3) in an electric arc. The process
was conducted in an argon atmosphere at a pressure of
P = 300–400 Torr, a current density of j = 1100–
1250 A/cm2, and a voltage of U = 20–25 V. The depo-
sition time was varied from 30 to 120 s. The nanotubu-
lar deposits were obtained by sputtering the same
graphite in the electric arc in a helium atmosphere at
P = 500 Torr, j = 65–75 A/cm2, and U = 20 V. The dep-
osition time was 900–1800 s. Compact carbon layers
with a thickness of 1–1.5 mm were separated from a
polished graphite cathode surface and characterized by
various methods. The surface structure of the deposited
layer was studied in a REM-300 scanning electron
microscope (SEM). The density of the samples, deter-
mined by hydrostatic weighing with an uncertainty of
3–5%, was 1.32 and 1.7 g/cm3 for the fractal and nano-
tubular deposits, respectively. For comparison, we stud-
1063-7850/02/2808- $22.00 © 20678
ied samples of mono- and polycrystalline (grain size,
20–50 µm) graphite with an area of 10–20 mm2 and a
thickness of 0.5–1.5 mm. The surface of these reference
samples was ground and polished, after which the
mechanical stresses were relieved by annealing at 873 K.

The surface morphology of carbon deposits
obtained in an argon atmosphere is illustrated by a SEM
micrograph in Fig. 1a. The pattern is self-similar and
scale-invariant, which is a characteristic feature of the
fractal structure. The micrograph reveals rather large
cloudlike formations with an average size of 10–20 µm.
These are composed of smaller aggregates with an aver-
age size of 1–2 µm which, in turn, consist of globular
carbon clusters 6–10 nm in size. The density of fractal
deposits amounted to 59–61% of the graphite density,
and the fractal dimension was D = 2.89. Figure 1b shows
the surface of a nanotubular deposit. Here, one can see
2.5- to 5.5-µm aggregates including rounded fragments
with dimensions from 100 to 350 nm, which are com-
posed of multilayer nanotubes with a diameter of
12−15 nm. “Fluff” of such nanotubes is seen on the ver-
tices of intermediate fragments.

The temperature dependence of the differential
thermo emf S was measured relative to lead, which is
known to possess a zero thermo emf. A cold junction
was represented by the electric contact between the car-
bon sample surface (facing the cathode) and a massive
lead plate the temperature of which was equal to that of
the ambient medium. A hot junction was formed on the
opposite sample surface by pressing a lead needle with
a diameter of 0.1 mm to a fractal or nanotubular deposit
under a load of 0.2–2 N. The lead needle was situated
in a copper cylinder inside an electric heater, by which
the needle temperature could be controlled in a range
from 290 to 550 K. Mounted in the immediate vicinity
of the needle–sample contact point was the junction of
a chromel–alumel thermocouple made of 50-µm-thick
wires. In this structure, the S value was measured at a
temperature gradient of about 250 K/mm across the
sample. The control measurements of thermo emf on sil-
002 MAIK “Nauka/Interperiodica”
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ver plates (possessing a much higher thermal conductiv-
ity) gave S values close to the tabulated data. The relative
error of S measurements did not exceed 2–3%.

Figure 2 presents the results of thermo emf measure-
ments for the fractal (curve 3) and nanotubular (curve 4)
carbon deposits, in comparison to the S(T) curves for

Fig. 1. SEM micrographs showing the surface morphology
of (a) fractal (magnification, ×2600) and (b) nanotubular
(×8400) carbon deposits.
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Fig. 2. The plots of thermo emf versus temperature for
(1) polycrystalline graphite, (2) monocrystalline graphite,
(3) fractal carbon deposit, and (4) nanotubular deposit.

(a)

(b)
TECHNICAL PHYSICS LETTERS      Vol. 28      No. 8      200
mono- and polycrystalline graphite samples. In the tem-
perature range from 300 to 500 K, the thermo emf of the
fractal and nanotubular carbon deposits is 8–9 times that
of the polycrystalline graphite.

The magnitude and sign of thermo emf of a fine-
grained graphite were recently studied by Matsuœ et al.
[1]. In the finely disperse material (grain size, 30 nm),
the thermo emf was positive in the temperature range
from 4.2 to 300 K, with the S values at 300 K not
exceeding 10 µV/K. The values of S ~ 20 µV/K
observed in our samples are by no means surprising,
since the fractal deposits are composed of carbon parti-
cles with dimensions of 6–10 nm.

According to the concepts formulated in [2, 3], an
increase in the thermo emf of a material is ensured by a
“quantum-lattice” structure and by large active areas of
interphase and intergrain boundaries. From this stand-
point, both fractal and nanotubular carbon deposits
conform to the notions of a “quantum-lattice” structure:
the materials are composed of carbon particles with
dimensions on the order of 6–10 nm or of multilayer
carbon nanotubes 10–15 nm in diameter. Both materi-
als are porous, with the density amounting to 60 and
77% of the density of compact graphite, respectively.
Estimates of the specific internal surface area of the
fractal and nanotubular deposits gave values of 270 and
120 m2/g, respectively.

As is known (e.g., in semiconductors), the thermo
emf also increases with the charge carrier mobility in
the material [3]. The nanotubular deposits exhibit a
nondissipative electron transport [4]. Therefore, the
multilayer carbon nanotubes are characterized by a
quantum conductivity, which is independent of the nan-
otube length and diameter even at room temperature.
The fractal carbon deposit is also characterized by a
sufficiently high conductivity (~104 S/m at 300 K [5]),
which suggests the possibility of a ballistic charge
transport in the bulk of the material.

Thus, converting graphite into a form possessing a
nanotubular or fractal structure is accompanied by a
significant increase in the thermo emf. These structural
states can be used for the development of materials pos-
sessing improved thermoelectric characteristics.
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Abstract—A new method is proposed for determining the parameters of time-delay systems using the observ-
able time series. With this method, it is possible to reveal communications in the case of data transmission based
on the nonlinear mixing of the informative signal and a chaotic signal of the time-delay system. © 2002 MAIK
“Nauka/Interperiodica”.
Introduction. In recent years, using chaotic signals
for the hidden transmission of data has drawn consider-
able attention of researchers [1–7]. Various methods
were suggested for secretly transmitting an informative
signal employing chaotic dynamics, based on the prin-
ciples of chaotic masking, switching of chaotic
regimes, nonlinear mixing, frequency modulation by a
chaotic signal, etc. However, it was found that some of
these methods can, in fact, provide for only a limited
confidence. For example, an informative communica-
tion transmitted by various methods using chaotic sys-
tems of low dimensionality can be revealed by an
eavesdropper employing methods developed for
dynamic system reconstruction from the observable
time series [8] or by constructing sequence maps [9].

In the case of data transmission using chaotic sys-
tems of high dimensionality operating in a hyperchaos
regime, the secret information can be recognized in
some cases using a procedure of reconstruction of the
transmitting system [10] by methods using spectro-
grams [11] and neural networks [12]. Recently [13], it
was suggested to perform a secure data transmission
using time-delay systems exhibiting chaotic motions of
very high dimensionality. However, shortly after it was
demonstrated [14] that, in cases of chaotic masking and
modulation by a chaotic signal, the informative com-
munication can still be revealed by the method of time-
delay system reconstruction by the time series [15, 16].

Here we propose a new method for restoration of the
parameters of a chaotic transmitting time-delay system
from the observable time series. It will be demonstrated
that informative communications can be revealed in
cases of data transmission using a nonlinear mixing of
the informative signal and chaotic signal.

Description of the data transmission channel. A
communication system employing the nonlinear mix-
ing of an informative signal to a chaotic signal was pro-
posed by Volkovskiœ and Rul’kov [3] and then devel-
1063-7850/02/2808- $22.00 © 20680
oped by Dmitriev et al. [4]. In these methods, the cha-
otic signals were generated by a ring oscillator with
1.5 degrees of freedom [3] and by a ring scheme based
on the Chua system [4]. We suggest using the chaotic
carrier signals generated by a time-delay system char-
acterized by a large number of positive Lyapunov
exponents.

A schematic diagram of the communication system
is presented in Fig. 1. In the absence of an informative
signal (m(t) = 0), the transmitter can be described by a
differential equation with delay. In the simplest case,
this equation can be written as follows:

(1)

where x(t) is the state of the system at the time instant
t,  f is a nonlinear function, τ0 is the delay time, and ε0

is a parameter characterizing the inertia of the system.
The informative signal m(t) is added to a chaotic signal
x(t) in the adder and the total signal s(t) = x(t) + m(t) is
fed into the communication channel and, simulta-
neously, into a feedback loop of the transmitting sys-
tem. Oscillations of the transmitting system are

ε0 ẋ t( ) x t( )– f x t τ0–( )( ),+=

DLDL

ND ND

FF

–+

I II

m'(t)m(t)

x(t) y(t)

s(t) = x(t) + m(t)

Fig. 1. Schematic diagram of a communication system:
(I) transmitter; (II) receiver; (DL) delay line; (ND) nonlin-
ear device; (F) filter.
002 MAIK “Nauka/Interperiodica”



        

SEPARATION OF THE INFORMATIVE COMPONENT FROM A CHAOTIC SIGNAL 681

                                                                                                             
described by the equation

(2)

The receiver is composed of the same elements as the
transmitter, except for the adder being replaced by a
subtracter breaking the feedback chain, and is
described by the equation

(3)

where y(t) is the signal entering the subtracter. The sub-
tracter output yields the reconstructed informative sig-
nal m'(t) = x(t) + m(t) – y(t).

Once the elements of the receiving and transmitting
systems are identical, the two systems will be synchro-
nized after a certain transient process. Indeed, the dif-
ference ∆(t) = x(t) – y(t) between the oscillations
described by Eqs. (2) and (3) decreases for any ε0 > 0

because (t) = –∆/ε0. As a result of this synchroniza-
tion, x(t) = y(t) and m'(t) = m(t). Note that the quality
of reconstruction of the signal m(t) depends on neither
amplitude nor frequency characteristics. This implies
that complicated informative signals can be transmitted
without distortions.

Reconstruction of the time-delay system param-
eters from the observable time series. Security of
chaotic communication systems is based on the fact
that parameters of the transmitting system are known
only to the receiving party, which possesses an exact
copy of the transmitter. Using the data transmission
system described above, we will demonstrate that an
informative communication can be revealed by an
eavesdropper having access only to a time series of the
transmitted signal s(t). To this end, we have to recon-
struct parameters of the time-delay system of type (1)
generating the masking chaotic signal.

In order to restore the delay time τ0 from the observ-
able time series, we will use a method proposed in our
recent papers [17, 18], where it was shown that time
series of the systems of type (1) possess virtually no
extrema spaced from each other by τ0. Then, in order to
find τ0, we have to determine the numbers N of the pairs
of extrema spaced by various times τ in the known time
series. Upon plotting the N(τ) dependence, we deter-
mine the τ0 value as the position of the absolute mini-
mum of the N(τ) function. The presence of an informa-
tive component of small amplitude does not qualita-
tively change the shape of N(τ). As was demonstrated
in [17, 18], this method of determining τ0 works even at
a noise level on the order of 10%.

In order to determine the parameter of inertia ε0 and
the nonlinear function f of system (1) from the chaotic
time series, we propose a new method, which will be
first demonstrated in the absence of an informative sys-
tem. According to Eq. (1), a set of points with the coor-
dinates [x(t – τ0), ε0 (t) + x(t)] plotted on the plane

ε0 ẋ t( ) x t( )– f x t τ0–( ) m t τ0–( )+( ).+=

ε0 ẏ t( ) y t( )– f x t τ0–( ) m t τ0–( )+( ),+=

∆̇

ẋ
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would reproduce the function f. Since the quantity ε0 is
not known a priori, we have to plot ε (t) + x(t) versus
x(t – τ0) for various ε values until the obtaining of a sin-
gle-valued correspondence on the [x(t – τ0), ε (t) +
x(t)] plane, which is only possible for ε = ε0. A quanti-
tative criterion for this single-valued correspondence in
the search for ε0 can be represented by the condition of
minimum length L(ε) connecting the points [x(t – τ0),
ε (t) + x(t)] ordered with respect to the coordinate
x(t – τ0). A minimum in L(ε) will correspond to ε = ε0,
while the set of points corresponding to this ε on the
[x(t – τ0), ε0 (t) + x(t)] plane will reproduce the non-
linear function.

In contrast to other methods [15, 16] using only
extremal points or the points selected by a certain rule
for reconstruction of the nonlinear functions, the pro-
posed approach employs all points of the time series.
This circumstance allows the nonlinear function to be
more completely reconstructed using short time series
even for a weakly developed chaos. Note that the mix-
ing of an informative component of small amplitude to
the chaotic signal will insignificantly influence the
accuracy of determining ε0.

In order to estimate performance of the method in
the presence of perturbations, let us apply the proce-
dure outlined above to a process obtained by adding a
Gaussian white noise with zero mean to a time series
determined by the Mackey–Glass equation,

. (4)

Equation (4) can be converted to the form (1) by intro-
ducing ε0 = 1/b and the function f[x(t – τ0)] = ax(t –
τ0)/b(1 + xc(t – τ0)). Using the L(ε) function, it is possi-
ble to restore the ε0 value at a noise level on the order
of 3%.

Reconstruction of the receiving system parame-
ters. Once the transmitting system parameters are
restored, we can reconstruct the receiving system as
well. In order to demonstrate possibilities of the pro-
posed method, let us first consider a numerical example
representing a chaotic signal generated by the Mackey–
Glass system (4) to which a frequency-modulated (FM)
harmonic signal (communication) m(t) = Asin[2πfct –
Bcos(2πfmt)] is admixed. In the FM signal, A deter-
mines amplitude of the informative signal, fc is the cen-
tral frequency of the signal spectrum, B is the FM
index, and fm is the modulation frequency.

Figures 2a and 2b show fragments of the time series
and the power spectra of the FM signal and the total
transmitted chaotic signal s(t) = x(t) + m(t). Figure 2c
shows a plot of the number N of the pairs of extrema in
the s(t) time series which are spaced by τ from each other.
The N(τ) curve was constructed using 20000 points of the
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Fig. 2. (a) Fragments of the time series of a frequency-modulated harmonic signal m(t) = Asin[2πfct – Bcos(2πfmt)] with A = 0.01,

B = 3, fc = 5 × 10–3, and fm = 5 × 10–4; a total signal s(t) transmitted via the channel with a = 0.2, b = 0.1, c = 10, and τ0 = 300; and
the revealed signal m'(t); (b) power spectra of the signals (1) m(t), (2) s(t), and (3) m'(t); (c) plot of N(τ) with Nmin(t) = N(300.0);
(d) plot of L(ε) with Lmin(ε) = L(10.0) is normalized so that the most disordered set of points is characterized by L = 1; (e) recon-
structed nonlinear function.
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Fig. 3. (a) Fragments of the time series of a harmonic signal m(t) = Asin(2πfct) with A = 0.25 V and fc = 27 Hz, a total signal s(t)
transmitted via the channel, and the revealed harmonic signal m'(t); (b) power spectra of the signals (1) m(t), (2) s(t), and (3) m'(t).
s(t) time series containing about 600 extrema (the N(τ)
function is normalized to the total number of extrema).
The derivative (t) was estimated from the observable
time series using a local parabolic approximation.
Using the absolute minimum of N(τ), we estimate the
delay time at  = 300.0.

The L(ε) plot (Fig. 2d) was constructed using only
2000 points of the s(t) time series. The value of the
parameter of inertia determined as the position of min-

ẋ

τ0'
T

imum of the L(ε) curve is  = 10.0 (ε0 = 1/b = 10). A

nonlinear function reconstructed for the above  and

 values is depicted in Fig. 2e. This function was
approximated by polynomials of various powers. The
approximating functions ensured good quality of the
synchronous response of the receiver for polynomials
with a power of not less than 12. Figures 2a and 2b
show a fragment of the time series of the informative

ε0'

τ0'

ε0'
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FM signal, revealed by the proposed method, and the
corresponding power spectrum.

Another example is offered by an experimental data
transmission system in which a chaotic signal source is
represented by a time-delay feedback oscillator. In the
case when the filter F (see Fig. 1) is represented by a
low-frequency RC filter of the first order, the oscillator is

described by the equation RC (t) = –V(t) + f[V(t – τ0)],
where V(t) and V(t – τ0) are the delay line (DL) input
and output voltages, respectively; R and C are the resis-
tance and capacitance of the filter elements, respec-
tively; and f is the transmission function of the non-
linear device (ND). This equation is of type (1) with
ε0 = RC.

In our experiment, the nonlinear device possessed a
quadratic transmission function. An informative signal
admixed to the chaotic signal V(t) represented a har-
monic function m(t) = Asin(2πfct) with amplitude A
and frequency fc . The total transmitted signal was s(t) =
VB(t) + m(t). The signals m(t) and s(t) were recorded at
a sampling frequency of fs = 4 kHz. Figure 3 shows the
fragments of time series and the corresponding power
spectra of these signals together with the harmonic sig-
nal m'(t) revealed using the proposed method.

Conclusion. We proposed a new method for recon-
structing time-delay systems from the observable time
series and demonstrated the possibility of revealing
communications in systems of secure data transmission
using chaotic signals of time-delay systems. Thus,
communication systems employing signals of time-
delay systems can be insufficiently secure despite a
high dimensionality and a large number of positive
Lyapunov exponents of the chaotic attractors of these
systems.
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Abstract—The micromagnetic structure and local magnetic properties of permalloy microstripes with an
aspect ratio varying from 2 to 15 are studied by scanning Kerr microscopy. The local magnetic properties of the
microstripes strongly depend on their dimensions and on the position of a local site probed. It is established that
the local magnetic properties and the magnetization distribution in the samples are determined by inhomoge-
neous magnetic dipole fields. © 2002 MAIK “Nauka/Interperiodica”.
In recent years, considerable attention of research-
ers is devoted to the investigation of local magnetic
properties and remagnetization behavior of two- and
one-dimensional magnetic materials in which one or
two system dimensions fall within a micrometer or
nanometer range. Among these low-dimensional mag-
netic materials (LDMMs), most interesting are those
composed of magnetic micro- or nanowires; particular
examples are offered by ultrathin microstripes and
magnetic dots. The main methods of obtaining
LDMMs are high-resolution electron beam lithography
and electrochemical or chemical deposition of mag-
netic 3d metals onto porous semiconductor substrates.

Investigation of the micromagnetic structure (equi-
librium magnetization distribution) of the LDMMs, the
relationship between their dimensions and local mag-
netic properties, and the influence of low-dimensional
magnetic elements on the remagnetization processes in
these materials are currently important problems for the
physics of magnetic phenomena. At the same time,
monitoring the magnetic behavior of LDMMs is impor-
tant for practical applications, since LDMMs are
widely used in miniature devices of modern microelec-
tronics. The micromagnetic structure and magnetic
properties of LDMMs can be studied by a variety of
experimental techniques (including atomic and mag-
netic force microscopy, SQUID magnetometers, etc.)
[1–9]. However, the most rapid and fullest characteriza-
tion of LDMMs is provided by the scanning Kerr
microscopy techniques.

The aim of this work was to study the micromag-
netic structure and local magnetic properties of permal-
loy microstripes with the ratio of length l to width w
(aspect ratio) varying from 2 to 15 by the scanning Kerr
microscopy method. Within the framework of this
study, we paid considerable attention to the analysis of
magnetostatic interaction between microstripes.
1063-7850/02/2808- $22.00 © 20684
The samples, comprising sets of periodically
arranged microstripes, were prepared from Ni80Fe20

permalloy films by high-resolution electron beam
lithography. The initial Ni80Fe20 permalloy films were
obtained by dc magnetron sputtering at a residual pres-
sure in a working chamber of 10–8 Torr and an Ar pres-
sure of 1 × 10–4 Torr. These films exhibited a uniaxial
magnetic anisotropy with an easy magnetization axis in
the film plane. The saturation field Hs and the coercive
field Hc for the magnetization reversal along the easy
axis were 8.2 and 1.2 Oe, respectively.

Each sample contained a total of ~1 × 106 micros-
tripes. The microstripes were oriented with their long
sides in the direction of the easy axis of the initial films.
The stripe width was w = 2 µm. In the series of samples
studied, the l/w ratio varied from 2 to 15, while the
spacing S1 of microstripes in each row varied from 0.25
to 4 µm; the distance between rows was S2 = 2 µm. The
microstripes possessed distinct 90° side faces. We also
prepared samples containing single microstripes with
the dimensions indicated above.

The micromagnetic structure and local magnetic
properties of the permalloy microstripes described
above were studied with the aid of a magnetooptical
micromagnetometer. The experimental setup was con-
structed on the basis of a polarization microscope
ensuring a magnification of up to 1200× and a linear
resolution of up to 0.2 µm. The size of a microscopic
near-surface region of the sample probed by the micro-
magnetometer was determined by the width of a slit
mounted in the microscope image plane in front of the
optical detector. By scanning the microstripe image
along the length l with the 0.5 × 2 mm slit, we measured
the local hysteresis loops and the distribution of the in-
plane magnetization components using the equatorial
Kerr effect.
002 MAIK “Nauka/Interperiodica”
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Distributions of the magnetization component Mn
perpendicular to the microstripe surface were measured
using the polar Kerr effect. The sensitivity of measure-
ments was increased by using a modulation technique
for the detection of magnetooptical signals. Therefore,
the samples were subjected to remagnetization in an
alternating magnetic field H at a frequency of f = 80 Hz.
The field H was applied in the sample plane in the
direction parallel to the microstripe length. Under these
conditions, we actually measured the ratios δ(l, H)/δs ~
M(l, H)/Ms , where δ = (I – I0)/I0; I and I0 are the inten-
sities of light reflected from magnetized and nonmag-
netized samples, respectively; and δs denotes the value
of δ at M = Ms , where Ms is the saturation magnetiza-
tion. These measurements were performed in the cen-
tral regions of the samples.

Figure 1 shows the local hysteresis loops measured
in the central and terminal regions of microstripes of
various length. As can be seen, the local magnetic char-
acteristics of the microstripes depend both on their
dimensions and on the local site position. In particular,
the local values of Hs increase with decreasing micros-
tripe length l and with increasing distance from the
microstripe center. It was found that the local saturation
fields of the samples composed of microstripes are
greater than the Hs values of continuous films, but
smaller than the Hs of single microstripes. We calcu-
lated the local Hs values using an analytical expression
for the local demagnetization factor of the central
region of a rectangular element (Fig. 2a) [10]. It was
found that, for l/w < 7, the calculated and measured Hs
values virtually coincide, while for l/w > 7, the experi-
mental values are considerably greater than the calcu-
lated ones.

The latter discrepancy can be explained as follows.
The measured magnetization distributions showed that
the microstripes with l/w > 7 contain in-plane magneti-
zation components both parallel (M||) and perpendicu-
lar (M⊥ ) to the applied magnetic field. The function
M⊥ (l ) changes sign, while the M⊥  value is nonzero up
to high magnetic field strengths, where the M|| compo-
nent almost ceases to change, reaching a level of
(0.97–0.98)Ms . These data suggest that microstripes
with l/w > 7 exhibit a buckling remagnetization mode.
The existence of M⊥  gives rise to stray fields perpendic-
ular to applied magnetic field H, which accounts for
blocking of the remagnetization process and leads to an
increase in Hs .

The shape of the local hysteresis loops (Fig. 1)—in
particular, an almost linear dependence of the magneti-
zation on the magnetic field strength—is evidence that
the remagnetization of microstripes takes place prima-
rily via rotation of the local magnetization vectors.

Let us consider in more detail the results of investi-
gation of the micromagnetic structure (equilibrium mag-
netization distribution) in the microstripes. Figure 3a
shows distributions of the in-plane magnetization com-
TECHNICAL PHYSICS LETTERS      Vol. 28      No. 8      2002
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Fig. 1. Local hysteresis loops measured in (1) central and
(2) terminal regions of permalloy microstripes with dimen-
sions (a) 2 × 4 × 0.015 µm and (b) 2 × 6 × 0.015 µm. The
measurements were performed using the equatorial Kerr
effect with a low-frequency magnetic field oriented along
the microstripe length l. The spacing of microstripes in both
samples was S1 = 0.5 µm. The inset in the left panel indi-
cates the sites of measurements on a microstripe.
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Fig. 2. (a) Dependence of the calculated (1) and experimen-
tal (2) local saturation fields Hs in the central region of a
microstripe on the aspect ratio l/w; (b) plot of the planar
magnetization component in the edge part of a microstripe
versus spacing S1 for the samples of microstripes with
dimensions 2 × 6 × 0.015 µm. Dashed line indicates the
magnetization of the edge part of an isolated microstripe.
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the samples containing microstripes with dimensions 2 × 6 ×
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The low-frequency magnetic field H = 13 Oe was oriented
along the microstripe length l. The inset in the left panel
shows the arrangement of microstripes in a sample.
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ponents parallel to the magnetic field applied along the
microstripe length. The curves refer to samples of
microstripes with the same dimensions, but with differ-
ent spacings S1. Measurements of the polar Kerr effect
showed that, besides the in-plane magnetization com-
ponents, there exist components Mn perpendicular to
the microstripe surface. The polar Kerr effect was mea-
sured using a magnetic field H parallel to l and light
normally incident onto the sample. Figure 3b shows the
plots of Mn(l) measured for the same samples. As can
be seen from Fig. 3, the normal magnetization compo-
nent exists in the planar field only in the terminal parts
of the microstripes. The appearance of Mn can be
explained by the presence of stray fields in these
regions. It is also seen that the local magnetization
components (both Mn and M||) in the terminal parts of
microstripes increase with decreasing S1, while the
local values of Mn and M|| in the central regions vary
insignificantly. Moreover, it was found that the M||(l)
and Mn(l) curves exhibit asymmetric shapes, provided
that the S1 values of the nearest neighbor microstripe
are different.

Figure 2b presents a plot of the planar magnetization

component of the edge part of a microstripe  ver-

sus S1, where  is the local planar magnetization
averaged over a terminal region of 0.25 × 2 µm. As can

be seen from these data, the  value increases with
decreasing S1 in the region of S1 < 1.25 µm and asymp-

totically tends to the value of  for S1 = ∞ (isolated
stripe) in the region of S1 > 1.25 µm. This behavior is
explained as follows. According to micromagnetic cal-
culations [11], a local demagnetization factor for the
probed region of a microstripe (belonging to a set of
~106 magnetic microstripes) depends both on the posi-
tion of this region in the given microstripe and on the
spacing of microstripes in the sample. This is related by
inhomogeneous magnetic dipole fields arising during
the magnetization of samples. These fields rapidly
decay (as ~1/r2) with distance from the edge (on
approaching the central part), which is accompanied by
a decrease in the local demagnetization factor. As a
result, the local magnetization of the central regions

M ||
edge

M ||
edge

M ||
edge

M ||
edge
TE
changes rather slightly, while the terminal regions are
subject to a strong influence of inhomogeneous dipole
magnetic fields. As the microstripe spacing S1
decreases, this effect becomes more pronounced due to
increasing interaction between the microstripes.

In conclusion, magnetooptical investigation of the
samples comprising sets (~106) of permalloy micros-
tripes with micron dimensions showed that the local
magnetic properties of these microstripes strongly
depend on their dimensions, the position of a local site
probed, and the mutual arrangement (spacing) of
microstripes. It has been shown that behavior of the
samples studied is determined primarily by the inho-
mogeneous magnetic dipole fields. It has been experi-
mentally established that a strong magnetostatic inter-
action between microstripes in the samples is mani-
fested beginning with a spacing of S1 < 1.25 µm.
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Abstract—The structure of a 3D subsonic flow behind a diffracted shock wave was studied by experimental
and numerical methods for the incident shock wave Mach numbers M0 close to unity. It is established that vortex
shocks appear in the flow behind the diffracted shock wave even when M0 decreases to 1.04, which is much
lower than the threshold Mach number obtained analytically for a 2D automodel case. The time interval from
the outflow start to the local supersonic zone formation, as well as the experimentally measured time of appear-
ance of the first vortex shock, increase with decreasing M0. © 2002 MAIK “Nauka/Interperiodica”.
When a shock wave expands on emerging from a
channel into space, the boundary of the outflowing gas
(on which the flow velocity exhibits discontinuity)
forms a large-scale vortex. The formation of a second-
ary shock wave in this large-scale vortex was revealed
by numerical analysis of a weak shock wave diffracted
on a dihedral angle in unbounded space for the incident
shock wave Mach numbers M0 ≥ 1.45 [1] and experi-
mentally observed in a shock wave emerging from a
rectangular channel and diffracted on a flat dihedral
angle for M0 ≥ 1.33 [2, 3]. These results suggest that
local supersonic zones appear in a subsonic cocurrent
flow. The formation of vortex shocks as a result of the
supersonic jet drag leads to an increase in the entropy
and favors dissipation of the mechanical energy in the
flow behind the diffracted shock wave.

The observed phenomena can be explained by the
following factors: (i) the formation of a shock wave in
the vortex due to coherent structures appearing as a
result of the Kelvin–Helmholtz instability development
at the interface between two media; (ii) the flow accel-
eration under the action of three-dimensional (3D) rar-
efaction waves entering into the channel; and (iii) the
formation of a quasi-nozzle in the flow by a separation
line coiling into a vortex.

Sun and Takayama [2] attempted to theoretically
predict the value of M0 for which a secondary shock
wave will appear in a semibounded space (automodel
case). It was assumed that the shock wave formation at
the vortex core is caused by a supersonic flow created
by rarefaction waves at the dihedral angle. It was found
that a minimum incident shock wave Mach number for
which the secondary supersonic flow can arise is 1.346.
This threshold value was consistent with the results of
experiments performed with a flat dihedral angle [3]
1063-7850/02/2808- $22.00 © 20687
and with a weak shock wave emerging from a channel
with rectangular cross section [2]. However, it should
be noted that the appearance of weak shocks is difficult
to detect by the interferometric techniques employed
in [2, 3].

Table 1.  Experimental dependence of the vortex shock for-
mation time t on the incident shock wave Mach number M0

M0 t, µs M0 t, µs

1.1 595 1.31 352

1.15 498 1.32 304

1.23 425 1.34 288

1.24 389 1.35 278

1.25 401 1.37 292

1.25 389 1.37 270

1.27 352 1.38 231

1.3 352 1.45 183

Table 2.  Time of the vortex shock formation numerically
calculated for various Mach numbers of the incident shock
wave

M0 t, µs

1.40 43 0.30

1.35 65 0.45

1.30 143 0.99

1.27 215 1.49

1.25 288 2.00

t
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As is known, the channel output geometry influ-
ences the intensity of a diffracted wave and the struc-
ture of a flow behind this wave. For a shock tube with a
square cross section, the diffracted shock wave acquires
a complicated 3D shape [4] varying in time and space.
It was pointed out that the emerging flow structure
behind a strong diffracted shock wave in the 3D case is
different from the patterns observed in the axisymmet-
ric and flat cases [5].

1

2

34

5

6

3

3

Fig. 1. The flow pattern behind a diffracted shock wave

(M0 = 1.04; t = 1200 µs;  = 8.3) illustrated by (a) a
schlieren photograph, (b) the image processed by Adobe
Photoshop, and (c) schematic diagram of the flow structure:
(1) diffracted shock wave (outside the imaged area); (2) an
interface between the gas driven by the diffracted shock
wave and the gas emerging from the channel; (3) vortex
shock; (4) vortex loop; (5) the Kelvin–Helmholtz instability
at the separation line; (6) shock wave tube output edge.

t

(b)
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Here we report the results of experimental and
numerical investigation of the formation of local super-
sonic zones and vortex shocks in a 3D case, in the flow
behind a weak shock wave emerging from the channel
with a square cross section.

The experiments were performed in a setup com-
prising a shock tube connected to a vacuum chamber.
The working gas was air. The shadow pattern of the
flow structure evolution behind the shock wave was
monitored by a modified high-speed camera of the
VSK-5 type, which allowed up to 72 images sized 16 ×
22 mm to be obtained in each experiment at a time
interval of 4–7 µs. In order to analyze some details of
the process, we obtained separate 24 × 36 mm images
with the aid of a spark light source. A typical schlieren
photograph of the flow pattern formed upon diffraction
of a shock wave emerging from a square channel is
shown in Fig. 1. The shot was made at a time instant
corresponding to t = 1200 µs after the wave escaped
from the channel output. In addition, Fig. 1 presents the
results of computer processing of the image and a sche-
matic diagram of the flow structure. As can be seen,
there are sharp changes in intensity at the corners of the
vortex ring. In order to check that the observed optical
inhomogeneity corresponds to a shock wave, we con-
ducted experiments with the Foucault knife in the
reverse position. The vortex shock formation in sepa-
rate shots was observed even upon decreasing the inci-
dent shock wave Mach number down to M0 = 1.04.

The monitoring of evolution of the flow structure
behind the shock wave allowed us to trace dependence
of the time of the vortex shock formation on the Mach
number of the incident shock wave (Table 1). The rela-

tive time interval  (in dimensionless units) from the
outflow start to the vortex shock’s appearance linearly

decreases by the law  = 13–8.2M0 when the incident
shock wave Mach number M0 increases.

The results of numerical calculations of a 3D field of
the flow parameters behind the diffracted shock wave
showed that, by a certain time instant t after the outflow
start, zones with a Mach number above unity appear
near the vortex (Table 2). The dimensionless time is

obtained by normalization to d/ , where d is the
channel cross section side length and P0 and ρ0 are the
initial pressure and gas density in the working chamber,
respectively. Under the experimental conditions stud-
ied, the dimensionless time unit corresponds to 144 µs.

According to the results of calculations, the forma-
tion of a supersonic flow zone takes place at a lower
value of the incident shock wave Mach number M0 as
compared to that at which the vortex shock is experi-
mentally observed (Table 1). The difference can be
related to the fact that the vortex shock formation
requires additional time. This time increases with
decreasing M0, which explains why the vortex shocks

t

t

P0/ρ0
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were not observed in [2, 3]. The pressure jump in the
vicinity of the vortex is illustrated in Fig. 2.

Thus, the experiments and numerical calculations
showed that vortex shocks appear in a 3D subsonic flow

1.04

1.00

0.96

0.92

0.88
0 0.4 0.8 1.2 1.6

P/P0

x/d

Fig. 2. A flow pressure profile along the square diagonal in
the cross section spaced by 0.5d from the channel output at

a time instant  = 2.15 (t = 310 µs). Numerical calculation
for M0 = 1.25.

t
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behind a diffracted shock wave at the incident wave
Mach numbers M0 below a threshold determined ana-
lytically for a 2D automodel case.
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Abstract—A method and the corresponding experimental setup for the in vivo laser monitoring of temporal
variations in the velocity and direction of flow in lymphatic microvessels are described. Experimental results
on the laser monitoring of flow in the mesenteric microvessels of rat are presented. The method is based on an
analysis of the statistical properties of the dynamic speckle fields and provides for a high spatial resolution. The
results of determination of the lymph flow velocity by the proposed method agree well with analogous data of
functional transmission microscopy. © 2002 MAIK “Nauka/Interperiodica”.
Introduction. The lymphatic vascular system plays
an important role in maintaining tissue homeostasis in
an organism. Investigation of the alternating local
lymph flow in microvessels is of considerable interest
from the standpoint of physiology, since the lymphatic
drainage of organs and tissues is the factor ensuring
their normal functioning due to permanent removal of
excess fluids, proteins, and cells from the interstitial
space and return to the blood flow [1–5].

At present, there are two basic methods for measur-
ing the flow velocity with an allowance for the flow
direction, which can be, in principle, used for the in
vivo monitoring of lymph motion in microvessels of the
lymphatic system. The first method is offered by func-
tional biomicroscopy techniques involving video
record of the vessel studied, followed by a shot-by-shot
analysis of the video images [5, 6]. However, this
approach is applicable for relatively low cell concentra-
tions in the flow and involves a time-consuming stage
of image processing. The second method, called laser
Doppler anemometry, is based on using the optical
heterodyne effect for determining the Doppler fre-
quency shift of laser radiation scattered from moving
particles [7]. The main disadvantage of this method is
the need for using complicated and expensive devices
ensuring a single-sideband modulation of the optical
radiation, which is necessary for measuring small veloc-
ities of biological flows and determining the flow direc-
tion [8, 9].

The results of our previous investigations showed
good prospects for using the method of speckle inter-
ferometry for in vivo evaluation of local lymph flow [5,
10, 11]. This method ensured a rapid and relatively sim-
ple measurement of the lymph flow velocity. Unfortu-
1063-7850/02/2808- $22.00 © 20690
nately, it was only possible to calculate the relative
average lymph flow velocity without determining the
flow direction.

Here we describe for the first time the method and
the experimental setup for the in vivo laser monitoring
of temporal variations in the velocity and direction of
lymph flow in the mesenteric microvessels of rat. The
method is based on an analysis of the statistical proper-
ties of the dynamic speckle fields generated by focused
laser radiation and ensures high spatial resolution. The
results of determining the lymph flow velocity by the
proposed method agree well with analogous data
obtained by functional transmission microscopy. Using
the new technique in combination with the latter
method significantly expands the possibilities of diag-
nostics involving the study of cell flows with compli-
cated dynamics.

Spatiotemporal correlation of dynamic speckle
fields. An approximate optical model of the lymph flow
in a microvessel with a diameter of about 100 µm, at a
cell concentration in the lymph on the order of 10%, is
provided by a random phase screen (RPS) model [10,
11]. Let us consider the scattering of a beam of coherent
radiation from a moving RPS. The spatiotemporal cor-
relation function of the scattered light intensity at two
points is as follows [12]:

(1)

where r is the difference of coordinates of the two
points in the observation plane, τ is the delay time, v is

g1 r τ,( ) 1–

=  
v 2

w2
--------τ2– 

  1

rs
2

---- r 1 l
ρ
---+ 

  vτ–
2

– 
  ,expexp
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the RPS velocity, w is the radius of the illuminated RPS
area, ρ is the radius of curvature of the wave front in the
RPS plane, l is the distance from the RPS plane to the
observation plane, rs = 2l/(k0w) is the average speckle
size, and k0 is the incident radiation wavenumber.

As can be seen from Eq. (1), the speckle field is
translated in the observation plane at a velocity

(2)

where τd is the position of maximum of the correlation
function. During this, the structure of the speckle field
continuously changes and, after traveling a distance

, (3)

the correlation decreases e times. In the case when r is
parallel to v, |r| ! rT , and ρ ! l, relation (2) yields a
simple expression for the flow velocity:

(4)

Thus, in the approximation of a single uniformly mov-
ing thin RPS and a fixed scattering geometry, the posi-
tion τd of the maximum of the mutual correlation func-
tion of the dynamic speckle field is inversely propor-
tional to the flow velocity.

Experimental setup. Figure 1 shows a schematic
diagram of the experimental setup based under a bio-
logical microscope for in vivo laser monitoring of the
flow velocity of biological fluids in microvessels. The
radiation of a He–Ne laser (LG-207, λ = 633 nm) is
transmitted through the illumination channel and
focused by the microscope lens in a plane spaced by
about 100 µm from the axis of a microvessel studied.
The radiation scattered from the lymph flow is detected
by two photodetectors situated at a distance of 300 mm
from the objective plane of the microscope. The work-
ing area diameter of each photodetector is 3 mm, which
corresponds to an average speckle diameter in the
observation plane. The distance between the centers of
photodetectors (7 mm) is significantly smaller than the
rT value given by formula (3). The centers of photode-
tectors are situated on the line parallel to the direction
of translation of the speckle field.

The output signals of the photodetectors are ampli-
fied by the photocurrent converters and digitized by a
two-channel 16-digit analog-to-digital converter. The
frequency of discretization is selected depending on the
interval of flow velocities measured. The data are fed
into a personal computer, which constructs a mutual
correlation function of the signals from photodetectors,
determines the position of maximum, and calculates the
flow velocity.

A digital video camera mounted on the microscope
column monitors the sample (rat mesentery) area

Vs
r
τd

---- 1 l
ρ
---+ 

  v,= =

rT 1 l
ρ
---+ 

  w=

v
ρ
l
--- r

τd

----.≈
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simultaneously with registration of the speckle signals.
From this record, it is possible to determine the average
lymph flow direction and velocity (in µm/s), as well as
some other parameters of the lymph microcirculation
(microvessel diameter, phase contractility, and valve
operation). In order to avoid illumination of the camera
by the laser radiation and illumination of the photode-
tectors by the microscope illuminator, the camera
objective and illuminator are equipped with green light
filters, while the photodetectors are provided with a red
light filter.

The experiments were performed on white mongrel
rats. A narcotized animal was placed on a temperature-
controlled stage of the microscope. The lymph flow
was studied in vivo in a mesentery of the small intestine
in the transillumination mode.

Results and discussion. The experimental setup
described above allows variations in the velocity and
direction of the motion of cells at the intersection of the
laser beam and the lymph microvessel to be monitored
on a real time scale. The measurements are performed
at a time resolution of 20 ms in a velocity range from
10 µm/s to 10 mm/s. 

Figure 2 shows a typical record of the lymph flow
velocity versus time in a rat mesenteric microvessel
with a diameter of 150 µm. The record of the laser
velocimeter (curve a) is compared to the data obtained
upon processing of the video record (curve b). As can
be seen, the curves show a good mutual correspondence
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Fig. 1. A schematic diagram of the setup for the in vivo laser
monitoring of the lymph flow dynamics in microvessels:
(1) digital video camera; (2) microobjective; (3) He–Ne
laser; (4) beam splitter; (5) photodiodes; (6) red filter;
(7) photocurrent converter-preamplifier; (8) personal com-
puter; (9) green filter; (10) mirror; (11) illuminator;
(12) temperature-controlled stage; (13) lymphatic
microvessel (rat mesentery).
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between the data obtained by the two independent tech-
niques. A certain scatter in the values of flow velocity is
explained by the fact that the video-record processing
gives the average velocity of cells in the whole cross
section of the vessel studied, while the laser velocime-
ter measured only the average velocity of the cells
crossing a probed region with a diameter of about
40 µm situated in the central part in the lymphatic
microvessel.

It should be noted that determination of the lymph
velocity using a video record is a very laborious proce-
dure, since it is necessary to measure the cell positions
in each sequential shot, followed by averaging of the
calculated values over the whole sequence. At the same
time, transmission microscopy gives absolute values of
the lymph flow, which are necessary for calibrating the
relative velocities determined from the speckle interfer-
ometry data.

Conclusion. The proposed method of determining
the lymph flow velocity with an allowance for the flow

1 2 3 4 5 6 7 8 9 10 11 12 13 14 150
–600

–400

–200

200

400
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0

t, s

V, µm/s

a b

Fig. 2. Time variation of the lymph flow velocity in a
microvessel (a) monitored by the laser velocimeter and
(b) restored from the functional transmission microscopy
record.
T

direction is simple in realization and allows the lymph
flow dynamics to be monitored in vivo on a real time
scale. Using a laser velocimeter for monitoring time
variations of the lymph flow velocity significantly
increases the possibilities of functional microscopy,
which is still one of the basic methods for investigation
of the microcirculation of biological fluids [6].

Acknowledgments. This study was supported by
the Russian Foundation for Basic Research (project
no. 00-15-96667 of the Leading Scientific Schools Pro-
gram) and by the US Civilian Research and Develop-
ment Foundation for Independent States of the Former
Soviet Union (CRDF Award no. REC-006).

REFERENCES
1. N. G. McHale, News Physiol. Sci. 10, 112 (1995).
2. V. M. Buyanov and A. A. Alekseev, Lymphology of

Endotoxicosis (Meditsina, Moscow, 1990).
3. A. A. Gashev, Fiziol. Zh. SSSR im. I.M. Sechenova 77

(7), 63 (1991).
4. D. A. Berk, M. A. Swartz, A. J. Leu, and R. K. Jain,

Am. J. Physiol. 270, H330 (1996).
5. G. E. Brill’, E. I. Galanzha, S. S. Ul’yanov, et al., Fiziol.

Zh. im. I.M. Sechenova 87 (5), 600 (2001).
6. Yu. I. Gurfinkel’, V. V. Lyubimov, V. N. Oraevskiœ, et al.,

Biofizika 40 (4), 793 (1995).
7. B. S. Rinkevichyus, Laser Diagnostics of Flows (Mosk.

Énerg. Inst., Moscow, 1990).
8. T. Eiju, M. Nagai, K. Matsuda, et al., Opt. Eng. 32 (1),

15 (1993).
9. B. A. Levenko, A. V. Priezzhev, S. G. Proskurin, et al.,

Izv. Akad. Nauk, Ser. Fiz. 59 (6), 162 (1995).
10. S. S. Ulyanov, V. V. Tuchin, A. A. Bednov, et al., Lasers

Med. Sci. 12, 31 (1997).
11. S. S. Ulyanov, J. Biomed. Opt. 3 (3), 237 (1998).
12. T. Yoshimura, J. Opt. Soc. Am. A 3 (7), 1032 (1986).

Translated by P. Pozdeev
ECHNICAL PHYSICS LETTERS      Vol. 28      No. 8      2002



  

Technical Physics Letters, Vol. 28, No. 8, 2002, pp. 693–695. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 28, No. 16, 2002, pp. 65–70.
Original Russian Text Copyright © 2002 by Zegrya, Konstantinov, Matveentsev.

                                                          
The Energy Spectrum of Charge Carriers 
in a Strongly Oblate Ellipsoidal Quantum Dot

G. G. Zegrya, O. V. Konstantinov, and A. V. Matveentsev
Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg, 194021 Russia

Received March 28, 2002

Abstract—A new method of introducing curvilinear coordinates for an oblate ellipsoid of revolution is devel-
oped, which is valid for charge carriers obeying a parabolic isotropic dispersion law. Using this method, simple
analytical formulas are derived for the energy spectrum of carriers in an oblate ellipsoidal quantum dot. Accord-
ing to these expressions, there are energy levels of two types. The first type is characterized by a quantum num-
ber corresponding to the motion of carriers predominantly along the minor axis of the ellipsoid. The distances
between levels of the first type are large: only one such level is found in an InAs quantum well confined between
GaAs layers. The second type is characterized by a quantum number corresponding to the motion of carriers
along the major axis of the ellipsoid. The distances between levels of the second type are small and many such
levels can be sometimes accommodated in a quantum dot, their number rapidly increasing with the degree of
oblateness of the ellipsoid. © 2002 MAIK “Nauka/Interperiodica”.
Introduction. The case of a quantum well, in which
the motion of carriers in the well plane is not quantized
and the continuous spectrum of lateral motion forms a
band, has been exhaustively studied. The well bottom
corresponds to a level of the first type. It is important to
note that the lowest energy level of this type in the
quantum well corresponds to a nodeless wave function.
In papers [1, 2], devoted to the theory of energy levels
in a quantum dot (QD), it was assumed that the lowest
state belongs to a different type, corresponding to a
wave function with a single node at the center of the
well. In the case of a parabolic dispersion law, such lev-
els cannot be accommodated in the well. For this rea-
son, previously [2] we used a nonparabolic law of dis-
persion, which allowed a state with a single-node wave
function to exist at the QD center.

Below we demonstrate that a strongly oblate ellip-
soid of revolution allows a bound ground state to exist,
the wave function of which, like that in the quantum
well, exhibits no nodes. This level is accompanied by a
substructure of states with various quantum numbers
corresponding to the motion along the major axis of the
ellipsoid.

The ellipsoidal QD model. Consider an ellipsoidal
QD with the shape determined by the equation

(1)

where r and b are the minor and major axes of the ellip-
soid of revolution, respectively. Let us introduce the
factor n, representing the ratio of axes so that b = nr,
and a system of coordinates of the spherical type in

x2 y2+

b2
---------------- z2

r2
----+ 1,=
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which the ellipsoid surface represents a sphere of radius
r = const:

(2)

However, this system is not convenient because the cur-
vilinear coordinates are not orthogonal. In order to
demonstrate this, let us consider the square of a length
element,

(3)

where dx, dy, dz are differentials of the Cartesian coor-
dinates related to the curvilinear coordinates r, θ, ϕ by
expressions (2). Calculation of the square of a length
element in the curvilinear coordinates yields

(4)

As can be seen from this formula, the coordinates r, θ
are mutually orthogonal only for n = 1. Upon substitut-
ing variables

(5)

we obtain

(6)

Let us consider the limiting case of a strongly oblate
ellipsoid (n @ 1). In this case, the term r2dθ2 can be
ignored and the curvilinear coordinates r, R, ϕ become
orthogonal since the squared arc length contains no

x = nr θ ϕ, ycossin  = nr θ ϕ,sinsin z = r θ.cos

ds2 dx2 dy2 dz2,+ +=

ds2 dr2 r2dθ2 n2r2 θdϕ2sin
2

+ +=

+ n2 1–( ) θdrsin r θdθcos+[ ] 2.

R r θ; dRsin θdr r θdθ,cos+sin= =

ds2 dr2 r2dθ2 n2R2dϕ2 n2 1–( )dR2.+ + +=
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cross products of differentials of the curvilinear coordi-
nates:

(7)

Note that the factors at the squares of differentials of the
curvilinear coordinates in expression (7) represent the
squares of the Lamé coefficients [3] in these coordi-
nates:

(8)

Using these coefficients, it is easy to construct the
Laplacian for a strongly oblate ellipsoid with n @ 1
(see, e.g., [3]):

(9)

which is analogous to the Laplacian in a cylindrical
coordinate system.

The substructure of quantum levels. Consider the
Schrödinger equation

(10)

(11)

where k and p are the discrete components of a quasi-
wave vector, the values of which are determined from
the boundary conditions of a given problem. For the
variables ϕ and R, the boundary conditions express a
cyclic character of the wave function. As for the vari-
able r, the boundary conditions correspond to finiteness
and continuity of the wave function at r = 0 and to con-
tinuity of the wave function and its derivative along the
normal on the surface r = a. Under these boundary con-
ditions, the Hamiltonian of Eq. (10) admits the separa-
tion of variables. For this purpose, we can seek a wave
function in the form of a product of three functions

(12)

In view of the periodicity of the wave function with
respect to variable ϕ, the quantum number M must be
an integer (M = 0, 1, 2, …).

According to Eq. (11), the energy is a sum of two
terms. The first term E(k) represents the energies of lev-
els corresponding to the electron motion along the
radial coordinate r. The spectrum of these energies is
characterized by large distances between levels. The
second term E(p) describes a substructure of the energy
levels and corresponds to the motion of electrons pre-
dominantly along the major axis of the ellipsoid. After
the separation of variables, Eq. (11) yields two one-
dimensional equations. One of these, corresponding to
the motion of carriers predominantly along the radius,
determines the ground state with a nodeless wave func-
tion η(r) = coskr. The other equation, corresponding to

ds2 dr2 n2dR2 n2R2dϕ2.+ +=

Hr 1; HR n; Hϕ nR.= = =

∇ 2Ψ ∂2Ψ
∂r2
----------

1

n2
----- 1

R
--- ∂

∂R
------ R

∂Ψ
∂R
-------- 

  1

R2
-----∂2Ψ

∂ϕ2
----------+ ,+=

"
2

2m
------- ∇ 2Ψ– EΨ,=

E
"

2

2m
------- k2 p2+( ) E k( ) E p( ),+= =

Ψ eiMϕχ R( )η r( ).=
TE
the motion of carriers along the major axis of the ellip-
soid, is as follows:

(13)

Taking into account that the wave function must be
finite at R = 0, a solution to Eq. (13) can be expressed
through a Bessel function with an integer index M:

(14)

Now let us change the reference direction for count-
ing the polar angle. To this end, we pass from θ to the

new variable θ' =  – θ, for which R = rcosθ'. The new

limits of variation of the variables are as follows:
−π/2 < θ' < π/2; –a < R < a. For an even M, the solution
represents an even function Ψ(R) = Ψ(–R). The bound-
ary condition at θ' = π/2 (R = 0) consists in that the
derivative must be continuous. Since the function χ
must be even with respect to the angle θ', the derivative
must turn zero at θ' = π/2 (i.e., at R = 0), otherwise the
function would exhibit a break at this point. Thus, the
boundary condition for an even M reduces to the
requirement that the derivative must be zero (  = 0) at
R = 0. For an odd M, the solution represents an odd
function Ψ(R) = –Ψ(–R). In this case, the boundary
condition at θ' = π/2 (R = 0) consists in that the function
must be zero (i.e., JM = 0). Thus,

(15)

The roots of these equations are known (see, e.g., the
handbook [4]). Each root is characterized by the num-
ber s: P ≡ Ps(M), Q ≡ Qs(M) (s = 1, 2, 3, …). The first
roots in this series are as follows: P1(0) = 0; P1(2) ≈ 3.0;
Q(1) = P2(0) ≈ 3.8. It should be emphasized that the
equation for the derivative has a zero root (correspond-
ing to a zero energy) for the motion along the major
axis.

Numerical values of energies. The main feature of
the above solution is that the system always has at least
one bound state E(k) for any effective mass and an arbi-
trary potential step at the quantum well boundary. For
this reason, the proposed theory can be applied to
description of the energy spectrum of electron within
the framework of a parabolic model. Let us assume that
the energies of electrons and holes inside the well obey
the parabolic dispersion law:

(16)

where mc = 0.027m0 and mv = 0.41m0 are tabulated val-
ues of the effective electron and hole masses, respec-
tively, in an InAs crystal. Outside the well in the GaAs

1
R
--- d
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crystal, the corresponding effective masses of charge
carriers are as follows:

(17)

In this region, the wave function is described by the
exponent exp(–qr), where

(18)

mB is the carrier (electron or hole) mass in GaAs given
by formulas (17), and the corresponding potential steps
at T = 300 K are equal to ∆Ec = 0.70 eV and ∆Ev =
0.38 eV. Discrete values of the radial component of the
wave vector inside the sphere are determined by the
well-known equation following from the conditions of
continuity of the function and its derivative at the
boundary r = a:

(19)

the values of k representing the solutions of Eq. (19)
determining the energies of distant levels E(k) in the
well. Calculations show that a 24-Å-thick InAs quan-
tum well confined between GaAs layers contains a sin-
gle radial electron state with an energy of E(k) =
0.53 eV.

In the case of an ellipsoid with d = 24 Å and the axial
ratio n = 8 (at a major semiaxis length of l = 190 Å), we
obtain four electron energy states with the wave func-
tions J0, J2, J0, J1; the two last states are degenerate.
The energies of these states are E0 = 0.53 eV, E3 =
0.62 eV, and E1 = E2 = 0.68 eV. For holes (possessing a
greater effective mass), there are two radial states. Each

mcB 0.065m0, mv B 0.45m0.= =

q2 2mB

"
2

---------- ∆E Ec v, k( )–[ ] ,=

ka( )tan
q
k
---,–=
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of the two corresponds to a substructure with respect to
the angular variables. A ground state with respect to the
radial variable corresponds to 57 energy states with
respect to the angular variables, which fall within an
energy gap at the QD boundary. The excited state with
a single node in the radial variable corresponds to
18 energy states with respect to the angular variables.

In concluding, let us consider two other sets of
dimensions of the model quantum dots. The first case is
30 Å × 100 Å with an axial ratio of n = 3.33. In this
case, there are 39 energy levels for holes, which are
spaced at least by 0.058 eV from the valence band top,
and two electron energy levels with E0 = 0.453 eV and
E1 = 0.688 eV. The second case represents a QD with
dimensions of 30 Å × 300 Å and an axial ratio of
n = 10. Here, there are 12 energy levels for electrons
and an enormously large number of states for holes (on
the order of several hundreds).
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Abstract—The parameters of high-power laser diodes operating at λ = 0.94 µm, based on MBE-grown
In0.1Ga0.9As/AlGaAs/GaAs quantum-dimensional heterostructures, are reported. The laser diodes manufac-
tured using an optimized MBE technology and specially selected dopant profiles are characterized by a low
threshold current density, a high optical output power, a high differential quantum efficiency, and a long work-
ing life (above 10000 h). © 2002 MAIK “Nauka/Interperiodica”.
High-power laser diodes emitting in a wavelength
interval of 0.96–0.98 µm are widely used for the pump-
ing of Er3+ ions in solid-state lasers and optical fiber
laser amplifiers. Fabricated using laser heterostructures
with separate electronic and optical confinement, based
on In0.2Ga0.8As quantum-dimensional active regions,
such diodes are characterized by high efficiency, good
reliability, and long working life [1–3].

At the same time, some applications (e.g., solid-
state lasers based on Yb3+ ions possessing a maximum
absorption at 0.94–0.95 µm [4]) require increased
energy of the laser diode radiation quantum. Accord-
ingly, the concentration of In in the active region has to
be reduced.

Below we will consider some features of the fabri-
cation technology of In0.1Ga0.9As/AlGaAs/GaAs quan-
tum-dimensional heterostructures, which was opti-
mized so as to obtain high-power laser diodes with a
low threshold current density, low internal losses, and a
high differential quantum efficiency. We have also stud-
ied the optical and temporal characteristics of laser
diodes based on heterostructures grown using the opti-
mized technology.

The laser heterostructures were grown by molecular
beam epitaxy (MBE) in a domestic system of the
EP1203 type, which was modified so as to provide for
a reproducible growth of the structures with an InGaAs
active region. The most important changes are as
follows:

(i) A modified unit used for the dynamic heating of
substrates facilitates the formation of heterojunctions at
1063-7850/02/2808- $22.00 © 20696
a significant difference of the growth temperatures for
the AlGaAs wavegude (~700°C) and the InGaAs active
region (540–560°C).

(ii) An indium-free sample holder, specially
designed for the EP1203 system, ensures a high homo-
geneity of the layer parameters over the area of the het-
erostructure.

(iii) A new gallium source, based on an evaporator
with a quasi-two-zone heating of the crucible, signifi-
cantly decreases the density of oval defects on the het-
erostructure surface and, hence, markedly increases the
product yield.

The substrate temperature was monitored, in addi-
tion to reflection high-energy electron diffraction, by
high-precision optical pyrometry.

The laser heterostructures were grown by classical
design, comprising a graded-index waveguide layer of
undoped AlxGa1 – xAs (x = 0.6  0.3  0.6) with a
total thickness of 0.3 µm between AlxGa1 – xAs emitters
(x = 0.6). Inside the waveguide layer was placed a
9-nm-thick InyGa1 – yAs active region bounded by
3-nm-thick GaAs layers (Fig. 1a). The results of mod-
eling showed that these MBE-grown laser heterostruc-
tures must be characterized by an optical confinement
factor of Γ = 0.034 and a halfwidth of the laser diode far
field pattern (in the direction perpendicular to the p–n
junction) θ⊥  = 40°, which agrees well with the experi-
mentally measured values.

Materials of the n and p types were doped with sili-
con and beryllium, respectively. The dopant profile in
the emitter layers was optimized so as to minimize the
002 MAIK “Nauka/Interperiodica”
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internal optical losses. Optimization of the process
technology consisted in selecting the MBE parameters
(temperature, growth rate, and ratio of the fluxes of III
and V group elements) for the growth of the InGaAs
active layer.

The quality of the epitaxially grown semiconductor
material was checked by measuring the photolumines-
cence (PL) of test heterostructures with a design closest
to that of the laser heterostructures. The spectra of PL
and laser diode emission were measured in a standard
setup based on an MDR-23 monochromator. The PL
spectra were excited by a solid-state Nd3+ laser (λ =
0.53 µm) with an intensity of about 100 W/cm2. The
internal quantum yield (ηint) was estimated by compar-
ing the PL intensity of the test structures to that of the
reference samples according to an approach described
in [5]. Optimization of the growth technology
increased reproducibility of the internal quantum yield
of PL above 90% over the entire area of the test struc-
tures (Fig. 1b).

The internal optical losses (αint) and the through cur-

rent density ( ) of the laser heterostructures [6] were
determined from the dependence of the inverse differ-
ential quantum efficiency (1/2η) on the laser diode res-
onator length (L) and from a plot of the threshold cur-
rent density (Jth) versus the inverse resonator length.
The laser diode chips with a contact strip of width W =
100 µm, which were prepared using a standard post-
growth processing technology but bore no special coat-
ings on the mirrors, were soldered with an In-contain-
ing solder to copper heat sinks (with p-sides facing the
metal). The measurements were performed using laser
diodes operating in a continuous wave mode at a heat
sink temperature of 25°C. The samples with mirrors
were prepared by depositing a multilayer dielectric
reflecting coating onto the rear face of the laser diode
resonator, and an antireflection film, onto the front face
of the resonator; the reflection coefficients of these
films were 95 and 5%, respectively. 

The long-term tests of laser diodes were conducted
in the regime of stabilized constant pumping current, at
an initial optical output power of P = 1 W. The tests
were performed under normal conditions (T = 25°C)
and at an elevated temperature (T = 50°C) leading to
more than tenfold acceleration of the degradation pro-
cesses [7]. The test duration was not less than 1000 h in
the former case and not less that 200 h in the latter case.
The expected working life of laser diodes was esti-
mated by linear extrapolation of the time variation of
the optical output power to 80% of the initial value.

Figure 2a shows the plots of 1/2η versus L and Jth ver-
sus 1/L. A linear approximation of the former plot [7]
yields an estimate of αint = 1.5 cm–1 and ηint = 98%.
Note that αint is close to the record value reported for a
laser diode with the classical design [8, 9]. The through

current density  determined from the plot of Jth ver-

J th
0

J th
0

TECHNICAL PHYSICS LETTERS      Vol. 28      No. 8      200
sus 1/L is  = 70 A/cm2, which agrees well with the
threshold current density of the four-cleaved samples
measured in a pulsed regime (τ = 2 µs).

Figure 2b shows the plots of optical output power
Popt versus pumping current for two laser diodes with
different resonator lengths, based on the heterostruc-
tures grown by the optimized technology. The laser
diodes possess a high differential quantum efficiency at
a low threshold current density (η = 65%, Jth =
100 A/cm2 and η = 70%, Jth = 120 A/cm2 for L = 2000
and 1000 µm, respectively). The characteristic temper-
ature calculated from the temperature dependence of
the laser diode threshold current is T0 = 150°C.

Measurements of the laser diode emission spectra
showed that the emission intensity maximum takes
place at 945 ± 3 nm and shifts with a temperature coef-
ficient of 0.27 nm/K. The halfwidth of the laser emis-
sion band does not exceed 1.5 nm. Long-term tests
using a batch of 30 laser diodes showed the absence of
the so-called “fast” degradation mechanism usually
related to “dark line defects” [10, 11] (leading to a sig-
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Fig. 1. (a) The design of AlxGa1 – xAs/InyGa1 – yAs/GaAs
laser heterostructures, the x(d) and y(d) profiles, and the cal-
culated near-field diagram I(d) at the laser diode mirror;
(b) the PL spectrum of a laser heterostructure and its varia-
tion over the surface of a test structure with a diameter of
32.4 mm. The inset indicates the sites of PL measurements.
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nificant drop in Popt within several tens of hours). The
“slow” degradation rate of the tested laser diodes was <
2 × 10–5 h–1, which corresponds to an expected working
life of not less than 10000 h.
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Fig. 2. Characteristics of laser diodes: (a) dependences of
the inverse differential quantum efficiency (1/2η) and
threshold current density (Jth) on the resonator length;
(b) dependence of the optical output power Popt on the
pumping current I for different resonator lengths L.
TE
Thus, optimization of the MBE growth conditions
and the dopant profile allowed us to obtain low-thresh-

old (  = 70 A/cm2) In0.1Ga0.9As/AlGaAs/GaAs laser
heterostructures characterized by a high internal effi-
ciency (ηint = 98%) and low internal optical losses
(αint = 1.5 cm–1). The laser diodes based on these het-
erostructures operate at 945 nm and possess a high dif-
ferential quantum efficiency (η > 65%), low threshold
current density (Jth = 100 A/cm2), and a working life
above 10000 h.

The optimized MBE technology provides for stable
growth of laser heterostructures of the classical design
with parameters ensuring fabrication of low-threshold
long-life laser diodes with an output power of 1 W at an
emitting dimension of 100 µm. Further increase in the
limiting optical output power of laser diodes requires,
first, a change in the heterostructure design toward
increasing waveguide width and, second, a certain
modification of some postgrowth processing stages. At
present, research in both directions is in progress and
the results will soon be published.
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Abstract—We have experimentally studied dependence of the optoelectronic parameters (resistance, photo-
sensitivity, drift mobility, and optical absorption edge) of thin (As2S3)x(As2Se3)1 – x glassy semiconductor films
on the rate of their thermal deposition in vacuum onto a Lavsan (Dacron) roll base. Films obtained at the opti-
mum deposition rates, ranging from 4 to 7 × 10–3 µm/s, are characterized by greater values of the resistance,
photosensitivity, and drift mobility, while the absorption edge approaches a value typical of a bulk glassy semi-
conductor. The influence of pores, formed in the volume of the deposit, on the physical properties of the films
is discussed. © 2002 MAIK “Nauka/Interperiodica”.
Thin films of glassy chalcogenide semiconductors
(GCSs) based on (As2S3)x(As2Se3)1 – x solid solutions
are widely used in silverless photography, holography,
copying techniques, and recording media [1]. In partic-
ular, such films are employed in electrophotography
(Xerox) and photothermoplastic memory devices [2].
GCS films are most frequently obtained on a metallized
polymer roll base by thermal deposition in vacuum [3].
However, this technology has still not been completely
developed and cannot ensure the obtaining of multi-
component GCS films with preset homogeneous
parameters. This requirement is of primary importance
for thin-film materials on a polymer roll base. The
search for optimum technological conditions and the
corresponding methods of control, which would pro-
vide for the obtaining of (As2S3)x(As2Se3)1 – x with
reproducible parameters, permanently draws the atten-
tion of researchers.

We have studied the dependence of the main opto-
electronic properties of thin GCS films with the compo-
sitions (As2S3)x(As2Se3)1 – x (x = 0, 0.3, 0.5, 0.7, and 1.0)
on the rate w of their thermal deposition in vacuum onto
moving metallized Lavsan (Dacron) ribbons. The pro-
cess was conducted in a special device [4] which main-
tained constant composition of a multicomponent
vapor and allowed the vapor density to be controlled
within broad limits. The GCS film thickness was d =
1.2–1.5 µm.

Variation of the dark resistivity ρ and photosensitiv-
ity k (characterizing a change of the resistance under
illumination) were monitored by a contactless method
based on the potential decay measurements in the dark
1063-7850/02/2808- $22.00 © 20699
and under illumination [5]. Table 1 presents the ρ and k
values measured at 300 K using an illumination inten-
sity of 15 lx for (As2S3)x(As2Se3)1 – x films of various
compositions. As can be seen, both the resistivity and
photosensitivity of the films depend (under otherwise
identical conditions) on the deposition rate. When the
rate w increases up to 5 × 10–3 µm/s, the ρ and k values
grow as well. As the w value increases further, the resis-
tivity and photosensitivity begin to decrease.

Stationary current–voltage (I–U) characteristics of
the GCS films were measured using sandwich struc-
tures with chromium (bottom) and bismuth (top) elec-
trodes. It was found that (As2S3)x(As2Se3)1 – x films of
all compositions exhibit I–U curves of identical shape,
composed of portions approximated by the power law
j = AUn with different exponents n. For electric field
strengths E < 5 × 104 V/cm, the current depends on the
voltage according to the Ohm law (n ≈ 1). The I–U
curve portion measured for the greater fields strengths
(from 5 × 104 to 106 V/cm) corresponds to n ≈ 2.2–3.5.
This is evidence of a current limited by the space charge
of exponentially distributed traps [6]. In the region of
fields E > 106 V/cm, the current exhibits a rapid buildup
with n ≈ 7–12.

We believe that a sharp growth of the space-charge-
limited current in the latter region is explained by a lim-
iting filling of traps, the concentration of which (nt) is
related to the applied voltage U as [7]

(1)

where ε is the static dielectric constant and e0 is the

nt
1

4π
------ ε

e0d2
----------U ,=
002 MAIK “Nauka/Interperiodica”



 

700

        

ISHIMOV 

 

et al

 

.

              
Table 1.  The resistivity ρ, photosensitivity k, and local state (trap) density nt in (As2S3)x(As2Se3)1 – x films obtained at various
deposition rates on a Lavsan (Dacron) roll base

Composition
(As2S3)x(As2Se3)1 – x

Deposition rate w, 10–3 µm/s

1.0 2.0 3.0 4.0 5.0 6.0 7.0 8.0

x = 1 ρ, Ω cm 1.5 × 10–14 2.3 × 1014 2.4 × 1014 2.5 × 1014 3.1 × 1014 2.7 × 1014 2.6 × 1014 2.1 × 1014

k 1.2 1.2 1.3 3.4 3.9 3.1 2.8 2.1

nt , cm–3 8.5 × 1016 8.2 × 1016 7.8 × 1016 7.6 × 1016 7.3 × 1016 7.2 × 1016 7.9 × 1016 8.1 × 1016

x = 0.7 ρ, Ω cm 2.2 × 1014 2.2 × 1014 2.6 × 1014 2.8 × 1014 6.9 × 1013 3.2 × 1014 3.1 × 1014 2.6 × 1014

k 1.9 2.2 4.5 7.9 9.7 9.4 7.5 6.3

nt , cm–3 6.4 × 1016 6.1 × 1016 5.9 × 1016 5.4 × 1016 5.1 × 1016 5.1 × 1016 5.3 × 1016 5.8 × 1016

x = 0.5 ρ, Ω cm 2.1 × 1013 2.5 × 1013 3.4 × 1013 4.7 × 1013 1.3 × 1013 3.2 × 1013 2.7 × 1013 2.2 × 1013

k 14.5 17.3 21.2 27.6 15.3 23 19 16

nt , cm–3 4.7 × 1016 4.2 × 1016 3.9 × 1016 3.7 × 1016 3.1 × 1016 3.2 × 1016 3.4 × 1016 3.8 × 1016

x = 0.3 ρ, Ω cm 1.1 × 1013 1.2 × 1013 2.3 × 1013 5.9 × 1013 5.7 × 1013 5.1 × 1013 5.3 × 1013 5.2 × 1013

k 7.5 10.9 12.5 19.4 25.8 27.7 25 22

nt , cm–3 3.7 × 1016 3.2 × 1016 2.9 × 1016 2.6 × 1016 2.2 × 1016 2.2 × 1016 2.5 × 1016 2.8 × 1016

x = 0 ρ, Ω cm 5.9 × 1011 4.6 × 1011 4.6 × 1011 8.5 × 1011 4.3 × 1012 3.9 × 1012 3.6 × 1012 9.1 × 1011

k 29 34 49 56 62 48 42 37

nt , cm–3 2.2 × 1016 1.7 × 1016 1.4 × 1016 9.1 × 1015 9.2 × 1015 9.4 × 1015 1.2 × 1016 1.4 × 1016
electron charge. The values of nt calculated by for-
mula (1) are presented in Table 1. As can be seen from
these data, the concentration of trap states in the films
obtained at a given deposition rate increases with the
As2S3 content in the (As2S3)x(As2Se3)1 – x films. In films
of the same composition, the value of nt is virtually inde-
pendent of the deposition rate (in the interval studied).

Investigation of a drift mobility of the majority car-
riers (holes) by the time-of-flight technique showed that
the mobility depends on the temperature according to
the activation law µ = µ0exp(–Ea/kt) [9], where µ0 is
the hole mobility at T = 0 K and Ea is the mobility acti-
vation energy. The room-temperature mobilities for
(As2S3)x(As2Se3)1 – x films of various compositions are
presented in Table 2. As can be seen, the maximum
mobility was observed for the As2Se3 films. As the con-
tent of As2S3 increases, the drift mobility of holes in the
(As2S3)x(As2Se3)1 – x films decreases and the activation
energy grows.

It was established that, for α < 103 cm–1, the
(As2S3)x(As2Se3)1 – x films of all compositions studied
exhibit an exponential dependence of the absorption
coefficient on the incident photon energy hν, thus obey-
ing the Urbach rule [10]:

(2)α α 0
hν Eg–( )

w
-----------------------– ,exp=
TE
where Eg is the optical bandgap of this GCS and  is
an energy parameter characterizing the slope (i.e.,
degree of smearing) of the absorption edge. Using (2),
we determined the optical bandgaps Eg of the
(As2S3)x(As2Se3)1 – x films studied (Table 2). It was also
found that the deposition rate significantly influences
the absorption edge, this effect being most pronounced
in samples with a large content of As2S3. For example,
as the deposition rate increases from 5.6 × 10–3 to 9.0 ×
10–3 µm/s, the absorption edge of As2S3 shifts by
0.14 eV (against 0.05 eV for As2Se3). The high-energy
shift is indicative of a decrease in length of the “tail” in
the density of states.

We believe that the regularities observed in the
influence of the deposition rate on the properties of thin
(As2S3)x(As2Se3)1 – x films are related to the interaction
of a deposit with residual gases present in the working
volume of the technological chamber. Processes of the
chemical and physical adsorption of the residual gas
molecules on the substrate surface sharply reduce the
ability of deposited atoms and molecules of GCS com-
ponents to migrate over the substrate surface, thus
favoring the formation of defects. At a small film depo-
sition rate, the defects predominantly appear as a result
of incorporation of the residual gas molecules into the
GCS matrix, which is essentially equivalent to self-
doping of the thin film. In the films of a given thickness
grown at high deposition rates, defects are related pre-

w
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Table 2.  The drift mobility of majority charge carries and the energy parameters of (As2S3)x(As2Se3)1 – x films obtained at
various deposition rates on a Lavsan (Dacron) roll base

Composition
(As2S3)x(As2Se3)1 – x

Deposition 
rate, µm/s

Drift mobility, 
cm2/(V s)

Mobility activation 
energy, eV

Optical bandgap 
width, eV

x = 1.0 4.0 × 10–3 5.3 × 10–8 0.15 2.35

x = 0.7 6.0 × 10–3 4.0 × 10–11 0.18 2.17

x = 0.5 5.8 × 10–3 3.7 × 10–10 0.16 2.05

x = 0.3 4.5 × 10–3 6.4 × 10–9 0.13 1.93

x = 0 5.5 × 10–3 1.4 × 10–7 0.10 1.75
dominantly to the formation of various agglomerates
containing a large number of broken bonds and
micropores. Embedded into the matrix, the micropores
form defects in the form of cavities. Cavities formed in
the volume of a thin film represent voids [11] with a
large number of surface states contributing to the elec-
tric conductivity and determining the charge transfer
mechanism. A decrease in the density of micropores
leads to an increase in resistance of the film. The pho-
tosensitivity of such films increases due to a decrease in
the dark conductivity.

Based on the results of investigation of the proper-
ties of (As2S3)x(As2Se3)1 – x films deposited in vacuum
onto a Lavsan (Dacron) roll base, we established the
interval of optimum deposition rates, (4–7) × 10–3 µm/s.
Films deposited at a rate in this interval exhibit maxi-
mum resistivity and photosensitivity; the drift mobility
of the majority carriers is also at maximum. The optical
absorption edge position in such films corresponds to a
maximum optical bandgap Eg and approaches the value
typical of a bulk glassy semiconductor of the same
composition.
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Abstract—The initiation conditions and characteristics of a volume discharge in a krypton–chlorine mixture
at low pressures (P ≤ 1.0 kPa) were studied. It is shown that a constant voltage of Uch ≤ 1.0 kV applied to a
spherical anode–flat cathode system gives rise to a pulsed-periodic discharge with a pulse repetition rate of
1−50 kHz. The current–voltage characteristics of the discharge, the spectra of emission in a wavelength interval
of ∆λ = 130–350 nm, and oscillograms of the current and the total output emission intensity were studied as
dependent on the partial composition and pressure of the krypton–chlorine mixture. It is shown that the dis-
charge is a selective source of emission in the electronic-vibrational bands with λ = 257 nm [Cl2(D'– A')],

222 nm [KrCl(B–X)], and 200 nm [ ]. The volume discharge in the Kr–Cl2 mixture can be used for the
development of pulsed-periodic low-pressure excimer–halogen lamps. © 2002 MAIK “Nauka/Interperiodica”.

Cl2**
Excimer and halogen-filled lamps operating in a
pulsed-periodic regime are widely used in microelec-
tronics, high-energy chemistry, medicine, and ecology
[1–3]. The operation of such radiators in a pulsed-peri-
odic regime is based on the longitudinal, transverse, or
barrier discharge powered by pulsed supply sources
and is restricted to the pulse repetition rate in the range
from 1 to 105 Hz [4–7]. The use of high-current high-
voltage commutators significantly complicates the dis-
charge initiation device and reduces the working life-
time of the lamp, which negatively influences the per-
formance characteristics and narrows the possible
applications. For this reason, it is of interest to develop
simple excimer and halogen lamps in which the pulsed
operation regime is provided without using traditional
commutators (spark gaps, thyratrons, tacitrons, etc.).
Using the development of attachment instability of
plasma in electronegative gases, it is possible to employ
the plasma proper as the commutator. A pulsed-peri-
odic radiator operating in this regime with self-pump-
ing of the working medium was implemented in a mul-
tielectrode crown discharge using He–Ar (Kr, Xe)–F2

gas mixtures at high-pressures (P = 150–350 kPa). The
role of an active medium in the lamp was performed by
a “hot zone” with a volume of ≤15 cm3 formed in the
crown discharge due to the development of an attach-
ment instability in a fluorine-containing plasma. This
zone can be considered as a plasma domain (or auto-
soliton) [10].

Below we present the results of investigation of the
characteristics of a low-pressure volume discharge
formed, using an electrode system of the spherical
1063-7850/02/2808- $22.00 © 0702
anode–flat cathode type, in a krypton–chlorine gas
mixture.

The interelectrode distance in the spherical anode–
flat cathode system was 3 cm, the anode radius was
3 cm, and the diameter of massive duralumin electrodes
was 7 cm. The discharge gap was power supplied from
a high-voltage rectifier operating at a voltage of Uch ≤
30 kV and an average load current of ≤50 mA. The
electrodes were mounted in a buffer chamber with a
volume of 10 dm3. The discharge plasma parameters
were determined using a registration system analogous
to that described previously [6, 8, 9, 11]. We obtained
the emission spectra of plasma in a wavelength interval
from 130 to 350 nm, measured oscillograms of the cur-
rent and of the total output emission intensity in the
200–700 nm range, and studied dependence of the
intensity of KrCl and  emission bands on the pres-
sure and composition of the working gas mixture and
on the average discharge current. The pressure was var-
ied in the range from 40 to 1000 Pa, and the discharge
current, from 2 to 50 mA. Time variation of the total
emission intensity was measured using a pulsed photo-
multiplier of the Photon type mounted on a discharge
chamber window.

When a constant voltage Uch ≤ 1 kV was applied to
the anode, an isolated plasma domain (or autosoliton)
appeared in the interelectrode gap. This plasma forma-
tion was arranged near the anode surface and separated
from the cathode by a 1- to 5-mm-wide dark space.
When the pressure of the working gas mixture was
decreased from 2–3 to 0.04 kPa, the average diameter
of the pear-shaped plasma domain increased from 0.5
to 3.0 cm. The current and the emission intensity varied

Cl2**
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Fig. 1. The emission spectra of a volume discharge plasma
formed in krypton–chlorine mixtures with P(Kr)/P(Cl2) =
80/120 (a) and 640/120 [Pa] (b) at an average discharge cur-
rent of Ich = 30 mA.
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Fig. 2. Typical oscillograms of the (1, 1') discharge current
and (2, 2') total emission intensity of a volume discharge
plasma formed in krypton–chlorine mixtures with
P(Kr)/P(Cl2) = 80/40 (a) and 640/120 [Pa] (b) at an average
discharge current Ich = 10 (1, 2) and 50 mA (1', 2').
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in a pulsed-periodic regime: the pulse repetition fre-
quency f increased from 1 to 50 kHz in response to a
growth in the average discharge current. The pulse rep-
etition rate depended weakly on the gas pressure and
composition, but decreased from 50 to 3–5 kHz when
the capacitance of the capacitor shunting the discharge
gap was increased from 20 to 900 pF.

The discharge plasma is a selective source of emis-
sion in the wavelength interval from 180 to 270 nm
(Fig. 1). The main peak in this spectrum was due to the
222 nm [KrCl(B–X)] emission band. Because of a low
pressure of the working gas mixture, the emission
lines of krypton chloride and chlorine molecules
exhibited broadening and overlapped to form a broad
common band extending from 180 to 280 nm. At a low
partial pressure of krypton in the mixture, the intensi-
ties of KrCl(B–X) and  bands are comparable
(Fig. 1a). As the content of krypton in the mixture
increases, the 222 nm [KrCl(B–X)] band becomes
predominant (Fig. 1b). Optimum gas mixture compo-
sitions, ensuring the maximum total intensity of emis-
sion from chlorine and krypton chloride molecules,
corresponded to the partial pressures of components
P(Kr)/P(Cl2) = (500–650)/(120–200) [Pa].

Figure 2 illustrates typical dynamics of the current
and the total emission intensity for the discharge in var-
ious krypton–chlorine mixtures. A low-pressure dis-
charge (Fig. 2a) exhibited a maximum volume of the
plasma and produced maximum intensity of the total
emission at a small average discharge current (Ich ≤
10 mA). In this regime, the emission pulses began to
form already on the leading front of the pumping cur-
rent pulse and reached peak intensity at the maximum
or during the nearest afterglow stage of the discharge
current. An increase in the partial pressure of krypton in
the mixture led to a shift of the emission peak toward
the trailing front of the pumping pulse (Fig. 2b). In this
case, a difference in shape of the emission pulses
observed for the average discharge currents of 10 and
50 mA was not as pronounced.

Thus, the results of our investigation showed that a
spherical anode–flat cathode system powered from a dc
high-voltage source provides for the obtaining of a
pulsed-periodic volume discharge in a Kr–Cl2 gas mix-
ture. The discharge plasma serves as a selective UV–
VIS radiator operating on the electron transitions of
KrCl and  molecules. The main factor determin-
ing the pulsed-periodic discharge operation is the
attachment instability of the chlorine-containing
plasma. This discharge can be used for the development
of simple low-pressure excimer and halogen lamps
with a radiation pulse duration of τ ≤ 400 ns.
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Abstract—It is established that blast loading of a rock material of granite type leads to the formation, in addi-
tion to the well-known cracking zone, of a more extended zone featuring a microdamage of high-modulus crys-
tal inclusions in the rock. A method of determining the size of this damage zone is proposed. It is shown that
the radius of the zone of microdamage of high-modulus crystals can be significantly reduced by means of con-
trolled variation of the explosive density and the blast-loading regime. © 2002 MAIK “Nauka/Interperiodica”.
The problem of preserving natural precious crystals
in the course of a blast disintegration of rocks is still
very important [1]. Previously [2], we used luminescent
microscopy data for granite to demonstrate the possi-
bility of revealing post facto the blast-induced
microdamage (microdiscontinuities) in high-modulus
minerals. It was found that a blast, while breaking both
feld spar and quartz grains over a distance of 20–30R03

(where R03 is the charge or blasthole range), predomi-
nantly breaks quartz grains at large distances (≥40R03).
The crystals of mica in our experiments remained
intact. Thus, the experimental data indicated that high-
modulus crystals are disintegrated first—a fact to which
researchers did not pay attention before. From the
standpoint of the physics of strength of composite
materials, this is a quite natural result. Indeed, under
joint straining conditions, high-modulus crystals are
the first to reach a critical stress level under the condi-
tions of equal general straining of components in heter-
ogeneous rock.

It was therefore of interest to use model samples and
a model situation in order to check the validity of this
concept under dynamic loading conditions. We pre-
pared three groups of model composite samples using
poly(methyl methacrylate) (PMMA) disks with a diam-
eter of 50 mm and a height of 10 mm. Each disk had a
1.5-mm through channel at the center, which was filled
with a cured epoxy resin. In one group of samples, the
channel also contained a high-modulus (E = 400 GPa)
high-strength boron fiber with a diameter of 100 µm. In
the other group, the channel contained a high-strength
glass fiber of the same diameter but with a lower elastic
modulus (E = 70–90 GPa). In order to apply a short-
time axial tensile strain, all samples were loaded by
impact of a duralumin cylinder via a duralumin buffer
with the aid of a light-gas gun [3]. The impact velocity
1063-7850/02/2808- $22.00 © 20705
was varied from 100 to 220 m/s, the loading pulse dura-
tion was 2–3 µs, and the pulse length was 6 mm.

The results of our experiments showed that the
dynamic shear strength of the homogeneous PMMA
samples and those with an epoxy-filled channel
amounts to 160–180 MPa. The high-modulus boron
fiber exhibited fracture already at an impact velocity of
109–120 m/s, in which case the dynamic load of the
organic glass was on the level of 80–90 MPa and the
PMMA body remained intact (exhibiting no traditional
cleavage). Examination of the fracture surface of a bro-
ken boron fiber in a scanning electron microscope
showed that the fracture was initiated from inside,
beginning at the boron–tungsten interface. Thus, the
fracture proceeded as in a fiber tensile loaded at the
ends. Hence, the fiber breakage was not caused by a
crack nucleated at the PMMA–epoxy interface. In the
samples with glass fibers, the fracture was observed at
a significantly higher dynamic load of 120–130 MPa.
This corresponds to a higher dynamic straining of the
system as compared to the case with the boron fiber,
albeit still lower than in the case of a homogeneous
PMMA sample.

Thus, direct experiment showed that a heteroge-
neous material obeys the principle of joint straining not
only in a static loading regime, which is a well-known
fact, but under dynamic loading conditions as well. For
this reason, high-modulus crystals (inclusions) even at
a large distance from the center of explosion can be
damaged (as a result of microcracking) even at an insig-
nificant level of stresses in the crystal-containing rock.

Now let us consider dimensions of the zone of pos-
sible microdamage for high-modulus crystals. We stud-
ied samples cut upon explosion [2] from a granite block
at various distances from the blasthole center. By
weighing the rock fragments on an electronic balance
(ER-180A) to within 10–4 g in the initial (vacuum dry)
002 MAIK “Nauka/Interperiodica”
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state and upon impregnation with a “light” wetting sol-
vent, we approximately determined the “true” volume
of microcracks and estimated the blast-induced relative
total damage V [%] (Fig. 1). As can be seen from these
data (curve 1), the high-modulus components of the
granite samples upon explosion of the PETN charge
with a density of ~1.6 g/cm3 exhibit damage even at a
distance as large as (40–60)R03 from the blasthole
center.

At first glance, the level of damage may seem insig-
nificant (at least in comparison to that in the near zone).
Assuming the opening of microcracks to be 0.1–1 µm,
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Fig. 1. Plots of the total volume V of microdiscontinuities in
high-modulus minerals of granite cut versus distance from
the blasthole center for (1) high-density (~1.6 g/cm3) and
(2) low-density (0.5 g/cm3) explosives.
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Fig. 2. Schematic profiles of the stress waves produced by
(1) high-density (~1.6 g/cm3) and (2) low-density
(0.5 g/cm3) explosives.
T

a sample with a cross-sectional size equal to that of the
fragment selected may contain from a few to 100 or
more “empty” plates depending on the distance to the
blasthole center. The level of damage at a distance of
r ≥ 60R03, which was acquired in the preceding stage of
granite recovery in a commercial quarry, was consid-
ered as initial. It should be noted that the volume dam-
age profile of a heterogeneous material with a constant
composition can be considered as characterizing the
distribution of true local strain in a block of the rock
upon blasting. The broken high-modulus crystals serve
as detectors or indicators of the local strain level.

Using the results of these measurements, we can
estimate the radius of a potential damage zone for high-
modulus quartz crystals in granite at r ≤ 60R03 upon
explosion of the PETN charge with a density of
~1.6 g/cm3. This range, which can be considered as a
fracture precursor zone, is several times greater than the
blast-induced cracking zone. This estimate can be
important for the blast recovery of stone blocks.

Upon passage to a charge of lower density
(~0.5 g/cm3), the wave profile is characterized by a
smaller amplitude and a more uniform energy distribu-
tion in time [1] (Fig. 2, curve 2). A comparison shows
(cf. curves 1 and 2 in Fig. 1) that the radius of the zone
of microdamage in the case of a lower charge density is
several times smaller as compared to the estimate
obtained above for a high charge density.

Thus, using the above approach, we determined an
important practical characteristic—the radius of the
zone of microdamage (i.e., a zone where the damage in
the form of microcracks will most probably appear) in
high-modulus crystals of precious minerals, which are
usually the main aim of such blast work. A comparison
of various blast technologies using traditional high-den-
sity (~1.6 g/cm3) and low-density charges (0.5 g/cm3)
shows that the microdamage zone radius in the latter
case is 5−6 times smaller than that in the former.

Based on the above results, we believe that the pro-
posed method of damage zone estimation can offer an
effective tool for the development of less damaging
blast technologies.
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