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Abstract—The surface of highly oriented pyrolytic graphite (HOPG) irradiated by 305-MeV krypton ions was
studied in a scanning tunneling microscope. It was found that inelastic energy losses of the krypton ions do not
significantly affect the sputtering of carbon from the surface of crystalline HOPG grains. Similarly to the case
of metals, preferential sputtering takes place in the grain boundaries. The inhomogeneous sputtering of poly-
crystalline conductors has to be taken into account in interpreting experimental data on the sputtering of such
targets by high-energy heavy ions in the range of inelastic energy losses. The results can be also implemented
in the technology of ion implantation into deep layers of solids. © 2000 MAIK “Nauka/Interperiodica”.
In the past decade, several experimental works [1–3]
were reported on the sputtering of coarse-grained poly-
crystalline metals by high-energy heavy ions in the
range of inelastic energy losses. The results of these
experiments showed that the inelastic losses do not sig-
nificantly affect the sputtering yield. Our study of the
surface of sputtered metals by scanning electron
microscopy (SEM) revealed for the first time the phe-
nomenon of inhomogeneous sputtering of the polycrys-
talline targets by high-energy heavy ions in the range of
inelastic energy losses [4]. It was found that the bound-
aries of crystalline grain were sputtered at a markedly
higher rate as compared to that of the grain surface, a
characteristic sputtering yield for the grain boundaries
being ≥103 atom/ion [4]. As the radiation defects in the
target were accumulated in the course of irradiation by
305-MeV heavy (krypton) ions with the fluence
increasing up to 3 × 1015 ion/cm2, the sputtering yield
from the grain surface also increased to a level compa-
rable with that from the grain boundaries. This effect is
explained by the fact that the accumulation of defects in
the crystal leads to a decrease in the time of energy
transfer from the electron subsystem (excited by the
high-energy heavy projectiles) to atoms in the crystal
lattice. As a result, a hot track is formed along the ion
trajectory and the evaporation sputtering mechanism is
switched on.

Below, we report on the results of investigation of
the surface of highly oriented pyrolytic graphite
(HOPG) irradiated by 305-MeV krypton ions. The tar-
get surface before and after irradiation was studied in
air by scanning tunneling microscopy (STM). Using
STM (instead of SEM as in [4]) allowed us to study the
samples irradiated to low fluences.
1063-7850/00/2609- $20.00 © 20751
In the first experiment, a HOPG sample was
irradiated by 305-MeV krypton ions to a fluence of
6 × 1011 ion/cm2. Subsequent investigation of numer-
ous regions on the irradiated HOPG surface by STM at
a resolution of ~10 Å showed no evidence of the sample
surface modification as a result of the ion–target inter-
action. One of the scanned regions exhibited a superpe-
riodic structure (Fig. 1). Structures of this type were
frequently observed on the surface of unirradiated
HOPG samples (see, e.g., [15] and references therein).
Apparently, this superperiodic structure is not related to
the action of krypton ions upon the HOPG surface.
At the same time, there are publications [6, 7] where
the formation of “islands” featuring a superperiodic
structure was attributed to ion irradiation of the sample
surface.

In the second experiment, the HOPG samples were
irradiated by 305-MeV krypton ions to a fluence of
5 × 1012 ion/cm2. During the exposure, half of the sam-
ple surface was shielded by a mask. After irradiation,
the sample surface was examined by STM so as to
reveal the regions containing HOPG grain boundaries.
Figure 2 shows the STM images of such regions on
both unirradiated and irradiated HOPG surface. The
unirradiated surface (Fig. 2a) shows a typical grain
boundary region with a height difference of ≤5 Å. The
STM image of the irradiated surface (Fig. 2b) clearly
reveals preferential sputtering of the grain boundary.

The above results agree with the data reported pre-
viously [1–4], according to which the inelastic
(bremsstrahlung) losses weakly affect the sputtering yield
from the surface of single-crystalline grains of conduc-
tors while markedly changing the sputtering from the
regions containing a large amount of defects (the charac-
teristic sputtering yield increases to ≥103 atom/ion), in
000 MAIK “Nauka/Interperiodica”
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Fig. 1. The STM image of an “island” featuring a superperiodic structure on the HOPG sample surface.
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Fig. 2. The STM images of (a) unirradiated and (b) irradiated HOPG surface bombarded with 305-MeV krypton ions to a fluence
of 5 × 1012 ion/cm2.

(a)

(b)
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 9      2000



        

EFFECT OF 305-MeV KRYPTON IONS ON THE SURFACE 753

                                         
particular, from the boundaries of crystalline grains.
The phenomenon of preferential sputtering has to be
taken into account in interpreting experimental data on
the sputtering of polycrystalline targets by high-energy
heavy ions in the range of inelastic energy losses. The
results must also be taken into account in the techno-
logy of ion implantation into deep layers of solids.
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Abstract—Photoelectric properties of the n-SnSSe–p-InSe heterojunctions were investigated. A special feature
of these structures is the use of an SnS2 – xSex alloy (x = 0.5) as a wide-bandgap window material, which makes
it possible to shift a short-wavelength threshold (lying in the 0.8–1.0 µm range) of the heterojunction photosen-
sitivity band. It is demonstrated that high-quality p–n heterojunctions can be fabricated from layered crystals
joined to make an optical contact. © 2000 MAIK “Nauka/Interperiodica”.
The spectral characteristic of a heterojunction pho-
tosensitivity depends on its composition and can be
varied, in particular, by replacing the binary com-
pounds forming the junction with their alloys. In the
case of layered heterojunctions fabricated by applying
one compound onto another so as to make the optical
contact [1], there are no stringent limitations on the
choice of materials and the task of changing the spec-
tral characteristics can be easily solved. In this study,
we examine the properties of a new SnSSe–InSe het-
erojunction, where the wide-bandgap window is
formed by the SnSSe compound belonging to the
SnS2–SnSe2 alloy system.

The SnSSe crystals were grown by the chemical
transport reaction technique. High-quality small-size
crystal samples were obtained in the form of plates cha-
otically arranged in a growth ampule. The crystals pos-
sess the electron conductivity with a majority charge
carrier concentration of 1018 cm–3. The InSe samples
were prepared by splitting ingots, grown by the Bridg-
man method, into separate plates. To provide for the
hole conductivity, the samples were doped by cad-
mium. The hole concentration in p-InSe was (6–8) ×
1013 cm–3. The values of the majority carrier concentra-
tion were used to determine the Fermi levels in the
semiconductor samples. The heterojunctions were fab-
ricated by the technique described in [1]. Pure indium
was used to form the ohmic contacts.

It was found that the heterojunction samples are
photosensitive, and their photoelectric characteristics
were recorded to check for their high quality. Figure 1
shows the capacitance–voltage (C–U) characteristics
from which the type of the p–n junction and the energy
barrier height were determined. The curves are linear in
the C–2 versus U coordinates, which corresponds to the
abrupt junction model. A bending point occurs in the
curves at a high reverse bias, since the heterojunction
depletion region begins to penetrate into both materials.
1063-7850/00/2609- $20.00 © 0754
Variation of the C–U characteristics with the measure-
ment frequency is due to the influence of the series
resistance [2]. With the heterojunction oriented parallel
to the crystal layers, the current flows in the direction
perpendicular to the layer planes. Due to a large anisot-
ropy of the conductivity along the in-plane and normal
directions, the series resistance in the heterojunctions
under study is significant and should be accounted for
in the analysis of the C–U and other characteristics. The
cutoff voltage determined by extrapolating the linear
C–U plots to the horizontal axis varies considerably for
the measurements performed at different frequencies.
This is related to the fact that the magnitudes of the real
and imaginary parts of the heterojunction impedance
are comparable, and the test voltage is redistributed in
favor of the imaginary component at low measurement
frequencies. The lower the frequency, the better the
contact voltage U0 is determined. The actual value of
U0 = 0.4 V was determined by extrapolating the U0(ω)
dependence to zero frequency [3] (see the inset to
Fig. 1).

The heterojunction energy band diagram under
equilibrium conditions is shown in the inset to Fig. 2.
Due to a difference in the majority carrier concentra-
tions in InSe and SnSSe, the band bending occurs
entirely on the InSe side of the junction. It follows from
the diagram obtained that the conduction and valence
band offsets amount to ∆Ec = 0.32 and ∆Ev = 0.72 eV,
respectively. Therefore, the electrons are in more favor-
able conditions than the holes to surmount the total het-
erojunction energy barrier (∆Ec(v) + U0).

A mechanism of the current flow through the hetero-
junction was determined by studying the temperature
dependence of the forward branch of the current–volt-
age (I–U) characteristics (see Fig. 3). Instead of record-
ing the forward-bias I–U curves in the dark, we mea-
sured their photoelectric analog—the relation between
2000 MAIK “Nauka/Interperiodica”
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Fig. 1. Capacitance–voltage characteristics of a SnSSe–InSe heterojunction recorded at a frequency of (1) 19.8, (2) 15.8, and
(3) 9.95 kHz. Inset: frequency dependence of the capacitance cutoff voltage. T = 295 K.
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Fig. 2. Photosensitivity spectrum of a SnSSe–InSe heterojunction at room temperature (Q is the quantum yield). The inset shows a
heterojunction energy band diagram under equilibrium conditions (all values are given in electronvolts).
the photocurrent and photo emf under variable illumi-
nation conditions [4]. This allowed us to obviate the
difficulties in interpretation of the heterojunction cur-
rent–voltage characteristics, which are especially sub-
stantial at low temperatures, where the effect of the
series resistance on the I–U curves is more significant.
On the other hand, with this photoelectric technique of
the forward-bias current–voltage measurement, the
region of higher voltages exceeding the open-circuit
voltage cannot be accessed. It can be seen from Fig. 3
that two linear segments exist in the I(U) dependences
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 9      200
plotted in the semilogarithmic scale. The first, longer
segment is characterized by the diode coefficient n sub-
stantially greater than 1. It is common to relate this
region of the heterojunction I–U characteristics to the
leakage currents [5]: the current values are low and the
characteristic slope depends on the sample preparation.
Experimental points in the second, shorter segment of
the I–U curve are compared in Fig. 3 to the calculated
ideal-diode characteristics, for which n = 1. A qualita-
tive agreement between the two curves suggests that,
starting from a certain voltage, the forward diffusion
0
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Fig. 3. The current–voltage characteristics of a SnSSe–InSe heterojunction at (1) 300, (2) 270, and (3) 240 K. Dotted lines represent
the curves calculated for an ideal diode.
current through the heterojunction exceeds the leakage
current, since they follow different exponential laws.
Therefore, the diffusion mechanism should be regarded
as the main one that determines the current flow
through SnSSe–InSe heterojunctions.

Figure 2 shows a spectral characteristic of the het-
erojunction photosensitivity having the shape of a band
with the edges determined by the fundamental light
absorption in InSe (Eg = 1.2 eV) and SnSSe (Eg =
1.6 eV) [6]. Since an SnS2 – xSex alloy of any other com-
position x can be used, it is possible to obtain different
photosensitivity spectral bands using heterojunctions
formed by layered semiconductors, whose high quality
is corroborated by the study of the SnSSe–InSe hetero-
junctions.
TE
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Abstract—The structure, composition, and radiation resistance of free target films of germanium and silicon
prepared under various conditions were studied. Under the experimental conditions encountered in nuclear
physics, the targets prepared by pulsed thermal deposition in vacuum are stable for a longer period of time as
compared to the samples prepared in a continuous deposition regime. © 2000 MAIK “Nauka/Interperiodica”.
As is known [1], the experimental investigations of
nuclear reactions involving accelerated particles and
ions require the preparation of thin free (unsupported)
targets. For nuclear research centers, the preparation of
sufficiently strong free film targets of large area and
uniform thickness is still a difficult task. High-precision
measurements of the differential cross sections for a
reaction involving the transfer of a few nucleons to a
low-Z target at low and medium particle energies
require using the target films with a minimum possible
content of foreign impurities [2]. The purpose of this
work was to develop a method for the preparation of
thin free films of germanium and silicon with large area
and high purity, strength, and radiation resistance for
experiments in nuclear physics.

The samples were prepared on a VUP-2M system
by thermal evaporation of Ge and Si in vacuum from
ohmically heated tantalum and tungsten boats, respec-
tively. The films were deposited onto glass substrates
(uviol cover glass plates) with preliminarily deposited
sodium chloride underlayers. The Ge and Si films were
separated from substrates, so as to retain continuity of
the deposit, by immersion (similar to that used to sepa-
rate the carbon recharge foils [3]) into distilled water.
The films separated from substrates were mounted in a
copper holder with a diameter of 25−30 mm. The layer
thickness in the course of deposition was monitored by
a quartz crystal thickness meter of the KIT-1 type. After
termination of the deposition cycle, the film thickness
was also determined gravimetrically. Finally, the thick-
ness and its uniformity over the film area were checked
by measuring the energy losses of α-particles emitted
from a standard 226Ra source and passing through the
target [4]. Perfectness of the crystalline structure of the
samples was assessed by the electron diffraction
patterns obtained with an EMR-100 electronograph.
The sample surface morphology was studied on a
JSM-100CX (JEOL, Japan) electron microscope oper-
ating in the scanning and transmission modes. Elemen-
tal composition of the film targets was determined by
1063-7850/00/2609- $20.00 © 20757
the Rutherford backscattering (RBS) of protons and α-
particles with an energy of E = 1.5–1.85 MeV at an angle
of Θ = 160° [5]. The films of NaCl, Ge, and Si were pre-
pared by heating evaporators in different regimes: con-
tinuous (first series) and pulsed (second series). The
vapors were deposited onto unheated substrates in
order to provide for an amorphous structure of the
deposit that was expected to increase the radiation
resistance of the target films [3, 6, 7].

An analysis of the proton RBS spectra showed that
the main impurities in targets of the first series were
oxygen and carbon. A combination of data for the scat-
tering of protons and heavier projectiles (α-particles)
provided increased resolution with respect to the ana-
lyzed element mass. Some impurities not revealed by
the proton scattering were observed in the RBS spectra
of α-particles. Targets of the first series were found to
contain additional impurities of the evaporator mate-
rial, as well as Na and Cl atoms resulting from diffusion
at the film–substrate interface.

Films obtained in a continuous evaporation regime
possessed a polycrystalline structure that reduced radi-
ation resistance of the targets as a result of the radia-
tion-induced swelling [7]. These films could withstand
a single exposure to charged particle beam because of
rapid mechanical damage (cracks, discontinuities).

The free films prepared using a continuous evapora-
tion regime exhibited twisting caused by residual
mechanical stresses arising in the course of continuous
heating of the substrate by radiation from the evapora-
tion source. This circumstance complicated mounting
of the free films in the copper holder.

Films of the second series, prepared by pulsed ther-
mal evaporation with deposition onto unheated sub-
strates, possessed an amorphous structure homoge-
neous both in depth and over the entire film area.
The structure remained unchanged upon interaction
with charged particles. These films exhibited a higher
strength (as compared to samples of the first series), did
not twist upon separation from substrates, and could be
000 MAIK “Nauka/Interperiodica”
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Fig. 1. Rutherford backscattering spectra of protons in
(a) germanium and (b) silicon target films prepared by
pulsed thermal deposition in vacuum (A is the number of
counts, N is the energy channel number).
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repeatedly employed in the nuclear physics experi-
ments. In order to obtain the films with uniform thick-
ness, the substrates were excentrically rotated at a rate
of 20 rpm under the three evaporators in the course of
film deposition. Parameters of the pulsed deposition
regimes used to obtain samples of the second series are
listed in Table 1. Targets of the second series exhibited
a homogeneous surface morphology both before and
after irradiation and contained a lower amount of impu-
rities. Figures 1a and 1b show the proton RBS spectra
of germanium and silicon targets from the second
series. These films, in contrast to samples of the first
series, contained no heavy metal impurities from the
evaporator boats. Oxygen and carbon impurities were
uniformly distributed over the film volume, as evi-
denced by the symmetry of bands in the proton RBS
spectra (Fig. 1).

Samples of the second series were used to study a
relationship between the deposition rate v, residual
pressure P (vacuum level), and elemental composition
of the targets. Figure 2 shows a plot of the main element
concentration versus the v/P ratio for a silicon target.
As seen, an increase in the deposition rate v (at a con-
stant pressure P) or in the vacuum level (at a constant
deposition rate) leads to better purity of the film target.
Data on the composition of film targets of the second
series are summarized in Table 2.

The target films from both the first and second series
were used in the nuclear physics experiments. Targets
of the second series, studied by the Coulomb backscat-
tering technique and analyzed for the elemental compo-
sition and homogeneity by the RBS method using
hydrogen and helium ions with energies in the
1.5−1.85 MeV range, could be repeatedly used in sub-
sequent experiments. These samples remained intact
upon multiply repeated cycles of evacuation and trans-
fer, whereas targets of the first series could be used in a
single experiment.

In experiments devoted to the study of displacement
reactions, performed using an MSP-144 magnetic spec-
trometer, no radiation damage was observed in the 72Ge
targets with an effective thickness of 250 µg/cm2 con-
tinuously irradiated with 60-MeV 12C2+ ions for 27 h to
accumulate a total fluence of 1014 cm– 2 at a current of
700 nA. These targets were also employed in several
multihour cycles of measurements using 60-MeV
beams of 14N3+ ions with a current of 300–400 mA
(dose rate, 4 × 1015 cm–2 s–1) and 12C2+ ions with a cur-
rent of 150–500 mA, in which a total fluence reached
up to 1019 cm–2. No signs of the sample degradation or
fracture were observed upon the exposure.

Thus, the method of pulsed thermal deposition in
vacuum was successfully used to obtain free (unsup-
ported) silicon and germanium films for 30-mm-diam
targets. The samples contained a minimum amount of
impurities and exhibited uniform thickness and homo-
geneous composition both in depth and over the film
area. Possessing an amorphous structure and high
ECHNICAL PHYSICS LETTERS      Vol. 26      No. 9      2000
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purity and homogeneity, these targets exhibited excel-
lent radiation resistance to provide for a markedly
increased efficacy of the nuclear physics experiments.

Table 1.  Parameters of the pulsed regime of film deposition
(the second series of samples)

Element v, µg/(cm2 s) τ, s T, s δ, µg/cm2

Ge 14–30 8–10 2–5 150–1000

Si 2–4 5–6 20–25 70–550

Note: τ is the pulse duration, T is the interval between pulses, δ is
the film thickness.

Table 2.  Compositions of the films deposited under various
conditions (the second series of samples)

v, 
µg/(cm2 s) P, 10–4 Pa Ele-

ment
[Si, Ge], 

at. %
Impurities 

(content, at. %)

20
2.7

Ge 73 16O (27)

2 Si 70 16O (13.6); 12C (16.4)

30
1.1

Ge 98–99 16O (1–2)

4 Si 95–96 16O (1–2); 12C (2–3)
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 9      2000
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Abstract—A strict analytical solution of the wave equation with cylindrical symmetry in a region with mobile
boundaries was obtained by the method of inverse problems with an allowance for the interaction of nonlinear
arguments. The method is universal and applicable to solving both inverse and direct problems for arbitrary
values of the initial radius and displacements. The solution describes a near wave field of an expanding
plasma piston, including that formed in the initial moments of a pulsed process. © 2000 MAIK “Nauka/Inter-
periodica”.
A characteristic feature of the pulsed processes
(electric discharge, laser pulses, explosions in solid and
gaseous explosive mixtures, etc.) developing in a com-
pressible medium is the presence of a mobile inter-
phase (plasma–liquid, gas–liquid) boundary. Taking
into account the influence of this boundary and the ini-
tial radius r0 is necessary, for example, in describing
plasmas (generated by an electric discharge column,
laser pulse, etc.) in liquids, studying wave processes
(including a near region of the expanding plasma cav-
ity), solving problems of controlled pulsed processes,
and modeling the breakdown in an interelectrode gap
(which is a very special separate problem).

As a rule, the modeling and numerical realization of
an expanding plasma piston are performed assuming
that the plasma channel with a radius r0 and a tempera-
ture T0 already exists at the initial time instant. The ini-
tial r0 and T0 values are selected within certain inter-
vals, based on the experimental data available for the
processes in air [1–3] and in water [4, 5]. Variation of
the initial conditions within the range of their values
determined in experiment produces no significant
effect on the results of calculations. The corresponding
solutions rapidly attain close regimes.

It should be noted that this approach rules out the
possibility of considering changes in the functions of
pressure, particle velocity, etc., within the very first
moments of the process. However, with this stage miss-
ing, it is hardly possible to understand and model the
breakdown development in an interelectrode gap, as
well as many other physical processes involved in the
pre- and postbreakdown stages.

In this work, we have attempted at quantitatively
estimating the kinematic and dynamic parameters of an
expanding cylindrical plasma piston development in a
compressible medium, including the very first
moments of the pulsed process.
1063-7850/00/2609- $20.00 © 20760
Assuming small density perturbations, the motion
of a plasma piston expanding in an infinite compress-
ible liquid medium can be described by the wave equa-
tion. Solving this problem in the case of cylindrical
symmetry encounters extremely large difficulties. To
the present, no one strict analytical solution of the wave
equation in the regions with cylindrical boundaries was
reported; this class of the mathematical physics prob-
lems remains virtually unstudied.

Let the law of the pressure variation P = f(r1, t) at a
definite point r1 of the wave field be known (i.e., the
inverse problem is solved). It is necessary to determine
the functions of interest at the other points, including
those on the mobile boundaries; the law of the bound-
ary motion is unknown and also has to be determined.
A solution to the wave equation (with zero initial con-
ditions) obtained by the method of inverse problems
with an allowance for the interaction of nonlinear argu-
ments [6–9] has the following form:

(1)

where µ = s/a, s is the Laplace transformation parame-
ter, a is the velocity of the perturbation propagation in
the resting medium, ρ is the density of the medium, K0
and K1 are the modified Bessel’s (MacDonald’s) func-
tions, and ϕ is the velocity potential.

The inverse transform in Eq. (1) for each particular
case can be performed in a rational way, depending on
the shape of the function f. For P(r1, t) represented in
the class of Bessel’s functions, the corresponding solu-
tions are as follows:

ϕ
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(2)

(3)

(4)

For a  ∞,

and for r0 = 0, formula (4) transforms into an expres-
sion obtained previously [6, 9].

Equation (4) clearly demonstrates an essentially
nonlinear character of the relationship between the law
of variation of the mobile boundary radius and the
functions of interest. For an arbitrary form of the func-
tion P = f(r1, t), the solutions were presented in [6, 9].
Note that the obtained relationships represent strict solu-
tions: substituted into the left-hand part of the wave
equation, these functions make it identical zero. We have
compared these functions with the results of numerical
solution obtained by the method of characteristics of a
complete system of equations [11, Eqs. (1)] and deter-
mined for the first time the domain of applicability of
the wave equation and its strict solutions to the prob-
lems of pulsed hydrodynamics and acoustics. This
domain is limited by the condition M = v/a ≤ 0.2 [11],
where v is the piston expansion velocity. The shock
wave instantaneously goes out of the expanding cavity
at a velocity of a0 = const. In some cases, an energy
supplied to the channel may give rise to intensive
“evaporation” of the medium, which converts into a
vapor or plasma at the inner mobile boundary of the
plasma cavity. This phenomenon markedly changes a
hydrodynamic pattern of the plasma channel expansion
both at the initial instant and in the following stage.
These phenomena can be described using a mathemati-
cal model with mobile permeable boundary [8].
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In order to find the values of these indeterminate func-
tions, we will use MacDonald’s function in the follow-
ing representation:
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f

 

(

 

r

 

1

 

, 

 

t

 

) = , we

readily obtain

(5)

where 

 

A

 

m

 

 are the coefficients of the Lagrange polyno-
mial of the 

 

m

 

th power and 

 

σ

 

0

 

 is the zero-order unit dis-
continuous function. For a mobile boundary 

 

r 

 

= 

 

R

 

(

 

t

 

),
we obtain

(6)

For 

 

r 

 

= 

 

R

 

(

 

t

 

) and 

 

t

 

  0, Eq. (5) yields 

 

R

 

(

 

t

 

) = 

 

r0 and

(7)

An analysis of Eqs. (5) and (7) in comparison with
the exact numerical solution obtained by the method of
characteristics of a complete system [11, Eqs. (1)] for
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the equations of motion, continuity, and state in the Tate
form showed that acceptable solutions can be obtained
by solving the inverse problem for pressures at an arbi-
trary point in the wave zone (at a mobile piston bound-
ary, only at the initial time instant). As for the direct
problem (with the known piston expansion velocity),
neither pressures nor particle velocities in the wave
zone can be determined by formulas (5) and (6) [10].

Figures 1–4 show the results of calculations per-
formed by Eq. (4) for A = 20 × 10–6 kgf s/cm2; ρ =
102 (kgf s)/m4; a = 1460 m/s; three values of the initial
radius: r0 = 0.013, 0.1, and 1 mm; r1 = 0.08 m; and A0 =
20 kgf/cm2; the values of pressures and velocities on

r0 = 0.1 mm
r0 = 0.013 mm
r0 = 1 mm

20

10

0
54.0 54.5 55.0 55.5 56.0

P(r1, t)/P0

t, µs

Fig. 1. Initial data used for restoring the pressure kinetics at
a given point in the wave zone for three values of the initial
radius.

r0 = 0.013 mm
r0 = 0.1 mm
r0 = 1 mm
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50

0 0.1 0.2 0.3 0.4

V(R(t), t), m/s

t, µs

Fig. 3. Time variation of the velocity of the expanding
plasma piston boundary for various values of the initial
radius.
TE
the mobile plasma cavity boundary at t  0 were
determined by formula (7).

As seen in Figs. 3 and 4, the pressures and velocities
on the mobile plasma piston boundary in the initial
stage (t = 0–0.1 µs) differ significantly (sometimes, by
one order of magnitude) from the values for t > 0.1 µs.
In addition, the functions P(R(t), t) and v(R(t), t) mark-
edly depend on the initial radius r0: the pressures and
velocities reached in the initial stage may differ several
times for various r0 values indicated above.

For t > 0.1 µs, the pressures and velocities at the
mobile boundary are virtually independent of the initial
radius r0 for the problem parameters selected: all three
curves in Figs. 3 and 4 coincide. These results can be

r0 = 1 mm

r0 = 0.013 mm
r0 = 0.1 mm

1.05

1.00

0.1

0 0.2 0.4 0.6 0.8 1.0

R(t), mm

t, µs

Fig. 2. Time variation of the radius of the expanding plasma
piston boundary for various values of the initial radius.
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r0 = 1 mm
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Fig. 4. Kinetics of the pressure variation on the expanding
plasma piston boundary calculated taking into account a
nonlinear term in the Cauchy–Lagrange integral [12] for a
preset pressure at a point of the wave zone (Fig. 1) and var-
ious values of the initial radius.
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used for investigating the near wave field in the expand-
ing plasma cavity, solving the problems of controlled
pulsed processes, modeling the breakdown in an elec-
trode gap, and studying plasma channels.
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Abstract—It is established that the character of thermostimulated exoelectron emission from the surface of leu-
cosapphire and zinc oxide single crystals depends on the crystal face orientation. The temperature of the elec-
tron emission peak increases with the surface energy and reticular density of the face studied. © 2000 MAIK
“Nauka/Interperiodica”.
Introduction. The method of thermostimulated
exoelectron emission (TSEE) is based on the measure-
ment of the temperature variation of intensity of a non-
stationary emission of low-energy (0.2–0.6 eV) elec-
trons from the surface of a solid preliminarily excited
into a nonequilibrium state. The excitation (activation)
is achieved by exposure of the sample surface to a flux
of γ-quanta or to a gas-discharge plasma. The subse-
quent measurements are performed in a vacuum,
whereby the TSEE process is stimulated by the thermal
energy supplied through heating the sample to a tem-
perature below a threshold corresponding to the
appearance of stationary thermionic emission phenom-
ena. Useful information about the TSEE effect is car-
ried by electrons emitted from an excited surface layer
of the sample. 

Recording of the TSEE response during a linear
increase in the sample temperature (heating at a con-
stant rate) yields a characteristic curve (glow curve)
with peaks, the temperature positions of which depend
on the types of structural defects formed in the near-sur-
face layer of the sample, while the peak intensity is pro-
portional to the concentration of emitting centers [1]. 

Being highly sensitive to features of the defect
structure in the activated surface layer, the TSEE
method can be used as a tool for studying solid sur-
faces. Application of the TSEE technique to investiga-
tions of the surface of crystalline materials requires tak-
ing into account possible effects of the crystal face ori-
entation upon the exoelectron emission from a sample
studied. Obviously, anisotropy—a fundamental prop-
erty of the crystalline solids—must be manifested by
features in the exoelectron emission characteristics of
various faces. However, although the exoelectron emis-
sion from various crystal faces was studied, for exam-
ple, in alkali halide crystals [2], the general problem
1063-7850/00/2609- $20.00 © 20764
concerning the influence of crystallographic orientation
of the emitting surface on the TSEE spectrum has not
yet been formulated. 

The purpose of this work was to study the effect of
the crystal face orientation on the TSEE parameters of
leucosapphire and zinc oxide crystals. 

Experimental. The experiments were performed
with the crystals of leucosapphire (below, sapphire)
α-Al2O3 and zinc oxide ZnO representing dielectric
and semiconductor materials, respectively. The selec-
tion was based on the fact that both crystalline sub-
stances are oxides with a hexagonal lattice and the hcp
package of oxygen atoms [3–7]. The metal atoms
occupy either tetrahedral (Zn in ZnO) or octahedral
voids (Al in Al2O3). The crystalline oxides were
obtained by different methods: ZnO was grown from a
high-temperature aqueous solution, while Al2O3, from
a pure melt. This circumstance allowed us to exclude
influence of the growth medium and the sample prepa-
ration on the phenomenon studied and to concentrate
on the surface orientation effects in analysis of the
TSEE spectra. 

The sapphire single crystals were grown from melt by
the method of directed (horizontal) crystallization [4] at
a rate of 8 mm/h. Orientations of the upper ingot sur-
face and the crystallization front were (0001) and

( ), respectively. The as-grown ingots were annealed
at 1600°C in a vacuum of 0.1 Pa to release the internal
stresses. The synthesized crystals had the unit cell param-
eters a = 4.748 Å, c = 12.965 Å and belonged to the space
group R3c. The measurements were performed on plane-
parallel plates with an area of 15 × 15 mm and a thick-
ness of 0.3–0.5 mm cut from the ingot parallel to the

(0001) pinacoidal, ( ) and ( ) prismatic, and

1120

1010 1120
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( ) rhombohedral faces with an accuracy of ~40′.
The surface of the samples was prepared to the measure-
ments by conventional methods. 

The zinc oxide single crystals were obtained by the
method of hydrothermal crystallization from alkaline
solutions. A ZnO charge was dissolved in a 4–8 M
KOH solution containing 0.2–1.5 M LiOH. The tem-
perature regime was as follows: growth zone,
230−280°C; dissolution zone, 250–350°C; temperature
difference, 5–25°C. The samples crystals were grown
using ZnO seeding plates cut perpendicularly to the
polar c-axis. The as-grown crystals had the unit cell
parameters a = 3.251 Å, c = 5.209 Å and belonged to
the space group P63mc. The measurements were
performed on plane-parallel plates with an area of
10 × 10 × 1 mm and a thickness of 1 mm cut parallel to

the (0001) monohedral and ( ) prismatic faces; in
the former case, the plates were cut from a growth pyr-
amid of the positive rhombohedron with an accuracy of
~10′. Preliminary investigations were performed on the
ZnO samples without any special surface preparation. 

Prior to the TSEE measurements, the samples were
activated by exposure to a negative corona discharge
plasma in air. The TSEE effect was studied using a
standard instrumentation [8] in a vacuum of no worse
that 10–3 Pa. The samples were heated according to a
linear law at a constant rate of 10 K/min. The emitted
electrons were detected using a KEU-6 secondary-elec-
tron multiplier of the open type. The TSEE intensity
measurements were performed in the pulse count
mode. 

Results and discussion. Figure 1 shows typical
TSEE spectra representing the plots of emission current
versus temperature (glow curves) for all four sapphire
crystal face orientations studied. Figure 2 shows the
glow curves for two orientations of a zinc oxide crystal
surface. As seen, the shape of the TSEE spectrum
depends on the crystallographic orientation of the sam-
ples: both amplitude of the TSEE current and the num-
ber and positions of the peaks exhibit changes. As is
known, the number and positions of the exoelectron
emission peaks are the most informative characteristics
of TSEE. The number of peaks corresponds to the num-
ber of types of the structural defects capable of trapping
electrons during the sample activation. The peak posi-
tion (temperature) corresponds to the energy necessary
for exoelectrons to escape from a given trap level to the
vacuum, thus characterizing the trapping energy level. 

An analysis of the data presented in Fig. 1 suggests
that the surfaces of samples with different crystallo-
graphic orientations contain traps (structural defects)
with different energies. The temperature position of the
main TSEE peak observed for the α-Al2O3 crystal

increases upon going from ( )- to (0001)-oriented

samples: T{ } < T{ } < { } < T{0001}).

The similar trend is observed for ZnO: T{ } <

1011

1010

1120

1120 1011 1010

1010
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T{0001}. As is known, Al atoms in the Al2O3 structure
occupy two-thirds of the octahedral voids in the hcp
package of oxygen atoms. Faces of the main simple

forms {0001}, { }, and { } differ by their
reticular densities dr . A still greater difference in dr is
observed for the ZnO crystal structure, where Zn atoms
occupy tetrahedral voids in the hcp package of oxygen
atoms. An analysis of the crystal structure of the sam-
ples studied showed that the reticular density in both

cases increases in the order dr{ } < dr{ } <
dr{0001} This series coincides with the above sequence
of temperatures of the main TSEE peaks for the crystal
samples with different orientations. Thus, our results
demonstrate a relationship between the temperature
position of the main peak on the TSEE glow curve and
the reticular density of the emitting surface. 

In this stage of investigations, we may conclude on
the qualitative relationship between the temperature
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Fig. 1. TSEE glow curves for Al2O3 crystal surfaces with

various orientations: (1) ( ); (2) ( ); (3) ( );
(4) (0001). 
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Fig. 2. TSEE glow curves for ZnO crystal surfaces with var-

ious orientations: (1) ( ); (2) (0001). 1010
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position of the main TSEE glow curve peak and the retic-
ular density: the greater the dr value (and, hence, the sur-
face energy) of a given face, the higher the temperature
of the main peak in the TSEE spectrum of this surface. 

Conclusion. The results of our work confirm that an
anisotropy in the surface structure of crystals is mani-
fested in their exoelectron emission properties. The
general character and positions of the emission peaks
are related to the reticular density and surface energy of
the sample surface. As the surface energy increases, the
exoelectron emission peaks shift toward higher tempe-
ratures. 

We may suggest that the observed relationship
between the TSEE character and the crystal face orien-
tation must be also manifested in some other sub-
stances and may be used for determination of the crys-
tal face orientation. 
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Abstract—Shockwave loading in various technological stages may significantly influence the defect state of
synthesized LiNbO3, LiTaO3, Sr2Nb2O7, and Ca2Nb2O7 powders. This factor, in addition to comminution of
the materials, leads to a sharp decrease in the temperature of synthesis and sintering, with a simultaneous
increase in the relative density and degree of crystal structure perfection of the final ceramics. These effects can
markedly simplify the technology of production of these ferroelectric materials. © 2000 MAIK “Nauka/Inter-
periodica”.
Ferroelectric compounds with extremely high Curie
temperatures (Tc) are of special interest for the high-
temperature piezotechnology both as independent base
materials and as components of more complicated mix-
tures. These compounds include lithium metaniobate
LiNbO3 (1) with Tc ~ 1220°C, strontium pyroniobate
Sr2Nb2O7 (2), and calcium pyroniobate Ca2Nb2O7 (3).
Compounds 2 and 3 possess the maximum Curie tem-
peratures (Tc = 1340 and 1830°C, respectively) among
the known readily available ferroelectrics.1 However,
the promising properties of these substances were
mostly realized only in the compositions based on com-
pound 1. Compounds 2 and 3 are much less studied
and, therefore, virtually not used in practice. The main
reason for these compounds being unclaimed is the
impossibility to provide for a sufficiently high density
of the final materials under conditions of the conven-
tional ceramic technologies. This is related to a low
reactivity of mixtures and difficulties encountered in
the process of press-powder compaction, which
requires using extremely high temperatures in the
stages of synthesis (T1 > 1300°C) and sintering (T2 >
1400°C). 

We failed to facilitate the synthesis of compounds 2
and 3 using a number of technological methods, includ-
ing dispersion of the main initial component Nb2O5. In
this work, we attempted to exert a high-energy action
upon substances by shockwave loading (SWL) of the
powders in various technological stages in order to pro-
duce considerable activation of the reaction mixtures
and the synthesized products, so as to obtain final

1 Comparable or somewhat higher Tc values were observed only
for lanthanide-containing compounds La2Ti2O7 (1530°C),
Pr2Ti2O7 (1755°C), and Nd2Ti2O7 (1850°C).
1063-7850/00/2609- $20.00 © 20767
ceramics of a higher density at markedly lower T1 and
T2 values. 

The shockwave (explosion) processing was applied
either to the initial reaction mixture (R) or to the syn-
thesized powder (S) or a product (P) upon the second
intermediate firing stage. We have also tried the com-
bined R–S and R–P regimes.2 The synthesis of com-
pound 1 and lithium metatantalate LiTaO3 (4) was con-
ducted for 4 h at 770°C, while compounds 2 and 3 were
obtained by multiply repeated cycles of firing at
increasing temperatures (800, 1000°C, …) with grind-
ing of the intermediate products. The final sintering
was effected at fixed temperatures in the intervals
1000–1180°C (for compound 1), 1000–1400°C (2, 3),
and 1000–1300°C (4). The product quality was
assessed based on the data of the X-ray diffraction anal-
ysis used to calculate the unit cell parameters and the
characteristics of crystal structure perfection (defect-
ness) including the total width of the diffraction lines
(bhkl); microdeformations (∆d/d); stacking fault proba-
bility (α); root-mean-square atomic displacements from

regular positions ( ); and the values of measured
density (ρ1), X-ray density (ρ2), and relative density
(ρ3(ρ1/ρ2)) of the ceramics. 

Figure 1a shows the values of T1 (providing for the
crystallization of impurity-free compounds 2 and 3)
and T2 (ensuring sintering of these powders into ceram-
ics with ρ3 = 0.95 ± 0.02) for various SWL regimes.
A maximum decrease in T1 (to 1000°C) was observed
upon the SWL of intermediate powders (P regime). As
for the sintering temperature, the maximum effect was
observed upon the double shockwave processing of

2 These experiments were performed by V.D. Rogozin (Volgograd)
using a specially designed setup [1].

U
2

000 MAIK “Nauka/Interperiodica”



 

768

        

KUZNETSOVA 

 

et al

 

.

                   
ρ3(1)

ρ3(4)

1.0

0.9

0.8

0.7

1.0

0.9

0.8

0.7

1400

1200

1000

1000

1200

1400

I II III V IV I II IV VI

0.7

0.8

0.9

1.0

0.5

0.6

0.7

0.8

0.9

1

3
4

5
6

2

1

2

4

3

T1

T2

T1

T2

1
23

4
5

6
7

1

2
3

4

5

6

7

ρ3(3)

ρ3(2)

T °C(2)

T °C(3)

(a) (b)

Fig. 1. Variation of the T1, T2 and ρ3 values in various stages of SWL experiments: (I) no SWL; (II) explosion–shockwave treatment
of the initial charge; (III) SWL upon intermediate firing; (IV) SWL of the as-synthesized powders; (V) combination of regimes II
and III (R–P); (VI) combination of regimes II and IV (R–S). (a) Compounds Sr2Nb2O7 (2) and Ca2Nb2O7 (3): T2 = 1000 (1);
1100 (2); 1150 (3); 1200 (4); 1250 (5); 1300 (6); 1400°C (7). (b) Compounds LiNbO3 (1) and LiTaO3 (4): T2 = 1000 (1); 1050 (2);
1100 (3); 1180 and 1150 for 1 and 4, respectively (4), 1200 (5); 1300°C (6). 

~~
powders (R–P regime). In both cases, the process tem-
perature was decreased by 200°C. The maximum ρ3

values were also reached in the samples treated in the
combined regimes. Some decrease in ρ3 at T > 1150°C
observed for compound 2 processed in the P regime
was explained by inhomogeneous composition of the
mixture related to the coexistence of two orthorhombic
phases with close values of the unit cell parameters.3

3 The inhomogeneity was caused by violation of the stoichiometry
with respect to Sr as a result of the partial sublimation of SrO
from the reaction mixture at high temperatures (T > 900°C). SrO
appears as a result of dissociation of the unreacted SrCo3. This
process was facilitated in mechanical mixtures and “undersynthe-
sized” powders with unstable chemical bonds and was addition-
ally stimulated by the external factors. This phenomenon was not
observed in compound 3, apparently, because of markedly lower
volatility of CaO.
TE
Compound 4 also exhibited a considerable decrease in
T1 and T2 at a sufficiently high level of ρ3 (Fig. 1b).4 It
was only in compound 1 that SWL did not lead to the
expected decrease in T1 and T2 and an increase in ρ3

(Fig. 1b). 

The positive effect of SWL observed in com-
pounds 2–4 was obviously related to the high level of
local mechanical stresses and temperatures developed
in the material particles which, despite short time of the
activation process, sharply intensified interactions
between the particles. These interactions led not only to
comminution of the material (and, hence, to an increase

4 We failed to obtain intact samples of compound 4 with ρ3 ≥ 0.88
because of strong cracking caused by a high rate of sample
shrinkage in the course of sintering.
CHNICAL PHYSICS LETTERS      Vol. 26      No. 9      2000
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in the specific surface) but to the accumulation of vari-
ous defects (as evidenced by the diffraction line broad-
ening) increasing the free energy and the thermody-
namic activity as well. The absence of the positive
effect in compound 1 was related to the SWL-induced
activation of the secondary stepwise recrystallization
processes accompanied by rapid growth of ideomor-
phic grains (reaching very large size). This grain
growth led to the development of microcracks and
resulted in loosening and weakening of the ceramic
samples 

In all the ceramics studied, SWL favored the forma-
tion of more perfect structures upon sintering. This is
illustrated in Fig. 2a showing variation of the parame-
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 9      200
ters ∆d/d, α, and  in ceramics 1–4 processed in
various SWL regimes and sintered at the optimum T2
values. As seen, the SWL process always decreased
these parameters, the minimum values being observed
upon the treatment in combined regimes. Some
increase in ∆d/d in sample 1 treated in the R–S regime
was probably caused by the activation of recrystalliza-
tion processes. 

Figure 2b shows the plots of bhkl versus T2 for the
samples of ceramics 3 and 4 obtained with and without
SWL. As seen, a considerable defectness (large b220
values) in the samples of SWL-processed compound 4
(exceeding that in the untreated samples) was retained
at T2 ≤ 1000°C. In the 1000–1100°C interval, the struc-
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ture became more perfect (b220 decreased). The effect
was most pronounced for the R–S regime that provided
for the formation of a most perfect structure (minimum
b220) at T2 = 1100–1200°C (Fig. 2b). The same favor-
able effect was produced by the combined R–P regime
in compound 3 (a sharp decrease in b0.10.0) sintered at
T2 > 1250°C. Figure 2b also presents data on the effect
of T2 upon the ratio b0.18.0/b0.10.0 characterizing the
dynamics of variation of the defect state in compound 3.
Upon SWL in the R and R–P regimes, this ratio
increased from approximately unity to a value close
to 2. This change is indicative of the transition from a
state in which a maximum contribution to defectness is
due to the block structure, to the state in which the role
of residual elastic deformations increases with T2. In
the samples processed in the R regime, these residual
deformations were dominating at all T2. 

Thus, we have demonstrated that the explosion–
shockwave processing may in fact significantly change
the defect state of ceramic powders which, along with
comminution of the material, favored a decrease in T1
and T2 process temperatures, an increase in the ρ3
value, and the formation of a more perfect ceramic
structure. The decrease in T1 and T2 markedly reduces
the energy consumption and increases reliability of the
TE
thermal equipment operation by admitting departure
from the limiting technological conditions (T ≥
1400°C) toward “mild,” more readily realizable
regimes. This, in turn, allows using serial commercial
equipment, rather than special refractory furnaces, thus
markedly reducing the cost of production. The increase
in ρ3 facilitates the polarization of samples, thus ensur-
ing fabrication of high-quality elements for piezotrans-
ducers. All these advantages allow us recommend
implementing the shockwave activation into practical
technology of high-temperature ferroelectric materials. 

The work was supported by the Russian foundation
for Basic Research, project no. 99-02-17575. 
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Abstract—Ways to improve the dynamic characteristics of the space-time light modulators based on a poly-
imide–liquid crystal structure are considered. Application of a fullerene-containing polyimide increases sensi-
tivity of the system. Characteristics of the polyimide-based light modulators with unmodified and dye-modified
photosensitive layers are presented. © 2000 MAIK “Nauka/Interperiodica”.
Up to the present, a large number of various space-
time light modulators (STLMs) have been developed [1].
Of special interest are the STLM structures with a liq-
uid-crystalline (LC) mesophase used for the image
readout. Important advantages of the LC structures are
low control voltages, high sensitivity, large birefrin-
gence, and good technological properties. In addition,
these devices possess good resolution and time charac-
teristics. There is a large variety of the possible photo-
sensitive media, including CdS, a-CdTe, ZnSe, ZnS,
As10Se90, a-Si:H, a-SiC:H, polyimides, etc. [2–5],
which provides for the obtaining of LC STLMs operat-
ing in a broad spectral range.

Among this variety, a special place with respect to
the maximum possible resolution is occupied by the LC
structures with a polyimide (PI) based photosensitive
layer. These devices exhibit a maximum resolution of
~1500 mm–1 at an 0.1 level on the frequency–contrast
characteristic (FCC) and provide for a maximum dif-
fraction efficiency η approaching the theoretical limit
(33.9%) in the case of thin phase holograms at suffi-
ciently high spatial frequencies (100–150 mm–1) [6].
These parameters are still unattainable for the photo-
conductor–liquid crystal structures with the photosen-
sitive layers of other types. For example, high-speed
LC STLMs with an a-Si:H layer exhibit a diffraction
efficiency as small as 5% (at 25 mm–1) and a resolution
of 120 mm–1 (at 0.1η). Light modulators with a ZnSe
layer have a still lower resolution of 35 mm–1 (at an
0.5 FCC level) [5].

Were have successfully used the PI–liquid crystal
structures for correcting phase aberrations in systems
using a single wavelength [7] and different wave-
lengths [8] for the data record and readout. The purpose
of this work was to improve the dynamic characteristics
1063-7850/00/2609- $20.00 © 20771
of the PI–liquid crystal system without significant loss
in resolution. The task was solved by optimizing the
STLM operating conditions and using fullerenes to
increase sensitivity of the photoconductor layer. 

The STLM samples studied in this work represented
structures of a sandwich type described previously [9],
with the main functional role played by a photosensi-
tive PI and a liquid crystal of the cyanobiphenyl group.
Thin (0.7–1 µm thick) films of a water-soluble PI (6B
grade) were obtained by the two-stage polycondensa-
tion of an aromatic heteroatomic diamine with dianhy-
drides of tetracarboxylic aromatic acids [10]. The syn-
thesized PIs possessed intrinsic photosensitivity in the
UV and blue visible range, with a maximum absorption
at 350 nm and a longwave absorption edge at 600 nm.
The sensitivity band was extended to 532 nm by doping
the PI with synthetic organic dyes (representing com-
pounds with intramolecular charge transfer possessing
a maximum absorption at 530 nm) and fullerenes C60
and C70, the absorption spectrum of which overlaps
with the spectrum of PI in the region of 520–550 nm.

The electrooptical layers (5–10 µm thick) were
made of the ZhK 1289 and E7 (BDH) LC compositions
characterized by a positive optical and dielectric anisot-
ropy. The light modulators operation is based on the
S-effect in the transmission mode. A sinusoidal grating
was recorded under the Raman–Nath diffraction condi-
tions using a single-pulse second-harmonic radiation of
a neodymium-doped YAG laser with a pulse duration of
20 ns and a beam spot diameter on the photosensitive
layer of 3 mm. The conditions of convergence of the
object-modulated and reference beams allowed the spa-
tial frequency Λ of recording to be varied from 50 to
800 mm–1. Readout of the recorded potential relief was
performed with a continuous-wave He–Ne laser with a
000 MAIK “Nauka/Interperiodica”
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wavelength of 633 nm, a collimated beam diameter of
5 mm, and a power density of 10–4 W/cm2. The optical
response in the first order of diffraction was measured
in the focal plane of a lens mounted behind the STLM.
The sandwich structure was power supplied either by
rectangular pulses with an amplitude of A = 30–60 V, a
pulse duration of τsup = 30–300 ms, and a repetition rate
of 1/T = 0.2–7 Hz, or by a dc voltage of V = 80–90 V.

Let us consider the experimental results. Figure 1
shows a plot of the diffraction efficiency η versus the
delay time D between a laser pulse and the modulator
supply voltage pulse. Since the inertia of the PI–liquid
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Fig. 1. The plot of diffraction efficiency η versus delay time
D between a laser pulse and the modulator supply voltage
pulse (Λ = 100 mm–1; Wwr = 400 µJ/cm2; A = 59.9 V; τsup =
50 ms; 1/T = 1 Hz).
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Fig. 2. The plots of diffraction efficiency η versus write
energy density Wwr for various values of the supply voltage
pulse duration τsup = 50, 80, and 200 ms (curves 1–3,
respectively) Curve 4 shows data for an STLM with a
fullerene- containing PI (0.25 wt % C60) measured at a dc

voltage of 80 V. Λ = 100 mm–1.
T

crystal system response varied from 400 µs to 0.1 s
(depending on the particular STLM sample), we have
studied the photoresponse in a range of delay times
from 5 µs to 100 ms, completely covering the above
interval. Note that an additional factor influencing
selection of the delay time is the need in making an
allowance for the characteristic time of image blurring.
For STLMs of the type studied in this work, this time
can be evaluated from a relationship τ = d2/(µ V),
which yields a value of 2–20 ms (d is the photosensitive
layer thickness, µ is the charge carrier mobility, and V is
the supply voltage). The estimate refers to the charge car-
rier mobility in PIs (ranging from 10–7 to 10–5 cm2/(V s)
[6, 11]), the photosensitive layer thickness d = 1 µm,
and V = 50 V (at the first instant, all the voltage sup-
plied drops on this layer).

The high values of η = 15–20% observed for D from
3–5 µs up to 5 ms, followed by a decrease to η = 10%
in the interval of D = 5–10 ms, correspond to a situation
where the spreading of charge carriers is virtually not
yet manifested. As the delay time increases from 10 to
80–100 ms, the resolution decreases as a result of the
charge carrier spreading and the diffraction efficiency
drops (Fig. 1). It should be noted that a shift in the pho-
toresponse toward the trailing edge of the supply volt-
age pulse is probably related to an additional influence
of interphase boundaries in the STLM sandwich struc-
ture. The presence of several interfaces (conducting
film–photosensitive layer, photosensitive layer–orient-
ing film, orienting film–liquid crystal, and orienting
layer–conducting film) gives rise to the possibility of
forming electric double layers screening the electric
field and leading eventually to retardation of the charge
transfer processes and a shift of the photoresponse
toward greater delay times. Effects of the nature of ori-
enting films on the time characteristics of LC cells and
PI–liquid crystal STLMs were considered in detail
in [12–14].

We have estimated the characteristic switching
times for the system operated at D = 5 µs. The switch-
on time was 5–7 ms, and the switch-off time was ~100–
120 ms.

Figure 2 shows the plots of diffraction efficiency η
versus write energy density Wwr for various values of
the supply voltage pulse duration τsup = 50, 80, and
200 ms (curves 1–3, respectively). Curve 4 shows the
analogous plot for an STLM with a fullerene-contain-
ing PI (0.25 wt % C60 in the organic matrix) measured
at a dc voltage of 80 V. As seen, the diffraction effi-
ciency is retained on a level of 12–15% (curves 1–3) at
Wwr = 400–700 µJ/cm2 for all τsup. However, when the
Wwr value grows to 1000 µJ/cm2 and/or τsup increases to
200 ms, the η values decreases in all curves. Thus,
these conditions hinder the possibility of attaining the
ideal case whereby virtually all charge carriers reach
the second electrode (conducting film) of the structure.
Here, the charge production–transfer–recombination
processes are limited to a considerable extent by the
ECHNICAL PHYSICS LETTERS      Vol. 26      No. 9      2000
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The main characteristics of LC STLMs with PI-based photosensitive layers

Photosensitive 
layer of STLM

Switch-on 
time, ms

Switch-off 
time, ms

Sensitivity, 
J/cm2

Diffraction 
efficiency, % 

(for Λ = 90–100 mm–1)

Supply 
voltage, V

Write 
mode Refs.

Unmodified PI 250 700 5 × 10–5 dc dc [3]

Unmodified PI 50 500 – 18 (Λ = 40 mm–1) dc p [16]

Dye-modified PI 5–10 120 5 × 10–6 15–17 p p [12]

Dye-modified PI 25 150 – 10–12 dc p [17]

Fullerene-modified PI 
(85%C60 + 15%C70)

5 80 (5–20) × 10–7 7–8 dc, p p [18]

Fullerene-modified PI (C70) 5–10 80 5 × 10–7 5–7 dc, p p This work

Modified PI (Fullerene 
+ Malachite Green)

~5 80–100 (2–5) × 10–7 7–10 dc, p p This work

Note: Data refer to STLM with oxide orienting films at the PI–liquid crystal interface; supply voltage type: dc—direct-current, p—pulsed.
trapping centers. These centers are represented by
increasing number of various defects related to rupture
of the side-chain groups and breakage of the macromo-
lecular conjugation chain at high intensity of the laser
radiation and large τsup values. An additional source of
the trapping centers is related to dissociation of the LC
component. Charge carriers captured on the traps gen-
erate local electric fields producing (in the presence of
an electrooptical effect in the liquid crystal) an uncon-
trolled random modulation of the refractive index. This
results in violation of the optimum write–read condi-
tions and leads to a decrease in the diffraction effi-
ciency and, hence, in the spatial resolution of the sys-
tem. This is clearly illustrated in Fig. 2 (curve 3).

Using the data presented in Fig. 2, it is possible to
estimate threshold levels of the write energy density for
various τsup values and the maximum levels of illumina-
tion determining the structure sensitivity. It should be
recalled that, according to the holographic technique,
the sensitivity is determined as an exposure to the write
light beam necessary to provide for a ~1% diffraction
efficiency [1–6]. It was found that the threshold sensi-
tivity level of the structure studied at τsup = 50 and
80 ms was 5–7 µJ/cm2 and decreased (i.e., the sensitiv-
ity increased) to 1–2 µJ/cm2 at τsup = 200 ms. As for the
maximum illumination levels, the estimation yields
~1000 µJ/cm2 at τsup = 200 ms, ~1500 µJ/cm2 at 80 ms,
and 1700–2000 µJ/cm2 at 50 ms.

We have succeeded in providing a considerable
(nearly tenfold) increase in sensitivity without signifi-
cant loss in resolution by using a fullerene-containing
polyimide in the photosensitive layer of the LC STLM
structure. The threshold sensitivity level of this struc-
ture was 0.5 µJ/cm2. The increase in sensitivity is related
to the mechanism of complex formation between a triph-
enylamine donor fragment of the PI molecule and the
fullerene molecule acting as the acceptor with an elec-
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 9      200
tron affinity twice that of the diamide acceptor fragment
of PI. It was demonstrated [15] that the absorption cross
section of the new complex is 300 times that for the
intramolecular complex of PI. Some decrease in the η
value for the fullerene-containing system is related to
acceleration of the transient processes in the STLM,
which is manifested by a decrease in the switch-off
time to 80 ms. Comparative data on the parameters of
LC STLMs with unmodified PI-based photosensitive
layers and the layers of PI modified with dyes and
fullerenes are presented in the table.

Thus, we have studied the effects of the operating
conditions and fullerene modification on the diffraction
efficiency, time characteristics, and sensitivity of liq-
uid-crystalline STLMs. The results show that applica-
tion of a fullerene-containing polyimide markedly
increases sensitivity of the structure. A qualitative
model explaining this effect is suggested.

The authors are grateful to Prof. O.D. Lavrentovich
(Kent State University, USA) for kindly providing a
sample of E7 (BHD), to Dr. Alex Leyderman (Univer-
sity of PR, USA) for providing C60 and C70 fullerenes,
and to Prof. B.V. Kotov (Karpov Institute of Physical
Chemistry, Moscow) for his help in work.

REFERENCES

1. A. A. Vasil’ev, D. Casasent, I. N. Kompanets, and
A. V. Parfenov, Space-Time Light Modulators (Radio i
Svyaz’, Moscow, 1987).

2. F. L. Vladimirov, I. E. Morichev, N. I. Pletneva, and
T. O. Reshetnikova, Opt.-Mekh. Prom-st., No. 6, 6
(1985).

3. V. S. Myl’nikov, E. A. Morozova, N. A. Vasilenko, et al.,
Zh. Tekh. Fiz. 55, 749 (1985) [Sov. Phys. Tech. Phys. 30,
444 (1985)].

4. Yu. D. Dumarevskiœ, T. V. Zakharova, N. F. Kovtonyuk,
et al., Opt.-Mekh. Prom-st., No. 12, 9 (1989).
0



774 KAMANINA, VASILENKO
5. N. L. Ivanova, V. V. Nikitin, and A. P. Onokhov, Opt. Zh.
60 (7), 45 (1993) [J. Opt. Technol. 60, 475 (1993)].

6. V. S. Mylnnikov, Adv. Polym. Sci. 115, 3 (1994).
7. N. V. Kamanina, L. N. Soms, and A. A. Tarasov, Opt.

Spektrosk. 68 (3), 691 (1990) [Opt. Spectrosc. 68, 403
(1990)].

8. V. A. Berenberg, N. V. Kamanina, and L. N. Soms, Izv.
Akad. Nauk SSSR, Ser. Fiz. 55 (2), 236 (1991).

9. N. V. Kamanina and N. A. Vasilenko, Electron. Lett. 31
(5), 394 (1995).

10. P. I. Dubenskov, T. S. Zhuravleva, A. V. Vannikov, et al.,
Vysokomol. Soedin., Ser. A 30 (6), 1211 (1988).

11. T. Hara, T. Tsutsui, and S. Saito, Jpn. J. Appl. Phys. 24
(8), 970 (1985).

12. N. V. Kamanina, Proc. SPIE 2731, 220 (1996).
TE
13. N. V. Kamanina and N. A. Vasilenko, Opt. Quantum
Electron. 29, 1 (1997).

14. N. V. Kamanina and V. I. Berendyaev, Proc. SPIE 3292,
154 (1998).

15. Y. A. Cherkasov, N. V. Kamanina, E. L. Alexandrova,
et al., Proc. SPIE 3471, 254 (1998).

16. M. A. Groznov, V. S. Myl’nikov, A. G. Sinikas, and
L. N. Soms, Tr. Gos. Opt. Inst. 60, 69 (1986).

17. N. V. Kamanina and N. A. Vasilenko, Zh. Tekh. Fiz. 67
(1), 95 (1997) [Tech. Phys. 42, 82 (1997)].

18. N. V. Kamanina, N. M. Kozhevnikov, and N. A. Vasi-
lenko, Proc. SPIE 3633, 122 (1999).

Translated by P. Pozdeev
CHNICAL PHYSICS LETTERS      Vol. 26      No. 9      2000



  

Technical Physics Letters, Vol. 26, No. 9, 2000, pp. 775–777. Translated from Pis’ma v Zhurnal Tekhnichesko

 

œ

 

 Fiziki, Vol. 26, No. 17, 2000, pp. 46–52.
Original Russian Text Copyright © 2000 by A. Pozdnyakov, Ginzburg, O. Pozdnyakov, Redkov, Maricheva, Artem’eva, Kudryavtsev.

                                                                         
Thermodesorption States of Fullerene C60

in the Polyimide–Fullerene System 
A. O. Pozdnyakov, B. M. Ginzburg, O. F. Pozdnyakov, B. P. Redkov, 

T. A. Maricheva, V. N. Artem’eva, and V. V. Kudryavtsev 
Institute of Machine Science, Russian Academy of Sciences, St. Petersburg, Russia 

Ioffe Physicotechnical Institute, Russian Academy of Sciences, St. Petersburg, 194021 Russia 
Institute of Macromolecular Compounds, Russian Academy of Sciences, St. Petersburg, Russia 

Received March 13, 2000 

Abstract—The data of thermodesorption mass spectrometry indicate that fullerene C60 molecules are desorbed
from a polyimide (PI) surface at temperatures below the PI decomposition onset temperature, while the desorp-
tion of C60 from the bulk begins in the temperature region of the polymer decomposition. It is suggested that
strong chemical bonds between C60 and PI macromolecules are formed in the bulk in the stage of the polyamic
acid preparation and are broken upon destruction of the polymer macromolecules. The character of C60 ther-
modesorption from the PI surface depends on thickness of the surface film of fullerene C60. © 2000 MAIK
“Nauka/Interperiodica”.
In the previous works [1–3], we demonstrated that
the thermodesorption mass spectra of fullerene C60
observed on heating in various polymer–C60 systems
are sensitive to both chemical and phase state of C60
molecules in the samples studied. The thermodesorp-
tion states of fullerene in the systems studied were
observed in the region of temperatures corresponding
to decomposition of the matrix polymers, including
polystyrene (PS) [1], poly(methyl methacrylate)
(PMMA) [3], and trifluorochloroethylene–vinylidene
fluoride (TFCE–VDF) copolymer [2]. This observation
does not exclude the possibility that fullerenes may
interact in the stage of desorption with the free macro-
radicals formed upon thermal decomposition of the
polymer matrix. 

It was suggested that use of a polymer belonging to
the class of polyimides (PIs), possessing comparatively
high decomposition temperatures (the onset of decom-
position in air is observed at 400°C and above [4, 5]),
would allow us to eliminate the above uncertainty.
Below, we present the first results of investigations of
the thermodesorption states of fullerene molecules on
the surface and in the bulk of a high-temperature-resis-
tant rigid-chain PI. 

The PI samples were synthesized in two stages. In
the first stage, a polyamic acid (PAA) was synthesized
from a mixture of 3,3',4,4'-diphenyloxytetracarboxylic
acid dianhydride, p-phenylenediamine, and 2.5-bis-(4-
aminophenyl)pyrimidine taken in the molar ratio
100 : 50 : 50. Prior to the synthesis, 3,3',4,4'-dipheny-
loxytetracarboxylic acid dianhydride (DPO) was
recrystallized from o-xylene and treated at 100°C in
vacuum (Tm = 226–227°C); p-phenylenediamine was
distilled in vacuum (Tm = 139–141°C); 2.5-bis-(4-ami-
1063-7850/00/2609- $20.00 © 20775
nophenyl)pyrimidine was purified by sublimation
(Tm = 226−227°C); N,N-dimethylacetamide (DMA)
was dried over calcium hydride and distilled on a rectifi-
cation column at a reduced pressure; o-dichlorobenzene
was purified by distillation. Then, 0.6968 g (0.0065 mol)
of p-phenylenediamine and 1.6903 g (0.0065 mol) of
2.5-bis-(4-aminophenyl)pyrimidine were dissolved
with stirring in 47 ml of DMA. To this solution were
added dropwise 5 ml of an o-dichlorobenzene solution
containing 0.055 g (1% of the PAA weight) of a
fullerene mixture (78 wt % C60 + 22 wt % C70). The
fullerene mixture was prepared by extraction from a
fullerene soot.1 Upon completely adding fullerenes, the
mixture was stirred for 1 h. 

To this fullerene-containing solution were added by
portions with permanent stirring 3.5 g of DPO and then
the stirring was continued for 5 h. The resulting PAA
may probably contain a fraction of repeating units
(about 1%) “modified” by fullerene. This circumstance
must be borne in mind in interpreting the results of inves-
tigations, although which particular type of modification
(complex formation or covalent binding resulting in the
imide cycle distortion) takes place is yet unclear, being
insignificant for the main conclusions of this work. 

The fullerene-containing PAA solution (referred to
below as PAA–fullerene) was applied onto a metal
(stainless steel) plate to perform the second stage of PI
formation—thermal imidization of the PAA–fullerene
system. The process of imidization on substrate was
effected in the following regime: air drying by heating
to 80°C at a rate of 20 K/min was followed by additional

1 The fullerene mixture was provided by the “Fullerenovye Tekh-
nologii” (Fullerene Technologies) company (St. Petersburg, Russia).
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heating in a vacuum chamber of the mass spectrometer
to 350°C at the same rate as above. Then, the samples
were allowed to cool to the room temperature. The thick-
ness of a thin PI film formed on the metal substrate (this
product will be denoted as PI–Fl) was about 5 µm. 

For a direct comparison between the kinetics of C60
evolution from the bulk and the kinetics of fullerene
desorption from a PI– Fl sample surface, a solution of
pure C60 (99.8%) in toluene was applied onto the PI–Fl
sample and dried for a few minutes. Below we present
the results on the fullerene desorption from ~100- and
10-nm-thick C60 layers formed on the surface of PI–Fl
films. Layers of a greater thickness were obtained by
applying 5 µl of a C60 solution with a concentration of
0.3 wt % onto a PI–Fl film surface, while thinner films
were obtained by applying the same solution diluted to
0.03 wt %. 

The thermodesorption experiments were performed
on a magnetic mass spectrometer of the MX-1320 type
specially adapted for heating thin-film samples in a
temperature-programmed mode. The samples were
heated at a constant rate of about 7 K/s. A residual pres-
sure in the spectrometer chamber prior to the thermode-
sorption measurements was maintained on a level of
5 × 10–5 Pa. The ith peak height in a mass spectrum is
proportional to the current partial pressure of the ith
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Fig. 1. Temperature variation of the relative weight loss
(WL) and the rate of fullerene (a) C60 and (b) C70 evolution
from thin PI–Fl films. 
TE
component in the system studied. Provided that the
pumping rate is sufficiently high, this value is propor-
tional to the rate of the ith volatile component forma-
tion dNi/dt. Thus, measurements of the thermodesorp-
tion peak height provide quantitative information of the
rate of formation (thermodesorption) of the compound
studied. The rates of formation of various volatile prod-
ucts in the system studied were determined by calibrat-
ing the absolute sensitivity of the instrument with
respect to a flow of methyl methacrylate from a
weighed amount of PMMA heated in the same regime
and using the tabulated values of relative sensitivities of
the corresponding compounds. 

In the course of thermodesorption experiments, we
have also measured the total ion current I(t). The I(t)
value is proportional to the total rate of evolution of all
volatile products from the sample studied. The integral
of I(t) with respect to time from the heating start (t = 0)
to a current time instant (t = τ) is proportional to the
total mass of volatile products evaporated from the
sample, that is, to the sample weight loss ∆m: 

where k is the empirical coefficient and m0 is the initial
sample weight. This relationship was used to calculate
the plots of the relative sample weight loss on heating. 

The sample structures were studied by measuring
the X-ray diffraction patterns on a DRON-2.0 diffracto-
meter using Ni-filtered CuKα radiation. 

Figure 1 shows the temperature variation of the rate
of fullerene (a) C60 and (b) C70 evolution from a PI–Fl
film and the corresponding weight loss (WL) of the
sample in the course of a thermodesorption experiment.
The presence of bending points on the temperature
dependence of the weight loss (indicated by vertical
arrows) is evidence of different decomposition mecha-
nisms operative in the PI–fullerene system in the tem-
perature regions below and above 500°C. This result
agrees with the data of mass-spectrometric investiga-
tion of the chemical processes accompanying heating
of the PAA and PI samples [4]. Note that the low-tem-
perature stage of the process is not observed during
repeated heating of a sample preliminary heated to
500°C and cooled to room temperature (see, e.g., [5]).
The release of C60 and C70 molecules is a two-stage pro-
cess. The low-temperature stage coincides with the
region of low-temperature degradation of the sample,
while the high-temperature stage falls within the main
(high-temperature) stage of the polymer decomposi-
tion. Taking into account that we studied thin (micron)
films, these data can be considered as indirect evidence
of the presence of strong chemical bonds between
fullerene molecules and polymer chains, which are bro-
ken only upon development of the process of thermal
decomposition of the latter macromolecules. Note also
that the temperature interval corresponding to the evo-

m0 m τ( )– ∆m τ( ) kI t( ) t,d

t 0=

t τ=

∫= =
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lution of C60 molecules from a thin PI–Fl film is lying
significantly (by approximately 200°C) above the anal-
ogous regions reported for some other polymer–
fullerene systems such as PS–C60 [1], PTFCE–VDF
copolymer–C60 [2], and PMMA–C60 [3]. 

The wide-angle X-ray diffractograms from pure PI
and the PI–Fl film samples are virtually identical and dis-
play diffuse ring reflections characterized by 2θ values
about 10.5, 18.9, and 25.2°C. The absence of qualitative
distinctions between the diffractograms of pure PI and
PI–fullerene systems suggests that fullerenes introduced
in a small amount (below 1 wt %) into a PI film produce
no significant effect upon the PI crystal structure and the
fullerene molecules do not form a separate phase. 

Figures 2a and 2b show a temperature dependence
of the desorption of neutral C60 molecules from PI–Fl
films with additional C60 overlayers. The data in Fig. 2a
refer to the PI–Fl films with a calculated C60 layer
thickness of 100 nm; Fig. 2b shows analogous data for
a 10-nm-thick fullerene layer, The thermodesorption of
fullerene from the film surface is observed at tempera-
tures markedly lower (Tmax ~ 570°C) as compared to
the temperature corresponding to the maximum rate of
fullerene evolution from the bulk of polymer. The pro-
cess of desorption from the PI surface represents a
superposition of at least two stages that are poorly
resolved under our experimental conditions. In the case
of a 10-nm-thick layer, Tmax = 330 and 410°C, while the
corresponding stages for the 100-nm-thick layer are
observed at Tmax = 380 and 430°C. By analogy with a
mechanism proposed in [6], the two-stage desorption
of C60 from the PI surface can be explained by superpo-
sition of the corresponding contributions related to the
crystalline and molecular-dispersed C60 phases. In the
latter phase, C60 molecules are bound directly to the
surface macromolecules of the polymer. The calculated
activation energy for the process of C60 desorption from
the PI surface in this case amounts to 126 J/mol. 

A comparison of the thermodesorption states of C60
on the surface and in the bulk of PI shows that the bonds
between C60 and the surface macromolecules of a pre-
formed PI film are weaker as compared to the bonds
formed when C60 is introduced into the PI matrix.
Obtaining more detailed information on the behavior of
C60 molecules in the PI–fullerene composition and on
the PI surface requires additional experiments. The
results of this work unambiguously indicate that a high-
temperature-resistant PI offers an adequate model poly-
mer substrate for these investigations. 

Thus, we have established that the escape of C60
molecules from a rigid-chain PI matrix takes place at
markedly higher temperatures as compared to those
observed in the polymer–fullerene systems studied pre-
viously [1–3]. The thermodesorption of C60 from the PI
surface proceeds at temperatures substantially lower
than the temperature of PI decomposition, while the
desorption from the bulk of PI falls within the temper-
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 9      200
ature range of the polymer matrix decomposition. The
latter fact suggests that strong chemical bonds between
C60 and PI macromolecules are formed in the bulk in
the stage of the polyamic acid preparation. 

The authors are grateful to L.P. Myasnikova for tak-
ing wide-angle X-ray diffraction measurements. 
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Abstract—The response of a capacitive sensor of the Al/por-Si/n-Si type to the presence of ammonia and water
vapor in the gas phase was studied. It was found that illumination affects the process of capacitance relaxation.
© 2000 MAIK “Nauka/Interperiodica”.
Porous silicon (por-Si) attracts the attention of
researchers mostly due to its luminescent properties [1].
At the same time, extensive investigations of many
other characteristics of por-Si showed good prospects
for numerous alternative applications of this material in
various fields such as solar cells, biotechnologies, and
sensors [2].

Methods developed for the electrochemical etching
of silicon provide a means of controlled modification of
the parameters of a porous silicon layer in order to opti-
mize its adsorption properties. The effect of adsorption
of various gases, including ammonia and water vapor,
on the electrical properties of por-Si and the possibility
of using this phenomenon in sensors of the resistive,
diode, and capacitive types were studied in [3–7].

Semiconductor adsorption gas sensors, albeit pos-
sessing a number of advantages, exhibit a principal
drawback: low selectivity. One possible way to solve
the problem consists in analysis of the response kinet-
ics. This possibility can be markedly expanded by using
optical stimulation of the surface processes, since this
factor selectively affects various electron subsystems of
the adsorbate. The influence of illumination upon the
adsorption equilibrium and the chemisorption kinetics
is called the photoadsorption effect [8].

The (100)-oriented single-crystal silicon plates of
the KEF grade with an electron concentration of 1.3 ×
1016 cm–3 was cleaned by rinsing in distilled water fol-
lowed by etching in an HF + HNO3 + CH3COOH solu-
tion. Then the samples were electrochemically anod-
ized in a HF/H2O–C3H8O–H2O2 (2 : 2 : 1) electrolyte
for 5 min at a current density of 15 mA/cm2. Upon
etching, the samples were washed in butyl alcohol and
dried. The anodized silicon surface retained mirror
appearance, which indicated the absence of micron-
size inhomogeneities. A thickness of the porous layer
produced by etching was about 10 µm, the porosity was
50–70%, and the oxide phase content in por-Si
amounted to 3−4% [8]. Finally, contact squares with an
1063-7850/00/2609- $20.00 © 20778
area of 2 mm2 were applied by thermal deposition of
aluminum.

The high-frequency capacitance–voltage (C–U)
characteristics were measured in a steady-state regime
at a frequency of 1 MHz in a bias range of ±10 V using
a test signal with an amplitude of 20 mV. The time
required for taking a C–U curve was about 5 min. The
leak current in the system did not exceed 1 mA. The
spurious capacitance of connecting wires (~2 pF) was
automatically subtracted from the results of C–U mea-
surements.

The C–U measurements were performed on the
por-Si samples mounted in a hermetically sealed exper-
imental cell. A zero relative humidity (RH = 0) was
obtained with the aid of a silica gel, over which a sam-
ple was heated for 30 min at T = 343 K. The source of
NH3 was a 10% aqueous ammonia solution. The kinetic
characteristics were taken upon admitting a 5 cm3 gas
“pulse” (10% NH3 or air wit RH = 100%) into the cell
with a sample sensor. The sample surface was illumi-
nated by the light of an incandescent lamp with a radi-
ant power density of 0.01 W/cm2.

Since the dielectric permittivity of silicon and sili-
con oxides is markedly lower than that of water
(ε = 81), the adsorption of water vapor on the sample
surface must lead to a considerable increase in the sen-
sor capacitance. Figure 1 shows a typical C–U curve,
the inset presenting a schematic diagram of the sample
configuration with electrodes connected in a coplanar
mode. This scheme is equivalent to the serial connec-
tion of two MOS capacitors shunted by a resistance of
the por-Si layer. The capacitors have opposite polarities
and the system capacitance for any applied bias voltage
is determined (at RH = 0) by the capacitance of a space-
charge region in one of the capacitors. As the relative
humidity increases (Fig. 1, curve b), the effective
dielectric permittivity of the por-Si layer and, hence,
the system capacitance grow. At RH = 100%, the sys-
tem exhibits an essentially nonequilibrium behavior
and the C–U curve acquires an involved shape (Fig. 1,
000 MAIK “Nauka/Interperiodica”
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curve c). This is explained by a reversible breakdown of
the space-charge region in one of the capacitors
(depending on the bias voltage polarity) at a large
biases, whereas both capacitors operate in the vicinity
of a zero bias. The increase in sensitivity observed for
this sensor operation regime is explained by the fact
that the entire por-Si surface between electrodes
becomes active.

A similar behavior of the sensor was observed in
response to the ammonia vapor; moreover, the effects
are distinguished even on the background of RH =
100%.

Interesting features are characteristic of the process
of sensor relaxation upon the “pulsed” action of ammo-
nia or water vapors (Fig. 2). The physical adsorption
(including the capillary condensation phenomenon)
being a rapid process, the sensor response time is of the
order of one second and the subsequent relaxation lasts
over about one minute. However, illumination of the
sample surface results in that the sensor recovery
becomes incomplete. The compete restoration of the
initial sensor capacitance is achieved only upon expo-
sure of the sample in the dark for a few minutes. It
should be noted that similar features were observed in
the dc conductivity measurement mode [10].

The effect of illumination can be partly related to
photochemical reactions such as the defect transforma-
tion stimulated by the surface recombination of minor-
ity charge carries, rather than entirely to the recharge of
active centers. Similar reactions were observed in flat-
band AIIBVI semiconductors [11]. Elucidation of the
nature of these phenomena required additional detailed
investigations.

The existence of metastable impurity–defect com-
plexes in porous silicon and their reconstruction under the
action of heat or illumination were studied in [12, 13].
Islam et al. [12] explained the observed effects by the
presence of an amorphous hydrogenated silicon phase
(a-Si:H) in the por-Si layer. It should be noted that the
illumination-induced transformation of metastable
defects in a-Si:H is known as the Staebler–Wronski
effect [14].

The results of measurements of the electrical char-
acteristics of por-Si may significantly depend both on
the ambient conditions (in particular, on the RH value)
and on the measuring system parameters determining
the operation regimes (voltages) of heterojunctions
and, hence, the mechanisms of charge transfer opera-
tive in the system (Fig. 1).

The known optical properties of por-Si allow us to
believe that illumination of the samples in various spec-
tral regions may be used for selective excitation of the
corresponding electron subsystems in por-Si, thus pro-
viding for the controlled response and relaxation of the
sensor. The resonance action of a monochromatic light
with definite frequency upon the semiconductor surface
may, in principle, perform selective recharge or excita-
tion of the active surface centers or adsorbed mole-
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 9      200
cules. This opens way to controlled selectivity in the
adsorption–desorption phenomena.

The illuminated (excited) por-Si surface may fea-
ture, besides the electric recharge processes, some pho-
tochemical ionic reactions leading to the appearance of
new (or disappearance of the existing) defects in the
semiconductor (recombination centers, traps, etc.).
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This phenomenon can be used both for the control of
characteristics of the por-Si-based sensors and for the
study of structural and energetic characteristics of this
material.

Finally, it should be noted that a microheterophase
character of the porous silicon structure is manifested
by the fact that the sign of response to the same adsor-
bate may change depending on the temperature [15].
All these features show por-Si to be a flexible func-
tional material offering large possibilities in obtaining
optimum properties for the creation of high-perfor-
mance microelectronic sensors.
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Abstract—The possibility of obtaining a new nanostructured material, an InSiAs solid solution, by molecular
beam epitaxy on the Si(001) surface is reported. It is demonstrated that, during simultaneous deposition of
indium, silicon, and arsenic, nanometer-size islands with a rectangular base and the sides oriented along the
{110} directions can form when the layer thickness exceeds 35 nm. After depositing a 100 nm thick layer of
the solid solution, islands with the side ratio d110/d1 0 = 1.35 and a typical lateral size of d1 0 ~ 35 ± 10 nm are
obtained. © 2000 MAIK “Nauka/Interperiodica”.

1 1
Considerable interest has been drawn in recent years
to the process of direct nanostructure formation by the
molecular beam epitaxy (MBE) on the surface of vari-
ous semiconductor materials [1]. This is related both to
the unique fundamental properties of the MBE-grown
nanostructures and to their use in technological appli-
cations in solid-state physics, optoelectronics, biology,
etc. Creation of the quantum-dot lasers and studies of
the DNA molecules attached to the surface covered
with an array of nanoobjects open new areas for the
nanostructured material applications. Use of the molec-
ular-beam epitaxy (MBE) technology in combination
with the surface diagnostics methods such as the reflec-
tion high-energy electron diffraction (RHEED) and
scanning tunneling microscopy (STM) not only makes
it possible to predict the features of the surface mor-
phology obtained, but enables one to synthesize new
materials and to study their properties as well. In this
paper, we report for the first time on the possibility of
obtaining a new nanostructured material, an InSiAs
solid solution, on the Si(001) surface. This material,
owing to its structural properties, can find applications
in different areas of modern nanotechnology (nanobio-
chips, multiple-tip cathodes, etc.).

The samples were grown in an EP 1203 MBE setup
on (001)-oriented p-Si substrates of the KDB-7.5
grade. After the chemical treatment identical to that
described in [2], the substrates were mechanically
mounted on a molybdenum holder without using
indium. The oxide layer was removed by increasing the
substrate temperature Ts in the growth chamber to
870°C for 15 min, after which a (2 × 2) surface recon-
struction typical of the Si(001) surface was observed.
In addition to the regular temperature sensor assembly
based on a VR5/VR20 thermocouple, an Ircon Modline
1063-7850/00/2609- $20.00 © 20781
Plus infrared pyrometer was used to monitor the sub-
strate temperature. Monitoring of the oxide layer
removal and in situ examination of the sample surface
morphology during the growth process were carried out
using an RHEED pattern registration and processing
complex. The complex consists of a video camera, a
video tape recorder for the subsequent detailed process-
ing of the RHEED pattern dynamics, a computer for the
real-time video information processing, and an inter-
face connecting the video camera to the tape recorder
and the computer [3]. Next, the sample temperature
was reduced to 420°C to prevent InAs reevaporation
from the surface, and the silicon, indium, and arsenic
flux shutters were simultaneously opened to grow a
100-nm-thick layer. The indium flux, preliminarily cal-
ibrated using the specular RHEED reflection oscilla-
tions corresponded to 0.05 InAs monolayers per second

Fig. 1. RHEED pattern observed after deposition of a
35-nm-thick layer of InSiAs on the Si(001) surface.
000 MAIK “Nauka/Interperiodica”
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Fig. 2. (a) An STM image of a 1800 × 1800 nm region of the
sample surface. The picture sides are parallel to the [110]

and [1 0] directions. (b) A typical cross section of several
surface nanoobjects. The cross-section direction is indicated
by the arrow. The x-axis lies in the sample plane, and the
z-axis is parallel to the growth direction.

1

T

for the growth of an InGaAs solid solution (with ~15%
In content) on GaAs. The silicon flux also amounted to
0.05 monolayers per second. The group V to group III
element flux ratio was equal to 10.

The sample surface morphology was studied ex situ
by STM. The STM techniques and operation modes
were similar to those employed earlier in the study of
the InAs/GaAs system [4]. Repeatedly reproducible
and stable STM images were obtained for different
regions of the samples under study in a direct current
mode under positive bias applied to the sample.

A diffraction pattern observed after growing of a
20-nm-thick silicon buffer layer is typical of the sur-
faces with the above-mentioned orientation, reflecting

a (2 × 2) reconstruction along the [110] and [ 10]
directions. In the course of the InSiAs deposition, after
the layer thickness reaching 35 nm, spot reflections
appear in the diffraction pattern, which indicates the
transition to the three-dimensional growth mode.
Simultaneously, inclined linear reflections for the inci-

dent electron beam orientations of [110] and [ 10]
show up clearly (see Fig. 1) and remain in the diffrac-
tion pattern until the growth is terminated after reach-
ing a layer thickness of 100 nm. The appearance of
these linear reflections evidences the formation of
atomically flat faces oriented at some angle to the (001)
main growth direction. Comparing the spot and linear
reflection patterns, we determined the face indexes as

( 12) and (1 2) for the incident beam orientation of

[110] and [ 10], respectively. The calculated periodic-
ity of linear reflections in the reciprocal space agrees
with the period of bulk face-centered cubic lattice along
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Fig. 3. Three-dimensional image of a surface region in axonometric projection.
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the directions [1 1] and [ 11], lying in the specified
planes. This means that no high-order reconstruction
occurs in these directions. Thus, our analysis the elec-
tron diffraction pattern suggested the existence of the
pyramid-shaped formations on the initial (001) growth
surface, which have rather clear faceting along the
(112)-type planes, forming an angle of 35.3° with the
surface.

This conclusion is corroborated by the STM data.
A typical STM image of the sample surface is shown in
Fig. 2a. It is seen that the surface formations possess

rectangular bases oriented along the [110] and [ 10]
directions. A cross section of several of these surface
formations by a (110) plane drawn as close as possible
to the centers of their horizontal projections is pre-
sented in Fig. 2b. This figure also shows evidence of the
pyramidal shape of the surface formations, the angle
formed by a lateral face with the pyramid base being
about 30° for a smooth cross-section line. In other
cases, clear steplike character of the lateral face cross
section is observed, the step plane making the same
angle with the base plane.

A three-dimensional image of the surface region
displayed in Fig. 2a is represented in Fig. 3 by means of
axonometric projection. This representation shows the
size and shape of elements of the surface structure in
the direction perpendicular to the STM scan plane. The
STM data were also treated using an algorithm for the
statistical analysis of the image element size. The algo-
rithm is based on the calculation of the image spectral
density and, upon single-pass processing of the STM-
image file, yields the size distribution of the image ele-
ments. A distribution density of the nanoobject lateral
size was obtained by calculations using the averaged
cross section of the spectral density; the result is pre-
sented in Fig. 4. As seen, the mean lateral size of the
islands is 35 ± 10 nm. The algorithm employed is
described in detail in [5]. The STM images were also
analyzed by means of the discrete Fourier transform. To
give an example, in Fig. 5 we present such a Fourier
transform of the STM image shown in Fig. 2a. Note
that the algorithm used includes a routine for eliminat-
ing the central peak. The Fourier image has a rhomboi-
dal shape, which evidences the formation of nanois-
lands mainly with a rectangular base shape. A typical
ratio of the base dimensions can be estimated from the
Fourier transform data as d110/d1 0 = 1.35. This value
agrees well with the result obtained by the analysis of

the STM image cross sections in the [110] and [1 0]
directions.

Preliminary measurements of the local current–volt-
age characteristics over these nanometer-size surface
morphological features give evidence of the semicon-
ductor nature of the three-dimensional islands. Numer-
ically, the I–V curves recorded differ from those of the

1 1

1

1

1

TECHNICAL PHYSICS LETTERS      Vol. 26      No. 9      200
bulk silicon and of the InAs/GaAs and InAs/Si quan-
tum dots, which confirms that the material obtained has
different properties than these semiconductors. Analy-
sis of the measured local electrical characteristics will
be reported in a separate publication.

Thus, using the RHEED and STM methods, we
experimentally demonstrated a principal possibility
that a new nanostructured material, InSiAs solid solu-
tion, can be grown by the MBE technique on the
Si(001) surface. For its structural properties, this mate-
rial can find applications in different areas of modern
nanotechnology, e.g., in microelectronics, biochips,
etc. [6].
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Fig. 4. Solid line: probability distribution ρ of the surface
nanoobjects over their lateral size d; dashed line: approxi-
mation of the distribution by the Gauss function.

Fig. 5. A Fourier transform of the STM image displayed in
Fig. 2a.
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On the Possibility of Mechanical Tuning 
of a Periodic-Pulse Relativistic Magnetron

I. I. Vintizenko
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Abstract—A method for the mechanical tuning of a periodic-pulse relativistic magnetron is described. The
method, based on using an anode unit with the cavity edge lids having variable internal radius, allows the oscil-
lation frequency to be varied within 8% without a significant loss in the output power. © 2000 MAIK
“Nauka/Interperiodica”.
The relativistic magnetron is one of the most power-
ful and effective devices used in the relativistic micro-
wave electronics [1, 2]. In recent years, devices of this
type are frequently supplied from induction linac sec-
tions [3, 4]. A characteristic feature of the linac devel-
oped at the Research Institute of Nuclear Physics
(Tomsk Polytechnic University) is the use of a magnetic
system for the strip forming line commutation, which
allows the magnetron to generate microwave pulses with
a repetition rate of up to 400 Hz, highly reproducible
pulse shape and amplitude (voltage, 300–400 kV; cur-
rent, 3−4 kA), and a microwave power up to ~200 MW.

This paper describes a rather simple method for
mechanical tuning of the oscillation frequency of a rel-
ativistic magnetron and presents the results of experi-
mental implementation of this method. The experi-
ments were performed with a 6-cavity anode unit for a
10-cm wavelength range (S-band) with the internal and
external cavity radii of R1 = 2.15 cm and R2 = 4.3 cm,
respectively, and a height of 7.2 cm. In relativistic mag-
netrons, the working frequencies cannot be separated
between different oscillation modes with the aid of cou-
plers. The task is usually solved by using the anode
units with edge lids. For this reason, the classical
method of mechanical frequency tuning by varying the
edge cavity size is inapplicable. The magnetron fre-
quency can only be changed through variation of the
cathode radius [5]. For example, an increase in the cath-
ode radius of the given magnetron from 0.9 to 1.1 cm
changed the magnetron oscillation frequency from
2840 to 2790 MHz (i.e., by less than 2%). When the
cathode radius decreased below 0.9 cm or increased
above 1.1 cm, the output power dropped because of a
mismatch between the impedances of magnetron and
linac. Levine et al. [6] reported on the results of testing a
system for the mechanical tuning of relativistic magne-
trons but presented no description of the patented device.

We have used an anode unit with cavity edge lids,
which differs from both open and half-open units (the
1063-7850/00/2609- $20.00 © 20785
latter provided with a single edge lid with the internal
radius R1 = 2.15 cm) by variation of the alternating
electric field along the cavity length, with the antinode
at the center and the nodes at the edges [7]. The micro-
wave radiation is extracted from one of the cavities via
a coupling slot with a smooth waveguide junction.

The presence of the electric field antinode created
favorable conditions for the H10 wave excitation in the
waveguide junction. The closed anode unit ensures, in
addition to better mode frequency separation, the
higher output parameters [8] because of a greater inter-
nal Q-value. As is known [7], the total efficiency of a
magnetron is determined by the formula

(1)

where η2 is the electron efficiency; η1 is the magnetron
circuit efficiency; and Q0 and Q1 are the internal and
external Q values, respectively.

The resonance mode frequencies of the close (f1)
and open (f2)anode units obey the following relation-
ship:

(2)

where c is the speed of light.
In this work, the frequency of the relativistic magne-

tron was tuned by using the cavity edge lids with vari-
able internal radius. The amplitude and frequency
parameters of the output microwave pulses were mea-
sured using detector tubes and tunable filters with a
bandwidth of ~17 MHz on a 3 dB level.

Plots of the relative microwave power, middle fre-
quency, and internal Q value as functions of the edge lid
radius are presented in the figure (the lid radius was
varied either on both edges or on one edge with the
other fixed at R1 = 2.15 cm). As seen from these data, it
is expedient to change the radius of both edge lids in

η η 1η2

Q0

Q0 Q1+
-------------------η2,= =

f 1 f 2 1 c/ f 02h( )2+ ,=
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order to provide for the magnetron frequency tuning
within 8%. In this case, a decrease in the output power,
related to a change in the external Q value determined
as Q2 = Q1Q0/(Q1 + Q0) = f/∆f (∆f is the generation
bandwidth), would not exceed 10%. When the internal
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Fig. 1. The plots of (a) relative microwave power, (b) middle
frequency, and (c) internal Q value as functions of the inter-
nal radius of the cavity edge lid for the lid radius varied
(1) on one edge (with the other fixed at R1 = 2.15 cm) and
(2) simultaneously on both edges.

1

1

2

2

TE
radius of only one lid is changed, the tuning range
decreases and the power drop increases. This is
explained by a displacement of the alternating electric
field antinode away from the geometric center of the
anode unit, a decrease in the energy transfer between
electrons and the microwave field, and a violation of the
conditions for the H10 wave excitation in the waveguide
junction.

Thus, it is possible to control the frequency of
microwave oscillations generated by a relativistic mag-
netron within 8% without a significant loss in the out-
put power by changing the internal radius of the cavity
edge lids.

The author is grateful to G.P. Fomenko for fruitful
discussions and to A.I. Mashchenko for his help in con-
ducting experiments.
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from Cubic Cadmium Selenide Layers
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Abstract—High-temperature electrical and luminescent properties of β-CdSe layers synthesized by the solid-
state substitution reaction were studied. In the temperature interval from 290 to 450 K, the edge emission band
related to the annihilation of free excitons inelastically scattered from free charge carriers dominates in the pho-
toluminescence spectrum. The binding energies of the excitons and optical phonons were measured. The band-
gap width and the temperature coefficient of its variation were determined. © 2000 MAIK “Nauka/Interperi-
odica”.
The single crystals and films of hexagonal cadmium
selenide (α-CdSe) have been used for a long time as
base materials for the photodetectors and light-emitting
diodes operating in the visible spectral range [1–3]. The
bandgap width of cadmium selenide with a cubic struc-
ture (β-CdSe) is 0.3 eV greater than that of α-CdSe,
which makes it possible to shift the photosensitivity
and emission peaks toward shorter wavelengths. Unfor-
tunately, β-CdSe crystals are unstable [4], while syn-
thesis of the epitaxial films of this single crystal type
encounters considerable difficulties [3]. However, these
difficulties can be obviated using the method of solid-
state substitution reactions. In this case, the base sub-
strate not only determines the structure of a converted
crystal layer but produces stabilization of this layer as
well [5]. It was established that the electrical and lumi-
nescent properties of the synthesized material remain
unchanged upon multiply repeated thermal cycling in
the 77–300 K range and upon a three-year room-tem-
perature storage [6].

The most characteristic feature of these β-CdSe lay-
ers is the effective edge luminescence determined at
77 K by the annihilation of free excitons [6–8]. The
purpose of this work was to study the features of emis-
sion from these samples at high temperatures.

The technology of the synthesis of cadmium
selenide layers belonging to a cubic crystalline modifi-
cation was described elsewhere [5, 6]. The electrical
and luminescent properties of the β-CdSe samples were
studied in the temperature interval from 290 to 450 K,
with the upper limit determined by the melting temper-
ature of indium contacts applied to the samples for
measuring the β-CdSe layer resistance. The tempera-
ture dependence of the sample resistance was used to
determine the activation energies of the electrically
active donor centers. The activation energies were
found to be 20 and 150 meV, in agreement with the
depths of energy levels formed by the selenium vacan-
1063-7850/00/2609- $20.00 © 20787
cies and cadmium interstitials, respectively [2, 3]. The
presence of these centers is quite natural for the β-CdSe
layers obtained by annealing the ZnSe crystals in satu-
rated cadmium vapors [5, 6]. In addition, the formation
of these point defects is favored by the isovalent impu-
rity representing residual zinc atoms from the base sub-
strate [9]. Note also that both the absolute values of the
sample resistances and their temperature profiles
remained unchanged after several cycles of measure-
ment in the 290–450 K range.

The photoluminescence (PL) spectra were mea-
sured using a conventional lock-in detection scheme
and a wavelength modulation mode. The emission was
excited by radiation of an N2-laser, the excitation level
L being controlled with the aid of a set of calibrated
light filters. The PL spectra were plotted as the spectral
density of photons Nω versus the photon energy "ω. In
the temperature interval studied, these curves have the
shape of a single broad band possessing, like the spec-
trum measured at 77 K [6, 7], the following properties.
First, the band maximum shifts toward lower photon
energies when the excitation level L increases. Second,
the emission intensity I depends on the excitation level
L by the power law: I ~ L1.5. Third, the low-energy wing
of the band Nω("ω) has an exponential shape and the
slope of the straight lines plotted in the LnNω versus "ω
coordinates at T = const decreases with increasing L.
This behavior is characteristic of the annihilation of
excitons inelastically scattered from free charge carri-
ers [10]. Therefore, the main edge PL from β-CdSe at
high temperatures (up to T = 450 K) is also of the exci-
ton nature. This result is of interest from the standpoint
of obtaining a laser effect in the samples studied. This
possibility is suggested by data [10] on the electron-
stimulated room-temperature (300 K) emission in the
exciton band of β-CdSe crystals.

According to the proposed model, the intensity of
the exciton–phonon interaction at L = const must
000 MAIK “Nauka/Interperiodica”
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increase with the temperature. This, in turn, has to be
manifested by increasing band width in agreement with
the inset in Fig. 1. Note a stronger temperature depen-
dence in the high-energy wing of the band. This is
explained by the fact that the band consists of two com-
ponents, the exciton E and the interband A [6]. In the
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Fig. 1. The PL spectra of β-CdSe layers measured at (1) 290
and (2) 450 K. The inset shows temperature variation of the
intensity I and halfwidth "ω1/2/E of the emission band.

100

50

0

–50

–100
1.91.7 2.1 "ω, eV

N'ω

2.05

2.00

1.95

350250 T, K

"ωmax, eV

1

2

E

E

A
A

E

A

Fig. 2. Wavelength-modulated PL spectra of β-CdSe layers
measured at (1) 290 and (2) 450 K; the inset shows the tem-
perature dependence of the position of exciton (E) and inter-
band (A) components.
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usual PL spectra, the latter component can be sepa-
rately observed only at low temperatures; at high tem-
peratures, this contribution can be determined by calcu-
lation. However, this problem can be readily solved by
measuring the wavelength-modulated emission spec-
tra. As seen from Fig. 2, a maximum of the exciton
band corresponds to the point of intersection with the
energy axis, while the interband component is mani-
fested by a clearly pronounced shoulder on the high-
energy wing of the spectrum. The bandgap width is
2.03 eV at 300 K and varies with temperature at a rate
of 4.4 × 10–4 eV/K. As seen from the inset in Fig. 2, the
plots of the energy positions of the exciton and inter-
band components versus temperature are parallel,
while the exciton energy is ~25 meV. The equidistant
(spaced by ~20 meV) bending points observed on the
low-temperature wing in the PL spectrum measured in
the wavelength-modulated mode can be attributed to
the energies of longitudinal optical phonons.

It should be noted that the above parameters of
β-CdSe were determined for the first time. Note also a
relatively weak temperature dependence of the E-band
intensity in the 290–450 K range (see the inset in
Fig. 1). This behavior indicates that the β-CdSe layers
offer a promising source of radiation (including stimu-
lated emission) with an energy of about 2 eV at high
temperatures.
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On the Possible Spatial Orientation 
of a Radiation-Induced Defect Responsible 

for the 1.0-eV IR Absorption Band in Gallium Arsenide
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Abstract—A possible spatial orientation of a radiation-induced defect responsible for the 1.0-eV IR absorption
band in gallium arsenide was determined. The defect has a dipole moment oriented close to the 〈110〉  crystal-
lographic axis and possesses a 〈111〉  atomic symmetry. Taking into account these results and assuming a diva-
cancy character of this defect (suggested by some researchers), the defect is assigned a mixed divacancy struc-
ture of the VGa + VAs type. © 2000 MAIK “Nauka/Interperiodica”.
The properties of defects responsible for an absorp-
tion band observed at 1.0 eV in the IR spectrum of irra-
diated GaAs (referred to below as the 1.0-eV band)
were studied in a number of works [1–7]. It was estab-
lished that this defect has a relatively simple structure
(not containing atoms of foreign impurity), and the
1.0-eV absorption band is due to intracenter transitions
of the level–level type. Investigations on the GaAs
samples oriented in the directions of three principal
crystallographic axes showed that intensity of the
1.0-eV band in irradiated GaAs depends on the sample
orientation [5], which is indicative of a certain spatial
orientation of the corresponding defect. It was sug-
gested [4–7] that the defect represents a divacancy,
although it was still unclear which of the three types of
divacancies possible in GaAs is realized. The purpose
of this work was to study effects of the uniaxial sample
compression and the light polarization on the 1.0-eV IR
absorption band in order to determine the spatial orien-
tation of the defect responsible for this band, which
would allow us to judge on the defect structure.

The samples of p- and n-GaAs doped with Zn and
Te to a concentration from 1 × 1016 to 1 × 1017 cm–3

were cut so as to be oriented strictly in the directions of
three principal crystallographic axes 〈111〉 , 〈110〉 , and
〈100〉  (referred to below as the 〈111〉 , 〈110〉 , and 〈100〉
samples). The samples were bombarded at T = 300 K
by electrons with the energy E = 3 MeV to a total flu-
ence of Φ = 1 × 1018 cm–2. The IR absorption spectra
were measured at 77 K, with a primary monochromatic
beam incident on the samples perpendicularly to the
principal crystallographic axes, along which the sam-
ples were uniaxially compressed. The primary mono-
chromatic beam was either unpolarized (Π0) or polar-
ized perpendicularly (Π⊥ ) or parallel (Π||) to the direc-
tion of compression. A change in the absorption
coefficient was determined as ∆α = αb – αc , where αb
1063-7850/00/2609- $20.00 © 20789
and αc are the absorption coefficients of the bombarded
and control samples, respectively.

The typical spectral dependences of ∆α for uniaxi-
ally compressed (≈1.5 × 108 Pa) n-GaAs samples of
three various orientations, measured using the primary
beams of various polarizations, are presented in the fig-
ure (a similar pattern was observed for the p-GaAs sam-
ples). As seen, the 〈111〉  samples exhibit the same
intensity of absorption in the region of 1.0 eV (no
dichroism), while the two other samples show a dich-
roic effect. In the 〈110〉  sample, the ∆α1.0 values for Π⊥
and Π|| coincide while differing from the ∆α1.0 value for
Π0. In the 〈100〉  sample, the ∆α1.0 value slightly
decreases for the Π|| and somewhat increases for the Π⊥
orientation as compared to the value for Π0 . Thus, a
radiation-induced defect responsible for the absorption
band at 1.0 eV exhibits the property of dichroism and,
hence, is a complex defect of the dipole type. Qualita-
tively the same pattern is observed in the absence of the
uniaxial compression. Application of pressure increases
both ∆α and the dichroism over the entire spectral range
studied.

In the analysis of the obtained results, we proceed
from the following commonly accepted concepts [8–11]:
(a) the maximum absorption of a dipole is observed in
the case when the electric vector of the incident light
wave is parallel to the dipole axis, while a perpendicu-
lar polarization corresponds to the minimum absorp-
tion; (b) a change in the spectra measured for various
polarizations of the incident light is related to a differ-
ence in the number of defects absorbing at the corre-
sponding orientations. As seen from the figure, the
〈111〉  sample exhibit the same ∆α1.0 value irrespective
of the polarization. This implies that the dipole axis is
parallel to the direction of light incidence (i.e., lies in
the (111) plane. In the 〈110〉  sample, the ∆α1.0 value
exhibits the same change for both Π⊥  and Π||, which
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indicates that the dipole axis makes an angle of ~45°
with the (110) plane. Finally, in the 〈100〉  sample, the
∆α1.0 value slightly decreases for the Π||, and somewhat
increases for the Π⊥  orientation as compared to the
value for Π0, which is possible only provided that the
dipole axis makes a small angle with the direction of
light incidence. From this, we infer that the dipole axis
must be simultaneously lying in the (111) plane, mak-
ing an angle of 45° with the (110) plane and making a
small angle with the (100) plane. These requirements
are satisfied for a direction close to the 〈110〉  crystallo-
graphic axis.

This orientation of a dipole-type complex was
reported for divacancies in Si and Ge [8–11], where the
defect was assigned a 〈111〉  atomic symmetry. The
properties of divacancies in these materials are very
much like those of the defect in GaAs studied in this
work. If the defect in GaAs is a divacancy [4–7], then
divacancies with similar properties would be character-
istic of the crystals with a face-centered cubic lattice.
Then, it would be reasonable to suggest that the defect
responsible for the IR absorption band at 1.0 eV in
GaAs possesses the same 〈111〉  atomic symmetry as
that of its analogs in Si and Ge. In GaAs, this orienta-
tion is possible for divacancies of a single type, repre-
senting a mixed VGa + VAs vacancy complex. Indeed, the
dichroism in monoatomic semiconductors is revealed
upon an electron reorientation of the defect, which
requires a uniaxial compression at T = 77 K [8–11]. In
contrast, a mixed divacancy in the AIIIBV semiconduc-
tors must possess a dipolar moment (and, hence, exhibit
dichroism) even in the absence of the uniaxial compres-
sion—in agreement with what is observed in expe-
riment.

Thus, we have concluded that a defect responsible
for the absorption band at 1.0 eV in the IR spectrum of
TE
irradiated GaAs is probably a mixed divacancy with a
〈111〉  atomic symmetry and a dipole moment oriented
close to the 〈110〉  crystallographic direction.
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Abstract—The phenomenon of magnetic flux trapping in a hard superconductor with the normal phase clusters
acting as the pinning centers is considered. The critical current distribution for the clusters of an arbitrary fractal
dimension is determined. The fractal character favors the magnetic flux trapping, thus increasing the critical
current. © 2000 MAIK “Nauka/Interperiodica”.
Isolated clusters of a normal phase in superconduc-
tors are capable of acting as the effective pinning cen-
ters [1–4]. The geometry and probabilistic behavior of
these clusters may significantly affect the dynamics of
a trapped magnetic flux and the values of critical cur-
rents, especially in the case when the normal phase
clusters possess fractal boundaries [5–7]. 

Let us consider a superconducting film containing
columnar inclusions of a normal phase oriented perpen-
dicularly to the film surface. Cooled to a temperature
below the critical level in a magnetic field directed
along the axis of orientation of the normal phase inclu-
sions, this superconducting structure will be character-
ized by a two-dimensional distribution of the trapped
magnetic flux. If the relative film surface occupied by
the normal phase is below the percolation threshold for
the magnetic flow transfer, the fraction of the supercon-
ducting phase would exceed the percolation threshold.
This implies that a superconducting percolation cluster
carrying a transport current exists in the film surface. 

When the current increases, the trapped flux
remains unchanged until vortices begin to separate
from the clusters in which the pinning force is smaller
than the Lorentz force created by the transport current.
As the magnetic flux separates from the pinning cen-
ters, each vortex has to cross the superconducting clus-
ter. Initially, the vortices would pass along the weak
junctions connecting clusters of the normal phase. In
the high-temperature superconductors characterized by
a small coherence length, these junctions readily form
at various structural defects [8–11]. Moreover, the mag-
netic field decreases the coherence length further [12],
thus favoring the formation of additional weak junc-
tions. In traditional superconductors with large coher-
ence lengths, weak junctions form due to the proximity
effect at the sites characterized by a minimum distance
between the neighboring normal phase clusters. 

Depending on the configuration of weak junctions,
each cluster of the normal phase is characterized by its
own critical current contributing to the overall statisti-
1063-7850/00/2609- $20.00 © 20791
cal distribution. A change in the trapped magnetic flux
∆Φ as a result of the transport current action is propor-
tional to the total number of the normal phase clusters
having the critical currents below a preset level I. Then,
a relative change in the magnetic flux can be expressed
in terms of the accumulated probability function F = F(I)
describing distribution of the critical cluster currents 

(1)

where P is the probability that the critical current Ij of
an arbitrary jth cluster is below a preset upper limit I. 

At the same time, the greater the size of a normal
phase cluster, the greater the number of weak junctions
occurring on the perimeter of the surrounding super-
conducting space and, hence, the smaller the critical
current of this cluster. If the concentration of weak
junctions per unit perimeter length is the same for all
clusters, the critical current I is inversely proportional
to the cluster perimeter length P: I ∝  1/P. Since the
magnetic flux trapped in a cluster is proportional to the
cluster area A, a change in the trapped flux can be
expressed through the accumulated probability func-
tion W = W(A) describing distribution of the normal
phase cluster areas: 

(2)

where P is the probability that the area Aj of an arbitrary
jth cluster does not exceed a preset upper limit A. The
function W = W(A) of the cluster area distribution can
be determined from the results of a geometric-probabi-
listic analysis of electron micrographs of the films [13].
For example, a practically important case of thick
YBCO films with columnar defects [14] is character-
ized by an exponential distribution 

(3)

where  is the average cluster area. 

∆Φ
Φ

-------- F I( ), F I( ) P I j I<∀{ } ,= =

∆Φ
Φ

-------- 1 W A( ), W A( )– P A j∀ A<{ } ,= =

W A( ) 1
A

A
--- 
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A

000 MAIK “Nauka/Interperiodica”



 

792

        

KUZ’MIN

                                                                                            
In order to establish how does the transport current
affect the trapped magnetic flux, it is necessary to find
a relationship between distributions of the critical cur-
rents (1) and areas (2) of the normal phase clusters.
It was recently demonstrated [7] that the fractal pro-
perties of the normal cluster boundaries determine to a
considerable extent the magnetic flux dynamics in super-
conductors. A relationship between the perimeter length
and the area of a fractal cluster can be expressed as 

(4)

which leads the following expression for the critical
current: I = αA–D/2, where α is the form factor and D is
the fractal dimension of the cluster boundary. 

Relationship (4) agrees with the generalized Euclid
theorem [15], according to which the ratios of the cor-
responding measures reduced to the same dimension
are equal. This yields a relationship P1/D ∝  A1/2 that
must be valid for both Euclidean (D = 1) and fractal
(D > 1) geometric objects. Since the cluster boundary is
a fractal, it is the statistical distribution of cluster areas,
rather than of their perimeter lengths, that represents a
fundamental property for determining the critical cur-
rent distribution. The topological dimension of the
perimeter (equal to unity) does not coincide with its
Hausdorff–Bezikovich dimension (greater than unity).
Therefore, the perimeter length of a fractal cluster is not
a strictly determined value and depends on the accuracy
of measurement. At the same time, the topological
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Fig. 1. The plots of a relative change in the magnetic flux
versus critical current illustrating the effect of the fractal
dimension of the cluster boundary on the magnetic flux trap-
ping: D = 1 (a); 1.5 (b); 2 (c). The inset shows the corre-
sponding probability density distributions of the critical
current. 
T

dimension of the cluster area coincides with the Haus-
dorff–Bezikovich dimension (both values equal to 2).
This means that the area bounded by a fractal curve is
a finite and well-determined quantity. 

Speaking of the geometric characteristics of the nor-
mal phase clusters, we consider cross sections of the
extended columnar defects by a plane carrying the
transport current. Therefore, analysis of the geometric-
probabilistic properties of a normal phase cluster can
be restricted (despite this cluster representing a self-
affine fractal [16]) to considering only such a cross sec-
tion in which the cluster boundaries are statistically
self- similar. 

According to the initial relationships (1) and (2), a
critical current distribution for the exponential cluster
area distribution function (3) can be expressed as 

(5)

where i = I/Ic, Ic = , and is the critical

current for transition into a resistive state. Equation (5)
fully describes effect of the transport current upon the
trapped magnetic flux (Fig. 1). Once the accumulated
probability function is known, we may determine the
probability density f(i) = dF/di for the critical current
distribution 

A relative change in the trapped flux ∆Φ/Φ determined
by Eq. (5) is proportional to the density n of vortices
separated from the pinning centers by the current i: 

where B is the magnetic induction, Φ0 ≡ hc/(2e) is the
magnetic flux quantum, h is the Planck constant, c is the
speed of light, and e is the electron charge. As seen
from Fig. 1, the vortex separation becomes significant
only for i > 1, that is, when the sample exhibits transi-
tion into a resistive state. Using Fig. 1, we may follow
the effect of the cluster fractal dimension on the mag-
netic flux trapping. Curve a describes the Euclidean
clusters (D = 1), while curve c corresponds to the max-
imum possible fractal dimension (D = 2) of the cluster
boundary (this case is illustrated, for example, by the
Peano curves). Independently of the cluster geometry
and morphology, a curve representing the relationship
between {∆Φ/Φ vs. i} and i will always fall within the
region between the two limiting curves. An example is
offered by curve b corresponding to D = 1.5. 

F i( ) 2 D+
2

------------- 
 

2
D
---- 1+

1

i2/D
--------–

 
 
 

,exp=

2
2 D+
------------- 

 
2 D+

2
-------------

α
A( )D/2

---------------

f i( ) 2
D
---- 2 D+

2
------------- 

 
2
D
---- 1+

i

2
D
---- 1+ 

 – 2 D+
2

------------- 
 

2
D
---- 1+

1

i2/D
--------–

 
 
 

.exp=

n i( ) B
Φ0
------ f i'( ) i'd

0

i

∫ B
Φ0
------∆Φ

Φ
--------,= =
ECHNICAL PHYSICS LETTERS      Vol. 26      No. 9      2000



THE PINNING ENHANCEMENT UPON THE MAGNETIC FLUX TRAPPING IN THE CLUSTERS 793
Figure 1 illustrates an important consequence of
Eq. (5), according to which the fractal character favors
the magnetic flux trapping, thus hindering its separa-
tion from the pinning centers and increasing the critical
current (a maximum current that the sample can con-
duct remaining in the superconductive state). As seen in
the inset to Fig. 1, an increase in the fractal dimension
leads to smearing of the critical current distribution,
whereby the curves expand toward greater i values. The
pinning enhancement caused by the fractal character
can be characterized by the enhancement coefficient
kD ≡ ∆Φ(D = 1)/∆Φ(D) representing a relative decrease
in the fraction of a magnetic flux separated from fractal
clusters with the dimension D compared to the case of
Euclidean clusters (D = 1). 

Figure 2 shows the plots of the pinning enhance-
ment coefficient versus the transport current and the
fractal dimension. As seen, the maximum pinning
enhancement, attained at the fractal dimension D = 2, is

 = k2 = exp((4i – 3.375)/i2). Note that the pin-

ning enhancement coefficient characterizes the proper-
ties of a superconductor in the range of currents corre-
sponding to a resistive state (i > 1). At lower currents,
the trapped magnetic flux remains virtually unchanged
(Fig. 1) because no pinning centers with sufficiently
small critical currents are available and no vortex sepa-
ration takes pace. As in any hard superconductor, the
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Fig. 2. Plots of the pinning enhancement coefficient kD ver-
sus critical current I for various fractal dimensions of the
cluster boundaries: D = 1.5 (b); 2 (c). Curve c exhibits a
maximum at i = 1.6875. The inset shows the plots of kD ver-
sus cluster fractal dimension D for a fixed transport current:
i = 1 (1) and 1.6875 (2). 
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presence of dissipation in the resistive state is not yet
indicative of the phase coherency breakage. Some dis-
sipation related to the magnetic flux always takes place
in any hard superconductor (at any transport current)
even in the case of a very strong pinning. For this rea-
son, the critical current in these materials cannot be
determined as the maximum dissipation-free current.
The superconductive state is broken only when the cur-
rent reaches a level at which the dissipation increases in
the avalanche manner because of the thermomagnetic
instability development. 

Thus, a fractal character of cluster boundaries
increases the magnetic flux trapping. This phenomenon
opens new possibilities for increasing the critical cur-
rents of composite superconductors by optimization
their geometry and morphology characteristics. 
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Abstract—When a solid target is irradiated by an electron beam generated in a direct-action diode and trans-
ported to the target in a magnetic guide field, an important role belongs to electrons returned to the target as a
result of multiple reflections from the target and the accelerating field region. The energy spectrum of electrons
incident on the target and the deposited energy depth profile the target were studied by the Monte-Carlo
method. An algorithm for calculating these characteristics was developed, based upon the method of separat-
ing the total electron flux into components with respect to the multiplicity of crossing of the target–vacuum
interface. © 2000 MAIK “Nauka/Interperiodica”.
Thermal regimes established during the electron-
beam processing of solid surfaces are usually calcu-
lated assuming that a target is bombarded by monoen-
ergetic electrons. The electron energy E0 is determined
by the accelerating voltage U0; the amount of incident
electrons is determined by the accelerating diode cur-
rent at a given time. However, experimental setups for
the pulsed electron-beam surface processing frequently
employ the beams generated in a direct-action diode
and transported to a target in a strong magnetic guide
field [1, 2]. Under these conditions, electrons reflected
from the target move in the magnetic field, reverse their
direction and, accelerated in the diode field, return to
the target. As a result, the diode produces, in addition to
the flux of primary electrons, a flux of n-fold-reflected
electrons possessing broad angular and energy distribu-
tions. Since the fraction of energy reflected from mate-
rials with large atomic numbers Z amounts to 40%, the
effect of the multiply reflected electrons is significant
and must be taken into account in determining thermal
parameters of the electron-beam surface processing.

In solving this problem, any functional of the radia-
tion field in the target can be represented as expansion
with respect to the multiplicity of the target–vacuum
interface crossing by electrons [3]. In particular, the
total deposited energy profile D(z) in the target can be
presented as

(1)

where Dn(z) is a partial deposited energy profile of elec-
trons reflected and returned to the target n times and N

D z( ) Dn z( ),
n 0=

N

∑=
1063-7850/00/2609- $20.00 © 20794
is the maximum number of sequential reflections possi-
ble in the system. In a planar geometry,

(2)

where (E, cosθ) is the differential current density
with respect to the angle and energy for electrons upon
the n-fold reflection (the surface source) and
D0(E, cosθ; z) is the Green function describing the
deposited energy distribution with depth z in the target
due to electrons with the energy E incident at an angle
θ (without reflections). The current densities of the

incident ( ) and reflected ( ) electrons are related by
the recurring relationships

(3)

where η is the differential electron reflection coefficient
with respect to angle and energy.

Effects of the multiply reflected electrons on the
spatial distribution of energy deposited in the target
were studied by the Monte-Carlo method [4]. The elec-
tron trajectories were simulated in a planar geometry of
the accelerating gap–target system for an accelerating
diode dc voltage of U0 = 100–500 kV and the absorbing
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targets of Al, Fe, and Pt. Note that the Monte-Carlo
simulation allows contributions from each group of the
multiply reflected electrons with different n values to
be separated and convergence of the series (1) to be
analyzed.

As an example, Fig. 1 shows the deposited energy
profiles in a Pt target calculated with an allowance for
the contribution of multiply reflected electrons in a
beam accelerated at U0 = 100 kV. As seen, the return of
reflected electrons not only increases the total energy
deposited in the target but markedly changes the energy
profile shape as well. Indeed, the energy deposited in a
near-surface layer of platinum increases by a factor
exceeding 3, while the energy deposited in deeper lay-
ers remains unchanged. Note that the contributions of
electrons upon sequential reflections to the total depos-
ited energy rapidly drop with increasing n. In Fig. 1,
these contributions are 65, 18, 9, and 0.6 keV for n = 0,
1, 2, and 6, respectively. The results of our calculations
showed that, for the diode energies in the range U0 =
100–500 kV, making an allowance for the electrons
reflected 3–4 times from target materials with large Z
and 2–3 times from the materials with medium Z is suf-
ficient to evaluate the total deposited energy with an
accuracy not worse than 10–15%.
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Fig. 1. The deposited energy profiles in a Pt target bom-
barded with an electron beam accelerated at U0 = 100 kV,
calculated by the Monte-Carlo method (1) ignoring reflec-
tions and (2–4) with an allowance for the contribution of
reflected electrons: (2) n = 1; (3) 2; (4) all reflected elec-
trons; (6) the approximation of normal incidence of all mul-
tiply reflected electrons (dashed). Curve 5 was calculated
for n = 3 by the method described in [5].
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A change in shape of the deposited energy profile is
related to modification of the energy spectrum of elec-
trons incident on the target, whereby reflected low-
energy electrons are added. Figure 2 shows the spectra
of electrons for n = 1–5 crossings of the target–vacuum
interface and the total spectrum of electrons reflected
from a Pt target. The results of calculations showed
that, provided reflected particles return to the target, the
total spectrum of electrons incident on the target com-
prises a flux of the primary (nonreflected) electrons
with the energy E0 and the reflected electrons possess-
ing lower energies.

Equations (1)–(3) can be used to obtain approximate
analytical estimates of the contribution of reflected elec-
trons on the deposited energy profile in the target [5].
These calculations can be performed, for example, with
neglect of the angular distribution of incident electrons,
assuming that the particles move perpendicularly to the
target surface (“to and fro” approximation). In this cal-
culation, the electron energies were measured in units
of the incident energy, while the depths were expressed
in units of the extrapolated range Rex. It was suggested
that the spectrum of reflected electrons j1(E/E0) and the
Green function D0(E/E0, z/Rex) are universal cures inde-
pendent of the incident electron energy [6–8]. In this
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Fig. 2. Energy spectra of the current density of electrons
upon reflected from a Pt target surface: (1) total spectrum of
all reflected electrons; (2–6) partial spectra jn for n = 1–5,
respectively.
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case, the spectra of reflected electrons jn(E/E0) of any
order n and their contributions to the total deposited
energy can be calculated by the method described pre-
viously [5]. The results of our calculations for n = 3 are
presented in Fig. 1 (curve 5). Note that this curve is nor-
malized to the primary electron energy E0. 

Figure 1 also shows a histogram (dash curve 6) rep-
resenting the results of calculations performed in the
“to and fro” approximation, where the energies of elec-
trons in all orders of reflection and the corresponding
Green functions were determined by the Monte-Carlo
method. As expected, calculations using this model
and, accordingly, overstate the energy deposited in
deeper layers.

Thus, when a solid target is irradiated by an electron
beam generated in a direct-action diode and transported
to the target in a magnetic guide field, electrons multi-
ply reflected from and returned to the target signifi-
cantly modify the profile of energy deposited in the tar-
get. For this reason, thermal regimes established during
the electron-beam processing of solid surfaces must be
calculated using distributions determined with an
allowance for the effect of multiply reflected electrons,
rather than the usual distributions of thermal sources.
The results of calculations using refined distributions
showed that data obtained by the Monte-Carlo method
differ by no more than 10–15% from those calculated
using the “to and fro” approximation for a finite num-
ber of reflections (n ≤ 3 for the target materials with
large Z or n ≤ 2 for the materials with medium Z) with
normalization to the total primary electron energy E0.
T

Once this accuracy is acceptable, the method described
in [5] can be used to calculate the distribution of ther-
mal sources in solving a problem of the solid target sur-
face heating by a pulsed electron beam.
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Abstract—Time-dependent parabolic equations for the amplitude of a packet of rapidly oscillating waves
propagating in a two-dimensional nonstationary waveguide are derived using the multiscale method. The
obtained formulas are compared to other known equations. © 2000 MAIK “Nauka/Interperiodica”.
Earlier [1, 2], time-dependent parabolic equations
describing the propagation of sound in two- and three-
dimensional waveguides were derived using the for-
mal factorization of the Helmholtz operator and the
multiscale method. Unlike stationary parabolic equa-
tions [3, 4], these relationships are not amplitude equa-
tions for envelopes of the wave packets but contain
uninterpretable terms with integral operators. Methods
used to solve such equations are inavoidably compli-
cated.

In this paper, the generalized multiscale method [5]
is used to derive time-dependent amplitude parabolic
equations. In the derivation, we do not assume that the
refractive index is almost constant and the density is
independent of the horizontal variable, as it was
adopted in [1–4]. Upon the passage to characteristic
variables, the resulting equations can be solved using
methods developed for the stationary equations.

We proceed from the wave equation for two-dimen-
sional nonstationary media [6], which can be written in
terms of slow variables T = et, X = ex, and Z = e1/2z as

(1)

where e is the small parameter, p is the acoustic pres-
sure, ρ is the density, n = 1/c is the refractive index, and
c is the speed of sound. The variables were reduced to

the dimensionless form using the length ( ), time ( / ,
where  is a typical value of the speed of sound), and
density ( , the typical value of density) scales.

Equation (1) is usually considered within a band
−H ≤ z ≤ 0, and the particular form of boundary condi-
tions is of no significance for our study.

e
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Following the generalized multiscale method [5],
we introduce a fast variable, η = (1/e)θ(X, Z, T), and
postulate expansions

in which we explicitly show that the expansion terms
are functions of the independent variables. As for the
density ρ, we only assume that this quantity is indepen-
dent of η, namely, ρ = ρ(X, T).

Substitute these expansions into Eq. (1) and simul-
taneously transform partial derivatives according to

using similar transformations for the derivatives with
respect to Z and T. Separating coefficients at the differ-
ent powers of e, we obtain a set of boundary value prob-
lems indexed by the orders of parameter e.

For the order O(e–1), we obtain a relationship
(θZ)2p0ηη = 0 that can be satisfied assuming that θ is
independent of Z.

For the order O(e0), we obtain the Hamilton–Jacobi
equation

(2)

Further, studying waves propagating in the positive
direction, we will assume that the Hamilton–Jacobi
equation (2) contains only the first multiplier.

In view of formula (2), an equation obtained for the
order O(e1) does not contain p1. Substituting a solution
of the form p0 = A(X, T, Z)φ(η) into this equation, we
obtain that, without loss in generality, we can adopt that

n n0 X T,( ) en1 X T z, ,( ) …,+ +=

p p0 X T Z η, , ,( ) e p1 X T Z η, , ,( ) …,+ +=

∂
∂X
------- ∂

∂X
-------

1
e
---θX

∂
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------+

θX( )2 η0
2 θT( )2– θX n0θT+( ) θX n0θT–( ) 0.= =
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φ(η) = exp(iη), Imη ≥ 0. As a result, we obtain the fol-
lowing equation for amplitude A:

(3)

where ω = –θT is the local frequency and

(4)

Similar considerations applied to the order O(e2)
result in the equation

(5)

where

B is the amplitude of function p1, and p1 = B(X, T)exp(iη).

Let us compare the obtained equations to the wide-
angle parabolic equation [4] in the stationary case of a
harmonic time dependence ω = const and AT = BT = 0.
The medium parameters are also assumed to be time-
independent. In addition, we adopt that n0 = const = 1
and ρ = const (these assumptions were earlier used
in [3, 4]). Equations (3) and (5) take the form

(6)

(7)

Introducing amplitude C = A + eB, adding Eq. (6) to
Eq. (7) multiplied by e, and expressing the term AXX

using a derivative of Eq. (6) with respect to X, we obtain
upon accomplishing transformations and neglecting
terms of the order of O(e2) that 

(8)

where

The small parameter e can be removed from Eq. (8)

upon returning to the initial variables z = (1/ )Z and
x = (1/e)X and introducing the quantity n1 = en1. After
these substitutions, the obtained equation differs only
by the term (1/2)n1xC from a wide-angle parabolic
equation with the homographic Pade approximation for
the square root of Q [4]. Note that this term cannot be
obtained via the formal factorization of the Helmholtz
operator used in [4], because an assumption (standard
for this method) of the commutativity of operator Q and
differentiation with respect to x is not valid.
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In underwater acoustics, Eqs. (2), (3), and (5) usu-
ally appear in a Cauchy problem with X treated as the
evolutionary variable. It is convenient to solve this
problem by passing to the characteristic variables s and
τ specified by the conditions [7]

For these variables, the Cauchy problem with initial
conditions specified at X = 0 reduces to the relation-
ships

and to the sequential solution of a set of the Cauchy
problems depending on the variable τ as a parameter:

(9)

(10)

As can be easily shown, the following (with respect
to the order e) approximations take the same form;
therefore, the scheme used to solve the problem with
Eqs. (2), (3), (5) can be used for the subsequent refine-
ment of the obtained solution. Problems (9) and (10)
can be solved using the techniques developed for solu-
tion of the classical stationary narrow-angle parabolic
equation [3].

This work was supported by the Russian Foundation
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Abstract—A secondary periodicity in variation of the properties of ferroelectric solid solutions of lead titanate
with rare-earth metals is established. It is demonstrated that this behavior is related both to the modifying cat-
ions belonging to two natural subgroups and to the energetic features of their 4f levels. The extrema of the struc-
tural and ferroelectric characteristics correspond to the domains of electron instability. © 2000 MAIK
“Nauka/Interperiodica”.
The group of ferroelectric (FE) materials based on
lead titanate (PbTiO3), including compositions with
rare-earth metal (REM) atoms, have drawn consider-
able interest from the standpoint of both fundamental
science and applications. This is explained by very spe-
cial physical properties of these materials, offering a
unique combination of highly anisotropic piezoelectric
characteristics, low mechanical Q values, and high
piezoelectric response. Possessing these properties, the
lead titanate based ferroelectrics are indispensable in
many applications such as the ultrasonic defectoscopy,
thickness and flow rate measurements, and medical
diagnostics [1]. In recent years, investigations of the
PbTiO3 based ferroelectric solid solutions revealed a
number of new phenomena the nature of which still
remains unclear. For example, solid solutions of the
Pb1 – 3/2x(Ln)xTi0.98Mn0.02O3 type (Ln = La, Ce, Pr, Nd,
Sm, Gd) exhibit nonmonotonic variation of the piezo-
electric characteristics and anisotropy of the piezoelec-
tric response (reaching maximum in a composition
with Sm [2]).

Recently [3], we have suggested for the first time
that the properties of PbTiO3 based ferroelectric solid
solutions with REMs are affected by the electron struc-
ture of these elements. As is known, sequential filling
of the 4f level in REMs—by half in the first subgroup
including Ce, Pr, Nd, Pm, Sm, Eu, and Gd (I) and com-
pletely in the second subgroup containing Tb, Dy, Ho,
Er, Tu, Yb, and Lu (II)—leads to periodicity in the vari-
ation of some properties (stability of the valence states,
magnetic moments, ion color, solubility of certain solu-
tions, stability of complex compounds, etc.). This
behavior, in contrast to the general periodicity in prop-
erties underlying the entire system of elements, should
be treated as a secondary phenomenon [4]. Taking this
1063-7850/00/2609- $20.00 © 20799
circumstance and the results reported in [2] into
account, we may expect that the solid solutions with
REMs of subgroup II would also exhibit a nonmono-
tonic variation of their characteristics, as was prelimi-
narily reported in [3].

The purpose of this work was to study some features
in the structure and ferroelectric properties of solid
solutions of the Pb1 – x(Ln)xTiO3 – x/2 (1) and
Pb1 − 3/2x(Ln)xTiO3 (2) types (x = 0.04). We aimed at
finding the characteristics exhibiting periodicity of the
secondary type mentioned above and establishing the
role of defectness (nonstoichiometry) of the solid solu-
tions and their preparation conditions in this periodicity.

The samples of polycrystalline solid solutions of
types 1 and 2 were prepared using a conventional
ceramic technology (solid-state synthesis at T1 = 850°C
and T2 = 1240°C for τ1 = 10 h and τ2 = 2 h, respectively,
followed by sintering at Tsint = 1130–1220°C for 2 h).
The sample structures were studied by X-ray diffrac-
tion on a DRON-3.0 diffractometer using Mn-filtered
FeKα radiation. The lattice parameters (c, a), volumes
(V1), and deformations (c/a) of a unit cell of the solid
solutions were determined with high precision by the
techniques described in [5]. The degree of structure
perfection was assessed by halfwidths of the X-ray dif-
fraction lines (b002) and the values of microdeformation
(∆d/d111). 

The ferroelectric properties were studied using the
samples having a disk shape (diameter, 10 mm; thick-
ness, 1 mm) with silver electrodes deposited onto the
flat surfaces. The samples were polarized by exposure
for 40 min at 140°C to an applied electric field with a
strength of 5 kV/cm in a liquid poly(ethylenesiloxane)
medium. The polarized samples were characterized by
the following parameters: relative permittivity before
000 MAIK “Nauka/Interperiodica”
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Fig. 1. Variation of the properties and structural parameters of lead titanate based solid solutions containing REMs (with the atomic
number increasing from La to Lu): (1) Ei; (2) r; (31) ∆d/d111; (41, 42) b002; (51) c/a; (61) Vt; (71) V1; (82) V2 (subscripts 1 and 2
indicate the solid solution type). The samples were sintered at Tsint = 1130 (a); 1160 (b); 1170 (c); 1220°C (d). I: realized valences. 
(ε/ε0) and after ( /ε0) polarization; piezoelectric
modulus (d33); electromechanical coupling coefficient
of the thickness oscillation mode (Kt).

The experimental results are summarized in Figs. 1
and 2. As the atomic number of the REM component
increases in the series of elements from La to Lu, the
structural parameters, the degree of surface perfection,
and the dielectric and ferroelectric properties of the
PbTiO3 based solid solutions of both types vary in a
nonmonotonic manner. Note that this behavior is most
pronounced in the solid solutions of type 2 with vacan-
cies in the A-sublattice, which were sintered at a maxi-
mum temperature. The oscillating character is superim-
posed onto increasing V1 and decreasing b002 and
∆d/d111 values, showing alternating maxima and min-
ima with gradually decreasing “amplitude”
and “period” of these oscillations. In each of the sub-
groups I and II, the parameters exhibit either two max-

ε33
T

TE
ima (V1, ∆d/d111, d33, Kt) or a single maximum (c/a),
sometimes with an additional peak corresponding to

Gd (b002, /ε0). The positions of these maxima coin-
cide with the positions of anomalies observed in behav-
ior of the characteristics of REMs with increasing
atomic number, namely, the regions of a nonmonotonic
decrease in the ion radius r (accompanying the “lan-
thanide contraction”) and the periods of an increase in
the ionization energy (Ei) R0  R3+ or a change in sta-
bility of the valence states (Fig. 1).

These characteristics of REMs are determined, in
turn, by special features of their electron structures:
(i) nonmonotonic filling of the deep nonvalent 4f level;
(ii) proximity of the 4f and 5d electron energies facili-
tating the f–d transitions (which explains the easy real-
ization of valences different from +3); (iii) dependence
of the binding energy of the 4f electrons on their num-
ber [this energy grows as the 4f level occupation

ε33
T
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The samples were sintered at Tsint = 1220°C.

ε33
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increases to half (7 electrons) and then to complete
(14 electrons), the most stable configurations being
p (La), f7 (Gd), and f 14 (Lu)]; (iv) effective screening of
the 4f electron orbitals from external fields by the
5s2−4sp6 electron shells (this factor determines small
influence of the coordination surrounding on the states
arising from the 4f n configuration). These and some
other features account for the 4f electron configuration
being a factor determining the properties not only of
REMs proper, but of their compounds and complexes
as well.

The above considerations indicate that behavior of
the structural and physical parameters in the series of
solid solutions containing REMs from subgroups I and
II is also determined by special features of the electron
structure of the corresponding REMs (even despite
their small relative content). The observed periodicity
in variation of the properties studied is related not only
to the REMs being divided into two natural subgroups,
but (judging from a nonmonotonic variation of the
parameters inside each group) to the energetic features
of their 4f levels as well. Exactly following these fea-
tures, the periodicity is manifested by maxima in the
characteristics falling within the domains of electron
instability (Ce, Pr–Sm, Eu and Tb, Dy–Tm, and Yb).

An interesting general trend in the series of solid
solutions studied is the tendency of V1 to increase
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 9      200
despite a decrease both in the ion radius of REM and in
the theoretically calculated unit cell volumes Vt

(Fig. 1). This is probably explained by the fact that only
the first REMs (possessing small ion radii) in these
series can build into the A-sublattice (V1 slightly
decreases), whereas the other REMs of subgroup I are
redistributed between A- and B-sublattice sites. The
REMs of subgroup II (possessing ion radii close to or
smaller than 0.9 Å) mostly occupy the B-sublattice
sites, which leads to an excess of the B-cations and their
competition with Ti (resulting in separation of the
impurity phases such as LnPb2O7). This arrangement of
REMs is permitted by the conditions of existence of the
perovskite type structure (rA ≥ 0.90 Å; 0.51 ≤ rB ≤
1.1 Å; rA ≥ rB [5]) and is confirmed by the fact of
increasing perfection of the solid solution structure
(with decreasing b002 and ∆d/d111) on the passage from
La to Lu, which can be related to the ion radius of REM
approaching that of Ti (0.64 Å) and to the concentration
of REMs of subgroup II in the lattice decreasing as a
result of the impurity phase separation.

The general trends in variation of the solid solutions
with REMs of subgroup II are the same as those
observed for subgroup I, which implies that the effect
of REMs on the properties of lead titanate based ferro-
electric solid solutions is independent of the lattice sites
occupied by these ions in oxides with a perovskite
0
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structure. The laws established in this work can be used
in the development of ferroelectric materials for piezo-
electric transducers.

The work was supported by the Russian foundation
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Abstract—The ionization rates of argon and krypton were measured in a relaxation zone behind the shockwave
front for the Mach numbers corresponding to stable flow regimes close to the threshold for development of the
flow instability of types I and II. The experimental rates of the avalanche ionization exceed theoretical predic-
tions. It is suggested that the discrepancy is related to the existence of an additional channel for the energy trans-
fer between particles. © 2000 MAIK “Nauka/Interperiodica”.
As is known, the existing model describing the ion-
ization kinetics behind the shockwave front in mono-
atomic gases [1, 2] cannot explain the anomalous
effects or instabilities observed within certain intervals
of the Mach number [3–12]. There were attempts at
taking into account an increased number of the elemen-
tary processes involving metastable atoms and/or
molecular ions [6] and a change in the relative contri-
butions of collisional and radiative processes [7], which
attribute the instability effects to the formation of addi-
tional channels for the energy transfer between parti-
cles. However, no direct experimental manifestations
(except for the very fact of instability development) of
the additional energy transfer mechanisms were
observed, and only some indirect evidence was consi-
dered.

In particular, increased electron temperature (close
to that behind the shockwave front) in the final stage of
relaxation in argon was reported in [13, 14]. At the
same time, the activation energy determined [15] from
the ionization rate measured in the initial stage of the
avalanche development was markedly lower than
expected (excitation energy), which could not be
explained within the framework of the commonly
accepted model. Thus, there are significant discrepan-
cies in the description of the ionization kinetics behind
the shockwave front in monoatomic gases.

We propose a new approach to this problem, which
reveals manifestations of the additional mechanisms of
the energy transfer by directly comparing the experi-
mental and theoretical values of the avalanche ioniza-
tion rate. The latter value is calculated using an equa-
tion of the electron energy balance with an allowance
for the known temperature variation of the avalanche
ionization rate. We have studied the process under con-
1063-7850/00/2609- $20.00 © 0803
ditions closely approaching the threshold of the domain
of instability development, assuming that the flow
parameters still vary in a regular manner.

The experiments were conducted in a shockwave
tube [8, 9] with an internal diameter of 76 mm and a
low-pressure compartment with a length of 4.2 m using
heated helium as a buffer gas. The electron density was
measured by an interference technique with photoelec-
tric signal registration. The measurements in argon
were performed using radiation with a wavelength of
10.6 µm, while the measurements in krypton were
effected simultaneously at 0.63 and 1.15 µm that
allowed a change in the atomic density to be deter-
mined as well. The relative content of molecular impu-
rities in argon and krypton was 2 × 10–4 and 10–5,
respectively.

The measured electron density profiles ne(t) were
used to calculate the ionization rate (or the electron
source Se , in terms and notation of [2]) in an elementary
volume of the medium behind the moving shockwave
front. Taking into account that Se = dneu/dt and using
conservation laws in the one-dimensional form, we
obtain

(1)

where E1 is the ionization energy, α is the degree of ion-
ization, ρ is the gas density, ma is the atomic mass, and
V is the shockwave velocity (subscript “1” refers to
parameters in front of the shockwave). The derivative
dne/dt is determined by directly differentiating the
experimentally measured ne(t) profile.

Se 1 2αE1/ 5kT1 maV
2 1 4 ρ1/ρ2( )2–( )+[ ]–{ }=

× ρ1/ρ2( ) dne/dt( ),
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Taking into account the quasi-stationary conditions,
the electron temperature is determined by the local
energy balance:

(2)

where Qin is the rate of the electron energy loss due to
inelastic collisions (excitation and ionization events)
and Qel is the rate of heating due to elastic collisions
with atoms (indicated below by subscript “a”) and/or
ions (subscript “i”). In the region of the avalanche ion-
ization, where the role of interatomic collisions is neg-
ligibly small, the electron energy losses can be repre-
sented in the form of a sum Qin = E1Se + QR + Qst , with
the three terms representing ionization, radiation, and
excitation. According to [16], the heating rate is
expressed as

where the νea and νei are the frequencies of elastic elec-
tron–atom and electron–ion collisions, respectively,

1.5kTeSe Qel Qin,–=

Qel 1.5k Ta Te–( )ne2 me/ma( ) νea νei+( ),=

1

0.1

0.01

34 36 38 40 42 44 46 48

Se × 10–20, cm–3 s–1

Ar

1
2
3

t, µs

10

1

6 8 10 12 14

Kr

1
2
3

Time variation of the avalanche ionization rate behind the
shockwave front in argon (M = 11.3; P1 = 5 Torr) and kryp-
ton (M = 11.4; P1 = 14 Torr): (1) experiment; (2) theory.
Curves 3 show the rate of ionization by interatomic colli-
sions calculated using the atomic temperatures determined
from the energy integral.

t, µs
T

determined by the corresponding cross sections σ:

The temperature dependence of σea and σei is known
(see, e.g., [3, 4]).

Thus, using the energy balance equation (2) and the
integral form of the energy conservation law

(3)

(M being the shockwave Mach’s number), we obtain an
equation for determining the electron temperature and
the Se value:

Here, Se = βnena[1 – /naK(Te)]; β(Te) and K(Te) are the
rate constants of the ionization rate and ionization equi-
librium, respectively; A and B are constants depending
on the gas type; and lnΛ is the Coulomb logarithm. The
temperature dependence of the ionization rate constant
β(Te) was calculated in the instantaneous ionization
approximation [3, 4]. Taking into account a special
structure of terms for the inert gases, we may put
Qst = 0 [2]. Under our experimental conditions, we may
also use the approximation of QR = 0.

The results of our experiments are presented in the
figure by curves 1 showing an Se distribution behind the
shockwave front in argon (M = 11.3; P1 = 5 Torr) and
krypton (M = 11.4; P1 = 14 Torr) determined using

Eq. (1). The values of Se = βnena[1 – /naK(Te)] calcu-
lated using Te determined from Eq. (4) are depicted by
curves 2. For the comparison, curves 3 show the rates
of ionization by interatomic collisions calculated using
the atomic temperatures determined from the energy
integral (3). With the latter (rather insignificant) correc-
tion, the measured Se values correspond to the ava-
lanche (electron–atom) ionization mechanism.

The comparative data indicate that the measured
rate of the avalanche ionization exhibits a significant
(severalfold for argon and more than twofold for kryp-
ton) excess over the calculated values determined
within the framework of the commonly accepted model
of the electron energy balance. This discrepancy cannot
be related to the initial assumptions (Qst = 0, QR = 0)
since other radiation and excitation conditions would
only increase the difference.

An analysis of a possible role of the boundary layer
development in the shockwave tube channel indicates
that an increase in the flow velocity may decrease the Se
value measured. Estimates obtained using a specially
developed method for an argon flow (with a laminar

νea na 8πme/kTe( )1/2σa Te( ),=

νei ni 8πme/kTe( )1/2σi T i( ).=

Ta αTe+( )/T1

=  1 2αE1/5kT1– M2 1 ρ1/ρ2( )2–[ ] /3 Ta0≡+

1 α+( )Te 1.5Te E1+( )Se QR Qst+ +[ ]+

× Te
3/2/ Ane

2 Λ Bnenaσa Te( )Te
2+ln( ) Ta0.=

ne
2

ne
2
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boundary layer) showed that this decrease in Se cannot
exceed 20% at almost unchanged calculated values.
The measurements in krypton (possessing a shorter
relaxation zone) showed that distribution of the gas
density coincides with the calculated profile to within
the experimental error. Therefore, the boundary layer
effects can be also neglected. Estimates of the influence
of uncertainty in the ionization coefficient (e.g., the val-
ues reported in [3] are 1.8 times those used in [2]) indi-
cated that possible variations in β may increase the dis-
crepancy by 25–36% (toward greater Se values). A cor-
rection for the refined value of the Coulomb logarithm
in the region of small Λ [16] also slightly (by 5–7%)
increases the difference.

Thus, an excess in the avalanche ionization rate is
observed in both gases studied. Since no ionization
mechanisms were proposed as alternative to the ava-
lanche development (consistent with a high density of
electrons compared to the concentration of impurities,
metastable particles, molecular ions, etc.), the discrep-
ancy can be explained only by the presence of an addi-
tional channel for the energy transfer between particles
leading to an increase in the electron temperature and,
hence, in the avalanche ionization rate.

The work was supported by the Russian foundation
for Basic Research, project nos. 97-01-00772 and
00-01-00829.
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Abstract—A mechanism leading to self-polarization of a beam of free electrons injected from a light-emitting
cathode is considered. It is shows that the exchange interaction may lead to self-polarization of an electron beam
in vacuum and maintain the polarization of a beam in a substance. © 2000 MAIK “Nauka/Interperiodica”.
1. The phenomenon of optical orientation of elec-
tron spins in semiconductors is widely used in various
fields, including atomic and molecular physics, physics
of continuum media [1], nuclear physics, and physics
of elementary particles [2]. The appearance of charge
carriers with oriented spins upon absorption of a circu-
larly polarized light was originally studied by Garvin
et al. [3] and by Lampel and Weibush [4]. Although the
phenomenon of optical orientation of an electron beam
has been studied in sufficient detail [5], the mecha-
nisms responsible for a high degree of the beam polar-
ization are still neither clearly understood nor uniquely
interpreted [6, 7].

A principal mechanism of polarized electron pro-
duction is photoemission in thin stressed epitaxial
GaAs layers. A biaxial stress results in the splitting of
the p3/2 multiplet in the valence band, such that the state
of one pair of sublevels is below the Fermi level (easy
holes), while the state of another pair is above this level
(heavy holes). This difference leads eventually to a
change in population of these sublevels. A circularly
polarized photon induces transition to the s state of the
conduction band with a single definite value of the spin
projection onto a special symmetry axis in the crystal.
In this way, a high degree of electron polarization can
be obtained under the symmetry conditions of a cubic
GaAs crystal excited with a light of right- hand circular
polarization. Using special activation of the crystal sur-
face by depositing a Cs + O (or Cs + F) layer in combi-
nation with band bending, it is possible to increase the
degree of electron polarization up to 83–90%.

A theoretical analysis of this phenomenon reduces
to description and numerical modeling the process of
electron diffusion from bulk to surface of the layer. The
diffusion process can be considered as classical, with
neglect of any manifestations of quantum transport fea-
tures [6, 7] and collective quantum phenomena, but still
with an allowance for spin relaxation mechanisms.
Many of such mechanisms are worthy of special con-
sideration with a view to their possible spin polariza-
tion effect. Apparently, the very high degree of electron
beam polarization observed in the experiment could not
1063-7850/00/2609- $20.00 © 20806
exist if there were no mechanisms maintaining the
mutual orientation of the spins. The spin coupling con-
stant must significantly exceed the constants of interac-
tions leading to breakage of the spin orientation.

In particular, a mechanism that is most competitive
to any possible self-polarization factor is the Bir–
Aronov–Pikus spin relaxation [8] with an interaction
constant proportional to the exchange energy splitting of
the exciton state (i.e., of the order of 50 µeV). The spin
relaxation time in this case is about 1/100 of the time of
spin destruction for the spin–orbit coupling [8, 9] accord-
ing to the Elliott–Jassett mechanism. This is much
shorter compared to the electron lifetime and, hence,
the proposed mechanism of spin destruction is highly
effective.

Another destruction mechanism, related to the spin
splitting of the conduction band, was proposed by
D’yakonov and Perel’ [10]. This splitting is equivalent
to an effective magnetic field acting upon spins, the
direction of this field depending on the orientation of
momentum. A characteristic band splitting energy for
the spin–orbit coupling is "Ω = (32/21)1/2α(T3/Eg)1/2,
where Eg is the bandgap width, α is a numerical coeffi-
cient proportional to the orbital quantum number, and T
is the temperature against the energy scale. This mech-
anism becomes significant at high electron energies.

In this work, we will consider one possible mecha-
nism maintaining the spin polarization in an electron
beam, which is still operative when the electrons escape
into vacuum. The interaction, capable of producing the
spin ordering, is the Coulomb exchange interaction (the
same as that between electrons in the conduction band).
The effect of spin polarization observed for a beam of
electrons in vacuum is analogous to the ferromag-
netism of free electrons. In this case, the exchange
interaction constant is markedly greater as compared to
the constants of all relaxation mechanisms mentioned
above.

2. The Heisenberg parameter can be calculated with
an allowance for the interaction between an electron
beam and the bound electrons of impurity atoms using
000 MAIK “Nauka/Interperiodica”
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the exchange perturbation theory (EPT) [11] specially
developed for description of magnetic systems. The
first-order EPT energy correction is given by the fol-
lowing expression [11]:

(1)

where  is the operator describing the Coulomb inter-
action between electrons; Φ is the direct product of the
coordinate-dependent parts of the single-electron
wavefunctions; Ψ is the coordinate-dependent part of
the wavefunction antisymmetric with respect to the
electron permutations. For the beam electrons repre-
senting simple flat waves, the energy correction can be
written in the form of E (1) = K ± A or

(2)

where

(1/Ω2 is the coefficient providing normalization to the
total number of particles in the beam).

A contribution due to the exchange interaction under
consideration, which accounts for the spin correlation in

the beam, is A(q) = δ(q), where q = |k1 – k2|, δ is

the Dirac delta function, and n is the electron concen-
tration in the beam. Obviously, q ≥ 2π"/L, where L is
the layer thickness. This is the only physical meaning
of the δ-function.

Let us average the magnitude of the exchange inter-
action with respect to the energy scatter of electrons
generated under the action of radiation with a spectral
line of the Lorentz type. Since the frequency interval
∆ω related to the radiation linewidth is proportional to
the scatter of momenta "∆ω . "2kq/m, we may write

(3)

where α = "kτ/m, τ –1 is the spectral linewidth. Note that
the α value has the same order of magnitude as the dif-
fusion mean free path of electrons. Therefore, 〈A〉  must
depend on the intensity of the incident light exciting
electrons from the valence band to the conduction
band. Assuming for the estimate that n ~ α–3 ~ ndop =

3 × 1018 cm–3, we obtain 〈A〉  =  ~ EB ×

10−2 ~ 10–14 erg; the Heisenberg parameter is j = 2A,

E
1( ) Φ r1 r2,( )〈 |V̂ Ψ r1 r2,( )| 〉 ,=

V̂

E
1( )

K
A
2
---– 2Aŝ1– ŝ2,⋅=

K
e

2

r1 r2–
------------------d

3
r1d

3
r2,∫=

A
i k1r1 k2r2 k1r2– k2r1–+( )( )exp

r1 r2–
---------------------------------------------------------------------------------d

3
r1d

3
r2

e
2

Ω2
------,∫=

e
2
n

2/3

2π
-------------

A〈 〉 A q( ) α
1 αq( )2

+
----------------------- qd∫ e

2

2π
------n

2/3α ,= =

1
2π
------ e

2

αB

------
aB

α
----- 

  1
π
---
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where A is taken with an allowance for the averaging.
Thus, the constant of interaction leading to the spin ori-
entation is sufficiently large and the spin correlation is
retained even when the cathode is heated.

3. Let the unit vector m indicate the spontaneous
moment direction. The energies of a particle, depend-
ing on the orientation of its spins relative to m, can be
expressed as [12]

(4)

According to this expression, the energy of an electron
with a given spin projection onto the axis parallel to m
is ε0 – b; accordingly, the equilibrium distribution func-
tion is n(ε0 – b) = n↑, while the opposite spin projection
is characterized by ε0 + b, n(ε0 – b) = n↓. The quantities
n↑ and n↓ represent (for the corresponding spin orienta-
tions) eigenvalues of the operator

(5)

representing the equilibrium density matrix.

The presence of a spontaneous orientation of spins
to the extent of  ~ b/εF or  ~ b/T for a nondegenerate
and nondegenerate gas, respectively, is ensured by the
Boltzmann factor related to the shift of the states of
easy and heavy holes relative to the Fermi level. In
the three-dimensional case, the Fermi level is deter-
mined as

(6)

Replacing ±1 by the operator  = (1 +  · ) with

the eigenvalues equal to ±1 (for the corresponding spin
orientation), we obtain

(7)

The exchange interaction contributes to the effective
energy per particle, the corresponding operator being

Thus, the Fermi distribution function can be written
in the form of a density matrix with the spin variable:

(8)

For σ < 1, expression (7) can be expanded into series to
yield

Using this expansion, operator (8) can be written in the

ε p s,( ) ε0 p( ) b p( )ŝ– m.⋅=

n̂0 p ŝ,( ) 1
2
--- n↑ n↓+( ) n↑ n↓–( )ŝ m,⋅+=

σ σ

εF± εF 1 σ±( )2/3
.=

p̂
1
2
--- 4ŝ s'ˆ

εF± εF 1 σ
2
--- 2σŝ s'ˆ⋅+ + 

  2/3

.=

ε̂exc j ŝ– s'ˆ .⋅=

n̂F
1

ε j ŝ– s'ˆ εF±–⋅( )/T[ ]exp 1+
---------------------------------------------------------------------.=

εF± εF 1 σ
3
---

4
3
---σŝ s'ˆ⋅+ + 

  .=
0
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following form:

(9)

Here  is the Fermi function without corrections to

the kinetic energy and the Fermi energy, and  is an
analog of the Landau function [9]:

(10)

For electrons in the semiconductor studied (GaAs), the
conduction band is above the Fermi energy level and,
hence, the corresponding distribution is of the Boltz-
mann type:

(11)

where n0 =  and µ is the chemical potential of the
classical ideal gas. In this case,

(12)

There must be a specific relationship between Eqs. (4)
and (10) caused by the exchange interaction. To deter-
mine this relationship, let us consider (by analogy
with [9]) a change in the electron energy upon rotating
vector m by δθ angle. Taking into account that δm =
[δq × m] and using Eq. (4), we obtain

(13)

At the same time, the change in m will modify the equi-
librium distribution function (5)

(14)

and, hence, change the energy by

(15)

Equating expressions (13) and (15) for an arbitrary δθ,
we obtain a relationship for electrons in the conduction
band:

Substituting (11) and (12) and taking the trace, we

n̂F nF
0

f̂
∂nF

0

∂ε
---------.–=

nF
0

f̂

f̂
1

Sp n̂0 p ŝ,( )d
3
p∫

-------------------------------------- ∆
2
--- 2∆ j+( )ŝs'ˆ+ .=

n↑ n↓– n0 b/T–( )exp n0 b/T( ),exp–=

e
µ ε–

T
------------

Sp n̂0 p ŝ,( )d
3
p∫

=  n0 b/T–( )exp n0 b/T( )exp+ 2
b
T
---.cosh=

δε b m ŝ×[ ]δq.–=

δn̂0 p ŝ,( ) 1
2
--- n↑ n↓–( ) m ŝ×[ ]δq,=

δε Sps' f̂ δn̂0 p' s'ˆ,( )d
3
p'∫=

=  Sps'
1
2
--- f̂ n↑ n↓–( ) m s'ˆ×[ ]δqd

3
p'.∫

b m ŝ×[ ]–

=  

Sps'
1
2
--- ∆

2
--- 2∆ j+( )ŝs'ˆ+ 

  n↑ n↓–( ) m s'ˆ×[ ]d
3
p∫

Sp n̂0 p ŝ,( )d
3
p∫

-------------------------------------------------------------------------------------------------------------.
T

arrive at

, (16)

or

(17)

Thus, we obtained a transcendental equation (17) pos-
sessing a nonzero solution (b ≠ 0) provided that the
coefficient T/(∆ + j/2) is smaller than unity. As seen,
both factors (deformation splitting ∆ and exchange
interaction j) favor the appearance of spontaneous spin
orientation; for (∆ + j/2) > T, the system features a sec-
ond-order phase transition with the polarization σ  1.
The quantities ∆ and j are of the same order of magni-
tude. For example, ∆1 = 50 meV = 8 × 10–13 erg (GaAs)
and ∆2 = 25 meV = 4 × 10–13 erg (GaAsP) [13]; for the
same materials, j ~ (10–25) × 10–14 erg.

Therefore, the exchange interaction is a competitive
factor producing spontaneous polarization in an elec-
tron beam. This phenomenon can be treated as a kind of
ferromagnetic amplification of spin polarization in the
electron beam. Mechanisms considered above as capa-
ble of breaking the spin polarization cannot destruct
this self-polarized system to any significant extent
because their interaction constants are two orders of
magnitude smaller than the constant of the exchange-
induced spin structure ordering. This conclusion
explains a great deal of experimental material reported
on the spin-polarized beams.

The authors are grateful to B. Oskotskiœ for kindly
providing the experimental material. The work was
supported by the Russian Foundation for Basic
Research (project no. 99-02-17076).
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Abstract—The formation and development of bulk crystallochemical defects—mesoscopic clusters represent-
ing the nuclei of new phases—was studied in systems exhibiting concentration phase transitions. When a solid
solution approaches a morphotropic region, the clusters exhibit a stepwise evolution involving several stages
manifested by corresponding changes in macroscopic properties. The role of clusters in the development of the
extreme electrophysical properties of the objects studied is discussed. © 2000 MAIK “Nauka/Interperiodica”.
Recent investigations into the problem of inhomo-
geneity development in condensed media pay special
attention to the formation of bulk crystallochemical
defects on a mesoscopic scale, representing clusters
appearing upon the assimilation and ordering of vacan-
cies and interstitial atoms. The phenomenon of struc-
ture clusterization was observed in many oxide sys-
tems, including simple monoxides, ferrites, and disor-
dered ferroelectrics, where its role during
polymorphous transformations, and its influence upon
the macroscopic properties, were established [1, 2].

The purpose of this work was to study the deve-
lopment of cluster structures representing the nuclei
of new phases in the vicinity of concentration phase
transitions. The objects for investigation represent a
series of solid solutions with the compositions
(1 − x)NaNbO3–xPbTiO3 (1) and xPbTiO3–(1 – x –

y)PbZrO3–y  (where B' = Nb, W;
B" = Li, Zn, Mg, Ni; n = 4) (2). The samples were
obtained by solid-state synthesis followed by sintering
without pressure (for compounds 1) or by hot pressing
(for compounds 2). In system 1, the solid solutions cor-
responded to regions of the phase diagram with x =
0.2195–0.305 (orthorhombic PI region) and x =
0.40−0.70 (tetragonal T1 region) situated between the
morphotropic regions. In system 2, we studied the solid
solutions with x = 0.30–0.37 belonging to the rhombo-
hedral (Rh), tetragonal (T), and morphotropic (MT)
regions.

The experiments showed the nonmonotonic behav-
ior of the concentration dependence of an average
parameter ( ) of the reduced perovskite unit cell, the
X-ray density (ρ1), and measured density (ρ2) of the
sintered ceramic samples, as well as of the characteris-
tics describing smearing of the concentration phase
transitions (∆) and scattering of the electrophysical

(PbB1 β–' Bβ''O3)nn∑

a2
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parameters ( , ) (Fig. 1).1 Also observed was
some decrease in the relative density, suggesting loos-
ening of the solid solution structure. The observed pat-
tern could not be explained within the framework of the
model of neither ideal nor real (containing statistically
distributed defects) solid solutions. Taking into account
that all the compounds studied contained no impurity
inclusions, the observed pattern of changes can be
related to the formation and development of bulk crys-
tallochemical defects on a mesoscopic scale—clusters,
the appearance of which must be accompanied by local
fluctuations in the composition. This was confirmed by
the results of electron-microscopic investigations (per-
formed in a Camebax-Micro scanning electron micro-
scope–analyzer system). In the samples of system 1,
the microanalysis revealed regions enriched with Pb
and Ti, alternating with regions depleted of these ele-
ments. The elemental scans showed that variations in
the content of these elements were minimum for the
compositions far from (x = 0.40, 0.45) and close to
(x = 0.70) the MT regions. The variations increased for
x = 0.5 and reached maximum for x = 0.6.

In order to establish the nature of these deviations,
we have studied in much detail the pattern of X-ray dif-
fraction from the solid solutions studied, with analysis
of the profiles of both Bragg’s and diffusion compo-
nents of the X-ray scattering. According to the data
obtained, there was a redistribution of intensity
between the interference maxima and background. In

1 The value of ∆ was determined by the empirical formula
∆ = ∆T/1.633 [K] [3], where ∆T is the width of the temperature
interval corresponding to ε = 0.75εmax in the temperature depen-

dence of the dielectric permittivity ε; the absolute ( ) and rela-

tive (δα) deviations of the parameter α (in our case, α = /ε0 is

the relative dielectric permittivity of a polarized sample) from the
average were calculated by convectional formulas [4].

∆α δα1

∆α

ε33
T
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Fig. 1. The plots of (1) , (2) , (3) , (4) , (5) ρ2, (6) ρ1, (7) ρ3, (8) ∆, (9) , (10) , and (11) /ε0 versus

x in solid solutions of (a) system 1 and (b) system 2. 
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the region of system 1 on the left of the concentration
phase transition (observed in the interval 0.75 < x <
0.85), the fine structure of the background intensity in
the region of 2θ = 56°–57° (  radiation) varies
depending on x (while retaining a general character of
the X-ray diffraction pattern typical of the T1 solid solu-
tion structure). Initially, the background exhibits small
oscillations (x = 0.40) and begins to increase in inten-
sity (x = 0.45); then several very weak diffuse maxima
of equal intensity appear (x = 0.50) and merge together
(x = 0.60) to form a strongly smeared halo. Simulta-
neously, the intensity of the 002 reflection correspond-
ing to the main T1 phase gradually increases as well.

The diffuse halo apparently results from a coherent
X-ray scattering from mesoscopic objects—clusters.
By determining a difference between the unit cell
parameters of clusters and matrix, we may follow the
development of clusters and estimate their dimensions
from the halfwidth of the diffuse maximum: 80 Å
(x = 0.50) and 90 Å (x = 0.60). In the samples with
x ≥ 0.75, the diffuse maximum is replaced by a diffrac-
tion line whose intensity gradually increases and whose

FeKα
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width decreases with the growth of x. It was established

that the interplanar distance ( 002) in the cluster
increases with x faster than the d002 value of the matrix
T1 phase. This is indicative of a nonuniform distribu-
tion of PbTiO3 between the matrix and the new phase,
the latter phase being enriched with this component.
Taking into account that a concentration phase transi-
tion takes place at x ≥ 0.75, it is naturally assumed that
clusters represent the nuclei of a new T2 phase formed
in the T1 matrix.

From the comparison of results of the electron-
microscopic and X-ray diffraction investigations, we
may conclude that system 1 features the formation of a
region of heterogeneity, beginning at a distance of
~20 mol % from the MT region, characterized by the
domains of coherent diffraction representing a new
mesoscopic phase. Coincidence of the 100 lines of the
“old” and “new” phases is evidence of the matrix and
the cluster possessing a common (100) plane, suggest-
ing that the cluster is coherently matched to the initial
T1 structure. When direct observation of cluster forma-
tion was impossible (because of close values of the unit

d

0
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Fig. 2. The plots of (1) ∆d/d, (2) ∆D, (3) /ε0, and (4) Kp in solid solutions of (a) system 1 and (b, c) system 2. (a, b) Values in

square brackets indicate the directions in which the ∆d/d and ∆D values were determined. (c) Cluster structure development stages:
(I, I') the onset of cluster formation in the T and Rh phases, respectively; (II, II’) the cluster size reaches a critical level; (III, III’) the
onset of cluster breakage from matrix; (IV, IV') clusters completely separate from matrix; (A) single-phase region;
(B) heterogeneous region; (C) heterophase region.

ε33
T

cell parameters of the main and nucleating phases,
leading to superposition of the corresponding X-ray
reflections), the dynamics of cluster formation could be
followed by monitoring a change in the difference ∆D
of the coherent scattering domain size calculated using
the halfwidths and the total widths of the diffraction
lines. An increase in this difference at concentrations
far from the MT region is indicative of the increasing
number and size of the clusters (reaching a critical size
at maximum ∆D); a decrease in the ∆D value on
approaching the MT region reflects the separation of
clusters from the matrix followed by the independent
development of the new phase (Fig. 2a and 2b).

Since coherence between cluster and matrix is
retained in the course of cluster growth, considerable
elastic deformations arise in the plane of cluster match-
ing to the matrix and increase with the size and number
of clusters. At a certain instant, the process acquires an
avalanche character leading to a sharp increase in the
T

level of microdeformations (∆d/d) near the MT region.
On reaching the elastic deformation threshold, the sys-
tem enters the stage of plastic deformation resulting in
the breakage of coherence between the old and new
phases and in the separation of the new phase into an
independent structural component. Because of the
anisotropy of the medium, the breakage proceeds
(rather than takes place simultaneously) involving an
increasing number of clusters. This development is
accompanied by a sharp drop in microdeformations and
the relaxation of stress (Figs. 2a and 2b).

The stepwise evolution of clusters in the course of
the variation of the solid solution composition not only
determines the anomalous behavior of parameters of
the fine crystalline structure but explains the variation
of the electrophysical properties of the material both far
from and close to the MT region as well. As seen from
Fig. 2c, the “special” points (bends and extrema) on the

curves of ∆d/d, ∆D, /ε0, and Kp (electromechanicalε33
T
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coupling coefficient) versus x correspond to definite
stages in the cluster structure development. In connec-
tion to this, we believe that, in addition to the laws of
extremal variation of the properties of solid solutions in
the vicinity of the concentration phase transitions [5],
an important contribution is due the mesoscopic inho-
mogeneities formed far from the MT region because of
the loss of stability in one of the phases [6] leading to
partial disordering on the initial structure.

The work was supported by the Russian Foundation
for Basic Research, project no. 99-02-17575.
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The Effect of Interference in the Substrate
on the Electromagnetic Wave Polarization Transformation

under Cyclotron Resonance Conditions 
in a Two-Dimensional Electron System
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Abstract—The effect of interference in the substrate on the polarization transformation of an electromagnetic
wave in the presence of cyclotron resonance in a two-dimensional (2D) electron system is studied theoretically.
It is predicted that the interference can dramatically enhance the transformation if the 2D electron system is
situated on the rear face of a quarter-wave substrate plate. As a result, the reflected wave exhibits a virtually
complete polarization transformation. © 2000 MAIK “Nauka/Interperiodica”.
The effect of interference in the substrate on the
cyclotron-resonance line shape of a two-dimensional
(2D) electron gas was studied theoretically and experi-
mentally [1–4]. The relative variation in the total trans-
mission coefficient (for both of the orthogonal polariza-
tions) under the resonance conditions was measured
and it was demonstrated that the position and the width
of the cyclotron absorption line are oscillating func-
tions of substrate thickness.

Interference in the substrate is often regarded as a
nuisance, being suppressed by certain tricks to make
the substrate deviate from a plane-parallel shape [5]. At
the same time, some authors suggest using the interfer-
ence as a means of enhancing relevant effects. In a 2D
electron system, for example, plasma oscillations are
excited far more efficiently if the substrate thickness is
chosen appropriately [6]. This paper addresses the
effect of interference in the substrate on the transforma-
tion of the electromagnetic-wave polarization under the
cyclotron resonance conditions in a 2D electron system.

In [7], the effect was studied theoretically in the case
where the electron system is situated at the interface of
two dielectrics. It was shown that the polarization trans-
formation is maximum for the reflected wave if the
incident wave emerges from a medium with a higher
optical density. However, this requirement cannot be
met with ease in experiment a because it is difficult to
inject an electromagnetic wave into such a medium. To
solve the problem naturally, we consider a structure
with a plane-parallel substrate. It is demonstrated
below that interference in the substrate may dramati-
cally enhance the polarization transformation in this
structure.
1063-7850/00/2609- $20.00 © 20814
Let a linearly polarized electromagnetic wave be
normally incident on a plane-parallel dielectric sub-
strate of thickness d, let a 2D electron layer be situated
on one of the substrate faces, and let an external mag-
netic field B0 be perpendicular to the plane of the elec-
tron system.

The power transformation ratios for the incident
wave are defined as in [7]:

(1)

where Pip is the power flux density of the incident wave,
Prp and Ptp are the respective power flux densities of the
reflected and the transmitted wave that are polarized
parallel to the incident wave, and Prs and Pts are the
respective power flux densities of the reflected and the
transmitted wave that are polarized normally to the
incident wave. The ratios Rsp and Tsp are coefficients of
the wave polarization transformation.

The power fluxes of the transmitted and the reflected
wave are computed by solving Maxwell’s equations in
the substrate and the surrounding media. The response
of the 2D magnetoactive electron plasma is allowed for
by the corresponding boundary conditions on the inter-
faces. The dielectric constants of the surrounding
media are taken equal to unity. The components of the

Rpp

Prp

Pip
-------, Rsp

Prs

Pip
-------,= =

T pp
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electric conductivity tensor of the electron plasma in
the magnetic field are expressed as

(2)

where ω is the angular frequency of the wave, ωc =
|e |B0/m* is the cyclotron frequency, σ0 = e2Nsτ/m* is
the dc conductivity of the electron system in the
absence of an external magnetic field, e is the electron
charge, m* is the effective electron mass, and Ns and τ
are the surface concentration and the phenomenologi-
cal momentum relaxation time of the electron system,
respectively. In calculations the parameter values of the
electron system were taken for gallium arsenide.

The computation testified that the polarization
transformation is most efficient in the reflected wave,
which is analogous to the result obtained in [7]. We
therefore focus on Rsp and Rpp in what follows.

First, let us consider the case where the 2D electron
system is on the front face of the substrate. Conse-
quently, the incident wave emerges from the medium
with lower optical density. Figure 1 shows computed
dependences of Rsp and Rpp on the magnetic flux den-
sity, the electron scattering in the 2D system being
neglected (1/τ = 0). The curves are obtained for differ-
ent values of the reduced substrate thickness

(3)

where εs is the dielectric constant of the substrate mate-
rial, λ is the wavelength of the electromagnetic wave in
vacuo, and N is a natural number selected in such a way
that the value of y falls within the interval 0 ≤ y < 1. Fig-
ure 1 indicates that interference in the substrate
strongly affects the height, width, and position of the
resonance curves representing the transformation
ratios. The polarization transformation is maximum at

y = 0, that is for a half-wave substrate: d = Nλ/2 . In
this case the substrate has no effect on the wave so that
the resonance curves behave as if the electron system
were situated in homogeneous space with ε = 1.

A quarter-wave substrate with d = (2N + 1)λ/4
corresponding to y = 0.5 offers maximum reflection and
very small polarization transformation. This agrees
with the results of [7] for the incident wave emerging
from the medium of lower optical density. If y = 0 or
0.5, the polarization transformation is maximum at
ωc . ω and a slight increase in the resonance value of
the magnetic field occurs at large electron concentra-

σ⊥ σ0
1 iωτ–

ωcτ( )2
1 iωτ–( )2

+
-----------------------------------------------,=

σ× σ0

ωcτ
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y 2 εsd/λ N ,–=

εs
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tions in the 2D system. In [7], a similar effect was dis-
cussed for a structure without substrate. If 0 < y < 0.5
(0.5 < y < 1), the resonance point shifts toward lower
(higher) magnetic flux densities (Fig. 1). Thus, the
positions, heights, and widths of the transformation
ratio curves are oscillating functions of the substrate
thickness. If y is other than 0 or 0.5, the curves are
asymmetric, as was found for the cyclotron absorption
in plane-parallel samples [1–4, 8, 9].

Figure 1 shows that the transformation ratio cannot
exceed 30% if the electron system is on the front face.
In this case, interference in the substrate decreases the
polarization transformation coefficient.

Things become quite different if the electron system
is moved to the rear face, after which Rsp for a quarter-
wave substrate (y = 0.5) becomes much higher (Fig. 2a)
and even exceeds the values reported in [7] for a struc-
ture without a substrate (cf. curve 6). Another differ-
ence from the system without a substrate [7] is that Rpp

(Fig. 2b) vanishes exactly at a point where Rsp peaks.
Thus, the polarization transformation for the reflected
wave is complete. Again, the parameters of the trans-
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Fig. 1. Transformation ratios vs. magnetic flux density for a
2D electron system situated on the front face of the substrate
with y = (1) 0, (2) 0.25, (3) 0.5, or (4) 0.75. The wavenumber
is 80 cm–1. The structure parameters are εs = 12.8, 1/τ = 0,

Ns = 2 × 1012 cm–2, and m* = 0.07m0, where m0 is the mass
of a free electron.
0
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formation ratio curves are oscillating functions of the
substrate thickness. At y = 0, the curves are obviously
the same for both configurations.
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Fig. 2. Transformation ratios vs. magnetic flux density for a
2D electron system situated on the rear face of the substrate
with y = (1) 0, (2) 0.25, (3) 0.5, or (4) 0.75. The wavenumber
and the structure parameters are the same as in Fig. 1. The
broken curves refer to the system without substrate. The
wave is incident from a medium with dielectric constant
ε1/ε2 = (5) 1 or (6) 12.8 and onto a medium with dielectric
constant ε2 = 1 [7].
TE
In conclusion, note that the polarization transforma-
tion in gallium arsenide is also pronounced in the pres-
ence of the electron scattering (Rsp > 0.4). This makes it
possible to observe and use the effect in technological
applications.

This study was funded under the terms of the
Federal Special Program “State Support of the Inte-
gration of Higher Education and Basic Research for
1997–2000 ” (project no. 696.3) and the Russian Foun-
dation for Basic Research (project no. 00-02-16440).
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Abstract—An electric field action leads to polarization of both polar and nonpolar liquids not in contact with
electrodes. Switch-off of the electric field leads to depolarization of the medium by an anomalous relaxation
mechanism. © 2000 MAIK “Nauka/Interperiodica”.
Electric field action on liquids normally implies
their contact with the potential electrodes. This gives
rise to an electric current related to electrolysis (in solu-
tions) and electrophoresis (in colloid–dispersed sys-
tems) and leads to polarization processes, the two phe-
nomena being generally nonadditive.

We studied electric field action in a system where
the field electrodes connected to a high-voltage source
have no contacts with the liquid. Since the upper and
lower electrodes are isolated from the liquid by an air
gap and the dielectric bottom of the cell, respectively,
we may neglect the electric current regardless of the
electric conductivity of the liquid. We consider a three-
layer capacitor model (upper electrode, air gap, liquid,
insulator, and lower electrode) with an anomalous
relaxation variation [1, 2] of the electric field strength
in the bulk of the liquid.

The purpose of this work was to study the optical
polarization processes in polar (butanol, C4H9O; ε = 17.2)
and nonpolar (dodecane, C12H26; ε = 2.08) chemically
pure liquids at t° = 20.0 ± 0.5°C. A photoelectrocolori-
metric setup used a polarized beam to illuminate the
liquid in a transparent dielectric cell. The polarization
1063-7850/00/2609- $20.00 © 20817
plane made an angle of 45° with the applied electric field
strength E. The experiments were performed by sequen-
tially applying a voltage of 15, 10, and 8 kV to the elec-
trodes. The thickness of the air gap was l1 = 17 mm; the
thickness of the liquid layer was l2 = 25 mm; and the
thickness of the dielectric bottom was l3 = 3 mm [3].
Transmitted polarized light intensity was measured
prior to the electric field application (to yield a refer-
ence value taken as 100%), in the course of a 5-min
electric field action, and after its termination. See [3]
for the details of the experimental technique.

The experimental results are shown in the figure.
The application of the electric field leads to a slow

decrease in the transmittance of the polar liquid
(C4H9O) down to a saturation level. Termination of the
electric field action causes a gradual transmittance
recovery to the initial level. These variations were
clearly reproduced in successive measurements.

Dodecane (C12H26) exhibits a sharp increase in
absorption immediately upon application of the electric
field, followed by a gradual decrease in absorption. Ter-
mination of the electric field action leads to a sharp
increase in transmittance, which can even exceed the
1 2 3 4 5 1 2 3 4 5 6 t, min

1 2 3 4 5 1 2 3 4 5 6

t, min
1
2
3

1
2

3

II100.3

100.0

99.7
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η, % η, %

(a) (b)

Fig. 1. Plots of the transmitted light intensity normalized to the initial value versus time in (a) butanol (C4H9O) and (b) dodecane at
U = (1) 8, (2) 10, and (3) 15 kV. I denotes the field switch-on time.
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initial 100% level. Eventually, the transmittance gradu-
ally decreases to the initial level. The behavior of satu-
rated hydrocarbons with the lower molecular weights
exhibits jumps, and crosses the 100% level in both
directions; reproducibility of the experimental results is
lower than the experimental accuracy (10%). Note that
the effect of polarization is weak in both cases and does
not exceed 1% of the initial transmission value.

The polar and nonpolar liquids exhibit different
behavior although polarization of light in both cases is
related to structural changes in the bulk of the liquid.
Apparently, a space charge polarization in the alcohol [4]
leads to molecular ordering by means of the displace-
ment of ions in the liquid boundary layers close to the
potential electrodes. A limited number of ions leads to
the formation of ion–molecular associates or clusters
regularly arranged in the bulk of the liquid under the
action of hydrogen bonds. The characteristic times of
the formation of such structures under the electric field
action and their disintegration upon its termination are
longer than the characteristic time τ = εε0ρ depending
on the dielectric constant (ε) and the specific resistance
(ρ) of the liquid.

The electric conductivity of the nonpolar liquid
(C12H26) is 8–9 orders of magnitude lower than that of
alcohol. Thus, it is hardly possible to characterize its
polarization in the same way. The interpretation of the
results is under discussion and needs a special
TE
approach. The switch-on of the electric field evidently
leads to a fast process, possibly resulting in a partial
orientation of the elongated molecules with CH3 groups
at the ends. Note that the saturated hydrocarbon with
shorter molecules (hexane, C6H14, ε = 1.98) does not
exhibit such changes in transmittance. A short-time
increase in transmittance immediately following the
switch-off of the electric field gives evidence of a fast
decay of the orientation built up in the field. Slow pro-
cesses in nonpolar liquids are apparently related to dis-
ordering effects typical of liquid systems on the whole.

We state, finally, that the weak polarization-optical
phenomena reported in this paper are reproducible and
can be classified as anomalous relaxation effects.
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Abstract—The structure of ultradisperse diamond (UDD) conglomerates was studied by scanning atomic-
force microscopy (AFM). The UDD layers were prepared from a detonation carbon obtained by synthesis in an
aqueous medium. The finest details in the AFM images of UDD layers are of the order of 10 nm, which does
not allow individual 4.5-nm diamond clusters to be distinguished. The UDD conglomerates deposited and dried
on a silicon substrate surface, exhibit certain deformation and differ from the initial (apparently, spherical)
shape. This may imply that cohesion between the UDD nanoparticles is comparable with their adhesion to the
silicon substrate. © 2000 MAIK “Nauka/Interperiodica”.
As is known, one of the main technological tasks
encountered in growing diamond films by chemical
vapor deposition (CVD) methods is to decrease the sur-
face roughness of deposits. This is necessary for the
films to be used as masks in X-ray lithography, optical
coatings, or materials for microelectronics. The task
can be solved by providing a very high (in the order of
1010 cm–2) concentration of nucleation centers on the
substrate surface [1].

Among the methods capable of providing the
required concentration of nucleation centers, espe-
cially promising results were obtained by means of
ultrasonic processing of the substrate surface with a
suspension of diamond powders [2]. Using an ultradis-
perse diamond (UDD) powder with an average dia-
mond cluster size of 50 Å synthesized by an explosion
method, a surface concentration of the nucleation cen-
ters as high as 2 × 1011 cm–2 was reached [3, 4].

In order to further develop this method of substrate
surface treatment, it is necessary to study the initial
stages of UDD cluster deposition and aggregation on a
substrate in aqueous suspensions of diamond powders.
The purpose of this work was to study these processes
by method of atomic force microscopy.

As is known, materials in the ultradisperse state pos-
sess very high surface energy. As a result, such powders
(including UDD) occur in the form of conglomerates
with dimensions of the order of a micron, rather than
consist of individual clusters with a characteristic size
of several nanometers.

Previous investigations of the behavior of UDD par-
ticles in hydrosols showed that these powders form
conglomerates with dimensions ranging from several
hundreds to a few thousand nanometers, depending on
the pH of the aqueous dispersion medium. According to
1063-7850/00/2609- $20.00 © 20819
the optical microscopy data, UDD powders dried in air
also form particles with dimensions of the order of sev-
eral hundreds of nanometers. Analogous results were
obtained by methods of electron microscopy [5, 6].

However, the above methods possess rather limited
spatial resolution and sometimes only allowed the con-
glomerate size to be roughly estimated. Neither struc-
ture of these associates nor their packing mode nor the
presence or absence of regular package have been
established so far. To study these aspects of the UDD
powder structure, we have used the method of scanning
atomic force microscopy (AFM). Previous attempts at
studying UDD samples by this method failed because
of the high mobility of the sample particles relative to
the substrate. Use of an organic binder to fix the parti-
cles could not solve the problem because the particle–
binder interaction strongly changed the character of
agglomeration in the UDD powder.

In this work, the UDD samples were prepared using
a commercial detonation carbon synthesized from a trin-
itrotoluene–hexogen mixture in an aqueous medium by
a procedure analogous to that described in [7]. The UDD
powder was extracted from the detonation carbon by
oxidation with 50% nitric acid at 220°C in an auto-
clave. The size of the coherent scattering domains eval-
uated from the X-ray diffraction line width was 4.5 nm.
The size of the UDD particles suspended in an aqueous
medium at pH 4, estimated from the sedimentation rate
in the Stokes approximation assuming spherical shape,
was about 200 nm—in agreement with the data
reported previously [8].

The UDD samples for the AFM investigation were
prepared by deposition from an aqueous suspension
onto a silicon substrate followed by the evaporation of
water [9]. The silicon substrates had the surface orien-
000 MAIK “Nauka/Interperiodica”
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tation (100) and a surface roughness size not exceeding
1 nm. A thin continuous layer of the suspension with an
UDD concentration of about 0.05% wt % was applied
onto the surface of a horizontal silicon wafer and dried
in a thermostat at 120°C for 1 h. The weight-average
UDD layer thicknesses determined by ellipsometric
measurements at a wavelength of λ = 632.8 nm ranged
from 120 to 350 nm.

In order to obtain more contrast and clear AFM
images, the samples were additionally treated for sev-
eral hours by exposure to UV radiation in air. Appar-
ently, the UV radiation produces etching of the residual
amorphous carbon and C–H groups (not removed by
the first extraction stage) [10] occurring on the surface
of UDD aggregates. The etching is provided by interac-
tion with ozone (formed from air under the UV irradia-
tion), which is a stronger oxidizer than nitric acid used
to extract UDD from detonation carbon. The UV radi-
ation was emitted by a krypton-filled lamp (123.6 nm
resonance line) with a MgF2 output window (Cath-
odeon Ltd., Cambridge, UK). The specific UV light
flux was about 1014 photon/(cm2 s).

The sample surface images were obtained in an
ARIS 3500 atomic force microscope (Burleigh Instru-
ments Inc., USA) equipped with an ARIS 3005 scan-
ning unit. Operating in the constant force mode (with a
point loaded at ~5 nN), the instrument provided a spa-
tial resolution of about 0.1 and 1 nm in vertical and lat-
eral directions, respectively.

Figure 1 shows an AFM image of UDD conglomer-
ates on a silicon substrate. The UDD layer was com-
posed of islands with a height of about 20 nm and a lon-
gitudinal (lateral) size reaching hundreds of nanome-
ters. The shape of the UDD conglomerates on the
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0.0
0.0 424.0 848.0 1272.0 1696.0
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301.68
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Fig. 1. A typical AFM image of UDD conglomerates on a
silicon substrate. The scanned area size, 1700 × 1700 nm.
TE
substrate surface showed neither signs of symmetry nor
ordered package or preferred directions.

Figures 2 and 3 present AFM images obtained at a
higher resolution, showing that the UDD conglomer-
ates are composed of smaller particles with a wide
range of shapes and dimensions. Elements sized from
several hundreds to a few nanometers could be distin-
guished in the images. This structure confirmed the
assumption concerning the fractal nature of the UDD
powders [11] characterized by a self-similar shape of
the particles in a range of dimensions from several hun-
dreds to a few nanometers. None of the AFM images
obtained, showed evidence of mutual orientation, tex-
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Fig. 2. An AFM image of UDD conglomerates on a silicon
substrate. The scanned area size, 425 × 425 nm.
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Fig. 3. An AFM image of UDD conglomerates on a silicon
substrate. The scanned area size, 170 × 170 nm.
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turing, packing, or faceting of the UDD particles. The
finest elements of the AFM images corresponding to
the maximum spatial resolution level attained (Fig. 4a)
had dimensions in the order of 10 nm, which did allow
individual clusters to be reliably distinguished.
Although the transmission electron microscopy (TEM)
allowed a higher resolution level to be reached, the
AFM images have the advantage of providing informa-
tion about the substance distribution in all three coordi-
nates of a sample [5].

A profilogram presented in Fig. 4b shows that the
characteristic height of the UDD conglomerates is
about 2.5 nm, which is considerably smaller than the
particle dimensions in the surface plane. This implies
that deposition and drying of the UDD conglomerates

0.0 21.2 42.4 63.6 84.8
nm

0.0
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64.3

85.7
nm

0.00

11.60
nm
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nm
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(b)

Fig. 4. (a) An AFM image of UDD conglomerates on a sili-
con substrate. The scanned area size, 85 × 85 nm. (b) An
AFM profilogram of UDD conglomerates in the direction
indicated by the straight line in the above image.
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on the substrate surface is accompanied by certain
deformation, leading to the loss of the initial (appar-
ently, spherical) shape. This may indicate that cohesive
forces between the UDD nanoparticles are comparable
with the adhesive forces holding the particles on the sil-
icon substrate.

Thus, we have obtained for the first time the AFM
images of ultradisperse diamond particles deposited
from an aqueous suspension onto silicon substrates and
determined characteristic dimensions of the aggre-
gates.
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Luminescence of Holmium(III) Ions Activated
by Titanium(III) Ions 

in Potassium-Aluminum-Silicon Phosphate Glass
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Abstract—A potassium-aluminum-silicon phosphate glass based phosphor activated by holmium(III) and tita-
nium(III) was synthesized. It is demonstrated that holmium luminescence in the glass under study is sensitized
by titanium ions by the dipole–dipole mechanism. No visible reverse energy transfer in the Ho3+  Ti3+ pair
was observed. © 2000 MAIK “Nauka/Interperiodica”.
Laser phosphors use the phenomenon of lumines-
cence activation to increase the efficiency of lamp
pumping when the lasing ions exhibit narrow intrinsic
absorption bands. The search for activates is especially
important for the laser ions of rare-earth metals (Nd3+,
Yb3+, Eb3+, Eu3+, Ho3+, etc.), since the oscillator
strengths of their absorption bands are below 10–6. It
was demonstrated [1–6] that an effective activation of
the Nd3+, Yb3+, and Er3+ luminescence in phosphate and
silicon phosphate glasses is provided by trivalent tita-
nium ions exhibiting a wide absorption band in the vis-
ible part of the spectrum [7–9]. The purpose of this work
was to study the possibility of activating the IR lumines-
cence of trivalent holmium in potassium-aluminum-sili-
con phosphate glass (PASPG) by titanium(III).

Synthesis of the glassy matrix used the method of
coprecipitation from solution which ensures a high uni-
formity of the glass. Concentrations of the activator
ions were 0.5 (holmium) and 1 wt % (titanium). An
SF-56 spectrophotometer and a high-transmission
SDL-1 spectrometer measured the electronic absorp-
tion and luminescence spectra of the glasses, respec-
tively. FEU-79 and FEU-62 photomultiplier tubes and
a PbS photoresistor detected the luminescence signals.
A TRSh (2850–3000 K) tungsten lamp of the known
color temperature was used to calibrate the spectrome-
ter. The accuracy of the spectral measurements was
5 cm–1. A DRSh mercury lamp with a set of light filters
and a helium–neon laser (λ = 630 nm, P = 55 mW)
excited the luminescence. Intensities of the lumines-
cence and luminescence excitation bands were cor-
rected for the spectral sensitivities of detectors.

Based on the experimental results, we conclude that
the luminescence of holmium is activated by titanium.

Figure 1 shows the absorption spectrum of a hol-
mium-activated glass. The absorption bands are assigned
to electronic transitions from the 5I8 ground state to the
1063-7850/00/2609- $20.00 © 20822
5Fj, 2S2, and 3K8 components. The 5I8  2S2; 5Fj elec-
tronic transition in holmium produces the most intense
band peak at ca. 520 nm. The UV excitation of hol-
mium in the glass leads to a weak green luminescence
at about 548 nm via by the 2S2  5I8 channel and an
IR luminescence by the 5I7  5I8 transition (Fig. 2).

The 5I5 holmium(III) absorption level (λ = 915 nm)
overlaps with the titanium(III) luminescence band
(curve B in Fig. 1), which suggests a nonradiative
energy transfer in this pair by a resonance mechanism.
The studies of the PASPG–Ti3+–Ho3+ luminescence
spectra revealed a 1.25-fold decrease in the titanium
luminescence intensity. The holmium luminescence
band at 2010 nm did not exhibit any detectable
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Fig. 1. (A) PASPG–Ho3+ absorption and (B) PASPG–Ti3+

luminescence spectra.
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changes. Figure 3 shows the luminescence decay
curves of titanium(III) in PASPG–Ti3+–Ho3+ and
PASPG–Ti3+. An analysis of these curves revealed a
decrease from 6 to 4.6 µs in the mean lifetime of the
excited state of titanium(III) in the presence of holmium.

Experimental data on a decrease in the titanium
luminescence intensity and lifetime in Ti3+–Ho3+ sys-
tem give evidence of the nonradiative energy transfer.
Excitation energy transfer is likely to proceed by the
Ti3+(6B1g – 2Eg)  Ho3+(5I8 – 5I5) channel. The subse-
quent relaxation to a metastable 5I8 level is accompa-
nied by activated luminescence.

Modeling of the experimental kinetic curve using
the known functions describing the donor lumines-
cence decay in the presence of an acceptor [9] suggests
a dipole–dipole energy transfer mechanism for the
Ti3+–Ho3+ pair. The calculation of the quantum effi-
ciency of the transfer by the formula

where τd and τod are the donor luminescence lifetimes
in the presence and absence of the acceptor, respec-
tively, yields a rather low value of 0.24. The Ho3+ coac-
tivation by titanium ions at such a low transfer effi-
ciency can hardly lead to increasing efficiency of the
holmium luminescence in glass. However, the variation
in the matrix components will possibly allow an
increase in the transfer efficiency. The 5I7  5I8 hol-
mium laser channel in PASPG–Ti3+–Ho3+ exhibits the
luminescence lifetime close to that of the noncoacti-
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Fig. 2. Holmium luminescence spectrum in PASPG
(5I7  5I8 transition).
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vated Ho3+ ions. This similarity indicates the absence of
the holmium 2-µm luminescence quenching by tita-
nium to encourage the further studies of the Ti3+–Ho3+

pair in glasses.
Thus, we have demonstrated, for the first time a pos-

sibility of the holmium luminescence activation in
glasses by titanium(III) ions.
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Abstract—The process of high-density current breakage in an SOS diode structure was studied using a corre-
sponding theoretical model. For a p–n junction depth of ~200 µm, a forward pumping time shorter than 60 ns,
and a reverse pumping time of ~10–15 ns, the structure studied exhibits a subnanosecond breakage of a current
with a density of up to 103–104 A/cm2. The mechanism of current breakage involves the formation of two spa-
tially separated domains featuring strong electric field build-up on the p side of the diode structure, which
expand during the current breakage at a velocity close to the carrier velocity saturation level. © 2000 MAIK
“Nauka/Interperiodica”.
1. In recent years, developments in the high-power
nanosecond pulse technology have led to the creation
of semiconductor switches of a new type, called SOS
diodes, which are capable of switching pulses on a
gigawatt level at a voltage of up to 106 V [1]. The SOS
effect, representing a nanosecond breakage of a super-
high-density current in the semiconductor structure,
can be observed in silicon-based p+–p–n–n+ structures
at a pumping time in the order of 10–7 –10–6 s and a
reverse current density of 1–60 kA/cm2 [2, 3]. Under
these conditions, the time of current breakage falls
within 5–10 ns.

Since the process of current breakage in an SOS
diode is related to the dynamics of excess electron-hole
plasma generated in the diode structure, the commuta-
tion characteristic of the SOS diode must depend on the
excess carrier plasma density profile. This was con-
firmed in [4] where the regime of subnanosecond cur-
rent was observed upon decreasing the pumping time.
The purpose of this work was to consider the physical
processes in an SOS diode structure operating in a sub-
nanosecond switching regime.

2. The electron-hole plasma dynamics was analyzed
within the framework of a theoretical model described
in [2]. Figure 1a shows a typical SOS diode structure
with a deep aluminum diffusion profile. The depth of
the p–n junction was 220 µm at a total silicon plate
thickness of 320 µm. The calculations were performed
for an SOS diode structure comprising a series of
80 units of this type with an area of 0.24 cm2. The elec-
tric circuit parameters corresponded to the experiment
described in [4]. After the forward pumping capacitor
was switched on, a current with a density of up to
1 kA/cm2 built up in the system within a time of less
than 60 ns. The subsequent switching on of the reverse
pumping capacitor gave rise to a reverse current build-
1063-7850/00/2609- $20.00 © 20824
up in the system within 10–15 ns, with the current den-
sity increasing up to 4 kA/cm2 at the moment of current
breakage.
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Fig. 1. SOS diode characteristics showing profiles of (a) the
dopant (aluminum) diffusion and (b) the excess charge car-
rier concentration accumulated in the forward pumping
stage.
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Fig. 2. Profiles of the excess charge carrier concentration and the electric field strength in the p region of a SOS diode structure at
four sequential time instants of the process of subnanosecond current breakage (current density, 3.8 kA/cm2). The arrow indicates
the p–n junction position in the structure.
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3. It was established that, for a forward pumping
time t+ ≤ 60 ns and a forward current density of
~1 kA/cm2, the charge carrier concentration accumu-
lated in the left part of the SOS diode structure exhib-
ited two characteristic maxima near the p+–p junction
(Fig. 1b, peaks 1 and 2). A different pattern is observed
for long periods (300–600 ns) of forward pumping,
whereby a single carrier concentration maximum is
observed in the same region [2]. In both cases, another
carrier concentration maximum (Fig. 1b, peak 3) is
observed in the right part of the SOS diode structure
near the n–n+ junction. The excess carrier concentration
∆ in the model under consideration (Figs. 1b and 2) is
determined by the expression ∆ = p – Na = n – Nd ,
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 9      200
where p, n are the total concentrations of holes and
electrons, and Na , Nd are the total concentrations of
acceptors and donors, respectively.

The results of mathematical modeling showed that
the appearance of two maxima (peaks 1 and 2) instead
of one is due to a field build-up near the p+–p junction.
The formation of peaks 1 and 2 is determined by the
amount of charge Q+ passed in the stage of forward
pumping: for t+ ≤ 60 ns, this condition is fulfilled for
Q+ = (2–6) × 10–5 C/cm2. The concentration of accumu-
lated charge carriers corresponding to peaks 1 and 2 is
~1016 cm–3. In the case of long forward pumping times,
the Q+ value accordingly increases and the p+–p junc-
0
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tion is filled with a dense plasma, which corresponds to
a single carrier concentration maximum of ~1017 cm–3.

Distribution of the concentration of carriers accu-
mulated in the p region also exhibits two maxima. The
first of these is situated between p+ region and peak 1,
while the second takes place between peaks 1 and 2
(Fig. 1b). In the stage of reverse pumping, the excess
carrier plasma moves toward the p–n junction. The con-
centration of charge carriers continuously decreases (to
reach a level of (1–4) × 1015 cm–3 before the current
breakage) and the carrier distribution profile retains the
initial inhomogeneity manifested by two concentration
maxima (peaks 1 and 2). The process of current break-
age begins when the velocity of carriers exhibits satu-
ration in the SOS diode sections with minimum carrier
plasma densities. Here, two domains of maximum elec-
tric field strength appear that facilitate the generation of
additional charge carriers and the current passage.

Figure 2 illustrates the dynamics of the excess car-
rier plasma density and electric field strength variation
in the SOS diode structure with a current density of
3.8 kA/cm2. Here, the profiles show only a part of the p
region of the structure in front of the p–n junction, that
is, in the region where the strong field build-up and the
current breakage processes take place. The first excess
carrier concentration profile (Fig. 2a) corresponds to
the breakage onset, where the current density decreases
by 5%. The last profile (Fig. 2d) refers to the final stage
of current breakage, when a maximum voltage across
the structure is developed. A time interval between the
first and last patterns just corresponds to the switching
process duration and amounts to 740 ps in agreement
with the experimental data reported in [4]. Note that
another strong field domain appears at the instant of
current breakage in the n region (on the left of peak 3).
However, having a width not exceeding 2.5 µm, this
domain does not significantly contribute to the voltage
drop and cannot significantly influence the process of
current breakage.

4. An analysis of the mathematical modeling results
indicated that a subnanosecond breakage of current is
realized due to three principal factors. The first is the
T

existence of two spatially separated domains of the
electric field build-up which exhibit simultaneous
expansion to overlap one another by the end of the
commutation process, thus forming a region with a
width of about 50 µm in which the field strength
reaches up to 200 kV/cm. The second factor is a low
excess carrier plasma density determining high velocity
of motion of both plasma and field boundaries. Under
these conditions, the average rate of formation of a
common field domain responsible for the current
breakage reaches 70% of the carrier velocity saturation
level in silicon (which is 6–7 times the velocity of the
field build-up in the case of long pumping times [1]).
The third factor necessary for realization of the sub-
nanosecond current breakage consists in using SOS
diode structures with maximum possible width of the p
region, where the p–n junction depth is in the order of
200–220 µm. This is necessary, on the one hand, in
order to decrease the concentration of excess charge
carriers accumulated in the stage of forward pumping
and, accordingly, to increase the velocity of the plasma
and field domain boundaries in the following stages of
reverse pumping and current breakage. On the other
hand, a higher velocity of the plasma boundary requires
p region of a greater width, since the formation of a
strong field domain must be finished by the time the
excess plasma reaches the p–n junction.
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Abstract—New types of resonances were discovered in a structure comprising a short-circuited waveguide and
a capacitive iris in the case when the distance between the iris and the short is in the order of several hundredths
of the waveguide wavelength. The existence of these resonances is explained by the excitation of high-order
modes in the iris aperture. It was found that a more complicated shape of the iris aperture results in the fre-
quency characteristic of the electromagnetic structure considered becoming similar to that of a band-pass filter.
This fact is explained by the enrichment of the spectrum of high-order modes. © 2000 MAIK “Nauka/Interpe-
riodica”.
In constructing various waveguide systems, design-
ers commonly assume that the wave propagation condi-
tions are only ensured for the fundamental mode. This
assumption is also used in the design of devices with
resonance features (an inductive post with a capacitive
gap, resonant iris, etc.). Such elements are widely used
in various microwave semiconductor devices operating
at high microwave power levels. Analyzing the opera-
tion of these devices, researchers usually note that the
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Fig. 1. The voltage standing-wave ratio K vs. frequency for
a capacitive iris. The distance to the waveguide wall is
520 µm.
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field of the fundamental mode may be substantially dis-
torted near the discontinuity (a post or an iris). This fact
is associated with the excitation of rapidly decaying
(evanescent) high-order modes.

We suggested that the resonance features may be
observed if a discontinuity is placed near the waveguide
wall, at a distance insufficient for the high-order modes
to decay. This assumption was confirmed by placing a
capacitive iris in a short-circuited waveguide at a dis-
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Fig. 2. The voltage standing-wave ratio K vs. frequency for
an iris of complex shape. The distance to the waveguide wall
is 400 µm.
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tance of ~λw/100 (where λw is the waveguide wave-
length) from the short (Fig. 1). Evidently, if the iris con-
figuration is more complex (Fig. 2), the spectrum of
arising high-order modes may be substantially
enriched. In this case, we may obtain frequency charac-
teristics that are typical of a band-pass filter. Such char-
acteristics are formed as a result of an overlap of the
resonance curves related to individual high-order
modes with close frequencies. A good illustration to
validate the latter inference is the measured amplitude-
T

frequency characteristic of a system comprising a
short-circuited waveguide and an iris placed at a dis-
tance of λw/100 from the short (Fig. 2).

The above results show a possibility for designing
new types of microwave devices, including semicon-
ductor devices, with reduced overall dimensions.

Translated by A. Kondrat’ev
ECHNICAL PHYSICS LETTERS      Vol. 26      No. 9      2000
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Abstract—The particles of soot, formed in the combustion chamber of a jet engine under conditions typical of
a cruising power mode, are capable of adsorbing a considerable amount of water vapor owing to their micro-
crystalline structure, microporosity, and chemically heterogeneous surface. © 2000 MAIK “Nauka/Interperi-
odica”.
Soot particles are an important component of the
products formed upon combustion of aviation fuels.
These particles play a significant role in the formation
of the condensation trail of an aircraft and the tropo-
spheric soot aerosol layer [1, 2]. The presence of sulfur-
containing compounds in the aviation fuels and the pos-
sible appearance of these compounds in the soot aero-
sols may lead to the formation of additional cloud con-
densation centers [3]. It was commonly believed until
recently that the soot particles formed in the combus-
tion chamber of a jet engine are intrinsically hydropho-
bic and it is the interaction of these particles with gases
in the exhaust stream that results in the modification of
the surface properties of soot, after which the particles
become capable of adsorbing water [4].

Now there are certain doubts as to whether the soot
particles are inherently hydrophobic. Indeed, the exper-
imental investigations of the hygroscopic properties of
soot particles were usually performed either with the
products obtained upon the combustion of hydrocar-
bons and natural fuels in a diffusion torch [5, 6], with a
commercial soot [7], or with a soot formed from graph-
ite electrodes under discharge conditions [6, 8]. How-
ever, significantly different conditions of soot forma-
tion are encountered in the combustion chamber of a jet
engine. The hygroscopicity of soot particles is deter-
mined to a considerable extent by the nature of their
surface, the physicochemical characteristics of which
significantly depend on the conditions of the soot for-
mation. Therefore, various samples of soot may consid-
erably differ in both structure and reactivity. The pur-
pose of this work was to study the hydration character-
istics of soot particles collected in the in the
combustion chamber of a jet engine.

The samples of soot were obtained using a setup
based on the combustion chamber of an aircraft turbine
engine, which provided the fuel combustion conditions
typical of the cruising power mode (pressure P =
1063-7850/00/2609- $20.00 © 20829
0.4 MPa; excess air coefficient, 3–4; combustion tem-
perature, 1800–1500 K). Instead of the liquid aviation
kerosene (usually comprising a mixture of C8H18,
C10H20, and C12H24 with a small amount of impurities),
we have used a gaseous fuel with the composition
0.9C3H8 + 0.1C4H10 supplied to the engine via a nozzle
to be mixed with hot (600 K) air. Numerical analysis
showed that the conditions of combustion and the
dynamics of changes in concentrations of the N-, H-,
and C-containing components during the combustion
of the gaseous mixture used were much like those for
aviation fuel. Therefore, the process of soot formation
from fuels of the two types must be essentially the
same. The soot was collected on an air-cooled sampler
situated at a distance of 12 cm from the combustion
chamber output edge, in a stream of hot exhaust gases
with a temperature of ~800–1000 K. We believe that
the soot particles obtained under these conditions and
used for the measurement of adsorption properties did
not virtually interact with the gaseous combustion
products because of very short time (≅ 1 ms) of expo-
sure in the jet stream.

In order to study the mechanisms of water vapor
adsorption on soot particles, it is necessary to gain
information concerning the structure and physicochem-
ical properties of the particle surface. The porosity and
specific surface of the soot particles were determined
from the results of gravimetric measurements of the
isotherms of benzene adsorption on the sample surface.
The measurements were performed in a high-vacuum
temperature-controlled setup equipped with the McBain
quartz balance. Features of the surface microstructure
of soot particles were studied by Raman scattering
spectroscopy.

Figure 1 shows the C6H6 adsorption–desorption iso-
therms for the soot sample studied. A considerable
increase in the amount of adsorbed benzene in the ini-
000 MAIK “Nauka/Interperiodica”
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tial region of the isotherm (  = p/p0, where p0 is the
saturated vapor pressure) is indicative of a sufficiently
well developed surface of the soot particles. The nearly
horizontal shape of the hysteresis loop suggests that the
particles may contain narrow (slotlike) pores. The
appearance of these pores is related to certain features
in the microstructure of the particles determined from
the Raman scattering data presented in Fig. 2. The pres-
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Fig. 1. Isotherms of room-temperature benzene (1, 3) adsor-
ption on and (2) desorption from soot. Curve 3 was mea-
sured during repeated adsorption upon termination of the
first cycle.
TE
ence of two peaks (1598 and 1347 cm–1) with compara-
ble intensities is characteristic of a graphitized material
composed of disordered microcrystallites with a size of
~2–4 nm [9]. The space between graphite planes in the
microcrystallites and the intercrystallite voids form
micropores into which the adsorbed gas molecules may
penetrate.

Using the benzene adsorption isotherm measured
for the soot sample studied, we may estimate the spe-
cific surface Ss of soot particles by the BET method
[10]. It was found that this value varies with the relative
pressure : Ss ≅  32 m2/g for the pressure interval
0.01 ≤  ≤ 0.1 and Ss ≅  48 m2/g for 0.2 ≤  ≤ 0.4. Esti-
mates obtained during another cycle of benzene
adsorption give Ss ≅  96 m2/g. The increase in specific
surface with the pressure  is related to features of the
porous structure of the soot, whereby the surface of the
particles may transform under the action of adsorbed
molecules. According to this phenomenon, known as
the “swelling” of soot [10], once a definite amount of
adsorbate is accumulated on the surface of soot parti-
cles, benzene molecules begin to penetrate into previ-
ously unaccessible micropores of dimensions compara-
ble with the size of molecules. This leads to the defor-
mation of the porous structure and is accompanied by
the increasing adsorption capacity of the soot particles.
As a result, a greater amount of C6H6 molecules adsorb
on the same sample during repeated adsorption cycles
(Fig. 1, curve 3).

In the case of polar molecules such as H2O, the
adsorption is significantly affected, not only by the
structural features of soot, but by the presence of active
(especially, oxygen-containing) groups and chemi-
sorbed oxygen as well. To analyze the adsorption of
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Fig. 2. Raman scattering spectra of soot (peak wavenumbers indicated in cm–1). 
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water vapor on soot particles, we used a volumetric
method consisting in the measurement of changes in
the gas pressure caused by the loss of molecules from
the gas phase as a result of adsorption on the surface of
soot particles. Figure 3 shows the adsorption isotherms
of water vapor on the soot particles studied and on a
graphite sample (Ss ≅  20 m2/g), the latter being used as
a reference hydrophobic carbon-containing material.
As seen, graphite features a very low water adsorption
up to a pressure of  ≅  0.95. The amount of water
adsorbed on the soot is 10 times that on graphite even
at  ≅  0.1. This behavior can be explained by assuming
that the adsorption of water at low relative pressures
takes place on active surface centers. These centers can
be represented by acid and base surface groups, the
presence of which is indicated by relatively weak bands
observed in the Raman spectra of soot at 2965 and
3041 cm–1 assigned to the antisymmetric vibrations of
methyl (CH) and hydroxyl (OH) groups, respectively
(Fig. 2).

As the relative pressure  increases, water mole-
cules adsorb above the previously adsorbed species,
which explains the continuous growth observed on the
adsorption isotherm. A sharp increase in the amount of
adsorbed molecules at  > 0.6 is probably due to the for-
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Fig. 3. Isotherms of water vapor adsorption: (1) on soot,
(2) on the same soot preliminarily exposed to benzene, and
(3) on a reference graphite sample.
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mation of complexes between H2O molecules in micro-
pores, linked by intermolecular hydrogen bonds [10].
This mechanism is confirmed by the absence of
enhanced water adsorption on soot at  > 0.6 in the
case of samples preliminarily exposed to benzene
vapors (Fig. 3).

The results of our investigations showed that the
particles of soot formed in the combustion chamber of
a jet engine possess a nonrigid structure and a chemi-
cally heterogeneous surface. Owing to these properties,
the soot particles are capable of adsorbing a consider-
able amount of water. Interaction of the sulfur-contain-
ing products, formed during the combustion of aviation
kerosene, with the surface of soot particles will addi-
tionally increase their hydrophilic character. Therefore,
the particles of soot ejected into atmosphere may be
effective cloud condensation centers participating in
the formation of a condensation trail of an aircraft and
in the induced cloudiness production.

The authors are grateful to E.B. Rulev for measure-
ment of the Raman spectra. The work was supported
by the Russian Foundation for Basic Research
(project no. 00-159-6554) and the EC Grant
no. ENV4-CT97-0620.
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Abstract—The optical emission from a plasma torch formed at the surface of an indium target under the action
of laser radiation with a wavelength of λ = 1.06 µm and a power of (3–5) × 108 W/cm2 was studied. Wide-scan
(200–600 nm) emission spectra, relative intensity distributions of the emission In(I) and In(II) lines, and the
dynamics of the emission from the plasma of the nucleus of the erosion torch were measured. The total emission
spectrum of the plasma represents In(I) and In(II) lines on a continuous emission background. The most intense
lines at 451.1, 410.2, 325.8 (6), and 271.1 (4) nm correspond to the upper excited states with energies in the
range from 3.02 to 4.84 eV. The principal mechanism of occupation of the excited states of indium atoms and
ions in the laser-generated plasma is the two-electron recombination. The emission duration for the In(II) tran-
sitions in plasma of the laser torch nucleus does not exceed 80–100 ns, while that for the In(I) transitions
amounts to 400–700 ns. The corresponding upper limits of the recombination times for In(III) and In(II) ions
are 50 and 500 ns, respectively. © 2000 MAIK “Nauka/Interperiodica”.
Indium is an important component in layered crys-
tals such as CuInS2 and CuInSe2 widely used in the
laser deposition of thin films. Since the mechanisms of
formation and the parameters of laser-generated plas-
mas are frequently studied by optical methods, it is
important to analyze the individual atomic components
of the emission spectra for moderate powers of a laser
(e.g., neodymium). In the third group of the Periodic
Table, the optical characteristics of laser-generated
plasma were most thoroughly studied for aluminum
[1–3]. At the same time, the optical characteristics of
the laser erosion plasma of indium (typically formed by
short pulses of a Nd laser with a pulse energy of
≤10−20 mJ) were not studied using modern photoelec-
tric registration systems.

Below we report on the spectroscopic diagnostics of
a laser-generated indium plasma obtained using a mod-
erate-power YAG:Nd3+ laser.

The experiments were performed with a periodic-
pulse laser with a wavelength of λ = 1.06 µm capable
of producing a power of (1–5) × 108 W/cm2 in a beam
focused to a spot size of 0.3–0.5 mm on a target surface.
The target represented a plate of special-purity indium
mounted in a vacuum chamber with a residual pressure
of 3–12 Pa. The optical emission from the laser-gener-
ated torch plasma was studied using a system compris-
ing an MDR-2 monochromator, FEY-106 photoelec-
tron multiplier tube, and a KSP-4 recorder with an
amplifier calibrated for the 200–600 nm spectral range.
The laser radiation pulses were registered using an
ELU-14FS linear electron multiplier and a high-fre-
quency 6LOR-04 oscillograph. The experimental sys-
1063-7850/00/2609- $20.00 © 20832
tem is described in more detail elsewhere [5]. The
emission was taken with the aid of a lens in the direc-
tion of the plasma torch axis, from a point in the plasma
of the laser torch nucleus at a distance of about d =
1 mm from the indium surface. The spectral lines were
identified by reference to the data in [6, 7].

Figure 1 shows a wide-scan spectrum of emission
from the plasma of a laser-generated torch at the
indium target surface. Relative emission intensities I/kλ
(kλ is the relative spatial sensitivity of the registration
system) of the main spectral lines observed in the spec-
trum of emission from indium atoms are listed in the
table. The emission lines corresponding to electron
transitions in In(I) and In(II) were observed on a back-
ground of the continuous emission spectrum exhibiting
a maximum intensity at the target surface. In the spec-
trum of line emission from the laser-generated plasma,

The most intense spectral lines of In(I) in the emission spec-
trum of laser-generated indium plasma

λ, nm Transition Eup, eV
I/kλ, 

arb. units
Qmax, 

10–18 cm2 [7]

451.1 53P3/2–62S1/2 3.02 1.00 172

410.2 52P1/2–62S1/2 3.02 0.75 69

325.8 52P3/2–52D5/2 4.08 0.85 55

303.9 52P1/2–52D3/2 4.08 0.50 83

271.1 52P3/2–62D5/2 4.84 0.25 9
000 MAIK “Nauka/Interperiodica”
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the maximum intensity was observed for the In(I) emis-
sion lines at 451.1, 410.2, 325.8 (6), and 271.1 (4) nm.
A comparison of the relative emission intensity distri-
bution in the spectrum of the plasma of the laser torch
nucleus to the values of the effective cross sections Qmax
for the electron excitation of In(I) and In(II) [7] showed
no evidence of a general correlation. Therefore, a more
probable mechanism for the occupation of the excited
states in In(I) and In(II), as well as in aluminum [4], is
offered by the process of two-electron recombination in
In(II) and In(III), respectively. The uppermost level of
In(I) for which the emission was observed (with an
energy of 5.37 eV) can be considered as a limiting point
in the recombination flux.

For more detailed characterization of a mechanism
responsible for excitation of the In(I) and In(II) levels
in the laser-generated plasma, we have studied the
kinetics of emission from the plasma of the erosion
torch nucleus (Fig. 2). The beginning of the sweep in
the oscillograms corresponds to the leading front of a
pulse of the YAG:Nd3+ laser. A minimum duration of
the continuous emission (20 ns) corresponded to the
pulse width of the neodymium laser. The duration of
emissions corresponding to transitions in the excited
indium ions In(II) did not exceed 80–100 ns, while that
for the transitions in indium atoms In(I) reached
500−700 ns. This scale of emission times for the transi-
tions in In(I) and In(II), as well as that observed for the
Al(II) and Al(I) emission lines [4], confirms the pro-
posed recombination mechanism of the occupation of
excited levels in In(I) and In(II).

As the energy of the uppermost level decreased
(from Eup = 5.73 to 3.02 eV), the duration of the emis-
sion of the spectral lines of In(I) increased from 400 to
700 ns. This can be related both to the cascade occupa-
tion of the 62S1/2 state in In(I) and to the character of the
recombination occupation process. The oscillograms of
the emission intensity of In(II) and In(I) display two
maxima that can be related to two stages in the target
surface evaporation. In the first stage, the evaporation
proceeds under the action of the laser pulse and in the
second stage, indium is evaporated by radiation emit-
ted from the plasma of the laser torch nucleus [4]. A
maximum duration of the recombination of In(III) ions
with electrons (estimated from an oscillogram of the
383.5 nm emission line in Fig. 2) does not exceed
50 ns, while the corresponding recombination time for
In(II) (estimated from the trailing front of an oscillo-
gram for the λ = 451.1 nm emission line of indium
atoms) is ≤500 ns.

Thus, we have demonstrated that interaction of the
pulsed radiation of a moderate-power YAG:Nd3+ laser
with an indium target surface in vacuum generates a
plasma torch with the most intense In(I) emission lines
at 451.1, 410.2, 325.8 (6), and 271.1 (4) nm. The prin-
cipal mechanism of occupation of the excited states of
In(II) and In(I) particles in the laser-generated plasma
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 9      200
is the two-electron recombination of In(III) and (In(II),
respectively. A limiting point of the recombination flux
populating the excited levels of In(I) occurs at Eup =
5.37 eV. The upper limits of the recombination times
for In(III) and In(II) ions in the plasma torch does not
exceed 50 and 500 ns, respectively. Most intense lines

250 300 350 400 450
λ, nm

325.8 nm In(I) 410.2 nm In(I) 451.1 nm In(I)

465.8 nm In(II)383.5 nm In(II)

Fig. 1. A typical wide-scan spectrum of emission from the
plasma of a laser-generated torch at the indium target sur-
face (laser spot size d = 7 mm).
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Fig. 2. Oscillograms showing the kinetics of optical emis-
sion from the plasma of the erosion torch nucleus:
(1) 451.1 nm In(I) line; (2) 383.5 nm In(II) line; (3) 360 nm
continuum.
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in the emission from In(II) and In(I) can be used for the
optical diagnostics of laser-generated plasma in the
technology of thin film deposition by laser-beam sput-
tering of indium-containing compounds.
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The Effect of Water Complexes on the Parameters 
of Glow Discharge in Argon–Hydroxyl Mixtures
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Abstract—Experimental data are presented that demonstrate the dependence of the glow discharge parameters
in argon–hydroxyl mixtures, including the UV emission efficiency, stability, and duration of the discharge, on
the working mixture preparation conditions. Principles allowing the preparation of optimum inert gas–hydroxyl
mixtures are established. The main point is to suppress the possible formation of water and/or hydroxyl com-
plexes capable of hindering the realization of optimum conditions for the 306.4 nm OH resonance band exci-
tation in the discharge stage. © 2000 MAIK “Nauka/Interperiodica”.
Previously [1–3], we have reported on the results of
an experimental investigation into the glow discharge
in mixtures of hydroxyl groups with inert gases. It was
demonstrated that, under certain discharge conditions,
a dominating role in the emission from discharge
plasma in the visible and UV ranges belongs to the res-
onance band of OH molecules observed at 306.4 nm
(IOH). At the same time, the total relative intensity of
lines representing the emission from inert gas atoms
and the atomic decomposition products of water and
hydroxyl (i.e., hydrogen and oxygen species) did not
exceed 3–5% of the integral intensity of emission from
discharge plasma in the visible and UV ranges.

An interesting feature of the discharge studied was
the dependence of IOH on the method of preparation of
the initial working gas mixture composed of the mole-
cules of argon and water. From this fact we inferred that
the discharge parameters can be significantly affected
by the presence of complexes involving water and
hydroxyl molecules and/or mixed clusters of argon
with water molecules. The purpose of this work was to
elucidate the possible effect of such complexes on the
glow discharge parameters.

As is known, the OH molecule responsible for the
306.4 nm emission band is a radical particle readily
binding to other compounds occurring in a gaseous
state or forming surfaces of any kind. For this reason,
uncontrolled admission of OH or water molecules into
the discharge device may lead to the formation of
(H2O)n , (OH)m , or (H2O)n(OH)m in the volume or on
the surface of the discharge tube. These species, being
sufficiently stable under the gas discharge conditions,
rather poorly decompose with the formation of OH rad-
icals. Therefore, the presence of these complexes
decreases the efficiency of emission in the OH band at
306.4 nm and reduces the stability of the discharge.

In order to suppress the formation of the aforemen-
tioned complexes, we have used the following method
1063-7850/00/2609- $20.00 © 0835
of preparation of an initial working gas mixture filling
the discharge device. A source of hydroxyl in our
experiments was represented by Ca(OH)2 heated to
400–600 K in a preliminarily evacuated volume V0.
A working mixture of an inert gas and water vapor
formed in this volume was used for controlled admis-
sion into the discharge tube via a calibrated valve.
Using an inductor coil of an RF generator situated near
the V0 volume, it was possible to create a discharge in
this volume in order to form hydroxyl molecules.

For preparing a working gas mixture, the inert gas
was admitted to V0 and then Ca(OH)2 was heated up to
a temperature at which the saturated water vapor pres-
sure was lower that the inert gas pressure by at least one
order of magnitude. The heating temperature T was
selected using a relationship obtained from the condi-
tion of chemical equilibrium [4]:

where PM is the pressure of inert gas atoms (molecules)
[Pa]; the coefficients B [K] and C [Pa] are determined
from the law of mass action. For Ca(OH)2, B = 1.2 ×
104 K and C = 3.6 × 1013 Pa.

The working mixture can be prepared using other
substances which decompose on heating with the liber-
ation of water, such as Mg(OH)2, CuSO4 · H2O,
CuSO4 · 3H2O, CuSO4 · 5H2O, ZnSO4 · 7H2O, BaCl2 ·
H2O, and BaCl2 · 2H2O. Ice or supercooled water may
serve a source of water molecules as well.

Semiempirical plots of the heating temperature T for
the above substances versus inert gas pressure in the V0
volume are presented in the figure. These plots were
obtained using tabulated data [5], as well as the chemi-
cal equilibrium conditions (the law of mass action)
relating the concentrations (pressures) of reagents and
their molecular (atomic) characteristics to the tempera-
ture [4].

T B C/PM( )ln{ } 1–
, K,≤
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To suppress the formation of complexes of the
(H2O)n , (OH)m , or (H2O)n(OH)m types, it is necessary
to select the argon pressure and the evaporated
(hydroxyl source) temperature so as to ensure that these
parameters fall within the domain below the semiem-
pirical curve corresponding to the substance chosen
(see the figure).

Validity of the method proposed for selecting the
parameters of the initial mixture components was con-
firmed by experiments. For example, conditions favor-
ing generation of the OH resonance band at 306.4 nm
with an intensity exceeding that of the main emission
peaks of argon could not be achieved when water mol-
ecules were admitted into V0 at an argon pressure below
500 Pa and a temperature of the Ca(OH)2 source above
500 K (region A above the semiempirical curve corre-
sponding to this compound in the figure). At the same
time, the working mixture obtained at an argon pres-
sure above 500 Pa and a temperature of the Ca(OH)2

source below 500 K (region B under the semiempirical
curve corresponding to this compound in the figure).

A

B
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400

300

200

100
10–2 10–1 100 101 102 103 104 105

PM, Pa

T, K

Semiempirical plots of the temperature of a source of water
and hydroxyl molecules (T) versus the inert gas pressure PM
showing boundaries of the domains of the optimum gas
mixture composition for various sources including
Mg(OH)2, supercooled water, ice, ZnSO4 · 7H2O, CuSO4 ·
5H2O, CuSO4 · 3H2O, BaCl2 · 2H2O, and BaCl2 · H2O,
CuSO4 · H2O, and Ca(ON)2 (in the order of increasing tem-
perature T).
TE
The intensity of the OH resonance band at 306.4 nm
dominated the UV and visible spectral ranges, and
exceeded by more than one order of magnitude the
intensity of the main emission peaks of argon.

A possible explanation for the observed effect con-
sists in that undesired complexes of the (H2O)n , (OH)m ,
or (H2O)n(OH)m types predominantly form in the vol-
ume V0 at high partial pressures of the water and
hydroxyl molecules. This process can be prevented by
decreasing the partial pressure of water down to a level
at which the frequency of collisions between water
molecules is markedly lower that the frequency of their
collisions with other particles (inert gas atoms). More-
over, mixed clusters of the Arn(H2O)m type can form
provided that the partial pressure of water is low and the
inert gas pressure is sufficiently high, the presence of
such complexes probably has a positive effect upon the
discharge characteristics.

For example, it was demonstrated [6] that effective
formation of the mixed argon–water clusters took place
under molecular beam conditions in a supersonic noz-
zle channel at a 100:1 ratio of the argon to water vapor
pressures. The mixed clusters of the Arn(H2O)m type
accounted for a considerable proportion of particles in
the molecular beam, while water clusters were virtually
absent. The same work showed that interaction of the
mixed clusters with medium-energy electrons
(15−70 eV) leads to the dissociative ionization, with
positive hydroxyl ions being among the major prod-
ucts. Probably, low partial pressure of water and a suf-
ficiently high argon pressure may also favor the forma-
tion of mixed clusters. The subsequent dissociation of
these clusters may provide an additional channel for the
formation of hydroxyl molecules.

This work was initiated and supported by the “Intel-
lect” Scientific-Technological Association.
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Controlled Growth of Quasibicrystal Zinc Oxide Structures
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Abstract—The first results on the controlled growth of quasibicrystal structures containing interblock bound-
aries in epitaxial zinc oxide layers on sapphire (α-Al2O3) are reported. The structures with boundaries oriented
in a preset direction can be used as a base for submicron microelectronic devices. Using the method of buffer

layers, it is possible to obtain highly oriented layers of ( )ZnO and (0001)ZnO with clear boundaries

between blocks on the same ( )Al2O3 substrate surface. Data on the features of structure and morphology
of these layers are presented. © 2000 MAIK “Nauka/Interperiodica”.

1120

1012
Bicrystal substrates are widely used for the obtain-
ing of epitaxial layers with oriented grain boundaries
for the elements and devices of submicron microelec-
tronics such as single Josephson’s junctions and their
chains in Y–Ba–Cu–O high-temperature superconduc-
tors [1, 2] or giant-magnetoresistance devices based on
substituted rare-earth manganites [3], etc. Devices
involving epitaxial layers with oriented grain bound-
aries are frequently characterized by a higher (from a
few times to several orders of magnitude) operation
efficiency as compared to that of analogous devices
manufactured by the conventional planar technology.
However, operation of the improved systems is only
possible provided that a clearly pronounced structural
transition is formed in a certain direction, which
implies the search for special bicrystals and substrates.

We suggest a method for the growth of quasibicrys-
tal structures by preliminarily forming grain bound-
aries oriented in a preset direction of the substrate. A
single grain boundary or a series of boundaries of this
type can be formed in any part of the substrate as
required by a particular technological task. In this
work, we have selected α-Al2O3 (sapphire) as a sub-
strate material and zinc oxide as an epitaxial material
for the grain boundary formation, both substances
being widely used in microelectronic technology. Note
that the choice of both substrate and epitaxial layer
material is rather arbitrary—any stable high-tempera-
ture oxide can be used as a medium for the grain bound-
ary formation. At the same time, we believe that zinc
oxide presents an additional interest because a nonlin-
ear conductivity typical of the grain boundaries of some
special ZnO-based ceramics is successfully used for the
fabrication of varistors (see, e.g., [4]). We believe that
the proposed method can be used, in particular, as a
variant for the planar varistor technology.
1063-7850/00/2609- $20.00 © 20837
The experiments were performed with 2 × 2 cm2

( )Al2O3 substrates. During preparation, a part of
the substrate surface was masked by a screen and the
remaining part was coated with a 20–100 nm thick zinc
oxide film. The film was deposited by DC magnetron
sputtering (DCMS)—a method known to form (at least,
at a substrate temperature below 600 K) deposits with
the basal orientation irrespective of the substrate mate-
rial and orientation (see [4, 5]). Then the substrate was
placed in a low-pressure flow-type reactor and subse-
quent ZnO layers were grown over the entire sample
surface to a total thickness of 3–5 µm by chemical
vapor deposition (CVD) technique in a hydrogen atmo-
sphere (for details, see [6]).

Study of the morphology and crystal structure of the

CVD layers showed that the part of the ( )Al2O3

substrate surface with a preliminarily deposited DCMS
film favors the growth of a (0001)-oriented ZnO layer,
while the epitaxial layer grown on the clean sapphire sur-

face exhibits the ( ) orientation (see, e.g, [5, 6]).
Figure 1 presents a micrograph of the surface morphol-
ogy in both parts of a ZnO layer grown by the CVD
method on the substrate prepared as described above.
Obtained with the aid of an MII-4 interference micro-
scope at a magnification of ×350, the micrograph
shows the surface of the ZnO layer grown (a) on the
clean sapphire surface and (b) above the intermediate
DCMS film. The image reveals the growth patterns
characteristic of the indicated orientations, which are

more sharp for ( ) and less clearly pronounced for
the (0001) layer (Figs. 1a and 1b, respectively). Note
that a shadow observed at the boundary of two orienta-
tions is due to a difference between the ZnO layer
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thickness on the two sides of the boundary. This is
caused by the crystal growth rate being markedly

higher for the basal layer than for the ( ) layer.1120

(a) (b)

Fig. 1. The surface morphology of an epitaxial ZnO layer

with a grain boundary grown on a ( )Al2O3 substrate:

(a) ( )ZnO; (b) (0001)ZnO (magnification, ×350).
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Fig. 2. Typical diffractograms from an epitaxial CVD ZnO
layers grown by the CVD technique on (a) a clean sapphire
surface and (b) over a preliminarily deposited DCMS under-
layer.
T

The structure of the ZnO layer was studied by X-ray
diffraction on a DRON-2 diffractometer using 
radiation monochromatized with the aid of a
pyrographite crystal. Figure 2 shows typical diffracto-
grams from the ZnO layers grown on the same

( )Al2O3 substrate (a) without underlayer (on a
clean surface) and (b) over a preliminarily deposited
DCMS film. The former pattern is typical of the epitax-

ial ( )ZnO layers and the latter corresponds to a
highly oriented layer of the basal orientation. The ZnO
layers on both parts of the substrate were additionally
characterized by electron diffraction on an EMR-100
electronograph. The combined diffraction data con-
firmed perfect crystalline structure of the epitaxial ZnO
layers grown on both parts of the substrate.

Thus, the proposed two-stage technique allows epi-
taxial ZnO layers to be obtained with clearly distinct

crystal orientations, ( ) and (0001), on the same

( )Al2O3 substrate. The width of the boundary
between two orientations depends to certain extent on
the accuracy of the surface masking in the first stage of
the process, whereby no DCMS material must be
allowed to deposit on the masked substrate region.
Apparently, a sequence of such junctions can be
obtained provided that appropriate masks are employed
during the DCMS deposition stage. The results of
experiments with the junction chain formation by this
method will be reported shortly after.

The work was supported by the Russian Foundation
for Basic Research, project no. 98-02-16141.
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Electromagnetic Wave Generation
by an Electron Layer Rotating in Free Space
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Abstract—The generation of axially nonuniform electromagnetic waves by electrons rotating in crossed exter-
nal fields in free space is studied theoretically. It is demonstrated that the wave increment increases with fre-
quency under the Cherenkov resonance conditions, provided the radial electrostatic field is sufficiently strong.
It is inferred that the generated frequency can be significantly increased by applying a strong radial electrostatic
field. © 2000 MAIK “Nauka/Interperiodica”.
Previously, we have theoretically studied the gener-
ation of axially uniform electromagnetic waves by a
layer of electrons revolving around a charged filament
in free space (without a resonator) in the presence of a
radial electrostatic or crossed electrostatic (radial) and
magnetic (axial) fields [1, 2]. It was found that the gen-
erated frequencies satisfy the condition Re(ω) . mV/r,
where r is the radius of the layer, V is the azimuthal
electron velocity, and m is the azimuthal wavenumber.
We have also determined the conditions under which
the increment of an unstable wave grows with |m |.
However, the results of [1, 2] are valid under very strin-
gent constraints on |m |. This paper demonstrates that
the constraints are eliminated in the case of axially non-
uniform waves, which provides possibilities for pro-
ducing high-frequencies (submillimeter) waves by
means of such systems.

Consider an infinitely long cylindrical layer of elec-
trons rotating around a charged metal filament with a
linear charge density Q. We use cylindrical coordinates
r, ϕ, and z such that the z-axis coincides with the axis of
the filament. For the filament, assume that its radius a
is small and its conductivity is so large that the energy
losses in the filament can be ignored as negligible. The
electrons are confined to equilibrium circular orbits by
the radial electrostatic field E0(r) = 2Q/r and the exter-
nal axial magnetic field B0. Note that E0(r) may have
any sign. Let all of the perturbations depend on the
coordinates and time via the factor exp[i(mϕ + kzz –
ωt)], with m ≠ 0, where kz denotes the axial wavenum-
ber. The constant electrostatic and magnetostatic fields
of the electron layer are neglected. The problem is
treated in the hydrodynamic approximation. An unper-
turbed electron density n(r) is assumed to be nonzero in
the region between the surfaces r = r– and r = r+ such
that

(1)δ
r+ r––

r–
--------------- ! 1.=
1063-7850/00/2609- $20.00 © 20839
In contrast to the case of kz = 0 studied in [1, 2], we
now deal with the case kz ≠ 0 so that all six components
of the perturbation fields E and H are interrelated. This
hinders the derivation of an equation for the Eϕ compo-
nent of the perturbation field E. We will assume that the
rotating electrons are in the Cherenkov resonance with
the perturbation wave:

(2)

where V is the equilibrium electron velocity. Owing to

condition (2), the equation curlE = i H yields the fol-

lowing relationships between the components of E and
H in the nonrelativistic approximation: 

(3)

These formulas in turn allow us to express perturba-
tions of the charge density ρ and the current density j in

terms of Eϕ and (rEϕ). Then, starting from the equa-

tion curlH = J – i E, we arrive at a differential

equation for Eϕ:

(4)
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where Ω2 = 4πe2n(r)/me , W =  – ωd  +  – ωc ,

ωm = ω – mV/r, ωd = 2V/r – ωc , and ωc = eB0/mec (e and
me denoting the electron charge and mass, respectively
(–e < 0). The perturbation field components Hz and Ez

obey the equations

(5)

(6)

where _
2
 = ω2/c2 – . It can be shown that condition (2)

implies

(7)

Due to assumptions (1) and (2), inequality (7) is equiv-
alent to the condition

(8)

Inequality (7) means |Hz | @ |Ez |: under the Cherenkov
resonance conditions, the electron layer generates pre-
dominantly an H-wave.

Since the layer is thin [see assumption (1)], Eq. (4)
in the region r– ≤ r ≤ r+ can be solved as in [1, 2] by the
method of successive approximations. We thus obtain
boundary conditions that connect the fields in the
region a < r < r– to those in the region r > r+. To within
a term of the first order in the small parameter δ, the
boundary conditions are

(9)

where

(10)

with µ = kzr–/m. Expression (10) takes into account that
|µ| ! 1. Let us solve Eq. (6) for the vacuum region
under the assumption

(11)

First, consider the case _
2
 > 0. Assumption (11) allows

us to expand the Bessel and Neumann functions for
a < r < r– and the Hankel functions for r+ < r in terms
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of a small independent variable. Using boundary con-
ditions (9), we match the fields thus obtained and arrive
at the dispersion equation

(12)

where ∆ =  ! 1 and η =

(r−/a)2 |m | > 1. The parameter ∆ refers to radiative losses

to the free space (∆ = 0 for _
2
 ≤ 0). Equation (12)

implies

(13)

If the electric field E0(r) is so large that G > 0, then
Eq. (12) yields an expression for the increment of a
growing wave:

(14)

It follows from formulas (13) and (14) that the incre-
ment and the frequency increase with |m |. The complex
frequency ω satisfying Eq. (12) depends on kz via terms
of the order of δ1/2. In other words, the dependence of
ω on kz is very weak. Consequently, inequality (11) can
be satisfied at any |m | by setting kz close to ω/c. This
means that the system is free of the azimuth-velocity
constraints on |m |, in contrast to that studied in [1, 2].
On the other hand, |m | is limited by condition (8) as a
result of the finiteness of the δ value. Thus, a radial
electrostatic field such that

(15)

where  is the average plasma frequency, can signifi-
cantly increase the generated frequency irrespective of
the magnetic field strength, including the case B0 = 0. If
G < 0, the waves grow due to the dissipative effects.
The increments of these waves are small, going down
as |m | goes up. If _

2
 ≤ 0, the wave generated in the infi-

nite annular beam does not loose energy through radia-
tion into the free space. A semi-infinite annular beam
would emit the radiation from its end.
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Abstract—Special features in the nucleation and growth of a nondiamond carbon phase were studied in a
microwave plasma of various acetylene-containing gas mixtures. © 2000 MAIK “Nauka/Interperiodica”.
The synthesis of carbon films in a low-pressure gas
discharge plasma is a promising method for the obtain-
ing of carbon-containing materials for electronics, nec-
essary for the creation of devices and instruments capa-
ble of operating under extremal conditions. An impor-
tant circumstance is that carbon, by virtue of its
chemical nature, may form materials with different
types of chemical bonds and with a broad spectrum of
physical properties. The limiting cases are offered by
allotropic modifications of carbon such as graphite,
diamond, fullerenes, carbin, etc. The synthesis of any
allotropic carbon phase, for example nanocrystalline
diamond—a material possessing unique emission
properties, is usually accompanied by the growth of a
graphitelike phase that is frequently a limiting stage of
the process [1, 2]. For this reason, all syntheses must be
performed taking into account optimum kinetic condi-
tions facilitating the formation of a desired allotropic
carbon phase and preventing the formation of a graphi-
telike modification. In connection with this, investiga-
tion of the growth of graphite (as one of the most stable
carbon modifications) at low pressures and tempera-
tures is an important task in development of the synthe-
sis of carbon-based materials with preset physical prop-
erties. The purpose of this work was to study the nucle-
ation and growth of nondiamond carbon films in
various acetylene-containing gas mixtures activated by
microwave electric discharge.

The films were deposited onto a glass substrate in a
microwave gas discharge plasma under electron cyclo-
tron resonance conditions using an experimental setup
described in [3]. The substrate temperature (250°C)
and the deposition time (20 min) remained the same.
The deposited film thicknesses were determined using
laser-ellipsometric and interference microscopes.
Detailed investigation of the sample surface microto-
pography was performed in a scanning atomic-force
microscope (AFM) and the structure of deposits was
studied by X-ray diffraction using a DRON-3.0 diffrac-
tometer.
1063-7850/00/2609- $20.00 © 20841
Figures 1 and 2 show the plots of film thickness h
and average microcrystallite size d (height above the
substrate surface) versus partial acetylene pressure for
various gas mixtures. Clear differences are observed in
the character of the variation of the h and d values for
the media containing components that are inert (Ar, N2)
and active (O2, H2O) with respect to carbon. The car-
bon film deposition from acetylene mixtures with inert
gases began at very small acetylene concentrations,
while the process in mixtures with the active compo-
nents was initiated only when the partial pressure of
acetylene exceeded certain minimum (critical) levels.
At a total gas pressure of 1 Pa, these critical values were
not less that 0.25 Pa (25%) in the acetylene mixtures
with water vapor and above 0.4 Pa (40%) in mixtures
with oxygen. The nature and amount of additives to
acetylene also markedly influenced the surface mor-
phology of the graphitelike phase (Fig. 3), while not
affecting the character of variation of the film thickness
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Fig. 1. The plots of (1, 2) thickness h and (3, 4) average
microcrystallite size d versus the partial pressure of acety-
lene P for the nondiamond carbon films deposited from the
microwave discharge plasma in acetylene mixtures with
(1, 3) argon and (2, 4) nitrogen.
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Fig. 2. The plots of (1, 2) thickness h and (3, 4) average
microcrystallite size d versus the partial pressure of acety-
lene P for the nondiamond carbon films deposited from the
microwave discharge plasma in acetylene mixtures with
(1, 4) water vapor and (2, 3) oxygen.
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Fig. 3. Scanning AFM images of the surface of carbon films
deposited under the electron cyclotron resonance conditions
from the microwave discharge plasma in (a) pure acetylene
(scale: x, 1 µm; y, 1 µm; z, 10 nm) and its mixtures
(b) 25% C2H2 + 75% H2O (scale: x, 1 µm; y, 1 µm; z, 10 nm)
and (c) 10% C2H2 + 90% Ar (scale: x, 1 µm; y, 1 µm; z, 1 nm).
T

(crystallization rate). In the gas mixtures of both types,
an increase in the partial pressure of C2H2 was accom-
panied by virtually linear growth in the carbon film
thickness with the slope depending on the particular
additives: 5, 4, 3.7, and 2.9 for oxygen, water vapor,
argon, and nitrogen. The only exception was observed
for the deposition process in acetylene mixtures with
small amounts of argon, where the film thickness and
microcrystallite size increased at a markedly higher
rate than in pure acetylene.

Another feature in common for the plots depicted in
Figs. 1 and 2 is a jump in the average microcrystallite
size observed in the deposition curves in the region of
minimum acetylene concentrations in mixtures with
various additives. The maximum size of microcrystal-
lites (up to 30–40 nm) was observed for the deposition
from acetylene mixtures with water vapor (Fig. 3b);
note that the microcrystallites were observed in the
stage where the film thickness was not yet measured.
Therefore, under the conditions of a small flux of car-
bon particles from the gas phase (and, accordingly, low
nucleation rates), a nondiamond carbon phase precipi-
tated predominantly in the form of separate micro-
scopic islands (protrusions). The height of these islands
sharply decreased (to 5–6 nm) with increasing film
thickness (for a mixture containing more than 25%
acetylene with water vapor). In the mixtures of acety-
lene with another carbon-active additive—oxygen—
the size of microcrystallites observed in the absence of
a detectable film thickness was about 10–12 nm. A sim-
ilar (albeit much less pronounced) character of the ini-
tial stage of the graphite film growth on glass substrates
was also observed for the mixtures of acetylene with
inert gases.

The subsequent variation of the microcrystallite size
with increasing partial pressure of acetylene also
depended on the nature of the additives. For the carbon-
active ones, the plots of microcrystallite size versus
acetylene pressure exhibit minima in the region
between the initial growth stage (for the threshold C2H2
concentrations) and the case of graphite deposition
from pure acetylene. The most inhomogeneous growth
(manifested by a maximum average size of the nondia-
mond microcrystallites on the film surface) was
observed in pure acetylene (Fig. 3a) and acetylene–
oxygen mixtures. In the latter case, the size of microc-
rystallites varied from 12–14 to 40 nm depending on
the partial pressure of oxygen. The most smooth films
were deposited from acetylene mixtures with water
vapor: here, the microcrystallite size varied from 3 to
7 nm.

The average size of inhomogeneities monotonically
decreased with decreasing film thickness and increas-
ing content of inert gases in mixtures with acetylene.
Slowly growing films exhibited a smoother appearance.
The minimum average size of nanocrystallites was
observed on the surface of carbon films deposited from
a 90% Ar + 10% C2H2 mixture (Fig. 3c). Here, the aver-
ECHNICAL PHYSICS LETTERS      Vol. 26      No. 9      2000
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age crystallite size approached 3 nm and was about half
as small as the value for the film deposited from a
90% N2 + 10% C2H2 mixture. This is probably related
to the so-called “polishing” effect of argon ions pos-
sessing a greater mass and a higher sputtering effi-
ciency as compared to the same properties of nitrogen
ions. This assumption is confirmed by comparison of
the average size of nanocrystallites observed on the sur-
face of carbon films deposited at other partial pressures
of the same inert gases added to acetylene. Indeed,
Fig. 1 shows that the curve of the average size of micro-
crystallites for the acetylene–argon mixtures lies below
the curve for the acetylene mixtures with nitrogen (hav-
ing a molecular mass below that of argon). From these
data we may conclude that the growth of nanocrystal-
lites in a nondiamond carbon phase deposited from
acetylene mixtures containing more than 30–40% of
inert gases is limited by the physical sputtering of car-
bon by ions of these gases.

An analysis of the X-ray diffraction patterns
obtained for carbon films deposited from acetylene
mixtures with the additives studied showed that the
deposits contain virtually no diamondlike phases
except for the C(2OH) phase. The films are composed
primarily of a fine-crystalline graphite (002) with a nor-
mal and defect layer package [4].

Conclusions:
(1) The rate of nondiamond carbon deposition from

a microwave discharge plasma in acetylene mixtures
with various chemically active and inert additives is
proportional to the partial pressure of acetylene. The
proportionality factor depends on the particular addi-
tive; for the additives inert with respect to carbon, this
coefficient increases with the ion mass.

(2) The synthesis of carbon films from acetylene
mixtures with carbon-active gases is possible only pro-
vided that the partial pressure of acetylene exceeds a
certain critical level, which is not less than 0.25 Pa
(25% in a C2H2 + H2O mixture at 1 Pa) and more than
0.4 Pa (40% at a total pressure of 1 Pa).
TECHNICAL PHYSICS LETTERS      Vol. 26      No. 9      200
(3) Small additives of argon (5–20%) to acetylene
activate heterogeneous processes on the substrate sur-
face and markedly intensify the growth of graphite and
its microscopic aggregates on the growth surface. The
layer thickness and the height of microaggregates for
these mixtures are greater compared to those for the
graphite films deposited from pure acetylene.

(4) The growth of nanocrystallites in a nondiamond
carbon phase deposited from acetylene plasma contain-
ing more than 30–40% of inert gases is limited by the
physical sputtering of carbon by ions of these gases.

(5) The plots of film thickness and average microc-
rystallite size for the nondiamond carbon deposited
from acetylene plasma with inert gas additives are cor-
related with each other. No such correlation is observed
for the carbon films deposited from mixtures contain-
ing additives that are active with respect to carbon.

(6) Because of unfavorable nucleation conditions,
the growth of the nondiamond carbon phase from acet-
ylene mixtures with carbon-active additives proceeds in
the form of microscopic islands. The maximum dimen-
sions of these islands are observed for the acetylene
concentrations equal to the critical values for the corre-
sponding additives.
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Abstract—For a multimode optical-fiber interferometer with a multichannel detector system, two alternative
methods of signal processing in the presence of amplitude fading are studied theoretically and experimentally:
(a) the summation of the signal magnitudes over various channels; (b) the selection of the channel whose signal
modulus has the largest amplitude. It is shown that both methods can significantly reduce the signal amplitude
fading at the interferometer output. A statistical model of the multimode interferometer is suggested assuming
independent signal variations in different channels. For a ten-channel system with photodiode detectors, the
computation and the measurements demonstrate that both variants of the data processing yield more than three-
fold decrease in the ratio of the rms deviation under the fading conditions to the mean output signal. © 2000
MAIK “Nauka/Interperiodica”.
The multimode optical-fiber interferometer (MFI) is
among the most simple fiber interferometers in terms of
design. The system comprises a multimode fiber illumi-
nated by a coherent source with a coherence time
exceeding differences between the group delays of the
modes [1, 2]. The interference of modes produces a
speckled pattern at the output end of the fiber. External
factors acting upon the fiber cause the so-called differ-
ential phase modulation of the propagating radiation,
whereby the phase differences between the modes vary
in time. The differential phase modulation is mani-
fested by intensity variations in different parts of the
interference pattern, this effect being registered by a
photodetector.

MFIs are employed in various fiber sensors of physi-
cal quantities [3, 4], continuous data-acquisition lines [5],
phase-stable optical transmission lines [6], and optical
signaling devices [7].

At the same time, MFIs suffer from a serious
drawback, namely the amplitude fading of the useful
signal [1, 2] caused by variations in the intermodal
phase relationships.

The fading is usually reduced by multichannel
detection and subsequent signal processing. For exam-
ple, a four-channel detector with nonlinear elements
was suggested for MFIs implementing second-har-
monic modulated signal extraction [8]. To the best of
our knowledge, no detailed analyses of MFIs with mul-
tichannel detectors have been published to embrace
systems with different signal processing techniques and
various channel numbers.
1063-7850/00/2609- $20.00 © 20844
This paper presents a statistical model of an MFI
with a multichannel photodetector and describes an
experiment performed to evaluate the performance of
the ten-channel system.

Consider a multimode isotropic optical fiber illumi-
nated by a coherent source at a working frequency ω.
The light flux intensity at an individual photodetector
is [9, 10]

(1)

where L is the fiber length, S is the interference pattern
area covered by the photodetector, N is the total number
of propagating modes, and Ai(k) and Ei(k) are the ampli-
tude and the modal function of the ith (or kth) mode,
respectively. The intermodal phase difference Ψik is
expressed as

(2)

where βi(k) is the propagation constant of the ith (or kth)
mode. The phase shifts φi(k) arise from the mode inter-
action and birefringence, and depend on the external
factors acting on the fiber.
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Since MFIs typically operate as distributed sensors,
it is convenient to represent Ψik as

(3)

where  describes large but slow phase shifts caused
by changes in the ambient conditions (temperature,
pressure, etc.) and δΨik represents small but rapid phase
shifts caused by informative external agents (useful sig-
nal). The first term in Eq. (3) refers to phase shifts that
are much larger than (@π) and exhibit a quasistatic
character with frequencies in the 0–0.1 Hz range. The
second term describes phase shifts that are much
smaller than (!π), their characteristic frequencies
being above 10 Hz. Using trigonometric formulas, we
may rewrite the expression (1) as

(4)

Here, I0 is a constant independent of the intermodal
phase differences, and ρ0 is a slowly varying quantity
controlled by external conditions. The terms I0 and ρ0
are expanded as

The term ρ1 is a rapidly varying quantity representing
the MFI response:

(5)

The quantity ρ0 represents a quasistatic additive
interfering signal that can be rejected by frequency fil-
tering. In what follows, we ignore this term and concen-
trate on the value of ρ1, which contains useful infor-
mation.

Let δs represent a physical action upon the fiber. In
the general case, the resultant phase shifts can be
expressed as

(6)

where the coefficients Vik depend on the fiber parame-
ters and the length of the exposed fiber segment. The
response of the MFI to the signal δs is

(7)
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where 

ρ2 = ds]sin( )Vik  

is the MFI transmission coefficient. The factor ρ2 varies
depending on the ambient conditions and produces a
multiplicative interference with the useful signal,
which is a manifestation of the fading effect.

It is seen from (7) that ρ2 depends in a complicated
manner on the fiber parameters and the ambient condi-
tions. We therefore suggest a statistical approach to the
analysis of the fading effects, whereby the value of ρ2
at the instant of measurement is considered as a random
variable.

Let us take a closer look at formula (7). The coeffi-
cient ρ2 is the sum of sine terms. Their amplitudes,

Ai ( ds)Vik , are determined by the mode

parameters, detection conditions, and the length of the
exposed segment; they may have different signs and
may considerably differ in magnitude from each other.

The phases  are determined by the fiber parameters
and the ambient factors (such as the temperature or
pressure), in particular, by the birefringence and the
mode coupling due to inhomogeneities.

Let us therefore regard the phases  correspond-
ing to an arbitrary moment of detection as independent
random variables. According to the central limit theo-
rem, the random variable ρ2 has a Gaussian distribution
if the total number of the summands is large, the vari-
ance of ρ2 is denoted by σ2. On the whole, the response
ρ1 = ρ2δs to a given δs is a random variable with the
variance σ1 = σ2δs. The probability density function
(pdf) of ρ1 is

(8)

Thus, for a fixed external action, fading makes the
output MFI signal a zero-mean random variable. Note
that pdf (8) is maximum near ρ1 = 0. Consequently, the
output signal may well be weak so that relevant data are
basically lost.

The fading effect can be reduced by using an appro-
priate signal processing after detection. It seems most
reasonable to take the absolute value of the signal.
According to [11, 12], the pdf of η = |ρ1| is

(9)

The signal thus processed has a nonzero mean η
with k = /  = 0.75, where  is the rms devia-
tion. The ratio is well suited to evaluation of the fading
effects. On the other hand, the pdf is still maximum at
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a zero signal level, which implies a high probability of
losing useful data.

To reduce k, two alternative methods are suggested
by analogy with the detection techniques used in mul-
tichannel wireless digital communications systems
operating in the HF band [13, 14]:

(1) A sufficiently large number of photodetectors
are taken, and the magnitudes of their output signals are
added up.

(2) With a fixed number of photodetectors, the out-
put signal with the largest magnitude is selected by
means of a comparator.

Since the photodetectors have different sets of the

mode amplitudes Ai ( ds)Vik entering into

Eq. (7), we assume that the corresponding fading com-
ponents in the output signals of various photodetectors
are uncorrelated and the random variables ρ2 are inde-
pendent.

Consider the first method with M photodetectors.
According to [12], the pdf of the sum signal ξ =

, where ηk are independent random variables,
can be found from the following recurrence relation:

Ak
* EiEk

*
S∫

ηkk 1=
M∑
TE
(10)

Using the second method for M photodetectors, we
deal with M independent identically distributed random
variables, the pdf being w1(η). According to [11, 12],
the selected maximum variable has the pdf

(11)

where F(ξ) is the probability distribution function

(12)

The above formulas enable one to evaluate the
mean, the variance, and the ratio k as functions of the
number of photodetectors for each of the two methods.

The experiment was carried out with a gas laser
operating at λ = 0.63 µm and P = 2 mW, a multimode
graded-index fiber, and a ten-channel photodiode
detector system connected to a computer via a multi-
channel ADC. (The fiber had a core diameter of 50 µm,
a numerical aperture of 0.12, and a length of 480 m.)
A 5-m segment of the fiber was placed into an adjust-
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Fig. 1. Interferometer signals vs. time: (a) a fragment of the output signal of a photodetector; (b) the output signal of a photodetector
after the rejection of quasi-static components; (c) signal pulse amplitudes extracted from the output of a photodetector; (d) signal
pulse amplitudes processed by the “sum-of-magnitudes” method (M = 10); (e) signal pulse amplitudes processed by the “maximum
magnitude” method (M = 10).
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able thermostat, and a 10-cm segment was subjected to
a weak mechanical disturbance simulating the useful
signal δs.

The “total” signal from the photodetector is
described by expression (4). The subsequent filtering
and processing are performed by the computer.

During the measurements, which lasted for about
1000 s, the fiber experienced mechanical disturbance
and slow heating by about 20°C to produce fading. Fig-
ure 1a shows a waveform fragment of the I(t) signal
from one of the detector channels. It is seen that one can
easily discriminate between the quantities involved
in (4): I0, ρ0, and ρ1 = ρ2δs. Note that the respective
temperature-induced variations in ρ0 and ρ2 are uncor-
related, although both refer to the same channel. After
digital filtering (by a second-order high-pass filter), the
signal contains only the component ρ1(t) representing
the signal δs with a multiplicative interference ρ2 (see
Fig. 1b). From these signals, the amplitudes of the sig-
nal pulses were determined (Fig. 1c) and subjected to
subsequent processing and analysis. Note that changes
in the magnitude and the sign of ρ1 are caused by those
of ρ2 rather than by changes in the sign of δs (the ampli-
tude and sign of the last quantity being constant). Use
of any of the two methods for processing the signals
from ten photodetectors (for the sum of moduli u1 or the
maximum modulus u2) increases the mean value of the
signal (Figs. 1d, 1e).

In the computation and the experiment, the ratio of
the areas of the photodetector aperture and the output
spot of the fiber were maintained at a constant level,
while the number of channels was increased. Ten pho-
todetectors, each having a diameter of 4 mm, were
arranged in three rows (3 + 4 + 3). The diameter of the
array was somewhat smaller than that of the output spot
in the far-field zone.

The computation and the experiment showed that
the first method perfectly corresponds to the classical
case of adding M independent random variables: the
mean of the sum grows in proportion to M, while the

rms deviation is proportional to  (see curves 1 in
Fig. 2), so that the ratio k1 goes down. The spread in the
values obtained by the processing of measured data
results from taking into account all of the possible com-
binations of M photodetectors for M ≠ 10.

With the second method, an increase in the number
of channels causes no growth in the variance of the out-
put signal but raises the mean somewhat, thus decreas-
ing k2 again (see curves 2 in Fig. 2).

The high correspondence between the computed
and the measured dependences supports the above
assumption that fading processes corresponding to dif-
ferent channels are uncorrelated and that the statistical
model can be applied to MFIs.

Each of the proposed multichannel signal process-
ing methods sharply reduces the probability that the

M

TECHNICAL PHYSICS LETTERS      Vol. 26      No. 9      200
useful signal will be suppressed by fading. For exam-
ple, with M = 10, the probability that the level of ρ1 will
be below 0.1σ1 is P(ρ1 < 0.1σ1) = P(ρ2 < 0.1σ2) < 10–6

in both cases.
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ues results from taking into account all of the possible com-
binations of M photodetectors for M ≠ 10.) Curves 1 and 2
refer to the “sum-of-magnitudes” and the “maximum-mag-
nitude” methods of signal processing, respectively.
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